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Abstract

Oxygen is a critical component in living organisms and its concentration in tissue is

an important parameter indicative of tissue metabolism, level of activity and health

condition. As a result, measuring oxygen concentration in the tissue is essential

in many clinical and research applications. Near Infrared Spectroscopy (NIRS)

is a non invasive method of measuring tissue oxygenation using diffusion oflight

in the tissue. NIRS as a safe, non invasive and low cost monitoring technology

has been used in a wide range of applications including monitoring muscle and

brain oxygenation, brain computer interface and rehabilitation. The motivation for

this thesis has been to develop new signal processing methods and to investigate

potential new applications for NIRS.

One major characteristic of NIRS is its sensitivity to movement of the target

tissue during the measurement. The effects of movements, known as motion ar-

tifacts, have limited clinical applications of NIRS in ambulant patients as well as

experimental applications of NIRS monitoring in areas such as exercise science

and sports medicine. In this thesis, we present a new method of reducing theeffect

of motion artifacts on NIRS signal using Discrete Wavelet Transform (DWT).

One of the areas of application which can significantly benefit from reduction

of motion artifacts is NIRS-based wearable sensors. In particular, a potential and

unexplored application of NIRS is providing a monitoring method for people with

bladder control problems, which occurs in a variety of conditions includingspinal

cord injury and stroke. We investigate the application of NIRS for detection of

bladder filling to capacity using a wearable wireless monitoring sensor which can

be used to warn the subject once the bladder content reaches a predefined percent-

age of the full capacity.
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NIRS can be used as a functional neuroimaging method to identify brain acti-

vations during practice of a motor/cognitive task. One important question in this

field is how the activated brain areas are interconnected. We thus investigate the

use of phase information in NIRS channels to identify cortical connections and in

particular, show the applicability of this approach in identifying language network

in human infants.
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Chapter 1

Background

1.1 Introduction to Near Infrared Spectroscopy

Oxygen is a critical component in living organisms and its concentration in tissue is

an important parameter indicative of tissue metabolism, level of activity and health

condition. As a result, measuring oxygen concentration in the tissue is essential in

many clinical and research applications.

In 1977 Jobsis introduced the method of measuring local tissue oxygenation

non-invasively using near infrared light [7]. Absorption of the light by living tissue

is lower in this wavelength range (600-1000 nm) which results in maximum pen-

etration depth. Below this wavelength range, hemoglobin strongly absorbs light

and above this range, water is the major absorber. Figure 1.1 shows the absorption

spectra of light energy as a function of wavelength in the vicinity of NIR wave-

lengths for important species in tissue. Within this range, light attenuation occurs

as a result of scattering and absorption by chromophores such as oxygenated and

deoxygenated hemoglobin (HbO2 and HHb) which are important biological in-

dicators, lipid, water and cytochrome oxidase. This method of using NIR light

to measure chromophore concentration (or concentration changes) in thetissue is

known as Near Infrared Spectroscopy (NIRS). In practice, a light point source is

placed on the tissue surface to shine light into the tissue. A light detector, alsolo-

cated on the surface, but at a distance from the source detects diffusively reflected

light from within the tissue and extracts information on the chromophore concen-

1



CHAPTER 1. BACKGROUND

tration from the detected light intensity and phase. The intensity attenuation is due

to absorption by blood chromophores as well as scattering and can be related to the

changes in concentration of the chromophores.

The unique type of information provided by NIRS is quite different from that

obtained with pulse oximetry or Photoplethysmogrophy (PPG), even though the

basic principles are similar. NIRS and PPG are based on the same principle that

NIR light can penetrate in the tissue and is mostly absorbed by hemoglobin species.

However, PPG measures arterial oxygen saturation which is the percentage of

hemoglobin in arteries that is bound to oxygen:

SpO2 =
aHbO2

aHbO2+aHHb
(1.1)

whereSpO2 is the peripheral oxygen saturation, andaHbO2 andaHHbare the ar-

terial HbO2 and HHb concentrations, respectively. This fraction which is normally

close to 100%, is a centrally controlled parameter and only changes in response to

critical conditions.

NIRS measures tissue oxygenation changes or in some cases, tissue oxygen

saturation which is the percentage of hemoglobin bound with oxygen in the tis-

sue. This parameter can change significantly in response to increase or decrease in

oxygen demand in the tissues. For example, it has been shown that under an in-

cremental inspiratory threshold loading study, the SpO2 stayed relatively constant

throughout the experiment (≥ 96%), while NIRS showed decrease in tissue oxy-

genation of a non active muscle and increase in oxygenation of the active muscle

[8].

In general, NIRS can be employed in any application where hemodynamics

of a tissue is of importance. Because of its non-invasive nature and the unique

type of information it provides about tissue hemodynamics, NIRS has becomevery

popular and has found a wide range of applications such as monitoring muscle or

brain oxygenation [9], brain computer interface [10], rehabilitation [11]and cancer

detection [12].

Brain functional studies are among the application areas in which NIRS is

promising. Due to neurovascular coupling, the neural activation which is accom-

panied by hemodynamic changes resulting from an increase in oxygen demand,
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Figure 1.1: Absorption spectra of oxygenated and deoxygenated hemoglobin
(HbO2 and HHb) and water from 600nm to 1000nm. The absorption
increases significantly below 600nm and above 1000nm.

can be detected using NIRS in superficial areas of the brain [13]. This method,

known as fNIRS, is widely used to detect activations in brain cortex in response

to different stimulations. The information recorded by functional Near Infrared

Spectroscopy (fNIRS) is very similar to that obtained by functional Magnetic Res-

onance Imaging (fMRI) and Positron Emission Tomography (PET). However,

fNIRS is less expensive, portable, non ionizing, non restraining and has higher

temporal resolution. Also, the process of hemodynamic changes detection isdif-

ferent between fMRI and NIRS. In fMRI, magnetic properties of hemoglobin are

used to detect changes in HHb [14]. Losing oxygen causes hemoglobin to demon-

strate paramagnetic properties. In fNIRS, the difference in absorption spectra of

HbO2 and HHb is the principle of detection. As a result, NIRS is sensitive to both

HbO2 and HHb while fMRI is only sensitive to HHb. This is an important differ-

ence as the change in HbO2 in response to stimulation is larger and more correlated

with Blood Oxygen-Level Dependent (BOLD) response than HHb [15].
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1.2 Theory of NIRS

1.2.1 Modified Beer-Lambert Law

In order to derive chromophore concentrations, raw light intensity readings need

to be converted to concentrations or concentration changes. The Beer-Lambert

law describes the attenuation of light when propagating in a non scattering, but

absorbing medium:

I = I0e−µal (1.2)

whereI0 is the intensity of the light entering the medium,I is the light intensity at

locationx= l with l in cm andµa is the attenuation coefficient in cm−1. In presence

of multiple absorbants, this coefficient is related to the absorbants’ concentration

as

µa = Σiεici (1.3)

whereci andεi are the concentration and extinction coefficient of theith absorber

in molL−1 and Lmol−1cm−1, respectively. In a highly scattering medium, such as

human tissue, this equation is no longer valid as absorption is not the only mech-

anism resulting in light intensity attenuation. The modified form of this equation

known as the Modified Beer-Lambert Law (MBLL) takes scattering into consid-

eration and explains the relationship between chromophores’ concentration and

reflected optical density [16]:

OD=−log
I
I0

= εclB+G (1.4)

whereOD is the optical density,I0 is the incident light intensity,I is the detected

light intensity,ε andc are the same as described above,l is the distance between

where the light enters the tissue and where the detected light exits the tissue,B

is a pathlength factor that accounts for increases in the photon pathlength caused

by tissue scattering, andG is a factor that accounts for the constant losses such as

those caused by measurement geometry [16].

A change in the concentration of the chromophore will result in a change in

the reflected light’s intensity which is sensed at the detector. When concentration
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changes,ε and distancel remain constant. AssumingB andG also remain constant,

we can rewrite equation 1.4 as

∆OD=−log
IFinal

IInitial
= ε∆CLB (1.5)

where∆OD = ODFinal −ODInitial is the change in the optical density,IFinal and

IInitial are the measured intensities before and after the change in the chromophore

concentration, and∆C is the change in concentration.L is determined by the probes

geometry,ε is the property of the chromophore andB is often referred to as the

Differential Pathlength Factor (DPF) and can be determined with very short pulses

of light and has been tabulated for various tissues.

In order to consider the contribution of two or more chromophores, we need to

write equation 1.5 for 2 different chromophores and make measurements atmore

than 1 wavelength. In this way,OD changes at wavelengthλ would be:

∆ODλ =
(

ελ
HbO2

∆ [HbO2]+ ελ
HHb∆ [HHb]

)

Bλ L (1.6)

by measuring the∆OD in 2 wavelengths, one can solve for changes of concentra-

tion in HbO2 and HHb using

∆HHb=
ελ2

HbO2

∆ODλ1

Bλ1
− ελ1

HbO2

∆ODλ2

Bλ2
(

ελ1
HHbελ2

HbO2
− ελ2

HHbελ1
HbO2

)

L
(1.7)

∆HbO2 =
ελ1

HHb
∆ODλ2

Bλ2
− ελ2

HHb
∆ODλ1

Bλ1
(

ελ1
HHbελ2

HbO2
− ελ2

HHbελ1
HbO2

)

L
(1.8)

The MBLL is sufficient in cases where only the measurement of changes from

a baseline is desired. This baseline is dependent on different factors (source de-

tector coupling with the tissue, tissue parameters etc.). As a result, removing an

optode and replacing it in the exact same position on the tissue, will result in dif-

ferent baseline reading and therefore absolute reading values are not comparable.

Therefore, if absolute values of chromophores or Tissue OxygenationIndex (TOI)

measurements are required, this model will not be adequate.
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1.2.2 Photon Diffusion in Tissue

A more robust model of light-tissue interaction is based on using diffusion equa-

tion to describe light propagation in highly scattering living tissue. Assuming an

isotropic source, the light-tissue interaction can be described by the diffusion equa-

tion [17]:

∇ · (D(r)∇Φ(r , t))−νµa(r)Φ(r , t)−
∂Φ(r , t)

∂ t
=−νS(r , t) (1.9)

whereΦ(r , t) is the photon fluence rate at positionr and time t inWcm−1,

S(r , t) is the source power per volume emitted radially outward inWcm−1, D(r) =
ν

3(µ ′
s(r)+µa(r))

is the photon diffusion coefficient,µ ′
s is the reduced scattering coeffi-

cient,µa is the absorption coefficient andν is the speed of the light in the medium.

The reduced scattering coefficient is related to scattering coefficient asµ ′
s =

(1−g)µs and characterizes the amount of scattering in the tissue.

In order to characterize the diffusion of light in the tissue, different source and

boundary conditions can be assumed. Here, we briefly look at 2 simple cases which

are relevant here.

For the case of a frequency modulated source

S(r , t) = Sdc(r)+Sac(r)e−iωt (1.10)

whereSdc andSac are the constant and time varying components of the source. In

this case, the time varying part of the solution would also have the same frequency

as the source and will have the form of

Φac(r , t) =U(r)e−iωt (1.11)

assuming a homogeneous medium, the diffusion equation reduces to

(

∇2−k2)U(r) =−
ν
D

Sac(r) (1.12)

wherek2 = νµa−iω
D . For a point source at positionr = r in infinite space

Sac(r) = Sacδ (r) (1.13)

6



CHAPTER 1. BACKGROUND

The general solutions to Equation 1.12 are of the formCekr andCe−kr. One

can then solve Equation 1.12 to get [17]

U(r) =
νSac

4πDr
e−kr (1.14)

where k is a complex number with real part

kr =
(νµa

2D

)1/2





(

1+

(

ω
νµa

)2
)1/2

+1





1/2

(1.15)

and imaginary part

ki =−
(νµa

2D

)1/2





(

1+

(

ω
νµa

)2
)1/2

−1





1/2

(1.16)

Hence, at locationr on tissue surface, the light intensity would be frequency

modulated at the same frequency of the source with reduced amplitude and a phase

shift which are both functions ofµa andD.

A more realistic boundary condition is a semi-infinite homogeneous medium.

In this case, an image source symmetric around the boundary can be used tosatisfy

the boundary condition. In the limit where we are far enough from the source, the

solution can be written as

U(ρ,z= 0)≈
νS0

4πD
e−kρ

ρ2

(

2k
(

ltrzb+z2
b

))

=
A0e−kr ρ

ρ2 ei(−kiρ+θ0) (1.17)

which again indicates attenuation along with a phase shift at positionr with

respect to the source. In case of a non modulated source, one would get the expo-

nential decrease in intensity only. The application of these formulations in deriving

concentration values in different NIRS instruments will be discussed in Section 1.4.

1.3 Applications of NIRS

The unique advantages of NIRS has led to its use in a variety of applications.NIRS

in general, is applicable in any situation where hemodynamic monitoring of a tissue
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is required.

One of the areas in which NIRS is well suited for are brain studies which in-

volve recording activities in different brain areas. In these studies, neurovascular

coupling results in increase in hemodynamics that lags the neural activation.This

change can be detected by fNIRS. The data is then converted to activationusing

mathematical models incorporating the hemodynamic response function. In fNIRS

studies, one would only be interested in measuring changes in chromophore’s con-

centration from a baseline and therefore, continuous wave fNIRS devices that mea-

sure concentration changes using MBLL are well suited for these applications.

fNIRS has been used for studying various brain disorders. Hock et al. have

examined Alzheimer’s patients during verbal fluency and other cognitive tasks,

finding decreases in HbO2 and total hemoglobin (tHb) relative to the baseline in

the parietal lobe as compared to an increase in HbO2 and tHb in healthy subjects

[18, 19]. Schizophrenia patients have also been studied with fNIRS in several stud-

ies. In one study, for example, ”dysregulated” patterns of HbO2 and HHb change

were found using fNIRS in frontal regions of schizophrenic patients ascompared

to healthy subjects during a mirror drawing task [20]. Also, it was shown that the

typical pattern of right-lateralized activation during a continuous performance test

was absent in schizophrenic patients [21]. Depression is another condition exam-

ined with NIRS. In a study by Matsuo, reduced frontal activation during averbal

fluency test in patients suffering from depression was found comparedto controls

[22]. These are only a few representative examples of applications of fNIRS in

brain disease conditions. A more detailed review of such applications can befound

elsewhere [23].

One of the attractive areas of application for NIRS is brain studies in infants

where use of other modalities such as fMRI or PET is either impractical or very

difficult. Also, the small head size and thin skull results in high quality and better

penetration into brain tissue. For example, unique features of fNIRS has made

it possible to assess newborn infant’s brain response to different languages and

language structures [24]. NIRS has also been used to study developmental changes

in the cerebral hemodynamic response to different stimulation types [25, 26].

One of the more recent developments in applications of NIRS has been the

study of bladder muscle hemodynamics during voiding to diagnose bladder ob-
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struction/dysfunction non-invasively [27]. It has been shown that patterns of HbO2

and HHb are different for normal and obstructed bladder reflecting variations in de-

trusor muscle hemodynamics and oxygen supply and demand. This can potentially

replace invasive methods currently in practice for urodynamics tests.

New applications for NIRS are constantly being developed and tested. Valida-

tion of such data in different fields has turned NIRS into a promising diagnostic

tool.

1.4 NIRS Instrumentation

There is a wide variety of NIRS instruments currently in use, both commercial

([28–33]) and custom-built ([34–38]). A detailed review of differentNIRS devices

and measurement techniques can be found elsewhere [23, 39, 40].

In terms of operation basis, the NIRS devices can be divided into 3 categories:

Continuous Wave (CW), Time Domain (TD) and Frequency Domain (FD) devices

[41].

TD systems use very short light pulses which are scattered and absorbed by

the tissue layers. The temporal distribution of photons as they leave the tissueis

detected by the system. The shape of this distribution gives information aboutthe

tissue scattering and absorption. TD systems provide very accurate estimations of

tissue parameters (scattering coefficientµs and absorbing coefficientµa). However,

they are usually expensive, bulky and require extensive knowledge of the system

to work with and are not particularly suitable for practical clinical applications.

In FD systems, the light source is amplitude modulated at intermediate fre-

quencies (around 100MHz). As discussed in Section 1.2, the amplitude andphase

of the light at the detector is a function of reduced scattering coefficientµ ′
s and ab-

sorption coefficientµa. Hence by measuring amplitude and phase of the modulated

light at the detector, the chromophore concentrations can be calculated.

CW systems are the most widely used NIRS devices in practice. They radiate

light continuously into the tissue and measure the amplitude decay of the reflected

signal. In the simple basic form, these systems can not quantify baseline absorp-

tion and scattering. However, they can be made with inexpensive, widely available

components. Even though CW systems are often used for measuring slow hemo-
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dynamic signals [42], they can measure the fast neuronal signals undercertain

conditions [43–45]. These devices usually incorporate the MBLL model for es-

timating the absorption coefficient in the tissue. One of the major limitations of

using CW NIRS devices with single source-detector pair based on MBLL is that

they can only measure ”changes” in tissue hemodynamics. In other words,the ab-

solute values of chromophores can not be measured. This means a dynamicshould

be generated in order to observe the changes. This dynamic could be in different

forms including stimulation (brain studies), muscle activity (sports medicine, blad-

der study), occlusion or drug administration. Even though some applicationsare

still feasible using measurement of changes from baseline only, this will ruleout

possibility of using NIRS in many other areas. Therefore, several methods have

been proposed to alleviate this problem in CW systems. Most of these techniques

use a more realistic model for light-tissue interaction to estimate the tissue optical

parameters and hence, the concentration.

A sub class of CW devices use the diffusion model to estimate parameters

such as tissue oxygen saturation index. If we assume a non modulated source in

Section 1.2, the detected amplitude at positionρ would be:

U(ρ,z= 0) =
A0e−kr ρ

ρ2 (1.18)

Therefore, if signals are recorded at multiple detectors with differentρ, one can

estimate the slope of lnρ2U(ρ) and deriveµa, given some simplifying assumptions

on µs (see [46] for example). Such devices are also known as spatially resolved

NIRS and are capable of measuring absolute values of tissue oxygen saturation.

Laser Diodes (LDs) and Light Emitting Diodes (LEDs) are the two commonly

used discrete wavelength light sources for NIRS. LDs have narrowerspectral width

than LEDs, however, LEDs are cheaper and do not have stability issuesof laser

diodes.

Common detectors used in NIRS instruments are silicon PIN photodiodes,

Avalanche Photodiode (APD)s andPM T! (PM T! ). Silicon photodiodes are in-

expensive detectors with high quantum efficiency, however, they are not very sen-

sitive and are best for applications where detected light levels are high. APDs are

more sensitive and they provide internal gain through internal avalanchemultipli-
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cation, but they are more expensive. PMTs have very high gain-bandwidth product

and are used when very high sensitivity is required.

Selection of source wavelengths in a NIRS device is an issue that can affect

the signal quality and is an important topic of interest [17]. Traditionally, for

dual wavelength systems, wavelengths have been chosen in such a way that one

is above and the other one is below the isosbestic point. Isosbestic point is the

wavelength at which HbO2 and HHb have equal absorption in the NIR window

(around 800 nm). However, it has been shown that some specific combinations of

wavelengths may result in better separation of HbO2 and HHb and less cross talk

between chromophores as a result of solving Equation 1.3 [47]. Optimal selection

of wavelengths has been a subject of study with dual [48–50] and multi-wavelength

NIRS configurations [51, 52].

1.5 Safety Considerations

NIRS is a relatively safe optical method as it uses non-ionizing radiation, is gen-

erally non-invasive and uses low power light radiation to examine the tissue. The

major safety concerns for the NIRS light power are damage to the eye and skin

tissue. In this particular wavelength range, tissue heating is the major process of

concern that can potentially lead to tissue damage. This process is more of a con-

cern for eye as the light is focused on the retina by the lens which can increase the

potential hazards. There are many factors that affect the potential of light for caus-

ing damage to the tissue including the source type (e.g. coherent vs non-coherent),

source power, exposure time, wavelength and the beam spot size. The safety power

limits for laser light sources can be found in guidelines such as IEC 60825-1 and

ANSI Z136 standards [53]. Similar guidelines for LED based devices aredefined

separately in IEC 62471 [54]. The safety of LED based NIRS devices that are in

direct contact with the tissue have also been investigated in terms of tissue heating

caused by the radiance as well as conducted heat from the semiconductor junction

[55]. As a rough estimate, the average power level of the LED or laser ofless than

10 mW in adults is normally considered safe [56]. Most commercial devices use

power levels of 0.5-1.5 mW which is safe even for application on newborn infants

[57].
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1.6 Limitations of NIRS

Some limitations of NIRS that need to be considered in any application are re-

viewed in this section. More detailed review of the limitations of NIRS can be

found elsewhere [39, 58, 59].

1.6.1 Penetration Depth and Spatial Resolution

High scattering in the living tissue causes light to go through a banana shapevol-

ume before reaching the receiving optode on the tissue surface. As a result, the

signal detected at the detector reflects a combination of changes in hemodynamics

in the entire sampled volume. The mean penetration depth depends on the source-

detector separation as well as the tissue scattering and absorption properties and

has been investigated using theoretical models for light propagation in tissue[60].

As a rough estimate, the mean penetration depth or the depth of maximum sensi-

tivity of NIRS can be considered to be of order of half interoptode distance[17].

A more accurate equation for the penetration depth can be found in [60]. However,

it should be noted that the signal still contains interferences from other layers.

This also limits the spatial resolution of the NIRS. In some studies, such as sports

medicine studies, this may not be an issue as the overall change in the muscle tis-

sue, for instance, is of interest. However, in fNIRS this spatial resolutionmay be

a limitation as one can not precisely localize activation to very specific small brain

areas. However, more general and superficial areas such as dorsolateral prefrontal

cortex, superior parietal cortex, and language and primary sensorimotor areas are

within detectable limits [58].

1.6.2 Light Coupling

One of the challenges in NIRS is achieving good, stable optical contact between the

tissue and the optodes to get sufficient light levels [58]. One of issues in achieving

a good coupling is the optode placement on the tissue. In fNIRS in particular,this

introduces a challenge and different types of holders have been proposed to address

this issue as a properly secured optode plays an important role in achievinga good

signal quality [61]. The specific requirements of an optode holder dependon the

subject populations and therefore, the type of the holder used in a study on adults
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for example, would be different from one used in infants’ study [57]. In the case

of fNIRS, the optode holder secures the optodes on the tissue to provide agood

coupling past the hair and reducing the effect of subject’s motion. A layerof hair

can attenuate light and block the tissue from the source light [61]. Hair follicles

also strongly absorb near infrared wavelengths [58]. In adults, caremust be taken to

move the hair aside before placement of the optodes. Also, it has been suggested

that holding the optodes a few millimeters away from the tissue can reduce the

effect of light obstruction by layers of hair and help in achieving a better coupling

[61].

1.6.3 Interferences

In NIRS, the hemodynamic changes correlated with activity of the tissue under

study are the parameters of interest. However, NIRS signal can be contaminated

with interferences with other sources of origin.

One major source of unwanted interference is motion. Movements of various

types result in distortion of the data stream broadly referred to as motion artifact.

Motion can result in data distortion through different mechanisms. For example,

movement can cause changes in the local blood circulation. Decoupling of source

and detector from tissue due to subject’s motion is another common source of ar-

tifact. Such artifact is evident as non-physiological signal changes, often of large

magnitude, that commonly result from alterations in the apposition of the NIRS

light source and photo detector to the tissue with resulting alteration in pathlength.

The distortion of motion artifact obscures trends in the data that may be relevant,

and can compromise meaningful analysis of NIRS monitoring data. Removal of

such artifact is often an essential pre-processing step for accurate analysis of the

signal. Motion artifact removal is especially of interest in fNIRS as the levelof the

signal of interest is already low and care must be taken to extract as much informa-

tion as possible from the recorded data and exclude as few blocks as possible due

to motion contamination. Common approaches along with the approach developed

in this thesis for this purpose are presented in Chapter 2 and Chapter 3.

Another source of interference in NIRS is the systemic interference. Figure 1.2

shows the power spectrum of a typical fNIRS signal segment acquired from the
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Figure 1.2: Power spectrum of fNIRS data collected from forehead at rest.
The black arrows indicate systemic interferences at different frequencies
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may be related to the heart rate variability and the Mayer waves.

forehead of a 30 year old healthy subject at rest condition using the instrument

described in Chapter 6. Two most common interferences are cardiac pulsation and

respiration (shown with arrows in the figure). Cardiac pulsation (the peakaround

1.1 Hz in Figure 1.2) results in a small diameter change in the blood vessels as a

result of expansion and contraction of the vessels. This will lead to fluctuations in

absorption of light due to changes in blood volume within the sampling volume.

This can be seen as a pulsation interference in the NIRS signal and is more evident

in HbO2 compared to HHb. Respiratory interference is related to the respiratory

variations in arterial pulse pressure and is observed in frequencies between 0.1 and

0.4 Hz [62]. Heart rate variability component can also be observed at lower fre-

quencies (0.01-0.1 Hz) for longer recorded signals. Mayer waves are also another

source of interference around 0.1 Hz (see Figure 1.2). These interferences are in

fact a rich source of information and contain valuable physiological information

which can be relevant in many applications. However, in cases where the main

interest is only the changes in tissue oxygenation, it would be essential to remove

these interferences to avoid misinterpretation of the NIRS data.

A more detailed description of these systemic interferences can be found in

[62].
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1.7 Motivation for this Thesis

One factor that has limited experimental applications of NIRS is the sensitivity of

this method to movement of the tissue of interest during the measurement. This can

happen when, for example the subject moves spontaneously, with involuntary mus-

cle contraction, with repositioning of area being monitored, or when the NIRSop-

todes are not attached optimally to the tissue surface [40]. The effects of movement

have limited clinical applications of NIRS in ambulant patients as well as experi-

mental applications of NIRS monitoring in exercise science and sports medicine.

Movements of various types result in distortion of the data stream broadly referred

to as motion artifact. Such artifact is evident as non-physiological signal changes,

often of large magnitude, that commonly result from alterations in the apposition

of the NIRS light source and photo detector to the tissue with resulting alteration

in pathlength. The distortion of motion artifact obscures trends in the data that

may be relevant, and can compromise meaningful analysis of NIRS monitoring

data. Hence, removal of such artifact is potentially of value and is often anessen-

tial pre-processing step for accurate analysis of the signal. The importance of this

pre-processing step has resulted in introduction and development of several motion

artifact treatment methods in recent years [63–67]. Developing an effective and ef-

ficient algorithm for removing or reducing motion artifacts in order to improve the

quality of NIRS signal has been one of the major motivations for this thesis.

One of the more recent applications of NIRS is in urology where the detrusor

is being monitored by NIRS for hemodynamic changes. One potential and un-

explored application of NIRS is providing a monitoring method for people with

bladder control problems. Bladder control problem occurs in a variety of condi-

tions including spinal cord injury, Multiple Sclerosis (MS) and stroke. For affected

patients the problems that result range from accidental leakage of urine by day (in-

continence) or bed wetting at night (enuresis), through to an inability to emptythe

bladder (urinary retention). Urinary retention has potentially serious consequences,

particularly in patients with abnormal bladder function secondary to spinal cord in-

jury. In such cases, not being aware that the bladder is full can lead to back pressure

developing in the urinary tract that risks serious damage to the kidneys. Inall these

cases, a wearable non-invasive device that monitors the fullness of the bladder and
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provides and alarm once the volume of urine in the bladder has reached a pre-set

threshold, would be beneficial. Individual patients would then, depending on their

pathology, be able to empty their bladder voluntarily to avoid incontinence. In chil-

dren with nocturnal enuresis, a problem that affects 20% of children over four years

of age[68] , a device that wakes the patient with an alarm once the bladderis full,

but before incontinence occurs, has major advantages over currentsystems that

only detect accidental voiding. Enabling the subject to wake, sense that his/her

bladder is full, and void voluntarily before leakage occurs, would lead to condi-

tioning over time to waking in response to the bladder being full, and resolve the

enuresis. This is an example of an application area where motion artifact reduction

is essential for long term monitoring purposes. Proper motion artifact reduction

methods should be integrated into such a device to make it practical for clinical

applications.

The interaction between spatially separated cortical regions in the human brain

plays an important role in performing a particular task. Functional imaging meth-

ods such as fNIRS can identify different cortical regions involved in a task. How-

ever, possible functional connections and interactions among activated areas are

not directly reflected in such images without further processing. These connec-

tions, in addition to providing insight into brain’s architecture and function, may

enable one to predict certain brain disorders. As discussed in Chapter 2, it has

been shown that functional connectivity may be able to identify broken cortical

networks in particular disease conditions. fNIRS appears to be a suitable tool for

mapping brain functional connectivity specially in infants. This group of subjects

were of special interest to us as our collaborators have been working on the devel-

opment of language system in infants. This research has had major impact in both

technical community [24, 69, 70] as well as general media [71]. One question that

was left unanswered was how this language network and its connections form and

develop with maturity. This question is of particular value as there is a growing

body of evidence on the brain areas involved in language processing in neonates,

but less on the underlying connectivity. As a result, exploring methods of mapping

functional connectivity with fNIRS was another area of focus in this thesis. Treat-

ment of motion artifacts is a required pre-processing step for reliable results from

connectivity analysis.
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One of the potential applications for NIRS is to monitor the effect of different

types of stimulation on the brain. In particular, Transcranial Magnetic Stimulation

(TMS) which magnetically stimulates the brain is one of the methods that has been

a subject of study using fNIRS. Due to the strong magnetic pulse created bythe

TMS coil, monitoring the effect of TMS on brain is a challenging task for most of

the common neuroimaging techniques. Being dependent on optical signal for its

functionality, fNIRS is relatively immune to this problem and is therefore a good

fit for monitoring the brain hemodynamics and neural activations during the stim-

ulation. The most common approach in this case is to study the effect of TMS

on the hemodynamics of the stimulation target area or the areas closely related to

it. However, one interesting question is how TMS affects and modulates the brain

networks. This can be investigated either with concurrent TMS-NIRS to look at

network and connectivity changes in a shorter time scale, or by doing connectivity

analysis following TMS to study the lasting effect of TMS on a particular corti-

cal network. Resting State Functional Connectivity (RSFC) analysis usingfNIRS

provides a useful tool for monitoring this effect in a non expensive andeasy to use

manner. Because of the special needs and requirements of using NIRS with TMS,

a customizable and preferably an in house made fNIRS device is highly desirable.

In particular, a custom made NIRS instrument with high enough sensitivity and

sampling rate can potentially measure the fast optical signal [72] which allowsone

to look at the network changes in a concurrent TMS-NIRS study and evaluate more

”elastic” changes that occur in a shorter time scale [73].

Development of a motion artifact reduction method as a required pre-processing

step was the initial focus of this thesis which forms a signal processing basisfor

the rest of the thesis. Development of a new approach for analyzing resting state

functional connectivity for potential use in infants as well as in TMS studiesand in

particular for stroke patients to investigate changes in cortical networks in response

to TMS was the next major area of interest. In order to look at both short and long

time scale changes in connectivity, we aimed at developing and testing a custom

made NIRS device appropriate for concurrent use with TMS. Our final objective

was to use NIRS to develop a new wearable bladder monitoring sensor for patients

with bladder control problem which is an example of a device that can significantly

benefit from our artifact removal technique due to the inherent problemof motion
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which is a result of engagement in routine daily activities by the subject wearing

the sensor.

1.8 Thesis Contributions

The major contributions of this thesis are summarized in this section. This thesis

• Introduces a novel method for removal of motion artifacts from fNIRS data

using the Discrete Wavelet Transform (DWT). This method was adopted as

one of the fNIRS motion artifact removal methods in HOMER2 NIRS pro-

cessing package1, an open source Matlab toolbox for analyzing fNIRS data

developed by MGH-Martinos Center for Biomedical Imaging and widely

used by fNIRS community. This method has been subject to independent

reviews and comparison with other methods using simulated [74] and exper-

imental NIRS data [75]. The article describing this method appeared in the

”Highlights of 2012” collection of the IOPJournal of Physiological Mea-

surement. The articles featured in this collection ”span some of the most

cutting-edge areas of biomedical physics, and collectively are a reflection of

the most influential research published in PMEA in 2012”2.

• Introduces a method for identification of wavelet levels for optimum artifact

removal performance.

• Develops a novel method and apparatus for optically detecting changes in

bladder contents non-invasively with potential application for patients with

bladder control problem. This method is currently under review by the Uni-

versity of British Columbia University-Industry Liaison Office (UILO) for

potential intellectual property (IP) protection and technology licensing.

• Introduces a method of analyzing time-varying connectivity between corti-

cal regions in infants using fNIRS and Multivariate Autoregressive (MVAR)

modeling.

1www.nmr.mgh.harvard.edu/optics
2Physiological Measurement Highlights of 2012 web page
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• Develops a new method for detecting and mapping language network in in-

fants using fNIRS and phase analysis on resting state hemodynamic changes

in different cortical regions.

• Describes the design, test and validation of a custom made TMS-compatible

fNIRS device for future use in TMS studies on stroke patients.

1.9 Thesis Outline

This chapter provided the background information on NIRS, its applications, po-

tentials and limitations. In Chapter 2 the state of the art research on the four major

parts of the thesis, namely, motion artifact removal, NIRS in urology, connectivity

analysis with fNIRS and application of fNIRS with TMS is reviewed. In Chapter 3

we present a novel signal processing method to identify and remove motion arti-

facts from fNIRS data. We present simulation results and comparison with other

common preprocessing methods used in fNIRS. Also, the method is applied to

NIRS data collected from infants in an fNIRS study to evaluate its performance.

In Chapter 4, we introduce a novel application for NIRS in the form of a proof

of concept for a wireless wearable sensor to help individuals with bladder dysfunc-

tion determine when their bladder is full.

Chapter 5 is dedicated to investigation of the concept of cortical connectivity

using fNIRS. The first part of this chapter provides a preliminary study using

MVAR while the latter provides a more elaborate method of connectivity analysis

using phase information of the resting state hemodynamic signals.

In Chapter 6 we describe a TMS compatible fNIRS experimental setup for fu-

ture use in evaluating the effect of TMS in stroke subjects. A custom made fNIRS

device has several advantages for monitoring the TMS effect. In particular, due

to special needs of NIRS devices used with TMS, being able to modify and ad-

just NIRS system parameters such as power and sampling rate would be desired.

Additionally, a sensitive enough device with high sampling rate may be capable

of detecting fast optical signal in response to TMS which is currently not feasible

with commercially available NIRS devices.

Finally, Chapter 7 summarizes the methods, results and findings presented in

this thesis and identifies some of the possible future directions.
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Chapter 2

Literature Review

In this chapter we review the work related to the 4 main topics of this thesis, which

are interference reduction in NIRS, applications of NIRS in urology, functional

connectivity analysis using fNIRS and applications of NIRS with TMS.

2.1 Interference Reduction in NIRS

Even though artifact removal can in general be beneficial in any NIRS dataset and

setup, it has received more attention in fNIRS. The fNIRS data usually contains the

weak and noisy hemodynamic data and motion artifacts can have significant impact

on detecting the hemodynamic response. As a result, the works reviewed here are

mostly focused on applications of artifact and interference removal methods in

fNIRS.

In general, there are 3 major approaches to identification and/or removal of

interferences and motion artifacts from NIRS signal. One common method is to

use an auxiliary input signal whose output is highly correlated with the motion

artifacts. This could be from sources such as an accelerometer attachedto the

optodes or an optical channel sampling from superficial layers of the tissue. This

signal is then used to remove the artifact caused by motion from the NIRS signal.

Adaptive filtering is one of the methods commonly utilized with this approach

for fNIRS motion artifact removal. Izzetoglu et al. used adaptive filtering with a

reference channel from an accelerometer attached to the subject’s head to cancel
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motion artifacts [76]. Accelerometer seems to be a good reference for adaptive

filtering of motion artifact as it is highly correlated with the motion. Other stud-

ies have also employed accelerometer reference for baseline correction[77] and

artifact removal [78].

Another common form of a reference signal is NIRS data from a reference

channel. Robertson et al. applied adaptive filtering to fNIRS, using co-located

sources and detectors in each optode to detect and remove motion artifacts [63].

Essentially, the reference channel is selected such that it does not penetrate deep

into the tissue and hence, does not capture hemodynamic information from the

target tissue. Instead, it will mostly capture changes from superficial layers which

are correlated with motion.

Zhang et al. used a similar method with the scalp superficial optical measure-

ment as the reference signal for removing global interferences (suchas cardiac

pulsation and respiration) from deeper brain functional signals [79]. Essentially,

these interferences will appear stronger in the superficial layers and can act as a

reference for removing them from the overall signal. Multidistance optodecon-

figuration for acquisition of a reference signal has also been used with empirical

mode decomposition and adaptive filtering to remove physiological interferences

from fNIRS signal [80].

This approach in general can be very effective as it incorporates a direct mea-

sure of motion timing and intensity. However, it requires an additional form of

recording such as accelerometer signal or extra optical channel to provide a refer-

ence signal. Therefore, a modified hardware/experimental setup is required for this

approach and is therefore not applicable to the large amount of NIRS datacollected

in past studies by many researchers in this field.

Another approach to motion artifacts removal is to identify motion contami-

nated blocks or segments of NIRS data and exclude them from calculation ofthe

mean Hemodynamic Response Function (HRF). This is often used in fNIRS data

processing to improve quality of hemodynamic response detection when averag-

ing blocks in a block design study [81]. The motion event in this case has to be

first identified with some criteria such as visual inspection of the NIRS signalor

recording motion event times while conducting the experiment. For example iden-

tification of contaminated block by detecting rapid changes in total hemoglobin
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concentration in time domain has been reported [82, 83]. This is based on thegen-

eral assumption that hemodynamic changes are slow and any fast changein the

signal is caused by motion. Even though this method is not uncommon in NIRS

studies, simulation studies suggest that this approach has no significant improve-

ment in recovering HRF compared to no correction for artifacts [74].

The last approach is using signal processing methods to identify and remove/re-

duce the effect of motion artifacts from previously recorded NIRS data.In other

words, one uses the temporal or spectral features of the artifacts to identify them.

A number of methods have been suggested in the literature based on this approach.

Cui et al. suggested using the negative correlation between HbO2 and HHb to de-

tect motion artifacts [67]. Normally, the HbO2 and HHb changes, especially during

hemodynamic response to stimulation, are in opposite directions. In general, the

changes of the two are not highly correlated. Therefore, if a highly correlated

change between the two species is detected, it can be attributed to the motion.

Scholkmann et al. used a moving standard deviation scheme to detect motion

artifacts and applied spline interpolation in the time interval of the motion to model

the artifact and subtract it from the signal [66]. This method was reported to work

well for several types of motion artifacts, however, parameters of the method need

to be properly adjusted for the type of motion artifact to be removed.

This approach has also been employed for reduction of global interferences

from fNIRS data. For example, Zhang et al. used eigenvector based spatial filtering

to remove global interferences from NIRS signal to improve HRF detection [64].

In this method, global interferences are assumed to be responsible for thebaseline

period variations. Using the baseline information as a reference, the stimulation

period data is processed such that the effect of global interference isminimized.

Application of Wiener filtering has also been suggested to reduce the effect of

motion artiacts [76]. This method requires prior knowledge of the original fNIRS

signal’s power spectrum. Kalman filtering with appropriate model on noise and

data has been applied to both fNIRS and PPG [65, 84]. Application of Kalman

filtering requires prior assumption on distribution of noise which models the arti-

facts.

Wavelet decomposition is another promising approach for detection and re-

moval of interferences from fNIRS signal. Continuous Wavelet transform for ex-
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ample, has been used to detect blocks contaminated with motion artifacts using a

hard threshold on the wavelet transform amplitudes [85]. The scales at which this

thresholding occurs were identified through Monte Carlo simulation on a train-

ing data set. Robertson et al. proposed a method based on the DWT along with

reference channels for source and detector optodes [63]. The wavelet coefficients

where shrunk only if they exceeded a threshold in the data channel as well as the

reference channels. Wavelet transform has also been applied for removal of global

interferences in fNIRS signal [86].

A detailed review and comparison of some of these methods can be found in

[74] and [75].

2.2 NIRS in Urology

The evolution of the NIRS as a means of monitoring the hemodynamics and oxy-

genation of the bladder is recent [87]. Important information can be derived with

NIRS that contribute to the evaluation of patients with symptoms of bladder dys-

function, and understanding is growing of the distinct patterns of changein chro-

mophore concentrations that occur in the context of disease. Wireless NIRS de-

vices have been utilized to evaluate bladder function in health and disease [87, 88],

and NIRS is proving to be uniquely applicable to the study of bladder pathophys-

iology because of the anatomic and vascular characteristics of the organ,how the

bladder’s microcirculation must function to maintain perfusion as it fills and con-

tracts to empty, and because of the negative effect of disorders of detrusor muscle

hemodynamics and oxygenation on normal voiding function [89].

The earliest clinical application of NIRS in urology was reported by Stothers et

al. [27]. They observed that patterns of change in HbO2 and HHb are different in

health and disease during bladder contraction and concluded that abnormalities in

detrusor muscle hemodynamics may be related to symptoms of voiding dysfunc-

tion.

This method was evaluated by other researchers and urologists. In a study

by Yurt et al., NIRS performance in classifying male subjects with Lower Uri-

nary Tract Symptoms (LUTS) as bladder outlet obstructed or unobstructed was

compared with the gold standard uroflowmetry and urodynamic Pressure Flow

23



CHAPTER 2. LITERATURE REVIEW

Study (PFS) [90]. The NIRS method correctly identified 25 out of 29 obstructed

patients and 21 out of 24 unobstructed cases resulting in a sensitivity of 86.2% and

specificity of 87.5%.

Amelink et al. studied the application of NIRS for in vivo monitoring of blad-

der wall microvascular blood oxygen saturation [91]. Deterioration of bladder mi-

crovasculature has been recognized as a cause of continuing bladderfunction loss

and NIRS can be used as a tool to measure the oxygenation of the bladder wall to

differentiate between bladders with loss of function and normal ones. In this case

however, the NIRS probe needs to be placed in the working channel of astandard

cystoscope [91]

Detrusor muscle oxygenation has also been monitored using NIRS during de-

trusor overactivity contractions [92]. In their study, Vijaya et al. examined 55

women with a mean age of 52 years. During involuntary contractions in the 23

subjects with detrusor overactivity, they observed a statistically significantincrease

in HHb at maximum detrusor pressure from the baseline [92] while no change was

observed for voluntary detrusor contraction.

One bladder-related symptom of concern not addressed by current NIRS mon-

itoring studies is the inability to sense when the bladder is full. This symptom

occurs in a number of conditions and for affected patients the problems thatre-

sult range from accidental leakage of urine by day (incontinence) or bed wetting

at night (enuresis), through to an inability to empty the bladder (urinary retention).

While incontinence and enuresis are troublesome, can be embarrassing, and nega-

tively affect a patient’s quality of life [93], urinary retention has potentiallyserious

consequences, particularly in patients with abnormal bladder function secondary

to spinal cord injury. In such cases, not being aware that the bladder isfull can

lead to back pressure developing in the urinary tract that risks serious damage to

the kidneys. Unrecognized, this situation increases morbidity and contributes to a

shortened life expectancy.

Monitoring bladder size, volume, and content non-invasively can be done us-

ing ultrasonic scanning, and is common in clinical practice. This technique uses

ultrasonic imaging to differentiate the urinary bladder from surrounding tissues and

organs, produce volume information, and estimate urine level. The method gives

accurate results, but does not lend itself to monitoring in ambulant subjects orhome
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use as it requires powerful computational resources and a complex scanning con-

trol system. The requirements of gel application and control measurement also

make most commercial ultrasonic scanners inappropriate for continuous wearable

monitoring, although some portable and wearable ultrasonic sensors for bladder

monitoring have been reported [68, 94].

Bioelectrical impedance analysis is another method proposed for determining

the volume of urine in the bladder. This technique is principally used for deter-

mining extracellular and total body water, and several skin surface electrodes are

required on the abdomen at the level of the bladder for the changes in electrical

impedance used for detection of urine volume to be measured [95].

2.3 Functional Brain Connectivity Using fNIRS

The interaction between different cortical areas is responsible for coordination of

complex tasks. Studying this cortical connectivity helps in achieving a better un-

derstanding and insight of the human’s brain architecture and can potentially help

in diagnosing certain diseases and conditions affecting the brain connectivity.

Cortical connectivity can be divided into two main categories. Functional

connectivity is defined as temporal correlations between spatially remote neuro-

physiological events [96]. In functional connectivity, some measure ofstatistical

interdependence is used as a measure of connectivity. Effective connectivity on

the other hand, involves identifying causal influences between cortical regions. In

other words, it shows how the information flows between different cortical areas.

Cortical connectivity analysis is a recent subject of interest in functional imaging

which studies how the activated cortical networks interconnect and coordinate to

perform a particular sensorimotor/cognitive task.

Functional connections between cortical regions can reveal networksconsist-

ing of functionally connected cortical regions which are involved in task specific

activities. In some situations, task based neuroimaging may not be an appropriate

diagnostic tool as the subjects may be unable to perform a task at all [97]. Connec-

tivity mapping can be beneficial in such circumstances. Functional connectivity

using fNIRS is specially important and relevant in cases where subjects can not

be transferred to scanner devices. Examples are patients in intensive care units or
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mental/language development studies in infants. fNIRS provides a good substi-

tute for fMRI based connectivity mapping and allows researchers or clinicians to

perform same studies as the ones with fMRI on subjects with limited mobility.

Functional connectivity has been a subject of study in Electroencephalography

(EEG) [98], fMRI [99] and more recently in fNIRS [97, 100] and different meth-

ods have been proposed for analyzing it. Cross correlation and crosscoherence are

two widely used methods for detecting functional connectivity in fMRI [101,102].

In these methods a seed region is selected and the cross correlation/coherence is

calculated between the seed region and time course from all other brain areas. To

determine the direction of influence, Directed Coherence (DC) method has been

proposed [103]. It decomposes coherence into components that represent feedfor-

ward and feedback components of the interaction between two time series. Partial

directed coherence and directed transfer function are also proposedfor neural struc-

ture determination [104]. In practice, these methods rely on modeling the signal

with an MVAR model.

Another measure for analyzing cortical connectivity is the mutual information

between signals from different brain areas [105]. This method has the advantage

that it is model free and is thus not limited to linear models.

In functional neuroimaging methods such as fMRI and fNIRS, one could exam-

ine the task-specific functional connectivity which studies how connections differ

in response to a task. Sun et al. for example, used coherence and partial co-

herence to evaluate task-specific connectivity in subjects performing two different

tasks where one of the tasks required more bimanual coordination [102].Their

results showed that even though there was no significant difference in mean activ-

ity between the two tasks, there was an increase in interhemispheric connectivity

between primary motor (M1) and Premotor area (PM) for the bimanual task which

required higher degree of coordination.

A different type of connectivity from task-specific connectivity is the RSFC.

RSFC is based on the synchronization between spatially remote and different cor-

tical areas at rest which is an indication of functional connection betweendifferent

brain networks. It was first demonstrated by Biswal et al. using BOLD-fMRI by

detecting low frequency oscillations in the motor cortex at rest [101].

White et al. originally used fNIRS based RSFC analysis in five subjects to
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demonstrate the feasibility of using fNIRS as an alternative to fMRI for this type

of connectivity analysis [97]. Through simultaneous imaging over motor andvisual

cortices, they were able to derive robust correlation maps which were in agreement

with expected functional neural architecture.

fNIRS based connectivity has since been employed to study RSFC in different

brain networks. In a study by Zhang et al., 30 young adults were studied ina

resting state followed by localizer task measurement [106]. The localizer task was

used to identify the seed channel for connectivity analysis. Using the Generalized

Linear Model (GLM) with seed channel as the independent variable, they showed a

significant RSFC between left inferior frontal cortex and superior temporal regions

which are associated with language.

Lu et al. investigated a similar approach to study sensorimotor and auditory

cortices [107]. They studied 29 adult subjects and computed the RSFC using seed

based correlation analysis and showed that the resulting networks were consistent

with previous fMRI findings.

Duan et al. compared the results of RSFC with fNIRS using correlation with

seed Regions Of Interest (ROI) with those obtained from fMRI to evaluatevalidity

of fNIRS based RSFC [108]. They used simultaneous fNIRS-fMRI datafrom 21

subjects in resting state. There was high similarity in connectivity between the bi-

lateral primary motor ROI using the two methods, specially for HbO2 and BOLD

for all subjects. Also, group level sensorimotor connectivity maps showed similar-

ity between the two methods and this similarity in group level was higher than in

individual level.

2.4 NIRS for Monitoring TMS

As described in Chapter 1, TMS is the method of magnetically stimulating the

brain. This method has found clinical and research applications such as treatment

of psychiatric diseases and stroke rehabilitation. Using neuroimaging techniques,

one can directly monitor the effect of the stimulation on brain activity and the in-

teraction among brain regions. The strong electromagnetic pulse producedby the

TMS coil strongly interferes with other sensitive electronic devices in the vicinity

of the coil. This introduces a severe problem for other monitoring devices such
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as EEG or Magnetoencephalography (MEG). Such modalities rely on verysmall

electric activities for their performance which are swamped by the induced cur-

rents from TMS pulse. Optical methods such as NIRS, however, are based on the

changes in parameters of diffusive light and therefore are not affected by the TMS

electromagnetic pulse. Thus, NIRS seems to be an appropriate choice for studying

the effects of TMS on human brain. The short penetration depth of the NIRS in

this case seems to match the focal depth of the TMS coil which normally does not

exceed 3-4cm.

In simultaneous NIRS-TMS studies, the changes in cortical hemodynamics ei-

ther at the location targeted by TMS pulses or in other areas of the brain aremon-

itored during or after the stimulation. Hada et al. used a two channel device be-

neath the stimulation coil during a repetitive TMS recording [109]. They observed

decrements in tHb and HbO2 concentrations and increment of HHb during and

after repetitive Transcranial Magnetic Stimulation (rTMS) at different stimulation

rates and intensities. They also observed that concentration changes continued for

up to 10s after stimulation.

Hanaoka et al. investigated the effects of low frequency rTMS over the right

frontal lobe on the function of the left frontal lobe by NIRS [110]. Theyobserved

significant changes on hemodynamics during the poststimulation baseline period

which was interpreted as demonstrating the activation and deactivation of theleft

frontal cortex during and after rTMS of the right frontal cortex.

In a similar study, Mochizuki et al. studied interhemispheric interactions be-

tween bilateral motor and sensory cortices using NIRS and rTMS [111]. They

recorded hemoglobin concentration changes at the right prefrontal cortex, PM,

primary hand motor area (M1) and primary sensory area (S1) during andafter

stimulation over the left PM, M1, and S1. They also recorded Motor Evoked

Potential (MEP) to TMS over the right M1 from the left first dorsal interosseous

muscle after the conditioning TMS over left S1. They reported that TMS over PM

induced a significant HbO2 decrease at the contralateral PM and stimulation over

M1 elicited a significant HbO2 decrease at the contralateral S1, and TMS over S1

significant HbO2 decreases at the contralateral M1 and S1. They suggested that all

these indicate a mainly inhibitory interaction between bilateral PMs and bilateral

sensorimotor cortices in humans.
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Mochizuki et al. also used NIRS recordings in a separate study along with

TMS in 4 different conditions (3 intensities and sham stimulation) and similar to

other cases, detected significant changes in HbO2 and HHb in all intensities [112].

They suggested that the increase of HbO2 concentration at 100% Active Motor

Threshold (AMT) under the active condition reflects an add-on effectby TMS to

the active baseline and that the decrease of HHb and tHb concentrations at 120 and

140% AMT under the resting condition are due to reduced baseline firings of the

corticospinal tract neurons induced by a lasting inhibition provoked by a higher

intensity TMS [112].

Eschweiler et al. utilized NIRS with rTMS on the left dorsolateral prefrontal

cortex of patients suffering from major depression [113]. They observed that ab-

sence of a task-related increase of total hemoglobin concentration at the stimula-

tion site before the first active rTMS significantly predicted the clinical response

to active rTMS [113]. They reported that clinical benefits of rTMS are predicted

by low local hemodynamic responses and support the idea of activation-dependent

targeting of rTMS location.

Chiang et al. have also followed similar procedure to investigate the effect

of TMS using NIRS [114]. However, they mostly concentrated on finding out

how long the TMS effect lasts. More specifically, the aim of their study was to

measure the change of HbO2 and HHb levels in the left motor cortex after 20 min

of 1 Hz TMS over the right motor cortex. Subjects carried out a finger to thumb

tapping task sequentially with six blocks of ten cycles (30 s on and 60 s off).One

block was performed before TMS and five after TMS. The results showed that the

level of HbO2 in the unstimulated cortex increased after TMS over the contralateral

hemisphere and that the increase lasted 40 min after 1 Hz stimulation. HHb was

slightly decreased during the first 15 min after stimulation.

2.5 Summary and Conclusion

Artifact removal is a crucial pre-processing step for almost any NIRS application

due to the high sensitivity of this method to motion. When a NIRS based sensor is

used for continuous monitoring, the issue of motion artifacts becomes a more seri-

ous problem. This specifically applies to NIRS instruments for continuous moni-
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toring of the bladder function which need to be worn by the subject at all timesand

are hence affected by the subject’s day to day activities.

The problem of motion artifacts is not unique to wearable NIRS systems. When

NIRS is used for monitoring brain function, which is one of the most appealingap-

plications of this technology, motion artifacts can appear from a number of differ-

ent sources. In monitoring the effect of TMS for example, which is a recent area of

interest [115, 116], several mechanisms can result in motion artifacts. Inparticular,

the TMS pulse can result in activation of superficial scalp muscles which can poten-

tially cause motion artifacts in the NIRS signal [117]. Additionally, the motion and

vibrations resulting from TMS coil activation can result in slight shifts in optodes

location which is reflected in the signal [73, 117]. In addition to these sources, the

head movements, specially in longer stimulation sessions can contribute to motion

artifacts. This highlights the importance and necessity of developing properartifact

removal methods for use in combined TMS-NIRS studies.

Cortical connectivity analysis, another potential field of application of NIRS,

is also susceptible to motion artifacts. Many of the connectivity analysis methods

rely on similarities and relations between signals in spatially remote channels to

detect connectivity [106, 107]. Spontaneous movements of the subject, which is a

common issue specially in infants and young children, results in highly correlated

changes across all or a large number of channels that can influence themeasured

connectivity. Being able to identify motion corrupted data segments allows the

removal or treatment of these data blocks to avoid detection of false connectivity

[108].

The advantages of NIRS over other neuroimaging methods has lead to a great

interest in its use for monitoring and studying brain function. One area of interest

for fNIRS in brain functional study is the influence of electrical and magnetic stim-

ulation on brain hemodynamics. In particular, the intrinsic advantages of NIRS

make it a desirable choice for use with TMS. The most common approach is to

study the effect of TMS on the hemodynamics of the target area or the areas closely

related to it. However, one interesting question is how TMS affects and modulates

the brain networks. This can be investigated either with concurrent TMS-NIRS

or in an ”offline” approach [118] where the lasting effect of TMS on a particular

cortical network is investigated. RSFC using fNIRS provides a useful tool for mon-
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itoring this effect in a non-expensive and easy to use manner. Moreover, with the

availability of a NIRS instrument capable of measuring the fast optical signal,one

can also look at the network changes in a concurrent TMS-NIRS study and evaluate

more ”elastic” changes that occur in a shorter time scale and require instruments

with higher temporal resolution and sensitivity to measure [73].

In summary, development of a motion artifact reduction methods as a required

pre-processing step was the initial focus of this thesis which forms a signalprocess-

ing basis for the rest of the thesis. Development of a new approach for analyzing

resting state functional connectivity for potential use in infants as well as inTMS

studies and in particular for stroke patients to investigate the changes in cortical

networks was the next major area of interest. In order to look at short time scale

changes in connectivity, a custom made NIRS device was developed and tested. Fi-

nally, a new NIRS based wearable bladder monitoring sensor was developed which

is an example of a device that can significantly benefit from the artifact removal

methods due to the inherent problem of motion as a result of constant wearing by

the subject for bladder monitoring.
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Wavelet Based Motion Artifact

Removal for Functional Near

Infrared Spectroscopy

NIRS has found usage in a wide range of applications as a powerful toolfor moni-

toring tissue hemodynamics. In particular, fNIRS as a subset of NIRS, has been a

subject of interest for brain studies due to its non invasive, non restraining nature.

However, for fNIRS to work well, it is important to reduce its sensitivity to motion

artifacts. In this chapter, we introduce a new wavelet-based method for remov-

ing motion artifacts from fNIRS signals. Even though this method was originally

designed and tested on brain fNIRS data, it can in general be applied to a wide

range of NIRS data collected from different tissue types. The material presented

in this chapter was published in theproceedings of the international IEEE EMBS

conferencein 2010 [2],proceedings of SPIEin 2011 [3] and the journal ofphysio-

logical measurement[4]. The method presented here was independently compared

with a number of other common methods of artifact removal using simulated and

experimental data [74, 75]. This method has also been used in HOMER2 NIRS

processing package1, an open source MATLAB toolbox for analyzing fNIRS data

developed by MGH-Martinos Center for Biomedical Imaging and widely usedby

1www.nmr.mgh.harvard.edu/optics
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the fNIRS community.

3.1 Artifact Removal Using Discrete Wavelet Transform

A majority of motion artifacts appear in the form of abrupt changes in the ampli-

tude of the signal. The DWT can provide good localization in time or frequency

domain. Therefore, motion artifacts appear as isolated large coefficients inthe dis-

crete wavelet domain. This makes identification and removal of artifacts easier in

the wavelet domain.

A signaly(t) can be expanded using the DWT as

y(t) = ∑
k

v j0kφ j0k(t)+
∞

∑
j= j0

∑
k

w jkψ jk(t) (3.1)

whereφ jk(t) = 2 j/2φ(2 jt − k) is the scaling function andψ jk(t) = 2 j/2ψ(2 jt − k)

is the wavelet function [119].j andk are the dilation and translation parameters

respectively andj0 is the coarsest scale in the decomposition.v j0k andw jk are the

approximation and detail coefficients andψ(t) andφ(t) are the mother wavelet and

scaling functions, respectively.

We assume that the observed signal is composed of the physiological signal of

interest,f (t), plus an interference term,ε(t)

y(t) = f (t)+ ε(t) (3.2)

Using the Fast Wavelet Transform (FWT) algorithm [120], the wavelet transform

of the observed signal can be written as

w jk = ∑
l

g(l −2k)v j+1(l) j = j0 . . .J−1,k= 0. . .2 j −1 (3.3)

v jk = ∑
l

h(l −2k)v j+1(l) (3.4)

whereg(n) andh(n) are the wavelet filter bank highpass and lowpass filters re-

spectively withvJ(n) = y(n) and j0 is the coarsest level [119].y(n) is the sampled

version ofy(t) with n= 0. . .N−1 andN = 2J. This can be written in matrix form
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as

W = WY (3.5)

whereY =
[

y(0) . . . y(N−1)
]T

. W =
[

WJ−1 WJ−2 . . . W0 V0

]T
is theN×

N DWT matrix andW =
[

WJ−1 WJ−2 . . . W0 V0

]T
is the vector of wavelet

coefficients [121].W j is the vector of wavelet coefficients at levelj i.e. (W j)k =

w jk andV0 is the scaling coefficient.(.)k indicates thekth element in the vector.

Writing Equation 3.2 in vector form and using discrete version ofy, f andε and

applying the wavelet transform for one level we have

WjY = Wj f+Wjε (3.6)

which gives the relationship between wavelet coefficients of the observed signal,

underlying physiological signal of interest and the noise term representing artifacts.

Distribution of wavelet coefficients can be described by a mixture of Gaussians

[122, 123]. One Gaussian component describes coefficients centered around zero

and one describes those spread out at larger values. Here we impose asingle Gaus-

sian distribution on wavelet coefficients. The hemodynamic signal is a smooth and

slowly varying signal compared to motion artifacts. Therefore, most of wavelet

coefficients of the fNIRS signal are spread around zero with smaller variance com-

pared to motion artifact coefficients. Our model is similar to the one described by

Antoniadis [122] with the assumption that only coefficients from normal distribu-

tion with smaller variance in the mixture model belong to original signal. Hence,

the model is reduced to a single Gaussian distribution. The wavelet coefficients of

the observed signal,y(n), can be therefore written as

w jk = w̃ jk + ε jk (3.7)

wherew̃ jk ∼ N(0,σ2). The mean of the distribution is zero because the wavelet

coefficientsw jk are the outputs of a highpass filter. Theε jk coefficients appear

as a few large coefficients across the time course of each level. For any given

coefficient,w jk, if the probability of observing values larger thanw jk is less than
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an arbitrary probability,α , we can conclude that the coefficient does not belong to

the original signal and must have been due to artifacts and thus must be removed.

This probability can be written as

p jk = 2

(

1−Φ
(

|w jk|

σ̂

))

(3.8)

whereΦ is the Normal Cumulative Distribution Function (NCDF). We then pro-

pose to use the following thresholding scheme for the removal of the artifacts:

ŵ jk =

{

w jk if p jk > α
0 if p jk < α

(3.9)

α is the probability threshold which can function as a tuning parameter. In this

approach, we are basically treating artifacts as large outliers added to the desired

coefficients ˜w jk ∼ N
(

0,σ2
)

. The parameterα indirectly determines how much the

artifact power should be reduced. For the limiting case ofα → 0, no thresholding

is applied and the signal coefficients are left intact at levelj.

The level selection for artifact removal is based on the degree of artifact con-

tamination at each level which is defined as total number of coefficients exceeding

threshold in that particular level. DefineΨ = {w jk : p jk < α} andη j = ∑k IΨ(w jk)

whereIψ(x) is the indicator function. Then artifact removal is conducted in levels

that fall in the 90th percentile of
{

η j
}

.

The variance of the distribution of ˜w jk can be estimated using Median Absolute

Deviation (MAD) [124]. MAD is a robust estimator of scale and is not sensitive

to outliers. In our application, artifacts behave like outliers added to the original

signal whose variance we would like to estimate. As a result, a limited number

of artifacts does not cause a problem in estimating the variance of original signal

coefficients,Wj f. The estimate of standard deviation is related to MAD in each

subband by [124]

σ̂ j =
Median(|W j |)

0.6745
(3.10)

whereσ̂ j is the estimated standard deviation in scalej andW j is the set of wavelet

transform coefficients in the same level.
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Following thresholding, the signal can be reconstructed using

Ŷ = WTŴ =
[

WT
J−1,W

T
J−2 . . .W

T
0 ,V

T
0

]



















ŴJ−1

ŴJ−2
...

Ŵ0

V̂0



















(3.11)

where
(

Ŵ j
)

k = ŵ jk.

To avoid pseudo Gibbs phenomena near singularities or abrupt changesin the

signal which is mostly attributed to the lack of shift invariance in traditional DWT,

we performed artifact removal on all possible circularly shifted versionsof the

original signal and then undid the shifts and averaged the results [125].This is

known as Translation Invariant Wavelet Transform (TIWT) and will reduce the

undesirable effects caused by shift-variance of DWT. This can be formally stated

as

ỹ(n) =
1
M

M

∑
h=1

S−h(T (Sh(y(n)))) (3.12)

whereSh is the shift operator andT is the operator representing DWT followed by

artifact removal andM is the total number of shifts [125].

3.2 Simulation

We used simulated NIRS data for preliminary evaluation of this method. In sim-

ulation, we have access to the original artifact-free signal and can evaluate how

well our method can reconstruct the original signal. This usually is not possible

in experimental data as the artifact-free signal is not available. We first simulate

the NIRS signal with an Autoregressive (AR) model of order 9 and then add the

artifacts. It was observed that the AR model was sufficient to model the general

behavior of a short duration fNIRS signal. The artifact was selected from an ex-

perimental fNIRS signal and superimposed on the simulated fNIRS signal. All

simulations and Wavelet processings were performed in MATLAB (Mathworks,
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Figure 3.1: Comparison of methods: plots from the top show the simulated
optical signal with artifact, the proposed method with TIWT, SURE
threshold and Median filtering respectively. The original artifact-free
signal is also shown for each method.

MA, USA) and using the Wavelab 850 toolbox2.

We evaluated the performance of our method using DWT and TIWT along

with Median filtering and Stein’s Unbiased Risk Estimator (SURE) based wavelet

denoising in removing the simulated artifact [126]. We wanted to verify if our

method offers any significant improvement over regular wavelet denoising, there-

fore SURE based wavelet denoising is chosen for comparison. Median filtering

is the procedure frequently used for removing impulsive noise from signals. The

length of the median filter is selected to be twice the duration of the artifact to

provide the best artifact suppression while having minimum filter length.

2www-stat.stanford.edu/ wavelab
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Figure 3.2: Comparison of the power spectrum of the original signal and the
processed signal using 4 methods for a typical simulated fNIRS signal.

3.2.1 Performance Evaluation

We compared the methods using Normalized Mean Squared Error (NMSE). NMSE

is defined as

NMSEi = 10log10
∑N

n=1(yi(n)− ỹi(n))
2

∑N
n=1y2

i (n)
(3.13)

whereyi(n) is the original signal, ˜yi(n) is the artifact removed signal andi is the

channel index. In order to take into account the random effect of the fNIRS signal

and the artifacts, we applied each artifact removal algorithm on 100 realizations of

the AR signal with artifact and averaged the performance of each method.Param-

eterα is set to 0.05 for an average artifact removal.

We also use Magnitude Squared Coherence (MSC) as an additional measure

which is defined as

MSCyỹ( f ) =
|Pyỹ( f )|2

Pỹỹ( f )Pyy( f )
(3.14)

wherePyỹ( f ) is the cross power spectrum of signals ˜y andy, andPỹỹ( f ) andPyy( f )

are the power spectrum densities of ˜y andy as a function of frequency, respectively.
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Figure 3.3: Coherence between original signal and a) output of our method
with DWT, b) SURE method, c) Median filtering and d) our method
with TIWT

The coherence has a value between 0 and 1 and measures how much ˜y corresponds

to y at each frequency. In other words, it indicates how well the signals spectra

are matched in each frequency band. The frequency bands selected for analysis are

0.15 Hz wide. The power spectrum densities are calculated in each window and

then the window is shifted towards the next band. There is a 50% overlap between

adjacent windows. The results are averaged over 100 trials.

3.2.2 Results

The results of NMSE analysis for simulated fNIRS are summarized in table 3.1.

Lower NMSE in the table indicates higher similarity to the original artifact-free

signal and hence, better performance in artifact removal. We used two sample t-

test to verify if the differences in the table are significant. The data is tested for
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Table 3.1: Normalized Mean Squared Error between processed signal and
original artifact-free signal

Method
Median SURE DWT TIWT
Filter Threshold

Average
-8.95 -8.71 -9.97 -10.98

NMSE (dB)
Standard

1.36 1.65 2.38 1.97
Deviation (dB)

normality prior to the test. The difference between TIWT and other methods is

statistically significant (p< 0.01). The difference between DWT and SURE is also

significant (p< 0.05), however, difference between DWT and median filter is not

significant. Visual comparison of the results for median filter and DWT reveals that

DWT better preserves the shape of the signal in regions away from artifact. Fig.

3.1 demonstrates the result of applying median filter, wavelet SURE denoising, and

the proposed method using TIWT to a sample of simulated fNIRS signal.

Fig. 3.2 shows the power spectrum of the signals in Fig. 3.1. The figure

suggests that median filtering significantly alters the power spectrum of the sig-

nal, while the 3 wavelet based methods selectively reduce the power in frequency

ranges where the energy of artifact is mostly concentrated. The results of MSC are

shown in Fig. 3.3. The figure shows high coherency between the originalsignal and

the artifact removed signal using our method with DWT and TIWT. It is evident

that the coherency for median filtering results is very low for higher frequencies

which is due to smoothing effect of Median filter.

3.3 Experiment

fNIRS is widely used in infant studies as the small skull size leads to a larger

volume being investigated by fNIRS and also because other functional imaging

methods may not be readily applicable to infants. Functional studies in infants

have many applications in areas such as brain development in infants [127], speech

perception [83], premature infant studies [128] and cognitive studies [82]. How-

ever, motion artifact is a serious problem in infant fNIRS studies as the subjects

may move spontaneously.

To evaluate the performance of the method, we applied it to fNIRS data col-
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Figure 3.4: Experiment setup

lected from 3 infants (two 1 day old and one 2 day old infants, 1 male). The ex-

periment was approved by the University of British Columbia board of ethicsand

consent form was signed by the infants’ parents. A 24 channel ETG-4000 fNIRS

device (Hitachi Medical Corporation, Tokyo, Japan) with 700nm and 830nm lasers

and sampling rate of 10Hz was used for data collection. Artifact removal was per-

formed on raw optical density data. Motion artifacts are a form of interference

in optical signal rather than a physiological interference. We attempt to remove

them in the optical attenuation signal to avoid using artifact contaminated data in

calculation of HbO2 and HHb.

During the study, fNIRS optodes placed on left and right temporal regionswere

fixed by a gauze bandage. Optode placement is shown in Figure 3.5. The total du-

ration of the processed fNIRS recording was 819.2 seconds and the first 20 chan-

nels from each subject were included in the analysis. The infants were videotaped

during the experiment to determine the time instant of movements. The video sig-

nal was then processed using Sum of Absolute Differences (SAD) between each 2

consecutive frames to acquire a reference signal from which motion intervals were

extracted for evaluation purposes [129].

A total of 29 motion events were recorded for 3 subjects (16, 7 and 6 for sub-

jects 1 to 3). Motion artifacts that take place at different time instants are inde-

pendent and may have different shape, duration or amplitude. Therefore, overall
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Figure 3.5: Optodes placement. The red circles and blue squares indicate the
source lasers and detectors, respectively. The numbers between the dots
indicate channel numbers.

artifact attenuation was calculated for the entire set of motion events. The value of

artifact attenuation for each artifact is the median of attenuation across all channels.

3.3.1 Performance Evaluation

We used artifact power attenuation and NMSE as criteria to evaluate the perfor-

mance of our method. Artifact power attenuation is defined as

δ i
m = 10log10

∑n∈Am

[

yHP
i (n)

]2

∑n∈Am

[

ỹHP
i (n)

]2 (3.15)

whereAm is the artifact time interval for themth artifact in channeli andyi(n) is

the original signal and is highpass filtered to yieldyHP
i (n). ỹHP

i (n) is the highpass

filtered version of the processed signal. The purpose of highpass filtering is to re-

move the effect of low-frequency physiological variations to ensure thecalculated

energies only reflect the energy of the artifact and not that of the physiological

signal. This measure is basically the ratio of artifact energy before and after re-

moval in dB. The artifact interval is identified using the video reference signal and

is selected such that it begins at the time instant the reference signal deviates from

baseline and ends when it reaches the baseline following the perturbationscaused

by motion. The baseline is assumed to be the stable signal level before and after

artifact.
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Figure 3.6: Two typical motion artifacts and results of applying the proposed
method (top) with the motion reference signal extracted from videotape
(bottom).

NMSE is defined as

NMSEi = 10log10
∑n/∈Am

[yi(n)− ỹi(n)]
2

∑n/∈Am
[yi(n)− ȳi ]

2 (3.16)

where i is the channel index and ¯yi is the mean value ofyi(n). The NMSE is

calculated for the artifact-free segments of each channel. NMSE shows how much

distortion has been introduced and complements the first criterion, which indicates

how much of the artifact power has been removed.

3.3.2 Results

To evaluate the performance of the method, we first applied it to an artifact-free

fNIRS signal of length 512 samples (corresponding to 51.2 seconds) in the ab-

sence of motion artifacts which resulted in an NMSE of -13.80 dB, -17.54 dB and
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Figure 3.7: Artifact attenuation in 20 channels for 2 wavelengths for subjects
1 to 3 (top to bottom).

-14.84 dB for 3 subjects, respectively. We used Daubechies 5 (db5) wavelet for all

experiments and the value ofα was set to 0.1. This is equivalent to treating coeffi-

cients whose probability of belonging to hemodynamic signal is less than %10 as

artifacts. Next, we evaluate the performance of the method in presence of motion

artifacts. Figure 3.6 shows two typical head motion artifacts in the fNIRS signal,

one in the form of a short abrupt impulsive noise and one in the form of a series

of slower variations in the signal and the filtered signal along with the motion ref-

erence signal. The median ofδ i
m andNMSEi across all channels for each subject

and for the 2 wavelengths are presented in Table 3.2. We consider the error to be

acceptable if it is within 5% of the signal’s energy which translates to less than

-13dB in NMSE. The value of the NMSE in the table is calculated by excluding

the first and last 300 samples in each channel in calculating Equation 3.16. This

is to ensure the error represented in NMSE does not include errors dueto edge ef-

fect. Different channels in our fNIRS setup are affected differently by motion and

therefore, the artifact attenuation is not the same for all channels. This is shown

in Figure 3.7 where the performance of the method in terms of artifact attenua-

tion across different channels is shown for 2 wavelengths. The artifact attenuation
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Table 3.2: Median of NMSE and Attenuation in artifacts energy (in dB) for
proposed method

Subject 1 Subject 2 Subject 3
700nm 830nm 700nm 830nm 700nm 830nm

NMSE -20.84 -21.23 -16.70 -16.97 -18.05 -17.62
Attenuation 15.65 15.40 18.77 15.03 18.66 22.81

ranges from 7.3 dB to 37.3 dB in subject 1, 6.0 dB to 39.2 dB for subject 2 and

3.48 dB to 41.28 dB for subject 3 for both wavelengths combined. The median of

overall artifact attenuation over the total of 29 motion events is 18.29 dB and 16.42

for 700nm and 830 nm channels.

As a comparison with regular wavelet denoising, we applied adaptive wavelet

denoising based on SURE (Stein’s Unbiased Risk Estimator) risk to the same test

data [126]. We chose wavelet denoising levels in such a way that similarity be-

tween processed and original signal is the same for SURE based denoising and our

method. We then compare the artifact attenuation. The comparison is made across

all artifacts for the three subjects. The intensity and duration of each artifact is

different and it is fair to assume that the results of attenuation for each artifact is

independent of other artifacts for the same subject. In this way, the performance of

2 methods on 29 different artifacts are compared.

We chose the following metric for the similarity of the original and processed

signal [130]:

d( f1, f2) =

√

∫ π

−π

(

log
f1(θ)
f2(θ)

)2dθ
2π

−

(

∫ π

−π
log

f1(θ)
f2(θ)

dθ
2π

)2

(3.17)

This metric indicates how far apart the power spectra of 2 signals are. We evaluated

the similarity in every artifact-free segment of original and processed signal for the

two methods and averaged across each subject to derive 1 value for each subject.

Two typical artifacts were chosen to qualitatively demonstrate the difference

between proposed method and regular wavelet denoising as shown in Figure 3.8.

The top two right panels show a case in which both proposed method and wavelet

shrinkage perform equally well in removing the artifact. The top two left panels
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Figure 3.8: Comparison of proposed method with wavelet denoising for 2
typical motion artifacts. Top 2 panels show the artifacts and results of
applying proposed method. Middle panels show the results of wavelet
denoising and the bottom panels are the motion reference signals ex-
tracted from videotape.

show the case were wavelet denoising is not capable of detecting and removing

the artifact while the proposed method has been able to attenuate the artifact. This

is shown quantitatively in Figure 3.9. The attenuation is significantly differentfor

the 2 methods (2 sample t-test p<0.01). The results suggest that the proposed

technique yields higher artifact attenuation for a given level of distortion inthe

signal.

The effect of varyingα from 0.01 to 0.15 on NMSE and artifact power attenu-

ation for 3 subjects is shown in Figure 3.10.α can be used as a tuning parameter

to achieve desired artifact attenuation in trade off with signal distortion. Theper-

formance of the method is not the same for all subjects with similarα . However,

changingα has the same effect on all subjects.

3.4 Discussion and Conclusion

In this chapter, we proposed a method for reducing motion artifacts in fNIRSsig-

nals using the discrete wavelet transform. The method is based on the assumption

that motion artifacts have different characteristics in terms of amplitude and du-

ration from the original signal. This difference is better highlighted in wavelet

domain due to the good localization property of the DWT.
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Figure 3.9: Comparison of proposed method with adaptive wavelet denoising
method (SURE based)

To estimate the fNIRS signal coefficient’s distribution with the proposed method,

the entire time span of the signal should be available. Therefore, our methodin its

current form is not suitable for real time processing. A possible workaround for

online processing is to estimate the variance based on available data and update

the estimate as more data becomes available. The effectiveness of this motion arti-

fact removal method on improving accuracy of fNIRS activation maps is yetto be

examined.

Artifact reduction can potentially distort the signal. It is important to be able

to control the level of signal distortion in practical applications. The value of the

parameterα in the proposed method can be set by the user to control NMSE in

trade off with the intensity of artifact attenuation to reach a balance between NMSE

and artifact attenuation.

Evaluation of a motion artifact reduction method requires knowledge of motion

event times. Use of deliberate artifacts [76] or human observers [85] has been

proposed for this purpose. Our method of extracting motion reference signal from

video signal provides a non-subjective measure of motion for further evaluation of

the artifact attenuation method.

The capability of the method to reduce the artifacts in a clinical data set was

47



CHAPTER 3. MOTION ARTIFACT REMOVAL

−30 −25 −20 −15 −10
10

12

14

16

18

20

22

24

NMSE (dB)

A
rt

ifa
ct

 A
tte

nu
at

io
n 

(d
B

)

 

 

α=0.01

α=0.15

α=0.01

α=0.15

α=0.01

α=0.15
Subject 1
Subject 2
Subject 3

Figure 3.10: Artifact power attenuation versus NMSE for 3 subjects

demonstrated. The method was also compared with regular wavelet denoisingand

it was shown that for a given level of distortion, the proposed method yieldshigher

artifact attenuation.

Our method was based on an additive model for interference caused by motion.

Assumption of additive noise model for motion artifact is not uncommon in the

literature. The Kalman filtering method used by Lee and Izzetoglu models motion

artifact as additive observation noise [65, 84]. Some methods based on adaptive

filtering are also based on the assumption that motion artifact noise is additive

and can therefore be removed by subtracting the estimated noise from the signal

[63, 76].

The attenuation in artifact power achieved by this method may change from

one subject to another due to differences in total number of motion events and their

intensity. This has also been reported in the form of variability in Signal to Noise

Ratio (SNR) across subjects in earlier works [63, 76]. There is also variability in

artifact attenuation in different channels. This can be explained by notingthat due

to the nature of the method, stronger artifacts are better isolated by wavelet trans-

form and also can be better separated from the background fNIRS signal. There-

fore, this method works best for spike-like artifacts and artifacts with significantly

larger amplitudes and shorter duration compared to physiological changesin the
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Figure 3.11: Correlation between original artifact intensity and artifact atten-
uation in different channels for 3 subjects.

fNIRS signal. This can explain the variability of artifact attenuation in Figure 3.7.

Channels 1 and 2 for example, are located on the edge of the chevron shape optode

holder and are more likely to lose contact with the tissue due to head’s motion and

therefore yield higher attenuation in all subjects. Figure 3.11 shows the plotsof ar-

tifact attenuation versus original artifact energy for all channels in 3 test subjects.

Original artifact energy was normalized to the energy in a reference segment of the

signal. The reference segment for each subject was manually selected such that

it represents the baseline state of the signal. There is a significant correlation be-

tween artifact attenuation and original artifact energy ( R2=0.9584 and R2=0.9636

for 700nm and 830nm channels in subject 1 , R2=0.8337 and R2=0.8327 for 700nm

and 830nm channels in subject 2 and R2=0.9741 and R2=0.9380 Subject 3). This

confirms that original artifact energy explains the variability in artifact attenuation.

Despite the fact that this method is designed and works best for spike-like arti-

facts, it has been shown that the method could work well on more subtle typesof

artifacts as well and in particular that it can be effective in reducing motion artifacts

that are correlated with the evoked cerebral response [75].

The differences between our method and two other wavelet based methodsfor

NIRS motion artifact removal should be emphasized here. Sato et al [85] used a

continuous wavelet transform based approach to detect blocks contaminated with

motion artifacts using a hard threshold on the wavelet transform amplitude in a

subset of scales without attempting to remove them. These scales were identified

through Monte Carlo simulation on a training data set. In the method of Robertson

et al., filtering is based on fixed threshold for each level as well as availability of

optical motion reference signal [63]. Thresholding takes place only if thesignal
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Figure 3.12: ”Box plots of the AUC0−2, AUC ratio and within-subject SD
computed for all techniques and for both HbO (upper row) and HbR
(bottom row). The red line in the box plot indicates the median, while
the two extremities of the box plot represent the first and third quar-
tile. Red crosses indicate outliers. The lines above linking the differ-
ent techniques represent the significant statistical difference (p<.05 if
the line is blue, p<.01 if the line is red).” [75] (Reprinted from Neu-
roImage, Brigadoi S. et al., Motion artifacts in functional near-infrared
spectroscopy: A comparison of motion correction techniques applied
to real cognitive data. Page 6, Copyright 2013, with permission from
Elsevier Academic Press).

amplitude is larger than the threshold in its source or detector reference signals.

This is different from our method in that we do not have any reference signal and

wavelet coefficient shrinking is only based on the probability of having anartifact.

The wavelet level selection in our method is adaptive and changes with the degree

of contamination in the signal.

The performance of some common fNIRS motion artifact removal methods,
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including the one introduced in this chapter, were compared using simulated and

experimental data in two recent studies [74, 75]. Using experimental NIRSdata

collected from 22 subjects, Brigadoi et al. compared the performance ofdifferent

motion artifact reduction methods [75]. The methods compared in this study in-

cluded Kalman filtering [65], Correlation-based Signal Improvement (CBSI) [67],

Principal Component Analysis (PCA) [131], spline interpolation [66], trial rejec-

tion and the wavelet based method introduced in this chapter and also described

in [4]. In this study, subjects participated in a color-naming of a non-color word

task during which the participants were asked to say aloud the name of the color

of the word that appeared on a computer screen [75]. In this particular task, a mo-

tion artifact is caused by the jaw motion as the subject performs the task. Using5

criteria, the performances of the methods in recovering the hemodynamic response

were compared. The criteria used in this study were AUC for the mean HRF dur-

ing the first 2 seconds of stimulation (AUC0−2), the ratio of the AUC between 2

to 4s to that during the first 2 seconds (AUC2−4), mean of the standard deviation

of the hemodynamic response in each trial, between-subject standard deviation of

the hemodynamic response and the number of trials averaged for every subject to

compute HRF.

The summary of the results for three of the metrics in this study is reproduced in

Figure 3.12 [75]3. According to this study, the proposed Wavelet method, CBSI,

Kalman and PCA97 showed lower values of AUC0−2 with less variability. The

proposed method was found to be most effective in reducing AUC0−2. As for

the AUC ratio, CBSI and Kalman techniques had the highest AUC followed by

Wavelet. The proposed method along with PCA97 outperformed other methods

in reducing the within-subject standard deviation with the Wavelet technique re-

ducing standard deviation in 100% of the cases (see Figure 3.12). In this study,

the proposed Wavelet method was also shown to be the only method to be able to

recover all trials [75].

3Reprinted from NeuroImage, Brigadoi S. et al., Motion artifacts in functional near-infrared spec-
troscopy: A comparison of motion correction techniques applied to real cognitive data. Page 6,
Copyright 2013, with permission from Elsevier Academic Press
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Chapter 4

Non-Invasive Optical Monitoring

of Bladder Filling to Capacity

Using a Wireless NIRS Device

Lack of bladder fullness sensation is an issue that arises in different neurogenic

conditions and in addition to influencing patients’ quality of life, can result in seri-

ous kidney damage. We describe a wireless wearable sensor prototype and method

for detecting bladder fullness using NIRS. The sensor has been tested invitro and

in vivo to verify its feasibility and is shown to be capable of detecting changesin

bladder content non-invasively. The work in this chapter was acceptedfor publica-

tion in theIEEE transactions in biomedical circuits and systemsand is also under

review by the University of British Columbia University-Industry Liaison Office

(UILO) for potential IP protection and licensing.

4.1 Introduction

The importance of a wearable wireless device capable of monitoring bladdercon-

tent to help individuals with bladder control problem was discussed in Chapter 1.

In this chapter, we describe the development, evaluation and pilot testing of aNIRS

prototype for noninvasive optical monitoring of bladder filling to capacity using

a compact wearable wireless system. We propose using this small, low-weight,
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inexpensive, wireless and easy to use device as a noninvasive method for moni-

toring the point in time when the bladder becomes full, with lower computational

requirements and complexity compared to ultrasonic continuous measurement sys-

tems. Our method employs the properties of NIR light absorption of human tissue

and water to measure changes in water content in the field beneath a NIRS device.

Because the bladder rises out of the pelvis below the anterior abdominal wall as

urine accumulates within the organ, this device can detect when a bladder capacity

previously defined by ultrasound is reached. When the bladder rises intothe NIR

light field as it fills, the water in the urine it contains results in high light absorption

that generates an abrupt decrease in the light intensity sensed returningto the NIRS

device. This event can be set to activate an alarm; potentially benefiting patients

with any of the problems related to an inability to sense when their bladder is full.

4.2 Detection of Bladder Filling to Capacity Using NIRS

The major absorbing chromophores of physiologic interest in NIR wavelength win-

dow, as described in Chapter 1 are HbO2 and HHb, as indicated in Figure 1.1.

Water which is the main compound in urine (95% [132]), also has an absorption

peak at 975nm and this peak can be used to detect urine content in the bladder and

differentiate between an empty bladder, one with low volume, and a full bladder.

In NIRS, light in the NIR window is used to interrogate the tissue. A light

source (emitter optode) is placed on the skin surface, with a detector (receiver

optode) placed a few centimeters away. Changes in the light attenuation due to

absorption of the transmitted light by chromophores in the tissue (HbO2, HHb and

water) are detected by the receiver optode. The resulting changes in raw optical

data are then converted to changes in chromophore concentration. A common

model used for this purpose, as described in Chapter 1 is the MBLL [16]:

Aλ =−log
I
I0

= (Σiεi(λ )ci)BL+G (4.1)

WhereAλ is the light intensity attenuation at wavelengthλ , I0 is the source inten-

sity, I is detected light intensity,εi(λ ) is the extinction coefficient of chromophore

i at wavelengthλ in Lmol−1cm−1, ci is the ith chromophore concentration in
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molL−1, L is the interoptode distance in cm,B is the differential pathlength fac-

tor andG is an additive term to take fixed scattering losses into consideration. This

model is usually used in differential form to measure concentration changes in the

tissue. The effective depth of penetration in this method is approximately half the

inter-optode distance (see Section 1.6.1 for a discussion).

Self contained wireless NIRS devices have been utilized for a wide range of

studies involving brain, muscle, and the bladder [87]. Such devices havethe ad-

vantages of imposing less motion restriction, which means subjects can engagein

relatively more active physical pursuits, and suitability for longer term monitor-

ing in ambulant patients [87]. Wireless NIRS devices often use LED as the light

source. Although LED based NIRS systems have a broader spectrum compared

to laser-based NIRS devices, they have the advantages of being small, lowweight,

inexpensive, compact and self-contained and can be applied directly onthe skin

surface without need for the fiber-optic cables required for laser systems.

The hypothesis for our NIRS-based method for monitoring the level of urine

in the bladder and to detect bladder filling to capacity was that with an LED light

source using a wavelength close to the absorption peak of water at 975 nm,a self-

contained NIRS device placed on the abdominal skin would detect water (urine)

when the bladder enlarged into the NIR field. Ultrasound data indicates that as

the bladder fills naturally the dome of the organ rises within the abdominal cavity

bringing the bladder and the urine it contains into the NIR light field [133]. The wa-

ter contained in the bladder then absorbs light causing a decrease in detected light

intensity. Here, we describe a prototype of such a device as a proof of principle.

While this method is similar in concept to the method presented for continuous

bladder monitoring using ultrasound [68], in our method it is the urine in the blad-

der (rather than the anterior wall of the bladder) which triggers the alarm. The level

of bladder fullness that corresponds to the urine capacity that needs to be detected

will depend upon the patients symptoms, and his/her underlying medical condi-

tion. In later development phases, this capacity value can be defined for individual

patients, and the fullness and position of the bladder beneath the abdominal skin

that this volume corresponds to can be assessed by ultrasound. The NIRS device is

then positioned on the abdominal skin so that it alarms when the bladder reaches

the size that corresponds to the capacity required for that patient.
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Figure 4.1: Sensor block diagram.

4.2.1 Electronics

The hardware consists of a 60×70×20 mm wireless NIRS device, that is worn by

the subject on the abdominal skin. The sensor can either operate offline by stor-

ing the data on board or in real time via a link to a base Personal Computer (PC)

through a wireless USB dongle. The block diagram of the sensor is shownin

Figure 4.1. The sensor is made using commercially available components on a 2-

layer Printed Circuit Board (PCB) and is enclosed in a custom made 3-dimensionally

(3D) printed enclosure as shown in Figure 4.2. The device weighs 55 grams. All

components except the source LED and the detector are mounted using standard

surface mounting technology. The source and detector are mounted on thefront

side of the enclosure using adhesive glue and are wired to the main PCB.
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Figure 4.2: Sensor components (top) and device exterior view with extruded
source and detector (bottom)

All the signal controls, sampling and processing are performed by a 16-bit

low power microcontroller (MCU)(MSP430F2274 Texas Instruments, TX,USA)

running at 16 MHz.

The source LED is a 950 nm LED (OSRAM Opto Semiconductors, 55 nm

spectral half width, 16 mw nominal power) driven by a constant currentdriver,

that in turn is controlled by a hardware timer. Even though the absorption peak of

water is at 975 nm, the 950 nm source output is still highly absorbed by wateras the

spectral bandwidth of the source covers 975nm wavelength. The light detector is
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a 5.22 mm2 silicon photodiode integrated with a Transimpedance Amplifier (TIA)

(OPT101, Texas Instruments). The responsivity of the detector is 0.45 A/W at 950

nm and the TIA is set to provide a gain of 6×106 V/A and a bandwidth of 2.5

kHz. The amplifier’s output is filtered and sampled by 10 bit Analog to Digital

Converter (ADC) integrated on the MCU. Prior to sampling by ADC, the output

of the amplifier is filtered by an active twin T notch filter with center frequency at

60Hz to remove interferences from AC power line coupling and ambient lighting

followed by a first order lowpass filter with fc=5 kHz.

The sensor is powered by a 3.7 v, 850 mAh lithium-ion polymer rechargeable

battery that provides up to 20 hours of continuous monitoring. The battery voltage

is regulated down to 3.3 v through a low dropout linear regulator. The batteryis

recharged through a mini-USB connection.

In case of offline standalone operation the sensor can log data on the 16 kB

onboard flash memory storage. The data can be later downloaded into a PC for

further analysis.

Two communication interfaces are supported: wired using USB 2.0 connection

and wireless using wireless link and a wireless dongle connected to a PC.

The wireless link uses 868-915 MHz band for communication and transfers

data at 250 kbps. A wireless module based on Texas Instruments CC110L radio

transceiver is used (A110L, Anaren Microwave Inc, NY, USA). TheMCU com-

municates with the module over the Serial Peripheral Interface (SPI) bus at 250

kHz. The wireless link allows remote start and stop of data collection through PC,

download of the logged data and real-time data streaming to the PC with a range

of up to 20m.

A triple axis accelerometer (ADXL345, Analog Devices Inc., MA, USA) is

used to detect motion to remove motion corrupted data segments. The accelerom-

eter shares the SPI bus with the wireless module.

The sensor is encapsulated in a custom made 3D printed enclosure (Verowhite

polyjet resin). An extruded feature that houses source and detector provides higher

coupling with the tissue and also reduces the ambient light interference (seeFigure 4.2).
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Figure 4.3: Timing of sampling.

4.2.2 Firmware

The firmware controls the source LED timing, data sampling process, logs data

and communicates with a PC for command reception or data transmission.

The scattering and attenuation of light in the tissue result in 6-7 orders of mag-

nitude decrease in signal power. As a result, to have better SNR at the detector

output, higher source optical power is desired to increase the number of photons

that can reach the detector. However, to limit the total tissue exposure and mini-

mize the possibility of tissue thermal overheating, the power has to be kept within

a safe range. An average power limit of 2 mW can be considered safe andhas been

used as the limit for similar NIRS devices [57, 134]. This power level also falls

within the safe radiation levels defined in IEC 62471. To achieve this power level

while having high instantaneous power, a source-switching scheme is employed as

shown in Figure 4.3. We chose a 30 ms delay between the LED activation times.

We also empirically found 60 mW of instantaneous power to result in well de-

tectable light levels as the light exits the tissue for our interoptode distance of 3

cm. As a result, the source LED needs to be activated for a maximum of 800µs

with instantaneous power of 60 mW which corresponds to a driving current of 370

mA (Figure 4.4) in order to keep the average power below 2 mW. This scheme also
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Figure 4.4: Snapshot of the LED driving current.

reduces the total power consumption.

To ensure accurate timing of LED driving pulses and ADC conversion triggers,

the LED is driven directly by a hardware timer which is programmed to produce

pulses every 30 ms. A separate timer triggers ADC conversion for sampling the

LED light level. The TIA bandwidth of 2.5 kHz results in an approximate rise

time of 140µs for the LED pulses. Therefore, sufficient delay before sampling is

necessary to allow the transients at the detector output to settle. We used a delay of

600µs as shown in Figure 4.5, which shows the signal at the detector output along

with the sampling trigger signal.

The detector’s output signal is initially sampled at 83 kS/s and a total of 8

samples are recorded. These samples are then averaged and stored in abuffer. This

sampling rate allows use of a low order antialiasing filter and collection of sufficient

samples during the LED activation time. The next sampling cycle occurs in 30 ms

and follows the same pattern. This is equivalent to sampling the continuous optical

signal at 83 KS/s, low pass filtering it with a moving average filter of length 8 and

then down-sampling the result to approximately 33 Hz. The digital averaging helps

reduce the high frequency noise.

To prevent potential interference from ambient lighting, background light level

is sampled as the baseline and subtracted from the detected light level. The firmware

therefore takes a sample from background light level 800µs after turning the

source LED off in each sampling cycle. This delay ensures all transients have
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Figure 4.5: Detected signal at the detector for a source-detector separation of
3 cm (blue) with the sampling trigger signal (green). Eight samples are
recorded with the source active and One sample is taken with source off
which reflects the background lighting level.

settled and the background light level is being sampled properly.

The baseline corrected value is placed in a data packet along with a time stamp

and transmitted wirelessly to the PC. In case of offline operation, it is logged onto

the onboard flash memory.

The sensor operation can be controlled either by wireless commands through a

PC or, for offline data collection, by user push button on the sensor.

4.2.3 PC Interface

A Graphical User Interface (GUI) based on MATLAB (Mathworks, MA, USA)

is developed for remote controlling the sensor, streaming data from the sensor and

saving it to a file for long term monitoring, downloading data stored on the sensor’s

memory and processing the signal in real time or offline (linear filtering, trend

removal, etc.). A snapshot of the GUI with a sample data set is shown in Figure4.6.

The top panel shows the real time trace of the signal or the loaded data. Thebottom

panels contain controls for wireless operation and USB wired modes.
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Figure 4.6: PC user interface screen shot.

4.3 Performance Evaluation

The sensor’s dark noise was measured by readings obtained by placingthe sensor

in a dark room with no light incident on the detector for one hour. The RootMean

Square (RMS) value of the noise in this setup was calculated as:

Vn =

√

1
N ∑(x[n]− x̄)2 (4.2)

where x[n] is the signal read by the device in analog-digital conversion units.

This process was repeated for a couple of measurements to obtain an estimateof the

prototype’s noise voltage. This value was calculated to be less than 470µV. The

Noise Equivalent Power (NEP) was then calculated from dark noise measurements

using

Pi =
Vn

R(λ )G
(4.3)

wherePi is the incident light equivalent power in W,R(λ ) is the responsivity of
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the detector atλ = 950 nm an A/W,G is the TIA gain in V/A andVn is the noise

voltage. The NEP is calculated to be approximately 180 pW. This defines the

detection sensitivity for a signal to noise ratio of unity and is the minimum light

level detectable by the sensor.

The long-term stability of the sensor was evaluated by continuous recording of

data from a phantom using the sensor for 30 minutes after a warm up periodof 1

minute. The aqueous phantom was prepared using method described in [135]. The

phantom scattering and attenuation parameters are chosen to be close to those of

abdominal tissue (in particular, abdominal fat with attenuation coefficientµa = 3

cm−1 and reduced scattering coefficientµ ′
s= 3.3 cm−1 [136], see Section 4.6 for a

discussion). The phantom was made with 20% intra-lipid mixed with ink to obtain

desired optical parameters. The difference between the initial and final reading

normalized to the initial signal value was recorded as the drift. The device shows

1.5% drift over the period of 30 minutes.

4.4 In Vitro Evaluation

4.4.1 In Vitro Setup

To verify the capability of the sensor in detecting bladder level changes in vitro,

a simple setup as shown in Figure 4.7 was employed. The setup was made to

simulate the bladder, urine and the abdominal tissue during bladder filling and

voiding. A latex balloon was submerged in a phantom prepared as described in the

previous section in such a way that the balloon neck is attached to the top of the

container. The balloon can be filled with water from the top using a syringe. The

distance of balloon from the side-walls was 1.5 cm when full and 6 cm when empty.

The sensor was placed on the side-wall of the cylindrical container and secured

with medical adhesive tape (3M, MN, USA). The data was recorded wirelessly.
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Figure 4.7: Schematic diagram of the in vitro setup for simulating bladder
filling and voiding (left) with a picture of the setup (right).

4.4.2 Results

Figure 4.8 shows a sample recorded data when the balloon is filled and emptied.

The intensity readings from the sensor were converted to attenuation as

A=−log
I
I0

(4.4)

An increase in the amount of water in the optical path results in decrease in

light intensity and therefore an increase in attenuation (A). As the balloon filling

begins aroundt = 9s, the absorbance increases up to the point where the balloon is

filled aroundt = 10s. Similarly, when voiding starts, the absorption reduces until

the balloon is emptied.

The drop in the signal level between the end of the filling and the beginning of

voiding is caused by motion of the balloon at the end of filling cycle as the result

of ending water flow. The same occurs at the beginning of the voiding.
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Figure 4.8: In vitro recorded data when the balloon is filled and emptied.
Red, green, black and cyan lines indicate beginning of filling, end of
filling, beginning of voiding and end of voiding, respectively.

4.5 In Vivo Evaluation

4.5.1 Materials and Method

Pilot data on 1 subject has been collected in 6 independent trials with the device

during voiding to verify if the sensor is capable of differentiating between full and

empty bladder. The sensor is placed 2 cm above the symphysis pubis across the

midline during voiding as shown in 4.9 and is secured using medical adhesivetape.

The absolute intensity reading from the detector is then converted to attenuation ac-

cording to Equation 4.4 and used for comparison between full and empty bladder.

Data was transmitted wirelessly to a PC for recording. For this proof of princi-

ple test, the motion rejection feature of the sensor using the accelerometer wasnot

used.

4.5.2 Results

Figure 4.10 shows a typical attenuation signal recorded at source-detector sepa-

ration of 3 cm. The red (solid), green (dashed) and black (dotted) vertical lines

indicate permission to void, beginning of voiding and end of voiding, respectively.

The signal shows a fall at the start of voiding and then plateaus around 15 s after

beginning of voiding. This is possibly due to the fact that as the voiding begins,
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Figure 4.9: Sensor placement for in vivo device test.
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Figure 4.10: Attenuation detected during voiding with source-detector sep-
aration of 3 cm. The red (solid), green (dashed) and black (dotted)
vertical lines indicate permission to void, beginning and end of void-
ing, respectively.
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Figure 4.11: Comparison of detected light attenuation in full and empty blad-
ders.

the bladder dome is in the light path between the source and the detector. As the

bladder shrinks, the urine level in the light path reduces and light intensity atthe

detector increases (decrease in attenuation). At a certain point (in this case around

15 s after voiding begins), even though the voiding continues, the bladderis no

longer visible to the sensor’s light and therefore no further change in detected light

intensity is observed.

Figure 4.11 shows the light attenuation changes between full and empty blad-

der for 6 independent trials with urine volume ranging from 300 ml to 700 ml. A

significant difference in light absorbance is observed between pre- and post voiding

states as shown in the figure (paired t-test p<0.01). The starting point or baseline

is variable among trials as a result of differences in light coupling, geometry, etc.

However, there is a consistent difference between pre- and post voiding in the trials

as a result of the change in bladder content (mean of the differences: 0.022 with

standard error of mean of 0.0096).
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Figure 4.12: Water concentration in tissue changes during voiding using
Oxymon MK III (Artinis BV, The Netherlands) as a general purpose
desktop reference spectrophotometer with an interoptode distance of 3
cm. The red (solid), green (dashed) and black (dotted) lines indicate
permission to void, beginning and end of of voiding, respectively.

Table 4.1: System level parameters of the sensor

Power consumption in standby 63 mW (19 mA @ 3.3 V)
Active power consumption with radio transmission 182 mW (55 mA @ 3.3 V)
Active power consumption without radio transmission122 mW (37 mA @ 3.3 V)
Range 20 m
Light output power < 2 mW
Cost < 40 $

For comparison Figure 4.12 shows the concentration changes detected during

a separate voiding session when using a general purpose desktop laser-powered

reference spectrophotometer (Oxymon MK III, Artinis BV, The Netherlands) with

971 nm laser for detection of water. The pattern of change in absorption issim-

ilar to those obtained with our prototype, even though the 971 nm signal is more

sensitive to changes in water content.

Table 4.1 shows the overall system level parameters for the designed proto-

type. Active power consumption with and without radio refer to the cases when

the device is linked to a PC and when the device is operating independently.
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4.6 Discussion

We have developed a novel optical method for non-invasive monitoring ofbladder

capacity using a compact wireless NIRS prototype incorporating an LED witha

wavelength of 950 nm and demonstrated the feasibility of using this device placed

on the abdominal skin to detect a signal change that indicates when the bladder and

the urine it contains have left the monitoring field of the device. Our data support

our hypothesis that when the bladder fills and enlarges, the urine within the blad-

der can be detected using NIRS with a light source close to the absorption peak of

water at 975 nm. Further validation of our NIRS-based method to detect when an

individual’s bladder capacity reaches a pre-defined limit is required, along with de-

velopment of appropriate decision making process for activating filling alarm and

comparison of the data obtained to results from ’gold standard’ ultrasonic blad-

der scanning. Definition of the limit of bladder capacity will vary for each patient

depending on their clinical condition, but once defined and the landmarks of the

bladder with this capacity established by ultrasound, the device alone shouldsuf-

fice for monitoring when the patient’s desired capacity is reached. Currently, there

is no alternative method and device for continuous bladder filling detection, avery

important clinical issue especially in patients with different types of urinary incon-

tinence and patients with spinal cord injury.

Variations in fat layer thickness are a potential limitation during NIRS measure-

ments [137]. However, since the thickness of the fat layer remains constant as the

bladder fills and empties, no effect on light attenuation relevant to the monitoring

of bladder capacity is generated. In obese subjects light absorption by asignifi-

cantly thicker fat layer can be anticipated. This would result in an overall decrease

in signal level and also increase the distance of the sensor from the bladder. This

problem can be addressed to some extent by increasing the interoptode separation

which effectively increases penetration depth along with shorter and higher power

LED pulses. However, if the fat layer is too thick, it could prevent sufficient NIR

light from reaching the bladder for our system to function.

The output of the system has a drift as described in Section 4.3 . This drift

can mostly be attributed to slight temperature changes that result in a drift in the

LED’s output intensity. Even though this drift is negligible in short term compared
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to changes during bladder voiding for example, it can add up in long term monitor-

ing. To avoid this, the device can be set to restart filling monitoring after eachalarm

to prevent the error from accumulating over time. This process of resettingthe de-

vice may also be required to account for the wide range of changes in absolute

optical signal values read by the device. As shown in Figure 4.11 and discussed in

Section 4.5.2, the parameter of interest is the change in signal attenuation. How-

ever, the large variations in the initial values may be a potentially serious limitation

in using the device as a continuous monitoring system. The reason is that the de-

vice needs to register the initial value in order to measure the changes and if the

initial value is dependent on parameters such as coupling, determination of afixed

threshold will be very hard. One approach to address this problem is restarting the

measurement every time the device is placed on the bladder, or when the device is

repositioned. A better and more robust alternative approach is to use methods that

can take into account the changes in coupling such as the multidistance methods

described in [138, 139].

Even though water has a high absorption peak at 975 nm, HbO2 and HHb still

contribute to absorption at this wavelength. This can be seen in Figure 4.6 and

Figure 4.10 where absorption of light by HHb and HbO2 result in heart beat and

respiration systemic interference patterns appearing as small oscillations onthe

signal. However, the contribution of the change in these chromophores concen-

trations to the total signal attenuation during natural bladder filling compared to

that of water is relatively small [27]. Also the similarity in the data obtained from

our prototype and the reference spectrophotometer with wavelengths of 971 nm

and 906 nm suggests that 950 nm wavelength is sufficiently sensitive for the mon-

itoring function intended. However, if required, another pair of LEDs detecting

changes in HbO2 and HHb could be added to the device and software incorporated

to remove the effect of hemoglobin from the total attenuation signal.

Similarly while motion induced artifact can be partially removed by the ac-

celerometer on the sensor, incorporation of a dual source monitoring scheme would

detect the coupling change or slow drifts caused by the small variations in theposi-

tion of the device which can occur during continuous monitoring. In such a scheme

the first channel would be placed over the bladder, with the second channel located

further from the bladder so as to differentiate motion/coupling-induced changes in
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the detected intensity from those caused by bladder water content changes. The

changes caused by motion or changes in optical coupling will be highly correlated

between the two channels, while changes caused by alterations in bladder capacity

will only affect the channel located on the bladder.

The enclosure of our prototype was produced using a stereolithography based

3D printer and due to limitations we had for the material, it was made using a

white color resin. This is not a recommendable option for a NIRS device. The

white color of the enclosure results in a dominantly scattering with low absorption

medium for the light exiting the tissue while ideally, the enclosure should absorball

photons leaving the tissue to closely simulate a semi-infinite boundary condition.

For this reason, it is desirable to have a dark enclosure. Therefore, even though our

results indicate the feasibility of this method and approach, this limitation needs to

be addressed in the future.

The performance of our prototype was initially evaluated using a liquid phan-

tom as described in Section 4.3 and Section 4.4. The values used forµa and µ ′
s

were from data measured at 1064 nm [136]. The value ofµa at this wavelength

may be too high compared to that of the prototype’s source LED wavelength at

950 nm. This implies that the sensor’s performance is likely to be better than the

results of the in vitro test. Additionally, the use of a solid phantom is preferable

to a liquid phantom as it provides more stable properties and does not require a

container which may affect the results as the light passes through it to reach the

phantom [140].

The PC connectivity, in addition to providing an alternative method for device

control as well as data processing and storing, can potentially be beneficial in cases

where remote monitoring of a subject’s bladder activity is of interest. In Urinary

Tract Infection (UTI), for example, which is a common condition in spinal cord

injury patients, the frequency of voiding increases and access to this information

collected in normal daily life conditions by the clinician is important in treatment

of patients. In this case, the limited range of connection might limit the usage

of wireless link to indoors only. However, the same benefits could potentially be

offered by replacing the PC with a smart phone in the future.

For our device to reliably monitor ambulant subjects consistently and with

the level of accuracy required for detection of bladder capacity in selected patient
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groups, additional trials and development are required. In particular thepotential

effect of different body postures, positions and clinical conditions needs to be eval-

uated. Some MRI studies have suggested that body position in young subjects does

not affect the shape and position of the bladder significantly [141]. Thisneeds to

be verified on our population of interest whose physiological conditions may differ

from young subjects. Data will also need to be collected in cohorts where theage

range and diagnostic criteria match those of the patients for whom monitoring with

a device such as ours is considered of potential benefit.

4.7 Conclusion

We have designed and developed a compact wireless optical sensor prototype for

continuous non-invasive monitoring of the bladder in patients who are unable to

sense when their bladder is full. This is a significant clinical problem in individuals

with abnormal (neurogenic) bladder function, such as patients affectedby MS,

stroke and/or spinal cord injury, elderly patients with incontinence, and children

with persistent enuresis. The device is capable of differentiating betweenwhen the

bladder is empty or contains a small volume of urine and when it becomes full, by

using the absorption properties of water at a wavelength of 950 nm . With such a

device used as a sensor with an alarm, it is hence feasible to warn the subject when

the volume of urine in his/her bladder reaches a pre-determined threshold of the

bladder capacity. This would potentially enable patients at risk for urinary retention

to protect themselves from renal damage, elderly subjects prone to incontinence to

retain the ability to void voluntarily, and children with problematic enuresis to

become conditioned to when they need to wake to void. Further clinical studies

with this device are required to validate this method.
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Chapter 5

Cortical Connectivity Analysis

Using fNIRS

The interaction between spatially separated cortical regions plays an important role

in performing a cognitive task. Functional imaging methods such as fNIRS are ca-

pable of detecting activated areas of the brain based on hemodynamic changes

associated with increased neural activity. fNIRS as an inexpensive and portable

equivalent to fMRI can help identify functional or effective connections and inter-

actions among cortical areas in a particular task. In this chapter, we first present

our preliminary method and results on detecting connections between brain regions

in a speech study using fNIRS and MVAR modeling. We then describe an analy-

sis method for mapping resting state cortical networks using phase synchronization

and present results of applying this analysis method to fNIRS data from neonates to

map the language network. The preliminary material in the first part of this chapter

was published inInternational IEEE EMBS Conferencein 2011 [5]. The material

in the second part of this chapter has been submitted and is currently underreview

for consideration for publication.
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5.1 Functional Connectivity Using Multivariate
Autoregressive Modeling

MVAR modeling is a common approach to studying the interaction between brain

regions in fMRI [142] and EEG [143]. MVAR can establish a direct measure of

functional relation between brain regions.

We used MVAR modeling to measure time varying connectivity between tem-

poral and frontal areas of neonates brain during a neurocognitive study using fNIRS.

Higher temporal resolution along with non-confining nature of fNIRS makesit a

natural choice for study of functional connectivity and its temporal evolution in

infants. Study of connectivity and its changes on infant can contribute to abetter

understanding of the early learning process.

5.1.1 Materials and Method

MVAR Modeling for Time Varying Connectivity

An AR model for multichannel fNIRS signal can be written as [144]

Y(n) =
p

∑
i=1

A(i)Y(n− i)+ ε(n) n= p. . .N (5.1)

whereY(n) = [y1(n) y2(n) . . .yL(n)]T is theL channel fNIRS measurement at time

point n, p is the maximum lag andN is the total number of available samples.

A(i)= [a jk(i)] is an L×L matrix in whicha jk(i)’s are the AR coefficients describing

y j(n) in terms ofyk(n− i). a jk(i) can give a measure of connection in terms of

causality between signals in different channels and shows how much of the energy

of signal in channelj can be represented by signal in channelk. ε(n) is a normal

identically and independently distributed noise with zero mean. Equation 5.1 can

be rewritten as

Y = XA +E (5.2)

whereA = [AT(1) AT(2) . . .AT(p)]T is a (p× L)× L matrix of MVAR coeffi-

cients at lags 1 to p,Y = [YT(n) YT(n−1) . . .YT(p+1)]T is an (N-p)×L matrix,
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andX defined as

X =













Y(n−1) Y(n−2) · · · Y(n− p)

Y(n−2) Y(n−3) · · · Y(n− p−1)
...

...
. . .

...

Y(p) Y(n− p−1) · · · Y(1)













(5.3)

is an (N-p)×(L×p) matrix.

The maximum likelihood estimator of A is [144]

A = (XTX)−1XTY (5.4)

In order to track possible changes ina jk in the time course of the signal, one

can divide the signal into smaller segments and estimateA in each segment:

Am = (XT
sm

Xsm)
−1XT

sm
Ysm (5.5)

in whichXsm andYsm are formed by replacingY(n) with Ysm(n):

Ysm(n) =







Y(n), mW≤ n< (m+1)W

0, else
(5.6)

in whichW is the sliding window width. In other words, we fit the AR model

to a small window of the signals. The window is then shifted one sample in the

forward direction and the model is fitted again to the data in the new window.

In order to summarize the effect of AR coefficients at different time lags be-

tween 2 channels, we define a connectivity index as

c jk(n) =
∑p

i=1 ã jk(i)2

∑L
k=1 ∑p

i=1 ã jk(i)2
(5.7)

whereã jk(i)’s are the elements ofAm. ∑p
i=1 ã jk(i)2 represent the contribution

of signal in channelk in minimizing the prediction error of AR model in channel

j. Larger value for this parameter means information in channelk can be used to

better predict values in channelj given the past values of both channels. This pa-
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rameter has also been referred to as Direct Causality (DC) in the literature [145].

The denominator in Equation 5.7 is the sum of such effects from all other chan-

nels. Normalization ensures comparable values over different subjects.c jk(n) is

evaluated for every time window as defined in Equation 5.6. We now define the

connectivity matrix asC(n) = [c jk(n)]. Each element of connectivity matrixC(n)

shows the causal effect of channelk on channelj at time pointn.

fNIRS Experiment and Data

The purpose of this experiment is to study the changes in functional connectivity

in neonates brain when exposed to two different types of audio stimuli. The ex-

periment was originally designed to study the ability of neonates to learn simple

underlying structures in speech [24]. To establish the feasibility of our method,

we applied it to 3 representative cases from the original study [24]. Theselected

subjects were all female with ages 2,3 and 4 days, respectively. Informedconsent

was acquired from parents when the experiment was being conducted. The study

design was approved by the ethics committee of the Azienda Ospedaliera Universi-

taria di Udine, Italy where the experiments were conducted [24]. During the 22-25

minute long testing session, audio stimulus was administered to subjects while the

subjects were in the state of quiet rest or sleep. The audio stimuli consisted of

consonant-vowel syllables organized into syllable pairs and were divided into 2

major ”grammar” groups named ”ABB” and ”ABC” based on their syllables rep-

etition order. Each grammar was presented in blocks of 18 seconds long followed

by a silence of randomly varying duration (25-35 seconds). A total of 14blocks

for each stimulus was presented. Figure 5.1-a shows the experiment design.

The hemodynamic changes associated with increased neural activity in re-

sponse to the 2 types of stimuli were monitored by an fNIRS device (24 channel

Hitachi ETG-4000 machine with 695 and 830 nm lasers, interoptode distanceof 3

cm and sampling rate of 10 Hz). The optode placement and the location of chan-

nels is shown in Figure 5.2. The tragus and the vertex were used as landmarks for

optode positioning to ensure data is recorded from perisylvian and anterior brain

regions.

Earlier study using the same dataset indicated that neonates were capable of
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(b) Representative connectivity index

Figure 5.1: Experiment design and a representative connectivity index (be-
tween channels 2 and 5 for subject 3). Red and green lines denote the
beginning of the ABB and ABC blocks, while cyan and black indicate
the end of blocks.

discriminating between the grammars [24]. The discrimination was indicated by

significant increase in HbO2 in response to one type of stimulus in temporal and

frontal regions of neonates brain. The temporal region is known to be responsi-

ble for auditory processing in infants [146] while the frontal areas are responsible

for computation of structure and higher order representations in infants and adults

[146]. Since the process of learning the grammar types involves 2 spatially sep-

arate areas of the brain, it is natural to assume a functional connectivity network

should be involved. The purpose of current pilot study was to use the data collected

in the same experiment and detect possible changes in such connections asa result

of exposure to stimuli using the proposed method.

Before applying functional connectivity analysis, raw optical data collected by

fNIRS device was converted to changes in HbO2 and HHb concentration using

MBLL [29]. The signals were highpass filtered to remove any overall trend in the

signals. A window of length 200 samples (20 seconds) was used to estimate AR
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Figure 5.2: Side view of fNIRS optode holder overlaid on schematic repre-
sentation of neonates head. The red and blue dots indicate the source
lasers and detectors, respectively. The numbers between the dots are the
channel numbers. The optodes are placed such that they sample data
from perisylvian and anterior brain regions.

coefficients in each step according to Equation 5.6.

Channels 1 to 6 on the left hemisphere were chosen to study the functional con-

nectivity. This choice is based on the fact that the temporal region (represented by

channels 3 and 6) and frontal region (represented by channels 2,5 and possibly 1)

are the major areas involved in processing audio stimuli and processing structures,

respectively. Earlier studies have also shown that language function is left hemi-

spheric dominant [24, 147]. Therefore, we limited our study to the left hemisphere

only. Also, only HbO2 changes were analyzed for this study. It has been shown

that HbO2 is more sensitive to regional cerebral blood flow changes [24, 148].

MVAR model is estimated for channels 1-6. We are interested in overall con-

nectivity difference between conditions (grammars), which means a function of

C(n) must be employed to summarize the connectivity matrix in each block for the

conditions. We use simple averaging as

c̄Bi
jk =

1
M ∑

n∈Bi

c jk(n) (5.8)

to form C̄Bi = [c̄Bi
jk] whereBi is theith block of condition B, where B is either
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type ”ABB” or ”ABC”. M is the total number of calculated matrices in the block.

The resulting connectivity matrices̄CBi are grand averaged to yield overall con-

nectivity matrix for each condition in every subject. Blocks involving motion arti-

facts are excluded from this procedure. Motion artifacts are identified bychanges

larger than 0.5 mMol.mm/s in the concentration changes.

5.1.2 Results

Figure 5.1-b shows a representative connectivity index between channels 2 and 5

(c52(n)). The duration of each stimulus is indicated by vertical lines. The figure

suggests that the connection between the 2 channels becomes stronger when the

stimulus is being presented.

Figure 5.3 shows the connectivity matrix for the 3 test subjects. Self connec-

tions are not shown in the figure. Connections with strength of less than 15%of

maximum strength in each subject are not shown in the connectivity network inthe

right panels of Figure 5.3. In order to differentiate conditions, overall connectivity

matrix for condition ”ABC” is subtracted from that of condition ”ABB” to yield

the difference in average connectivity between the 2 conditions. This difference

matrix shows channels whose connectivity is stronger in one condition compared

to the other. This is important as there may be larger and more complicated net-

works involved in accomplishing a particular task while we are only interested in

connections which are stronger for the ”ABB” grammar.

All three subjects demonstrate strong connectivity between temporal and frontal

areas. This is indicated by connection from channel 6 to 2 and 5 in subject1, 6 to

2 in subject 2 and 2 to 6 in subject 3.

Also in subject 1, channel 6 shows strong connection with channels 3 which in

turn has connection with channel 5 in temporal region. Possible explanationcan

be that channel 6 is the lowest/first level of auditory processing, its output feeds

into channel 3. The next level of auditory processing, channel 3 thenconnects with

the frontal area, channel 5 for higher level structural processing.This can also be

observed in subject 3.

The connectivity matrices provide an overall comparison of functional connec-

tions between temporal and frontal areas. Another interesting analysis would be to
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Figure 5.3: Connectivity matrices and networks for 3 test subjects. Connec-
tion strength is color coded. Only connection paths which are stronger
in condition ”ABB” compared to condition ”ABC” are shown. The rest
are set to zero. Figures on the right show a graphical representation of
the connectivity network overlaid on a head model (lateral view).
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Figure 5.4: Temporal evolution of connection strength between temporal re-
gion and frontal region. For subjects 1 and 2, plots represent connection
from channel 6 to 2. For subjects 3, plot represents connection from
channel 2 to 6.r2=0.97,r2=0.87,r2=0.76 for subjects 1 to 3, respec-
tively.

investigate the temporal evolution of connectivity matricesC̄Bi across the blocks.

The hypothesis is that this evolution should be associated with learning in infants

and should therefore change as the subjects are exposed further to thestimuli. We

studied this by investigating temporal evolution of connection strength between

representative temporal and frontal channels. Channels 6 and 2 are selected as they

have strong temporal-frontal connection in all 3 subjects . Figure 5.4 shows the

plots of connection strength vs block number. Each point corresponds toaverage

connectivity strength within a stimulus block. All three subjects show an increase

in connection strength in the time course of the experiment.

5.2 Analyzing Resting State Functional Connectivity in
The Human Language System Using Near Infrared
Spectroscopy

As discussed in Chapter 1, fNIRS can measure the neuronal activity in response to

a task or an environmental stimulation through neurovascular coupling in superfi-

cial areas of the brain. fNIRS has been used for functional studies asa portable,

less expensive and less restraining alternative to fMRI in different taskbased brain

functional studies. One of the more recent areas of interest in both fNIRS and

fMRI is the study of interaction between different cortical areas throughtheir in-
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trinsic neuronal signaling [97, 101]. This intrinsic signaling appears in theform

of slow varying spontaneous fluctuations in the BOLD signal in the absenceof

stimulation. These fluctuations are correlated between brain areas that areanatom-

ically and functionally connected and have been used to map brain functional

networks such as sensorimotor, visual, and auditory as well as higher networks

such as language and attention [149, 150]. These networks are often mapped from

the data collected at rest and are therefore referred to as Resting State Functional

Connectivity (RSFC) maps.

The RSFC analysis can potentially identify changes in intrinsic neural activity

as a result of disease in some neurological and psychiatric conditions. Changes in

connectivity strength in different brain networks have been observedin conditions

such as autism [151], depression [152], Alzheimer disease [153] andattention-

deficit hyperactivity disorder [154].

Given the advantages of fNIRS, different brain networks have beeninvestigated

through RSFC using fNIRS. One of the most common methods for analyzing brain

network connectivities using RSFC in fNIRS is cross correlation [149]. In cross

correlation, an fNIRS channel is selected as the seed channel and the correlations

of the signal in all other channels with the seed channel are calculated. The objec-

tive is to find the cortical areas whose resting state fluctuations are similar to that

of the seed channel. Cross correlation-based functional connectivityhas been in-

vestigated in conjunction with fNIRS to derive connectivity maps in differentbrain

networks [97, 107, 108]. One drawback of correlation based connectivity is that it

can be sensitive to detection of spurious connection as a result of presence of cross

talk between channels, systemic interference or noise [155].

In this section, we have investigated the phase relation between fNIRS chan-

nels and have used it as a measure of functional connectivity. Comparedto methods

based on signal amplitude such as cross correlation, phase is much less sensitive

to noise and interferences. It also does not require the assumption of stationarity

for the signals. Phase synchronization is not equivalent to coherenceor frequency

synchronization and is an independent characteristic of the interrelationship be-

tween two processes [155]. To evaluate the feasibility of this analysis methodfor

detecting functional connectivity, we applied it to a study of processing ofspeech

vs. non-speech in newborn human infants. This type of comparison is of particular
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Figure 5.5: fNIRS experiment setup.

value for the question being asked as there is a growing body of evidenceon the

brain areas involved in language processing in neonates, but less on theunderlying

connectivity.

5.2.1 Material and Methods

fNIRS Data

The fNIRS data was collected from newborn infants at BC Children’s hospital,

Vancouver Canada, during a separate language perception study [156]. Informed

consent was obtained from parents when the experiment was being conducted. The

study design was approved by the ethics committee of the University of British

Columbia. The experiment design and setup are shown in Figure 5.5. A total of

19 subjects were used in the analysis out of which two subjects were excluded

due to severe artifacts in the signals and poor data quality resulting from optode

displacement during data collection. During the experiment, audio stimulus was

administered to subjects while the subjects were in state of quiet rest or sleep.

The audio stimuli consisted of blocks of sentences in Spanish and Silbo-Gomero.

Silbo-Gomero is a whistled language that is a surrogate language of Spanish. It

uses whistles rather than speech, and was developed by shepherds in the Canary

Islands to communicate across long distances. Spanish and Silbo-Gomero were

selected as both are unfamiliar to the infants, while one is a spoken language and

82



CHAPTER 5. CORTICAL CONNECTIVITY ANALYSIS

Figure 5.6: Optode placement on the head. Blue squares and red dots indicate
detectors and sources, respectively and the numbers indicate the channel
number.

the other is not. Each block was 15 seconds long followed by 25-35 seconds of

silence. A total of 8 blocks for each stimulus were presented in which each block

consisted of continuous speech. The total experiment time was 22-25 minutes.

The subjects’ brain hemodynamic response was monitored by a 24 channel

fNIRS device (Hitachi ETG-4000 machine with 695 and 830 nm lasers at a power

of 0.75 mW, interoptode distance of 3 cm and sampling rate of 10 Hz). Two

chevron shaped optode holders secured nine 1 mm fibers to the head. There were

a total of 4 detector and 5 source fibers on each holder resulting in 12 recording

channels per holder. Figure 5.6 shows the placement of optodes on the subject’s

head. Surface landmarks (ears or vertex) were used for the placement of the probe

holder over the infant’s perisylvian area of the scalp. Channels 11 and 12 in the

left hemisphere and 23 and 24 in the right hemisphere were ideally placed above

the infant’s ear. A stretchy cap secured the holders on the infants’ head.

Data Analysis

In order to determine the phase relation between channels, we first extracted the

phase of the signal in each channel using the Hilbert transform. Hilbert transform

converts a real valued signal to a complex one, known as analytic signal, whose real

part and phase correspond to the original signal and its derived phase, respectively

[157]. The Hilbert transform of signalx[n] in the frequency domain is defined as
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[157]:

Y(ejω) =− jsgn(ω)
(

X
(

ejω)) (5.9)

whereX
(

ejω) is the Fourier transform ofx[n] and sgn(ω) is the sign function

having value of 1 forω > 0 and -1 forω < 0. The analytic signal can then be

written as

xa[n] = x[n]+ jy[n] (5.10)

wherey[n] is the inverse Fourier transform ofY(ejω).

We use the joint probability distribution of the phases across channels to de-

scribe their connectivity. A common model for probability distribution of phase

which is the circular analogue of the Gaussian distribution is the Von Mises distri-

bution. The Von Mises probability density function (pdf) is defined as [158]:

f (θ |µ ,κ) =
1

2πI0(κ)
eκcos(θ−µ) (5.11)

whereθ is an angle defined in the interval[−π,π) andI0(κ) is the modified Bessel

function of order 0. The parameterκ is the equivalent of the covariance for the

Gaussian distribution andµ is the expected value of the angle. The probability

density function of the signal phase in channelm conditioned on that of channeln

can therefore be written as:

f (θm−θn|µ ,κ) =
1

2πI0(κ)
eκmncos(θm−θn−µ) (5.12)

κmn describes the intensity of phase correlation between signals in channelsm and

n. In other words, it shows how much prior information ofθn affects distribution of

θm. The first moment of the distribution given in Equation 5.11 can be calculated

as [158]

m1 =E[ejθ ] =
∫ π

−π
ejθ f (θ |µ ,κ)dθ (5.13)

=
I1(κ)
I0(κ)

ejµ

Using the first moment, one can estimate parameterκ by numerically solving the

optimization problem
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where N is the number of samples in the data segment andφi is the measured phase

of the signal at time pointi. Parameterµ can then be estimated using

µ = 6
1
N ∑ejφi (5.16)

A close relationship exists between parameters of the distribution and the phase

locking value (PLV) which is a common measure used in EEG signal processing

to detect functional connectivity through synchronization between channels. PLV

is related to the distribution through the magnitude of the first circular moment of

the phase distribution [159]

PLVmn=
∣

∣

∣E
[

ej(θm−θn)
]∣

∣

∣=
I1(κ)
I0(κ)

(5.17)

One advantage of using Von Mises distribution over phase locking for con-

nectivity analysis is that once the parameters are estimated, one would have the

distribution function and can re-sample from the distribution to determine the sig-

nificance levels. Also, the preferred phase difference is not availablein PLV.

To evaluate fNIRS functional connectivity, we first calculated the phasefrom

all fNIRS channels using the Hilbert transform as described earlier. Ideally, we

would be interested in phase relations between channels when subjects arenot ex-

posed to any type of stimulation to reveal intrinsic network activities. It was shown

in an earlier study, however, that the infant brain produces no significant response

in the language network to Silbo-Gomero stimuli [156]. We therefore used the

fNIRS data during Silbo-Gomero stimulation as an alternative to resting state. The

BOLD spontaneous fluctuations are concentrated at frequencies of less than 0.1 Hz.

Therefore, the signals were first filtered with an infinite impulse response bandpass

85



CHAPTER 5. CORTICAL CONNECTIVITY ANALYSIS

filter (IIR) between 0.02-0.08 Hz to extract spontaneous hemodynamic activities

and reject other interferences. This frequency range is comparable tothose used in

other studies investigating RSFC using fMRI and fNIRS [101, 108].

fNIRS data in general can be contaminated with motion artifacts as the result of

subjects’ spontaneous movements. These artifacts create interference inthe form

of highly correlated phase changes in fNIRS channels, especially in spatially close

channels. This interference results in very high phase correlation and can obscure

underlying phase connections between channels. Even though filtering of the mo-

tion artifacts is possible, in order to minimize possibility of introducing any inter

dependence between channels, no artifact removal procedure was applied. Instead,

the channels for all subjects were inspected visually and artifact contaminated re-

gions within the Silbo-Gomero stimulation window were marked. An artifact free

segment of the data in each channel was then selected for the analysis andthe

phase of the selected signal segments were then derived using the Hilberttrans-

form. Since the brain shows no response to this stimulation type, the stimulation

onsets were ignored and the segments were selected independent of the stimula-

tion onsets. The segments contained variable number of stimulation blocks and

their length ranged from 50s to 220s.

The channel with the highest activation in the grand average for the Spanish

stimulation task during the original study in the left hemisphere was selected as

the seed channel for the RSFC analysis. The joint phase distribution of theseed

channel and all other channels was then estimated by calculating the phase differ-

ence between the seed channel and other channels and then estimatingκmn andµmn

using Equation 5.15 and Equation 5.16. We used a simplex derivative-freemethod

to solve Equation 5.15 and deriveκmn [160]. The analysis was performed in MAT-

LAB (Mathworks MA, USA) and the phase coupling estimation toolbox developed

by Cadieu et al. was used for parts of the analysis [161]1.

The analysis was performed on HbO2 changes only. Previous studies on the

application of fNIRS to detect language network activity and connectivity have

shown that HbO2 is more sensitive to regional cerebral blood flow changes than

HHb with the equipment used here [24, 107, 148].

1http://redwood.berkeley.edu/klab/pce.html
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To examine the validity and reliability of the connectivity information derived

with this method, we divided the subjects randomly into two groups and evaluated

the connections for each group, similar to the approach proposed in [106]. We then

compared the correlation of the connectivities between the groups.

Other studies have suggested that language network is left lateralized. Weveri-

fied this in the network derived using our method. The lateralization was quantified

using [106, 162]

LI =
1

M/2

M/2

∑
i=1

κ i
L −κ i′

R

κ i
L +κ i′

R

(5.18)

where M is the total number of channels,κ i
L is the value ofκis in which i is the

channel number ands is the seed channel in the left hemisphere.κ i′
R is the value of

the same parameter with the channel symmetric toi in the right hemisphere. The

significance level of the calculated lateralization index is then evaluated. Thelat-

eralization index results in a number between -1 and 1 with more positive numbers

indicating higher degrees of left lateralization.

As the final step, we defined 4 ROI, 2 inside the language network and 2 outside

the network and evaluated the connection strengths in these areas. In particular,

channels 6 and 7 were selected inside the network, based on our prior knowledge

that the physical area they cover is in the language network, and channels 1 and

12 outside the network with the optode configuration used in the current study.

Channel 1 is over the frontal areas while channel 12 covers the temporal area. The

choice of these channels as being outside the language area is justified by the fact

that they showed no significant activation in response to native languageor Spanish

[156].

5.2.2 Results

Figure 5.7 shows the HbO2 signal from channels 7 and 9, the seed, for a typical

subject. Qualitatively, the histogram of the phase at different time points forboth

channels does not show a clear dominant phase range as shown in Figure 5.7-b and

Figure 5.7-c. However, the joint distribution histogram shown in Figure 5.7-d has

a sharp peak focused around the mean phase difference. This is also evident in

the Von Mises distribution function plot derived from estimated parameters in each
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Figure 5.7: Filtered HbO2 signal recorded from two channels with high de-
gree of connection (a) and the distribution of the phases for each channel
(b and c) along with the joint phase distribution (d). The red curve in
histograms shows the estimated probability distribution.

case (shown in red). The estimated distribution parameters are also indicatedin the

figure. In the case of phase histogram for individual channels (Figure 5.7- b and c),

the values of estimatedκmn are much smaller than in the conditional distribution

(Figure 5.7-d). This indicates a high phase relationship between the two channels

and is interpreted as connectivity.

Using the method described earlier, the group level resting state functionalcon-

nectivity map with channel 9 chosen as the seed channel was derived and is shown

in Figure 5.8. The detected network includes the areas known to be associated

with language network including the superior temporal gyrus and Broca’sarea.

The maps are also in agreement with those obtained for the language networkin

adults using correlation based fNIRS connectivity studies [106].

The connectivity maps resulting from the 2 random subgroups are shownin

Figure 5.9. The maps for the two subgroup cover similar areas in both hemispheres.

The correlation between individual connections in the two subgroups is shown in
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Figure 5.8: Group level RSFC maps with channel 9 in the language area used
as the seed channel. Left and right panels correspond to left and right
hemispheres.

Table 5.1: Pairwise comparison between selected ROIs inside and outside
language network (Tukey’s test).

Channel Pair 7-6 7-12 7-1 12-1

Mean∆κ -0.15 1.65 1.57 -0.09
CI (95%) [-1.43 1.13] [0.37 2.94] [0.29 2.85] [-1.37 1.20]

Figure 5.10 (Pearson correlation r=0.6 ).

Figure 5.11 shows the results of ROI connectivity analysis where the connec-

tion strength between the seed channel and 2 channels in the language area (6 and

7) is compared with that with two channels outside the language system (channels

1 and 12). Analysis of variance indicates significant difference between the con-

nections (ANOVA p<0.01) inside and outside the language network. In particular,

channels 6 and 7 connections are not different while they are both higher than that

of channels 12 and 1 in the temporal and frontal areas, respectively. Results of

multiple comparison test are shown in Table 5.1 (Tukey’s test).

The results of the lateralization analysis are shown in Figure 5.12. The aver-

age lateralization index is 0.172 and is significantly different from zero (1 sample

t-test, p<0.001). Here, the lateralization index is also compared for all subjects

between the language network and a control case. The control networkis created

by choosing channel 11 as the seed channel. There is a significant difference in lat-

eralization index between the language and control network (paired t-testp<0.01).
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Figure 5.11: ROI connections comparison between language area (repre-

sented by channels 7 and 6) and outside language area (represented by
channels 1 and 12). The bars indicate the standard error of the mean.
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Figure 5.12: Lateralization index for the language network and comparison
with control network.

These results suggest left lateralization in the detected language network.

5.3 Discussion and Conclusion

In the first part of this chapter, we used MVAR modeling to identify changesin

connection strength in cortical network involved in a speech perception study on

neonates. The hemodynamic changes associated with increased neural activity

were detected by fNIRS device. The purpose of this pilot study was to detect the

changes in functional connectivity in response to exposure to 2 different types of

stimuli.

The cortical signals were modeled as a MVAR signal in which AR coefficients

represented connection strength at different lags. An overall connection strength

measure was defined and was evaluated for every block of the 2 stimulus types.

The grand average of blocks in the 3 test subjects indicated strong connections

from temporal to frontal areas. Connections were also observed fromlower level

audio processing areas to higher audio processing levels which in turn mediated the
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connection to structural processing regions. It should be noted that thispreliminary

study has the important limitation of low number of subjects and therefore, the

statistical significance of the results could not be verified.

Another observation was the temporal increase in connection strength forone

type of stimulus compared to the other across experiment blocks. This is perhaps

associated with learning in the time course of experiment. The results of this pre-

liminary study are functionally and neuroanatomicaly relevant which led us to the

next part of this chapter where a different type of connectivity was analyzed on a

larger dataset.

We evaluated use of phase synchronization to identify resting state functional

connectivity in the language system in infants using fNIRS. We used joint prob-

ability distribution of phase between fNIRS channels with a seed channel in the

language area to estimate phase relations and identify the language system net-

work. Our results indicate the feasibility of this method in identifying the language

system. The connectivity maps are consistent with anatomical cortical connections

and are also comparable to those obtained from fMRI functional connectivity stud-

ies [163, 164]. The results indicate left hemisphere lateralization of the language

network.

Brain networks connectivity reveals information about underlying anatomical

areas involved in a particular task. In some disease conditions, changes incorti-

cal connections occurs [149]. Application of connectivity estimating methods to

fNIRS enables investigation of such changes in cases where use of fMRI is not pos-

sible, such as in infants and extends utilization of fNIRS in wider range of clinical

applications.

Use of fNIRS for analysis of functional connectivity offers severaladvantages

over more traditional fMRI based connectivity analysis. Collection of fMRIdata

from infants and young children under resting condition can be challenging. In

contrary, fNIRS is easily applicable to even newborns. Also, in cases where sub-

jects to be tested are immobilized and can not be transferred to an Magnetic Reso-

nance Imaging (MRI) scanner, portable fNIRS systems can replace fMRI for con-

nectivity analysis. One limitation compared to fMRI is the limited penetration

depth which means connectivity analysis will be limited to cerebral cortex.

Our results are comparable to similar studies in the literature. In particular
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Zhang et al. analyzed RSFC in the language system in adults using fNIRS [106].

Their results indicated significant RSFC between left inferior frontal andsuperior

temporal cortices which are associated with language system [165]. UsingfMRI,

Fransson et al. studied resting state networks in the infants brain [166]. They

observed similar networks in the bilateral temporal/inferior parietal cortex which

encompasses primary auditory cortex [166].

The presence of motion artifacts has a significant effect on the connectivity

strength results using phase synchrony method presented here. The motion artifact

results in in-phase changes across affected channels which may resultin stronger

phase correlation compared to those resulting from spontaneous neuronal activity.

Therefore, care must be taken to ensure segments being processed donot include

motion artifacts. Saturated channels or channels that have lost coupling to tissue

due to displacement will also have similar effect.

Our fNIRS data was not collected during strict ”resting” state. We used con-

tinuous blocks of data in which subjects were listening to a non speech audio stim-

ulation. No significant activation compared to baseline was observed on thisdata

and was therefore used as the baseline [156]. Some fMRI studies have followed a

similar approach for mapping RSFC. The study by Greicius et al on defaultmode

network in Alzheimer’s disease patients for example, was performed duringa low

demand cognitive task [149, 167]. An alternative approach is to regress out the

task evoked response from the data before performing RSFC analysis [168].

The fNIRS signal is known to contain systemic interferences. This includes

interference from cardiac pulsation, respiration, cardiovascular autoregulation and

heart rate variability. The frequency band for connectivity analysis must be chosen

such that it includes the relevant variations caused by the neurovascular coupling

while rejecting the frequency bands containing these interferences. Thecardiac

interference in our study is around 2 Hz and the very low frequency interference

(heart rate variability, cardiovascular autoregulation) is around 0.01 Hz. The res-

piratory fluctuation is around 0.2 Hz. The frequency band we chose foranalysis

(0.02-0.08 Hz) reduces the effect of these interferences and therefore, connectivity

detection as a result of these interferences is less likely.

Bivariate methods in general can result in non existing spurious connections

when there is a propagation of information from one channel to others. A pairwise
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measure of connectivity will result in detection of connection between all possible

connection pairs, ie. direct or indirect. However, since we are only looking to

find channels which belong to the same network, use of a bivariate measureof

connectivity can be justified. Most methods for functional connectivity mapping

in the literature based on fMRI or fNIRS also use seed based methods whichis

relying on the bivariate concept of finding coherence/correlation between channels

with the seed channel [149, 167].

In summary, the results of this work suggest that the proposed method can

be used to reveal underlying connectivity patterns of cognitive functions in the

resting state through phase relations between hemodynamic changes in different

brain regions. The results also indicate a left lateralization in the detected network

which suggests the language system may be left-lateralized already in newborns.
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Chapter 6

Design and Validation of a

Custom fNIRS Device for

Monitoring TMS

In this chapter, we describe the design and development of a custom-made con-

tinuous wave fNIRS instrument for monitoring the effect of TMS on the brain

activation and connectivity.

6.1 Background and Motivation

TMS is a method of stimulating brain using strong magnetic pulses that activate

cortical neurons through electromagnetic induction. TMS has been used as an ex-

perimental tool for neurophysiological and psychophysiological studies. In order

to better understand and investigate the effect of TMS on the brain, neuroimag-

ing techniques have been used concurrently with TMS. This allows studyingthe

changes in hemodynamics and neural activity both in the target brain area as well

as the areas closely related to it. However, the strong magnetic pulse produced by

the TMS coil introduces serious challenges for common neuroimaging techniques.

The optical nature of the NIRS makes it immune to this type of interference and

makes it an appropriate tool for monitoring brain hemodynamics during concurrent

TMS studies. This type of combined NIRS-TMS study allows one to not only mon-
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Figure 6.1: Block diagram of the overall fNIRS system.

itor the effect of TMS on the target area, but also to investigate cortical functional

connectivity changes in response to stimulation. Such a change in connectivity

can occur in a short time scale that does not last long after the stimulation, or ina

longer time scale that outlasts the duration of the stimulation.

This chapter describes a custom-made NIRS instrument for monitoring the ef-

fect of TMS on brain hemodynamics and neural activity. When combined with

the connectivity analysis method described in the previous chapter, the instrument

can be used for analyzing the effect of TMS on RSFC with potential application

in stroke patients to study both short term and long term effects of TMS on brain

networks.

6.2 Instrument Design

Figure 6.1 shows the overall system setup. It consists of two laser sources, deliv-

ery fibers, detecting fiber, a photo detector and a Data Acquisition (DAQ) system.

Laser sources are amplitude modulated and the modulation signal is driven bya

Microcontroller Unit (MCU). The output of the laser sources are launched into

two fibers (source optodes). The light is delivered to the target tissue through the

source optode. Another fiber collects the light from the tissue and delivers it to

a photo detector. The signal from the detector is amplified and sampled by a PC

through a DAQ system. A digital lock in amplification scheme is then implemented

on the PC to measure attenuation of the diffusively reflected light.
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6.2.1 Light Sources

The light source consists of 2 LDs at 780 nm and 830 nm (Sanyo Electric,Japan).

LD’s emitted light is focused into an angled ferrule of a single mode fiber (5.6

µm core and 125µm cladding) using an appropriate lens. The diode, lens and

fiber ending are enclosed in a housing (Thorlabs Inc., NJ, USA). A standard FC

connector is mounted on the free end of fibers for each diode. The connector is

attached to a coupler located on the front panel of the device. This allows external

access to the laser output. The laser diodes have integrated photodiodes which

provide feedback to ensure constant power radiation.

The output power of the LD is controlled by a closed loop control mechanism

as shown in Figure 6.2. The maximum LD power is initially set and is then modu-

lated by the input signal. The maximum deliverable current to diodes is also limited

by the driver for the overcurrent protection of the LDs.

6.2.2 Source Modulation

Both of the source diodes are amplitude modulated to allow separation of changes

in amplitude due to attenuation at the two wavelengths. The sine wave modulating

frequencies are chosen as 1 kHz and 1.25 kHz. The frequencies areselected to be

high enough to avoid 1/f noise and low enough for the MCU and also for the sam-

pling rate (amount of data that needs to be stored) and also satisfy the conditions

for digital lock-in amplification. The higher frequency must not be a multiple of

Figure 6.2: Block diagram of the laser diode driver module.
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Figure 6.3: Direct digital synthesizer block diagram.

the lower frequency to avoid harmonic interference.

A Direct Digital Synthesis (DDS) scheme is implemented for driving the laser

drivers using a 16 bit MCU (MSP430, Texas Instruments, Texas, US).The block

diagram of the DDS is shown in figure Figure 6.3. The timer produces an interrupt

at 100 kHz rate. The numerically controlled oscillator produces the value ofthe

two sign waves and is triggered by the timer. The values are written to a Digital

to Analog Converter (DAC). The output of DAC is filtered to reconstruct the sine

waves.

6.2.3 Light Detection

A 1/8” flexible fiber optic light guide collects the light from the tissue and delivers

it to the optical detector (Edmund Optics, NJ, USA). The detector is an APD mod-

ule that includes the APD and the temperature compensated low noise high speed

transimpedance amplifier (C5460-01, Hamamatsu Photonics, Japan). The ampli-

fier has an NEP of 0.02 pW/
√

(Hz) with a gain of 108 V/W which provides good

sensitivity for the low light levels from the tissue. The analog output of the APD

module is sampled at 200 kS/s by a DAQ module (NI USB-6210) controlled by a

PC. The results are read by a MATLAB script on a PC and processed in real time.

6.2.4 Digital Lock-in Amplification

A digital lock-in amplification scheme is used to detect the highly attenuated light

signal from the tissue and also separate the attenuation of the 780 nm component

from that of 830 nm [169]. Digital lock in eliminates the need for high cost lock in

amplifiers and provide better stability and ability to measure lower frequencies.A

detailed description of the method can be found elsewhere [169]. Here weprovide
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a brief description of the method and its implementation details.

The modulated signal at the detector can be written as

A(n) = Adc+Aaccos

(

2π
f
fs

n+φ
)

(6.1)

whereAdc is the DC component of the detected signal,Aac is the amplitude of the

modulated signal,f , φ , fs are the modulation frequency, signal phase and sampling

frequency respectively. To recover the amplitudeAac, a quadrature demodulation

scheme as shown in Figure 6.4 can be used. The resulting in-phase (I) and quadra-

ture (Q) components will then be

I =A(n)cos

(

2π
f
fs

n

)

(6.2)

=Adccos

(

2π
f
fs

n

)

+
Aac

2
cos

(

4π
f
fs

n+φ
)

+
Aac

2
cos(φ)

and

Q=A(n)sin

(

2π
f
fs

n

)

(6.3)

=Adcsin

(

2π
f
fs

n

)

+
Aac

2
sin

(

4π
f
fs

n+φ
)

+
Aac

2
sin(φ)

Both operations are performed on an integer number of periods. For 1 cycle,

Figure 6.4: In phase-quadrature demodulation scheme.
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Ns =
fs
f . The amplitude and phase can be recovered from the in-phase and quadra-

ture components by lowpass filtering to eliminate the higher frequency components

and using

Âac =
√

I2
LP+Q2

LP (6.4)

φ̂ = atan
QLP

ILP
(6.5)

whereILP andQLP are the results of lowpass filteringI andQ, Âac and φ̂ are the

estimated amplitude and phase, respectively.

Since more than 1 modulating frequency is used in our modulation scheme,

then due to finite attenuation of filter at higher frequencies, some crosstalk between

components will occur. To avoid this, one can choose the modulation frequencies

fm such that they fall on the zeros of the filter [169]. For this purpose, assuming a

simple moving average filter we will have

h[n] =
1
Ns

(6.6)

whereh[n] is the moving average lowpass filter andNs is the total number of sam-

ples collected. This filter has its zeros atk fs
Ns

. So by choosing

fm = k
fs
Ns

(6.7)

the filter response will have zeros at the multiples of modulating frequencies.

With fs= 200 kHz, f1 = 1000 Hz andf2 = 1250 Hz, we haveNs= 4000. Given

fNIRS overall sampling rate of 10Hz,Ns samples are read from the DAQ every 100

ms and amplitude of the two frequency components are calculated through

[

I f1

I f2

]

=
1
Ns

[

cos2π f10
fs

cos2π f11
fs

· · · cos2π f1(Ns−1)
fs

cos2π f20
fs

cos2π f21
fs

· · · cos2π f2(Ns−1)
fs

]













A[1]

A[2]
...

A[Ns]













(6.8)
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and

[

Qf1

Qf2

]

=
1
Ns

[

sin2π f10
fs

sin2π f11
fs

· · · sin2π f1(Ns−1)
fs

sin2π f20
fs

sin2π f21
fs

· · · sin2π f2(Ns−1)
fs

]













A[1]

A[2]
...

A[Ns]













(6.9)

whereI f1, Qf1, I f2, Qf2 are the in-phase and quadrature components forf1 and

f2, respectively. The amplitude of two wavelength components is derived from

Âf1
ac = 2

√

Q2
f1
+ I2

f1
(6.10)

Âf2
ac = 2

√

Q2
f2
+ I2

f2

The optical density and concentration changes are calculated fromÂf1
ac andÂf2

ac.

6.2.5 User Interface

The graphical user interface was prepared using MATLAB. The codecollectsNs

samples from the DAQ card every 100ms. The timing is controlled by a timer ob-

ject in MATLAB. The samples go through I/Q demodulation according to Equation 6.3

to Equation 6.5. The intensity values are then converted to Optical Density (OD)

and then Beer-Lambert law converts OD to concentration changes for HbO2 and

HHb. For functional NIRS studies, the GUI also delivers the stimulations to the

subject and adds stimulation markers to the data.

6.3 Performance Evaluation

The system’s dark noise was measured by readings obtained by placing thedevice

and receiver optode in a dark room with no light incident on the receiveroptode.

The RMS value of the noise in this setup was calculated and repeated for a couple

of measurements to obtain an estimate of the prototypes noise voltage. This value

was calculated to be less than 50µV. The NEP was then calculated from dark noise
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measurements using

Pi =
Vn

R(λ )G
(6.11)

wherePi is the incident light equivalent power in W,R(λ ) is the responsivity of

the detector atλ = 780 andλ = 830 nm in A/W, G is the amplifier gain andVn

is the noise voltage. With the overall gain (R(λ )G) of 1.5×108 V/W, the NEP is

approximately 0.34 pW.

The drift of the measurement was evaluated by continuous recording of data

from a phantom using the device for 30 minutes after a warm up period of 1 minute.

The aqueous phantom was prepared using the method described in Chapter 4. The

phantom scattering and attenuation parameters are chosen to be close to those of

the adult head tissue (ie. the scalp and skull withµa = 0.4 cm−1 andµ ′
s= 20 cm−1

[170], see Section 6.5 for a discussion). The phantom was made with 20% intra-

lipid mixed with ink to obtain desired optical parameters. The difference between

the initial and final reading normalized to the initial signal value was recordedas

the drift. The device shows 0.1% drift over the period of 30 minutes.

6.4 Validation

We evaluated the performance of the device through in vivo experiments. The

experiments included arterial occlusion and isometric contraction of the forearm

muscle and the brain response to a motor task test. In all experiments, the collected

intensity data was converted to optical density and concentration changes using the

MBLL.

6.4.1 Methods

Forearm Muscle Arterial Occlusion Test

In this test, the hemodynamic response to an arterial occlusion in the forearmof

a healthy male subject was investigated. This is a common test for validation of

custom made NIRS instruments [171, 172]. Arterial occlusion was inducedin the

forearm by means of a pneumatic pressure cuff. The NIRS optodes wereplaced

on the arm and below the pressure cuff and monitored the oxygenation of the arm
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tissue. The cuff was inflated up to 200mm Hg to block any blood in and out flow

from the muscle for 1.5 minute. The cuff was then released and the NIRS recording

continued for another 2 minutes to monitor tissue oxygenation recovery.

Isometric Contraction

In this test, the Brachioradialis muscle in the forearm was monitored with the NIRS

optodes during an isometric contraction experiment. An isometric contraction in-

volves static contraction of a muscle without a change in muscle length. The sub-

ject (same as in previous section) forcefully gripped an object for 30 seconds fol-

lowed by one minute of recovery time.

Motor Task Test

Monitoring brain activation during a motor task is a common method used for

evaluating performance of custom made fNIRS instruments [172]. In this test, the

fNIRS optodes were placed over the hand area in the left motor cortex near location

C3 according to international 10/20 system of a healthy 30 year old right handed

male subject [173]. The source and detector fibers were secured using a custom

made optode holder consisting of a 3D printed holder (Verowhite polyjet resin)

tied with elastic band to the head. The source-detector separation was set to3 cm.

The subject was asked to perform a task of opening and closing his fist at a rate of

approximately 3Hz for 30 seconds followed by 30 seconds of rest. The instructions

for beginning and ending of the resting/task periods were provided visually through

a PC and the timings of the stimulation were recorded along with the fNIRS data.

6.4.2 Results

The result of the arterial occlusion test is shown in Figure 6.5. Black (solid) and

magenta (dotted) lines indicate time instants when cuff pressure reached maximum

value and when the cuff was released, respectively. As the total occlusion begins,

the amount of blood in the tissue remains constant. This is reflected by constant

hemoglobin (tHb) detected during the occlusion. However, oxygen is being con-

sumed by the tissue and the HbO2 is constantly converted to HHb. Therefore, HbO2

decreases as HHb increases with almost equal changes in the two chromophores’
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Figure 6.5: Typical HbO2 and HHb waveforms in the arterial occlusion test.
Black (solid) and magenta (dotted) lines indicate time instants when
cuff pressure reached maximum value and when the cuff was released,
respectively.

concentrations. The gradient of the chromophore changes in this case ispropor-

tional to tissue’s local oxygen consumption. Once the cuff is released, thechanges

are reversed. A hyperemic reaction can be observed where due to the auto regula-

tion mechanisms, HbO2 and HHb overshoot and undershoot beyond their original

value once the cuff is released. The two chromophores gradually returnto their

original values during the recovery period.

Figure 6.6 shows the hemodynamic changes in response to the isometric con-

traction. Black (solid) and magenta (dotted) lines indicate starting point and the

ending point of the contraction, respectively. The contraction results in an increase

in blood flow into the muscle along with an increase in muscle oxygen consump-

tion. This can be seen in he figure as an increase in tHb and HHb along with

a decrease in HbO2. Once the object is released and the muscle is relaxed, the

changes are reversed (dotted vertical line). The level shifts at the beginning and the

end of contraction are the result of the grip motion.

The processing of the motor task fNIRS data was performed using HOMER2

toolbox for MATLAB [174]. Figure 6.7 shows the changes in total hemoglobin

concentration in response to the motor task over a period of approximately 5 min-

utes. The tHb is associated with increased blood flow to the hand area in the brain.

The red (solid) lines indicate the beginning of the motor task. In order to measure
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Figure 6.6: Isometric contraction results collected from Brachioradialis mus-
cle in the forearm. Black (solid) line and magenta (dotted) vertical lines
indicate beginning and end of contraction, respectively.
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Figure 6.7: Total hemoglobin changes in response to motor activity. The
fNIRS optodes were placed over the hand area in the left motor cortex
near location C3 according to international 10/20 system of a healthy
30 year old right handed male subject who was asked to perform a task
of opening and closing his fist.
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Figure 6.8: Block averaged hemodynamic response.

the hemodynamic response, the signal was block averaged over the stimulation/rest

blocks. Figure 6.8 shows the resulting block averaged traces of HbO2, HHb and

tHb with the stimulation starting time at zero. An increase in the HbO2 and tHb

along with a decrease in HHb is observed which matches the typical hemodynamic

response [171, 172].

6.5 Discussion and Conclusion

We described the development of a custom made fNIRS device for future use in

TMS experiments to monitor brain tissue hemodynamic changes. The instrument

performance was evaluated using in vivo tests commonly used in the literature

for evaluation of custom NIRS instruments. The results are comparable to other

studies [171, 172] suggesting the instrument is capable of detecting hemodynamic

changes in the tissue and in particular, in the brain and can be used for further brain

studies involving TMS.

One of the tests we used to evaluate the performance of the custom device was

the occlusion test as described in Section 6.4.1. In an occlusion test, it is expected

that the blood flow to the tissue is fully blocked resulting in decrease in HbO2 and
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increase in HHb while the tHb stays constant. In our test, however, an increase

in tHb is observed as shown in Figure 6.5. This may be due to the fact that the

pressure cuff is inflated to 200 mmHg which in this case may have been insufficient

to fully block the blood flow. As a result, blood can still reach the tissue and hence

the increase in tHb.

The performance of the custom made device was evaluated using a liquid phan-

tom as described in Section 6.3. The optical parameters used in this case may be

too high and not a good representation of the overall optical characteristics of an

adult head (e.g. compared to [175]). This limitation needs to be addressed inthe

future for a better characterization of the device performance. Also, asstated in

Chapter 4, a solid phantom is preferable and will be considered in the future.

A custom made fNIRS device has multiple advantages for monitoring TMS

effect. The sensitivity and custom sampling rate of such a device allows it to po-

tentially measure the fast optical signal [176] which results from small changes in

scattering as a result of electrical activity of the neurons. Application of fNIRS sys-

tems to monitor fast optical signal during TMS stimulation is new and promising

[73]. Additionally, custom devices facilitate temporal and spatial co-registration of

NIRS data with TMS stimulations.
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Chapter 7

Conclusion and Future Work

Since the first introduction of NIRS by Jobsis, a lot of research has been conducted

to apply this promising non-invasive optical method in different clinical applica-

tions. Further research and validation in different areas is still requiredfor NIRS

to be routinely adopted by clinicians. In this thesis, we attempted to address some

of the current issues in NIRS signal processing and applications.

7.1 Motion Artifact Removal from fNIRS

One particular issue of interest in NIRS is the sensitivity of the data to motion ar-

tifacts. In Chapter 3, we presented a novel method for removal of motion artifacts

from fNIRS data using the discrete wavelet transform. The method relied on the

differences between motion-induced patterns and those caused by hemodynamic

changes to identify and remove artifacts in the wavelet domain. The method was

evaluated using simulated data as well as experimental data in terms of the amount

of distortion it introduced in the signal and the reduction in artifact intensity and

was shown to be effective in reduction of the motion artifacts. The balance be-

tween the amount of artifact reduction and distortion introduction in our methodis

controlled by the user through a tuning parameter.

Artifact reduction addresses an important issue in fNIRS signal processing.

The hemodynamic response is a weak signal whose detection requires averaging

over several blocks of stimulation. Often, contamination with motion artifact re-

108



CHAPTER 7. CONCLUSION AND FUTURE WORK

sults in some of the blocks being excluded from the analysis. In some cases,such

as in infant studies for example, it is not possible to collect many data blocks and

many subjects do not make it to the end of the experiment as they may become rest-

less and bored. Therefore, it is important to be able to keep as many data blocks

as possible for the analysis. Our proposed method can be used as a preprocessing

step to reduce the intensity of such contaminations in order to allow keeping more

data blocks and improve the contrast to noise ratio in the detected hemodynamic

response.

The proposed method of artifact removal can be enhanced further in several

ways. One major improvement would be to extend the range of artifact types that

can be detected by the method. Our method as described in Chapter 3 targets spike

artifacts. However, artifacts resulting in change in baseline are not addressed with

this method. Such artifacts could potentially be detected in the wavelet domain

using the same principle, but they need to be processed differently.

Also, in some cases, only identification of artifacts or contaminated blocks is

required [24]. The method can be further developed to identify such datasegments

and its performance needs to be evaluated in terms of specificity and sensitivity.

Another major potential future direction is to extend the method for real time pro-

cessing of the data [177]. This can be of significance in wearable NIRS sensors and

in particular, can be directly applied to the bladder sensor described in Chapter 4.

This requires using methods for estimating the data variance in real time and as the

data is being captured.

The performance of this method relies largely on two major factors. One is the

capability of the Wavelet transform to map the signal to a space where motion ar-

tifacts can be better distinguished from the fNIRS signal. The other is the method

used to identify the motion artifact coefficients in the wavelet domain. In our cur-

rent approach, we assumed a probability distribution for the wavelet coefficients

and simply gave the coefficients a score based on their probability of belonging

to this distribution. Even though this approach was shown to work satisfactorily, it

can be further improved. The problem of identifying the motion induced coefficient

can be considered a classification problem and therefore, well known classification

methods can be adopted and applied. In particular, one could assume a probability

distribution for the motion artifacts coefficients, estimate the parameters of the dis-
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tribution and use a Bayesian classifier to classify the coefficient as motion induced

or normal. The estimation of the parameters requires use of training data as an

added step. This procedure is expected to improve the performance of the method

in terms of NMSE introduced in the signal as well as artifact attenuation.

Another alternative approach which is worth comparing to in the future is

changing the parameter estimation method for the wavelet coefficients. In our

current approach, the main parameter of the probability distribution of wavelet

coefficients (i.e.σ̂ ) was estimated with MAD using the entire data in each channel

which also included the motion artifacts. This was effective as MAD is not sensi-

tive to outliers which in our case, were the motion artifacts. However, if the motion

artifacts are frequent and their amplitudes are close to those of fNIRS signal, then

they may no longer be considered outliers and the estimate of variance will then

be affected. As a result, the performance of the method will decrease. Ifa long

enough artifact-free segment of the data is available, then it can be used todirectly

estimate the probability distribution of the fNIRS data coefficients and its param-

eters empirically. This is expected to yield better results as the distribution is no

longer affected by motion artifacts. The downside is that a training processwith

the artifact free data would be involved which adds an extra step to the procedure.

7.2 Wireless NIRS for Monitoring Bladder Contents

We reported design and development of a compact NIRS based wireless wearable

sensor for continuous non-invasive monitoring of the bladder with potential appli-

cation for bladder incontinence patients in Chapter 4. This addresses an important

clinical problem in patients with abnormal bladder function. The device was tested

in vitro and in vivo as a proof of concept and was shown to be capable ofdiffer-

entiating between empty and full bladder. The results supported the feasibilityof

this device for the purpose of using it as a warning system that alerts the subjects

when their bladder reaches a pre-determined threshold of bladder capacity. Such a

device, when fully developed as a wearable warning system, can help patients with

urinary retention problem and protect them from renal damage by givingearly

warning and alarms for voiding their bladder. Currently, there is no alternative

method and device for continuous bladder filling detection, a very important clin-
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ical issue especially in patients with different types of urinary incontinenceand

patients with spinal cord injury.

A major limitation of our work on this sensor presented in Chapter 4 is the

lack of clinical data for validation. The purpose of our study at this stage was to

introduce and verify our method through limited multiple trials to provide evidence

of effectiveness of diffuse optics in the form of a wearable sensor for our target

application. This method and device need to be further validated in a clinical study

with a larger number of subjects as the next step.

Some other technical challenges may limit the applicability of our proposed

method. As discussed in Chapter 4, the thickness of the fat layer may affect the

effectiveness of our proposed device. The fat layer can cause problems by two

mechanisms: 1) by inducing extra attenuation (through both absorption and scat-

tering) and 2) by increasing the distance of the bladder from the tissue surface.

One way to overcome the problem of increased distance is increasing the pene-

tration depth by increasing the distance between source and detector. Thiswould

require an increase in the power level or using a more sensitive detector.Both of

these solutions would also be effective in overcoming the second mechanismwhich

is increased attenuation. Increasing the average power may not be safeand may

result in patients’ discomfort. However, we can increase the instantaneous power

and decrease the sampling rate to keep the average power and SNR the same. Even

with this scheme, the maximum practical limitation of the penetration depth for

this diffusive method is about 3cm.

Another solution could be a tight fixation which results in mechanically push-

ing the sensor deeper into the tissue. This can however, cause discomfort for the

subject. Changing the wavelength (within the optical wavelengths) does notseem

to be effective in improving the penetration depth. Increasing the wavelength de-

creases scattering, but attenuation due to absorption by water increasessignifi-

cantly. Decreasing the wavelength on the other hand, increases attenuation by

absorption by HbO2 and HHb as well as increased scattering.

The power consumption of the device is another issue that requires further

improvement. With the current prototype, the battery life is 45 hours in standby

mode, 23 hours when logging onboard without radio transmission and 15 hours

with radio transmission. Ideally, a wearable device needs to be rechargedas few
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times as possible and last at least a day without charging to be practical. The

power requirements of the prototype at this stage are not low enough. In particular,

since the amplifier and filter are the components consuming most of the standby

power, consumption can be significantly reduced by disabling these components

in standby mode and only activating them when required. Improving the power

consumption during radio transmission is another major future direction to make

this device suitable for real life patient monitoring.

The connectivity of this device to a PC has two main advantages. In our proof

of principle study, it was necessary for the investigator to be able to visuallysee

the signal as the voiding was happening in order to be able to mark differentevents

(permission to void, start of voiding, end of voiding, potential motion artifacts,

etc.). In general, it provides an alternative method for device control aswell as

data processing and storing. The PC connectivity also serves a furtherpurpose of

being used in future developments for clinical remote monitoring. The frequency

of bladder filling and voidings which are transferred to the PC can be uploaded to

an online database to be accessed by a clinician. These information are meaningful

in some pathological conditions. For example in UTI which is a common condi-

tion in spinal cord injury patients, the frequency of voiding increases andaccess to

these information collected in normal daily life conditions by the clinician is im-

portant in treatment of patients. In such situations, the limited range of connection

might limit the usage of wireless link to indoors only. However, the same benefits

can be offered by replacing the PC with a smart phone which can provide similar

functionalities while being portable and mobile. Development of appropriate ap-

plications and database for patient monitoring is a major future improvement for

this system.

The actual process of making decisions on bladder fullness and when to trigger

the alarm is an important step and the effectiveness of the proposed overall sys-

tem depends on it. However, this was beyond the scope of our work presented in

Chapter 4. The optimal decision making process which requires evaluation of the

recordings on a case by case basis by a clinician who factors in parameters such as

bladder size, anatomy, level of injury, etc. is part of the future work on this method.

The drift in the output of the device can potentially cause problems in long

term patient monitoring as the accumulated drift may be mistaken for bladder fill-
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ing. The most important cause of the drift as discussed in Chapter 4 is the slight

temperature rise caused by LED operation. This rise leads to slight changes(drift)

in the LED output intensity over time. This has been reported to be present in

other works on NIRS systems [171, 172]. This limitation needs to be addressed

for practical application of our method. The solution suggested in Chapter 4was

to reset the device at voiding times (alarm) to prevent the error from accumulating.

A better solution could be to use LEDs with photodetector integrated to control the

output power in a closed loop system. Such LEDs could be selected to also include

2 more wavelengths for detection of HbO2 and HHb in order to estimate changes

from these chromophores as well. This could help minimize the contribution of

these chromophores to the detected signal and minimize the systemic interferences

as discussed in Chapter 4.

Another major limitation of the method presented in Chapter 4 is the large vari-

ations in the initial value of optical attenuation which is caused by the sensitivity

of the device to unknown changes in attenuation caused by parameters such as

sensor geometry, coupling and tissue scattering. These parameters varyfrom one

experiment to another or when the sensor is relocated on the tissue. Therefore, in

order to develop a fully practical and reliable system for continuous monitoring

of the bladder, it is necessary to address this issue so that a threshold ofbladder

capacity can be properly established and the measured attenuation can be com-

pared to this threshold. Therefore, a more robust approach such as amultidistance

method which is less sensitive to changes in coupling needs to be consideredfor

this method in the future [138, 139].

7.3 fNIRS Connectivity

In Chapter 5 we used fNIRS along with phase analysis to identify resting state

functional connectivity patterns in language system. Use of phase relationbetween

hemodynamic changes in fNIRS data in resting state is a novel contribution of this

work. The agreement between results presented with those obtained fromfNIRS

data in similar studies with different methods and different subject populationsug-

gests feasibility of the proposed approach.

As stated earlier, the data used in Chapter 5 was not collected in ”strict” resting
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state, meaning that the subjects where not in the ideal state of rest with no particular

cognitive or sensorimotor task. It is not uncommon in the literature to use light

cognitive task as a substitute for resting state ([149, 167]). Our data which was

collected during stimulation with Silbo-Gomero language to which infants showed

no response, can be considered a very low demand task and therefore, the results

are still valid. However, investigating the alternative approach of absoluteresting

state data and comparing the results to those obtained in Chapter 5 would be of

interest. This requires collection of fNIRS data from infants without any particular

stimulation. The results could confirm the degree of validity of the assumption of

resting state for our low cognitive stimulation condition.

An interesting question that can possibly be answered using this approachis

how brain networks develop with age. This is a relevant question in developmental

neuroscience [178] and fNIRS offers advantages that make it ideal for studies that

involve collecting data from young infants over other methods such as fMRI. We

have already applied our phase-based fNIRS connectivity analysis for identifying

language network in newborn infants. A future study on older subjects to identify

the same network and changes in the network during brain development could

reveal very valuable information. If fNIRS connectivity is validated as a clinical

method for evaluating brain network connectivity patterns, it can potentially be

used for example to identify brain network developmental problems in infants long

before the symptoms can be observed.

One potential challenge in the use of the proposed method as described in

Chapter 5 for monitoring cortical network development is the choice of the seed

channel. The seed channel in our method was chosen as the channel inside the lan-

guage network which showed high activation in language tasks. To ensure changes

in the shape and location of the network with age are taken into account, one needs

to precede the RSFC analysis with a localizer task to identify a proper seed channel.

Another possible future direction is using NIRS based functional connectivity

in a clinical study to validate its capability in discriminating between health and

disease in conditions such as stroke, depression or autism.

Using the joint probability distribution function of the phase results in estima-

tion of phase dependence between the two channels along with the preferred phase

difference. In the method presented in Chapter 5, only the first parameterwas used.
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However, the second parameter could contain significant information as well. The

phase difference between HbO2 and HHb has been shown to convey information

that discriminates between different states as well as health and disease in partic-

ular conditions [179, 180]. Applying similar approach to connectivity with our

proposed method in the future can provide further connectivity information.

As discussed in Chapter 5, HbO2 is more sensitive to regional blood flow

changes and was therefore used for the connectivity analysis. However, compar-

ison of the results with those obtained by HHb could be insightful as to whether

they detect similar networks and whether this difference is only attributed to higher

noise level in HHb.

We discussed the issue of non existing spurious connections as a result of in-

herent shortcoming of bivariate methods when there is a propagation of informa-

tion from one channel to others. Even though this does not affect the detection of

networks as explained in Chapter 5, applying the same analysis using an equiva-

lent multivariate method could reveal further information. A similar approach has

been applied to EEG and could be adopted to fNIRS similar to what was used in

Chapter 5.

7.4 Custom-made fNIRS Device for TMS Monitoring

In Chapter 6, we described the development and validation of a custom made

fNIRS system for monitoring the effect of the TMS on brain activation and con-

nectivity. Even though commercial NIRS devices are available for different types

of studies, developing custom made devices for specific purposes is common [171,

172, 181]. The functionality of the device was verified in Chapter 6 using tests

which are well documented in the literature. In order to further validate the device

and test the hypothesis that brain activation in the motor and visual cortices can

be detected by this device, we will be using it in the practice of a novel unilateral

joystick based tracking task [182]. This task has been used by our collaborators for

different studies in the past research during fMRI. This past work assures us that

significant change in both brain function and behavior occur during the practice of

this task [183]. In addition, the availability of fMRI data during task performance

makes comparison of the data from the device with those from fMRI easier.
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One major future improvement is integrating the TMS 3D stimulation localiz-

ing system into fNIRS optodes so that fNIRS monitoring location and TMS stimu-

lation location can both be registered on an anatomical MRI image. Currently, 3D

object trackers are used for co-registering TMS stimulation target with an anatom-

ical MRI image of the subject’s brain. A similar approach can be used to track

fNIRS probe on the head to ensure correct spatial relation between the two.

rTMS has been shown to be effective in improving performance in motor skill

practice. Monitoring the accumulating effect of TMS on brain hemodynamics can

be beneficial in understanding the mechanism of effect of rTMS involvedin this

process. Moreover, comparison of neural activation while practicing amotor skill

task before and after rTMS stimulation session can help evaluate the effectof rTMS

on the brain in a qualitative manner. In particular, the fNIRS data collected in

this way can also be used in combination with the connectivity analysis method

described in Chapter 5 to evaluate brain connectivity changes following theTMS

stimulation.

Investigating the effect of rTMS on the brain using the fast optical signalis a

recent subject of interest [73]. This type of optical signal has the advantage of a

much higher temporal resolution compared to that of hemodynamic response and is

therefore capable of detecting rTMS-induced changes in a much shortertime scale.

Even though the capabilities of the device described in Chapter 6 for detecting fast

optical signal was not demonstrated in this thesis, this device could potentially be

used for this purpose using minimum changes. Validation and application of this

device in an rTMS study for detecting fast optical signal is in the scope of our

future studies.
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