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Abstract

Nowadays, the number of electronic devices in vehicles grows at an exponential rate.

For the purpose of communication between these components, several standardized

communication protocols such as controller area network (CAN), local interconnect

network (LIN), and FlexRay have been developed and are used in vehicles. However,

the use of additional wires for data communication still results in a significant in-

crease in the complexity, volume, weight, and cost of wiring harness. Vehicular power

line communication (V-PLC) is an interesting alternative that offers numerous ad-

vantages. This technology reuses the existing direct current (DC) power network in

vehicles as the physical medium for data transmission and allows eliminating some of

the wiring harnesses devoted to convey data signals. Hence, This technology can po-

tentially reduce the vehicle cost, weight, and fuel consumption. However, to provide

reliable communication over power lines, several challenges need to be addressed.

These include impulsive noise produced by electrical devices connected to the bus

and frequency-selective behavior of the power line channels introduced by impedance

mismatches in the wiring harness.

In this thesis, we study research challenges for the medium access control (MAC)

protocol design of V-PLC networks. We propose MAC protocols for such systems,

which provide fast collision resolution, and perform performance evaluations on these

protocols in terms of collision probability, system throughput, and packet delay. Our

results show that these protocols outperform the previously proposed protocol, con-
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Abstract

tention detection and resolution (CDR) [1] in all scenarios.

We then investigate the effect of carrier sensing errors on the performance of

the proposed MAC protocols. We start with addressing the problem of detection of

unknown signals in impulsive noise by using a robust detector, which first removes

the impulses from the signal and then performs linear signal detection on the cleaned

samples. We obtain the network throughput and delay of the proposed protocols as

a function of carrier sensing errors. We then suggest a framework for the optimal

joint design of the physical layer signal detector and MAC layer protocol.
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Chapter 1

Introduction

The automotive industry introduces more and more electronic devices to ensure safety

and comfort of occupants. There are several electronic control units (ECUs) to control

the crucial on-board subsystems, such as ignition and braking systems. For the

purpose of communication between ECUs, several standardized wire protocols such

as CAN, LIN, and FlexRay were introduced and used in vehicles. However, each of

these protocols requires its own dedicated communication lines which results in the

increasingly complex network architectures, higher volume, weight and cost of the

wiring harnesses [2]. V-PLC offers the advantage of using the existing power cables

in vehicles for data transmissions, and therefore can significantly reduce the vehicle

cost, weight, and fuel consumption.

The use of power line communication inside vehicles has attracted a lot of at-

tentions from industry in a past few years. For instance, Yamar Electronics. Ltd.

introduced the DC-BUS technology which enables the transfer of both data and

power over a single cable [3]. They also designed several chips for the various ap-

plications supporting LIN, CAN, and universal asynchronous receiver/transmitter

(UART) protocols to communicate over DC-BUS.

In order to fully exploit PLC technology in vehicles, MAC layer must be properly

designed to provide reliable data transmission. We focus on random access MAC

protocols which arbitrate the packet transmissions over power lines. The goal of the

MAC protocol is to allow users to share a channel in an efficient manner by providing
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a low collision rate, a high throughput, and a low delay average.

However, there are several challenges for deploying PLC system in vehicles that

need to be considered while designing a MAC protocol for such a system. For instance,

the measurements reported in [2, 4–6] confirm the frequency-selective behavior of

V-PLC transmission channels. Another difficulty encountered in designing a PLC

system for vehicles is the presence of non-stationary impulsive noise caused by various

electrical devices connected to the V-PLC network [7]. Hence, in this thesis, we aim

to investigate the effect of the carrier sensing errors on the performance of the MAC

layer.

1.1 Motivations and Objectives

The related work on the design of a random access protocol for V-PLC network

is limited. The authors in [1] proposed a random access protocol which resolves

the contention by randomly switching between carrier sense and carrier transmission

modes in each slot. They have calculated the collision probability by mathematical

analysis with the assumption of perfect carrier sensing. On the contrary, as we men-

tioned before, measurements of V-PLC transmission channels indicate the presence

of non-stationary impulsive noise. Hence, our work in this thesis, considers imperfect

carrier sensing and also attempts to improve the MAC layer efficiency by including

the physical layer parameters into the MAC layer design process. Our results also

show that the proposed MAC protocols in this thesis outperform the MAC protocol

in [1] significantly. We would like to remark that, to the best of our knowledge, the

work in [1] is the only existing random access MAC protocol designed for V-PLC

systems.

2
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1.2 Contributions

We can summarize our contributions in this thesis as follows:

• We propose MAC protocols to provide random access over power line network.

The first protocol uses multiple channels to arbitrate the packet transmission.

The second protocol minimizes the contention between nodes in time by con-

structing a tournament between contending nodes, and the third protocol uses a

combination of the techniques used in the design of the first two MAC protocols.

• We provide a mathematical framework for investigating the impact of carrier

sensing errors on the performance of the proposed protocols.

• Based on the above framework, we design a communication system which pro-

vides better performance in terms of throughput and delay.

1.3 Structure of the Thesis

The rest of the thesis is organized as follows. In Chapter 2, we give an overview

of the V-PLC system and present a summary of the related works. In addition,

Chapter 2 covers the fundamentals of CAN protocol and carrier sensing. Chapter 3

introduces a frequency-domain collision resolution scheme that uses a combination

of time and frequency multiplexing for resolving the contention between different

devices connected to the harness. We also investigate the impact of carrier sensing

errors on the performance of the proposed MAC protocol in Chapter 3. In Chapter 4,

we introduce a time-domain collision resolution MAC protocol for V-PLC system and

analyze its performance under imperfect carrier sensing errors. Chapter 5 introduces

a multi-channel MAC protocol, which first resolves the contention over frequency

3
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domain, and then resolves the contention by constructing a tournament scheme on

each frequency channel. Chapter 6 outlines the main contributions of this thesis and

describes possible future works.
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Chapter 2

Background and Related Work

In this chapter, we first give an overview of the V-PLC system, followed by a descrip-

tion of the challenges in developing such a system. We then describe an automotive

protocol, which is referred to as CAN protocol, used in vehicles for connecting ECUs.

After that, we briefly describe the V-PLC MAC protocol reported in [1], which similar

to CAN protocol, provides random access for data transmission in vehicles. Since we

study MAC protocols under imperfect carrier sensing in Chapters 3-5, we introduce

the basics of carrier sensing in this chapter as well.

2.1 Vehicular Power Line Communication

In the previous chapter, we have stated the benefits of using PLC technology in

vehicles such as reducing the vehicle cost, weight, and fuel consumption. We also

described a number of challenges that need to be addressed while designing a V-PLC

system. V-PLC is much different from the PLC for home applications due to its

complicated wiring topologies, transmission channel characteristics, attenuation, and

noise. Therefore, special attention should be taken while designing such a system.

In the design and analysis of a conventional communication system, noise is

usually modeled as additive white Gaussian noise (AWGN). However, the measure-

ments [6–8] show that this model is not valid for V-PLC channels. The measurements

of V-PLC system confirms that there are three types of noise in vehicles: (i) colored
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background noise. (ii) narrow-band noise. (iii) impulsive noise. Knowledge of the

noise characteristics is thus essential for optimizing the communication system, e.g.,

modulation schemes, channel codings, MAC protocols, etc.

2.2 Controller Area Network

The CAN bus is a serial communication bus in which all connected ECUs can send

as well as receive messages. CAN bus was initially designed by Robert Bosch GmbH

in the mid-1980s for multiplexing the increasing number of ECUs in cars and thus for

decreasing the wire harnesses. Consequently, it became an open systems interconnec-

tion (OSI) standard in 1994 and is now a de facto standard in Europe for in-vehicle

data transmission. Today, CAN is used as a society of automotive engineers (SAE)

class C network in the power-train and chassis domains providing up to 1Mbps, but

it also serves as a class B network with a bit rate up to 125Kbps for the electronics

in the body domain.

CAN protocol uses a bitwise arbitration mechanism, called carrier sense multiple

access with collision detection (CSMA/CD) for providing random access to the bus.

The CAN protocol controls bus traffic by allowing high-priority messages access to

the bus over lower-priority messages. Every message begins with the arbitration field,

which identifies the message and determines its priority. If two or more nodes attempt

to transmit messages at the same time, the node with the lowest numeric identifier

wins the arbitration and continues with the transmission of its message. The other

nodes will retire from contention and must wait until the bus becomes idle again

before attempting to re-transmit their messages. The requirement of this mechanism

is that the duration of each bit must be sufficient for the signal to propagate the

length of the network.

6
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Data frames are used for information transmission over CAN network. There are

two different formats of CAN messages, according to the type of message identifier

that is used by the protocol. Standard and extended frames are frames with 11-bit

and 29-bit identifier fields, respectively. Each frame starts with a dominant synchro-

nization bit, signaling to all receivers to synchronize their clocks. It is followed by an

arbitration filed, which may be either 11 bits (CAN 2.0A) or 29 bits (CAN 2.0B). It

is used to determine which node can access the bus and also to identify the type of

data that message contains. The next field is the control field which specifies mainly

the number of bytes of data contained in the message. The cyclic redundancy check

(CRC) field is 15 bits long. The receiver uses the value in this field to detect the pos-

sible transmission errors in the data field. The acknowledgment (ACK) filed consists

of two bits. The transmitter node expects from at least one receiver to acknowledge

the error-free reception of the transmitted message. This acknowledgment is given

by the transmission of a dominant bit in the acknowledge slot by all nodes in the

network which received the message free of errors.

2.3 Related Work on Random Access MAC

Protocols for V-PLC

When multiple users try to communicate with each other via shared transmission

medium, there is a need for a MAC protocol to resolve the contention between

users. MAC protocols for PLC networks can be grouped into two categories, namely,

contention-free and contention-based MAC protocols. Contention-free protocols are

mainly the ones based on time-division multiple access (TDMA), frequency-division

multiple access (FDMA), or code-division multiple access (CDMA). Contention-free
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MAC protocols usually rely on a central control point and perform very poorly when

the number of contending nodes is unknown or keeps varying. On the other hand,

contention-based MAC protocols are random access protocols, and usually operate

in a distributed manner. They can be categorized into carrier sense multiple access-

(CSMA-) based or non-CSMA-based MAC protocols. In this thesis, we focus on

designing CSMA-based MAC protocols for V-PLC system.

Yamar Electronics Ltd. introduced a CSMA-based protocol for in-vehicle PLC,

which is referred to as CDR protocol [1]. It uses several slots to resolve the contention

among contending nodes. Each node randomly switches between carrier sense and

carrier transmission modes. During a slot, when a node hears a carrier, it drops out

of the contention, and the other nodes move to the next slot. This procedure repeats

until the end of contention, and the goal of the protocol is to have only one survivor

by the end of contention with a high probability.

The following steps are executed with respect to a single node:

1 . An n-bit register is constructed, whose content is randomly determined prior

to each packet transmission.

2 . The node waits until the bus is idle, followed by a random time delay.

3 . The node switches between carrier sensing and carrier transmission according

to the bit content of the register in step 1. The node performs carrier sensing

if the bit content is zero and carrier transmission otherwise.

4 . The node proceed with the transmission of its preamble if no carrier was

detected during any of the carrier sensing modes. Otherwise, if the carrier is

detected, the node retires from contention.

8
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We later present three alternative MAC protocols in Chapters 3-5. We show that

our proposed MAC protocols perform considerably better than CDR in all scenarios.

2.4 Basics of Carrier Sensing and Impulse

Filtering

Carrier sensing is a fundamental mechanism in CSMA-based MAC protocols. Each

user senses the channel before a transmission and defers its transmission if it senses a

busy channel to reduce the collision. There are typically two types of errors associated

with the carrier sensing module: false alarm and miss detection probabilities. These

probabilities are widely used as performance criteria for different sensing schemes.

The probability of false alarm is the probability that the carrier is absent but is

sensed as present by the user. The probability of missed detection is the probability

that the carrier is present but is sensed as absent by the user. Comparisons between

different carrier sensing schemes are usually done based on these two types of errors.

In carrier sensing, there are two hypotheses, whereH0 is denoted as the hypothesis

that a carrier is absent andH1 as the hypothesis that a carrier is present. The received

signal for these hypotheses can be expressed as

H0 : r(t) = n(t)

H1 : r(t) = h s(t) + n(t) (2.1)

where s(t) and n(t) denote the transmitted signal and noise, respectively.

Energy detection is the most common detector in carrier sensing with a low cost
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and hardware complexity. In energy detection, the received signal is squared and inte-

grated within a bandwidth W over time period T , and is compared with a pre-defined

threshold λ. If it exceeds the threshold (hypothesis H1), the detector declares the

presence of the transmitted signal; otherwise, it is decided that there is no transmis-

sion in the sensed frequency channel (hypothesis H0). The time-bandwidth product

is u = TW , and is assumed to be a positive integer.

The decision statistics of the energy detector is the average energy of the received

signal and can be expressed as

T =
1

2u

2u
∑

k=1

|r(k)|2 (2.2)

where r(k) denotes the received signal sampled at sampling frequency fs, and 2u is

the total number of samples taken from the received signal.

To determine whether the channel is busy, the detection statistics is compared

with a predetermined threshold λ. The probability of false alarm pf is the probability

that the hypothesis test chooses H1 while it is in fact H0

pf = P (T > λ|H0) (2.3)

The probability of detection pd is the probability that the test correctly decides

H1 when it is H1

pd = P (T > λ|H1) (2.4)

We can also define the probability of miss detection as

pm = 1− pd (2.5)

10
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Now assume the noise is a stationary AWGN. In this case, the probability of miss

detection (pm) and false alarm (pf) can be calculated as [9]

pm = 1−Qu(
√

2γ,
√
λ) (2.6)

pf =
Γ(u, λ

2
)

Γ(u)
(2.7)

where Qu(., .) is the generalized Marcum-Q function, Γ(., .) is the upper incomplete

gamma function [10], and γ is the ratio of signal energy to one-sided noise spectral

density, i.e., γ = u×SNR, where SNR is the signal-to-noise ratio of the preprocessed

signal.

The fact is that noise in power lines is not AWGN. Therefore, we can express the

noise as

n(t) = w(t) + i(t) (2.8)

where w(t) and i(t) denote the background Gaussian noise and impulsive noise compo-

nent, respectively. Since the statistical behavior of the noise over V-PLC is unknown,

it is best to remove the impulse components from the noise by using a robust im-

pulse filtering technique. The overall structure of the detector is depicted in Fig. 2.1.

The received signal passes through a band-pass filter (BPF) of bandwidth W and an

Analog-to-Digital Converter (ADC) with sampling rate fs to discretize the input sig-

nal, followed by a preprocessor and a linear signal detector. We use energy detector

as a signal detection scheme for its low complexity. We would like to remark, however

that any other signal detection scheme of interest can also be used in the system.

We used the preprocessor proposed in [11] as it provides a simple real-time technique

to replace the impulse components in the received signal. The preprocessor has an

11
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impulse detector which is composed of a blanking nonlinearity to mitigate the effects

of the impulsive corruptions, followed by a reconstruction filter that selects between

input and predicted samples.

BPF

r(t)

ADC impulse detector

rn
reconstruction
filter

linear
signal
detector

decide H0

or H1

Figure 2.1: Block diagram of a robust signal detector.

We performed an experiment to illustrate the effectiveness of the preprocessor.

Consider the received signal is corrupted by a Gaussian noise with variance one,

plus an impulsive noise with probability of occurrence 0.1 and variance 10. Fig. 2.2

shows one thousand samples of the received signal before and after preprocessing.

It can be observed that the preprocessor successfully removes the impulses from the

signal. To better understand its performance, we plotted the empirical cumulative

distribution function (ECDF) of the received signal in Fig. 2.3. It can be seen that the

preprocessor removes the heavy tail of the signal, and the preprocessed signal almost

matches the Gaussian distribution, i.e., impulse-free signal. We then use an energy

detector which compares the average energy of the output of the preprocessor over

the sensing period T to a predetermined threshold λ. The time-bandwidth product is

u = TW , and is assumed to be a positive integer. The probability of miss detection

(pm) and false alarm (pf) can be calculated as in (2.6) and (2.7).
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Figure 2.2: Samples of the received signal before and after preprocessing.
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Figure 2.3: ECDF of the real, preprocessed, and impulse-free received signal.
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Chapter 3

Frequency-Domain Contention

Resolution Algorithm with

Imperfect Carrier Sensing

In this chapter, we present a MAC protocol for V-PLC system, which uses a com-

bination of time and frequency multiplexing to resolve the contention among nodes.

We first present our motivations and assumptions, followed by system model. We

find the optimal parameters of the protocol with the assumption of imperfect carrier

sensing in Section 3.3. In Section 3.4, we present the performance evaluation of the

proposed scheme using numerical examples, followed by a summary of the chapter in

Section 3.5.

3.1 Motivations and Assumptions

Yamar Electronics Ltd. introduced a contention-based MAC protocol for V-PLC

system, referred to as CDR, in [1]. The protocol uses several slots to arbitrate packet

transmission. It resolves the contention between contending nodes by switching be-

tween carrier transmission and carrier sensing modes in each slot. Similar to CDR

protocol, our proposed MAC scheme tries to arbitrate packet transmission over power

lines. Our protocol, however, uses multiple frequency channels to arbitrate packets
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within slots. Hence, it is a novel solution to overcome the frequency-selective be-

havior of V-PLC transmission channels. CDR does a good job in handling scenarios

with small numbers of nodes, but does not handle large numbers of nodes well. The

authors in [12] designed a MAC protocol called Alert for low latency applications.

It attempts to resolve a contention through randomized subcarrier assignments that

are optimized to minimize latency. Our protocol is similar to Alert in the sense

that it uses the same subcarrier/round structure. However, our approach does not

require that the sum of the subcarrier selection probabilities be equal to unity; in

other words, nodes may or may not choose a subcarrier. We show later, that this

approach improves the MAC layer performance. Moreover, we generalize the solu-

tion proposed in [12] by examining the effects of carrier sensing errors on the MAC

layer efficiency. We also construct a cross-layer optimization problem, and obtain the

optimized physical layer (PHY) and MAC layer parameters together.

3.2 System Model

We assume the system uses a multi-carrier physical layer as proposed in [8]. Our

scheme follows the model depicted as in Fig. 3.1. The channel is assumed to be idle

when nodes simultaneously try to transmit packets. Data transmission is divided

into contention rounds and multiple subcarriers are available in each round. We

present our protocol concepts with an example. Assume two nodes N1 and N2 are

trying to transmit a packet to node R. Each node, with a probability that we define,

starts with the transmission of its preamble on the subcarrier index i, chosen from

1, . . . , Nc. Further assume that, each node is equipped with a single transceiver; thus,

can not simultaneously transmit and receive packets. Here, assume N1 and N2 have

transmitted on subcarriers f1 and f2, respectively, and f1 < f2. At the beginning of
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Figure 3.1: A view of the frame structure.

the contention round, R listens for signals on all subcarriers starting from subcarrier

index 1, and if any are detected, it locks on the subcarrier and waits to receive the

packet. In this example, since N1 has transmitted on the earlier subcarrier, it wins the

contention. If the packet is received correctly, R sends back an ACK over subcarrier

f1 at the end of the contention round. There are, however, some scenarios that might

cause R not to receive the packet sent by N1. If R senses a high signal at subcarrier

index < f1, due to the interference or noise, R never receives a packet from any node.

If R does not detect the signal on subcarrier f1, no packet arrives from N1. It is

obvious that theses sensing errors have a huge influence on the performance of the

protocol.

There are two design parameters that need to be known while protocol is in op-

eration. (1). number of subcarriers (2). probability distribution over subcarriers.

We can reduce the contention between nodes by using a large number of subcarriers.

However, this also results in larger time slots and reduces the number of time slots

within a period, and therefore introduces a tradeoff. Similarly, assigning low proba-

bilities to the low-indexed subcarriers while the workload is high would arbitrate the

16
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packets. On the other hand, when the workload is low, assigning low probabilities to

low-indexed subcarriers will result in longer delays. Therefore, it is important to find

the values for these parameters which optimize the performance of the protocol.

3.2.1 Sensing Model

We follow the procedure described in Chapter 2 for carrier sensing. This means the

received signal is passed through the preprocessor to remove the impulsive compo-

nents. We then employ the commonly used energy detector for channel sensing due

to its simplicity. We should remark, however that, the analysis presented in this

chapter can be easily extended for any other detection schemes as will be addressed

in Section 3.3. Suppose that the received signal has passed through the preprocessor

and is sampled at sampling frequency fs. We are interested in detecting of the trans-

mitted signal in a given subcarrier. In energy detection, the received signal is squared

and integrated within a bandwidth W over time period T , and is compared with a

pre-defined threshold η. If it exceeds the threshold (hypothesis H1), the detector

declares the presence of the transmitted signal; otherwise, it is decided that there is

no transmission in the sensed subcarrier (hypothesis H0). The received signal under

two hypotheses at time t can be represented as

H0 : r(t) = b(t)

H1 : r(t) = hs(t) + b(t) (3.1)

where b(t) is the noise signal at the receiver, and is assumed to be a circularly sym-

metric complex Gaussian (CSCG) random variable, independent and identically dis-

tributed (i.i.d.) with mean zero and variance σ2
b . The samples of transmitted signal,
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s(t), also follows CSCG, i.i.d. sequence with mean zero and variance σ2
s , and the PLC

channel gain h is set to unity. In energy detection, the probabilities of false alarm

(pf) and miss-detection (pm) can be evaluated by [10]

pf = p (decide H1 | H0) = 1− Γ(Ns,
η

σ2
b

) (3.2)

pm = p (decide H0 | H1) = Γ(Ns,
η

σ2
b + σ2

s

) (3.3)

where Ns denotes the number of samples taken by the receiver at each subcarrier.

Γ(x, t) =
∫ t
0 e−yyx−1dy

∫
∞

0
e−yyx−1dy

is the incomplete gamma function. The detection threshold is

given by [10]

η = σ2
bΓ

−1(Ns, 1− pf) (3.4)

Γ−1(x; .) is the inverse function of Γ(x; .) with respect to its second variable. Finally,

we can express pm in terms of pf as

pm = Γ

(

Ns,
1

1 + γ
Γ−1(Ns, 1− pf)

)

(3.5)

where signal–to–noise ratio (SNR) at the receiver is denoted as γ = σ2
s

σ2
b

. We assume

SNRs are different at each subcarrier, and can be expressed as γi for i = 1, 2, . . . , Nc.

Therefore, in the remainder of the chapter, pim and pif correspond to the probability

of miss-detection and false alarm of the subcarrier index i, respectively.

3.2.2 Probability of Successful Transmission

The channel is assumed to be idle when nodes try to send data onto the medium at

the same time. Each node may choose one of Nc subcarriers to send its data. Let

p = (p1, p2, . . . , pNc
) be the selection distribution that each node uses to select one of
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Nc subcarriers. We say that subcarrier j is successful if and only if

(i) j is the smallest index among chosen subcarriers and there is no false alarm

error on the earlier subcarriers.

(ii) there is only one node transmitting on the subcarrier j with no miss-detection

error.

Suppose that number of nodes in a contention is n. The probability of successful

transmission is

pns = n

Nc
∑

j=1

pj(1− pj)
n−1(1− pjm)

j−1
∏

t=0

(1− pt)
n(1− ptf ) (3.6)

where p0f , 0 and p0 , 0.

Let S1 be a random variable that shows the number of rounds required to suc-

cessfully receive the first packet from n nodes. If the probability of success in each

round is constant and equal to pns , then the probability that mth round is the first

success has a Geometric distribution with expected value 1
pns

(S1 ∼ Geom(pns )), and

is defined as

P(S1 = m) = pns (1− pns )
m−1 m = 1, 2, . . . (3.7)

where we assumed that the PHY parameters are constant in each round which leads

to a constant probability of success. By the same argument, we need Geom(pn−1
s )

rounds to receive the second packet. In general, the distribution of the number of

rounds required to receive the kth packet successfully is
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Sk ∼
n
∑

i=n−k+1

Geom(pis) (3.8)

3.2.3 Time Utilization

From our previous discussions, it is clear that we can reduce the expected number

of rounds to receive packets by using a larger number of subcarriers in a contention

round. On the other hand, a larger number of subcarriers increases the length of a

contention round. We define the average time utilization corresponding to the first k

received packets ρk as

ρk =
k(td + tack)

E(Sk)TCR

(3.9)

where td and tack are time durations required for data and acknowledgment trans-

missions, respectively. E(Sk) is the expected value of number of contention rounds

to successfully receive k packets, and the duration of a contention round TCR is

TCR =
Ns

fs
Nc + td + tack (3.10)

where Ns

fs
specifies the sampling time required by the receiver to take Ns samples

from a subcarrier. Note that in (3.10), we assumed that the switching time between

subcarriers is negligible.

3.3 Optimal Selection Distribution

In this section, we find the selection distribution p∗ and sensing threshold η∗ that

maximizes pns , the probability of successful packet delivery in one round for a known

number of nodes. We derive optimal distributions in the cases of both finite and
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infinite number of nodes.

3.3.1 Analysis of Optimal Scheme with Finite n

First, we assume that the values of pm and pf for each subcarrier are known. Then,

the question is what is the selection distribution that maximizes the probability of

successful transmission for known sensing errors?

Proposition 1: For a given pim and pif , i = 1, . . . , Nc, the probability distribution

that maximizes (3.6) satisfies the following recursive equation

p∗k =
1− (1− p∗k+1)

n−1vk(1− pk+1
m )

n− (1− p∗k+1)
n−1vk(1− pk+1

m )
(3.11)

for k = 1, . . . , Nc − 1 with p∗Nc
= 1

n
, and

vk =
1− pkf

1− pkm
(3.12)

Proof: Assume that the values of p∗i , i = 1, 2, . . . , Nc−1 are already known. Then,

p∗Nc
maximizes (3.6) if d

dp∗
Nc

(pns ) = 0. Differentiating (3.6), we have
(

1− p∗Nc

)n−1 −

(n−1)p∗Nc

(

1− p∗Nc

)n−2
= 0. One solution is p∗Nc

= 1 which is clearly not the optimal

answer, and the second solution is p∗Nc
= 1

n
. Next, by a similar approach, we derive

p∗Nc−1 assuming that the values of p∗i , i = 1, 2, . . . , Nc − 2 are known. Again, one

solution is p∗Nc−1 = 1, and the acceptable answer is the one given in (3.11), with

k = Nc − 1. Repeating this procedure yields to the optimum distribution in (3.11).

After obtaining the optimum selection distribution p∗ in terms of carrier sensing

errors, we range pif , i = 1, . . . , Nc in (3.5) from 0 to 1 for a given Ns and SNR, and

obtain pf and pm for each subcarrier which are optimized to maximize the probability

of successful transmission in (3.6). The following example is given to further illustrate
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the design procedure.

Example 1: Consider a V-PLC network with n = 5 nodes and Nc = 10 subcarri-

ers. The energy detector takes Ns = 10 samples from a transmitted signal in each

subcarrier. We consider the following two cases:

1 . all subcarriers have the same SNR and is equal to 0dB.

2 . subcarrires have different SNRs and the relation is given by

γk = γm + 10(k − 1) logα; k = 1, 2, . . . , Nc

where k is the subcarrier index, γm = 5dB, and α = 0.8. Using the results in proposi-

tion 1, we can obtain the optimal parameters (p∗, p∗f , p
∗
m) as shown in Table 3.1. The

results, in both cases, show that the subcarrier selection probability p∗k increases as

k increases. The probability of success for case 1 and 2 are 0.577 and 0.7496, respec-

tively. We also would like to note that using (3.4), we can determine the optimum

detection threshold η∗k for a given noise variance in each subcarrier.

For this example with no sensing errors, our scheme and Alert [12] achieve the

probability of success of 0.8668 and 0.8541, respectively. As previously mentioned, in

our model, the sum of subcarrier selection probabilities may not be equal to 1, and

thus provides more chance for nodes to choose different subcarriers which leads to a

higher probability of success.

3.3.2 Asymptotic Analysis of Optimal Scheme as n → ∞

We now provide asymptotic expressions for optimum selection distribution and max-

imum probability of success when n → ∞.
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Table 3.1: Optimal Parameters in Example 1

Case 1 Case 2

p∗ p∗f p∗m p∗ p∗f p∗m

k

1 0.0813 0.0921 0.1899 0.064 0.0058 0.0234
2 0.0819 0.0929 0.1888 0.0715 0.0125 0.0399
3 0.0828 0.0943 0.1871 0.0797 0.0249 0.0621
4 0.0843 0.0963 0.1846 0.0888 0.0463 0.0879
5 0.0868 0.0998 0.1803 0.099 0.0804 0.1144
6 0.0912 0.1065 0.1776 0.1109 0.1325 0.1362
7 0.0987 0.1187 0.16 0.1262 0.2146 0.1444
8 0.1118 0.1416 0.14 0.1474 0.3478 0.129
9 0.1372 0.2016 0.1021 0.1985 0.977 0.0014
10 0.2 1 ≃ 0 0.2 1 ≃ 0

Proposition 2: The maximum probability of successful transmission for n → ∞

is given by

p∞s = (1− p1m)e
−q∗1 (3.13)

where q∗k for k = 1, 2, . . . , Nc is recursively defined as

q∗k =















1 for k = Nc

1− (1−pk
f
)(1−pk+1

m )

(1−pkm)
e−q∗

k+1 else.

Proof : As discussed earlier, the selection probabilities depend on number of nodes.

Therefore, in order to get a non-zero probability of success, we assume that the

optimal probabilities are expressed as p∗k =
q∗
k

n
for k = 1, 2, . . . , Nc. By using these

probabilities in (3.6) and taking n → ∞, we have

p∞s =

Nc
∑

j=1

q∗j e
−q∗j (1− pjm)

j−1
∏

t=0

e−q∗t (1− ptf ) (3.14)
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where we used limn→∞(1 + x
n
)n = ex for x ∈ R. Taking the derivation of (3.14) with

respect to q∗i i = 1, . . . , Nc, and imposing it equal to zero, we obtain

e−q∗i (1− pim)

i−1
∏

t=0

e−q∗t (1− ptf)

(

1−
Nc
∑

j=i

q∗j

e−
∑j

k=i+1 q
∗

k
1− pjm
1− pim

j−1
∏

t=i

(1− ptf )

)

= 0 (3.15)

hence,
Nc
∑

j=i

q∗j e
−

∑j
k=i+1 q

∗

k
1− pjm
1− pim

j−1
∏

t=i

(1− ptf) = 1 (3.16)

Setting i = Nc in (3.16) gives q∗Nc
= 1. Then, for i = 1, 2, . . . , Nc − 1, we can

rewrite (3.16) as

1 =q∗i +
(1− pif )(1− pi+1

m )e−q∗i+1

1− pim
Nc
∑

j=i+1

q∗j e
−

∑j
k=i+2 q

∗

k
1− pjm
1− pi+1

m

j−1
∏

t=i+1

(1− ptf) (3.17)

It can be seen that the summation in (3.17) is the same as (3.16) for i + 1, and

therefore is equal to one which gives the solution in (3.13). As an example, with

no sensing errors, we can achieve the probability of success of 0.8418 with Nc = 10

subcarriers which is very close to the one previously calculated in example 1 for n = 5

nodes.

3.4 Numerical Results

In this section, we present some numerical results to evaluate the proposed MAC

scheme with different PHY parameters. PHY bit rate is 1Mbps, and the payload size
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of a packet is fixed to 64 Bytes [14]. Transmitted signal is sampled at a frequency

of 100MHz to avoid aliasing errors [6]. Throughout this section, we assume, for

simplicity, that all subcarriers have the same SNR.

3.4.1 Performance under Different SNRs

In this experiment, number of nodes is fixed at 16. The channel average SNR varies

from -15dB to 15dB. The probability of successful transmission for different number

of subcarriers at Ns = 10, and for different number of samples at Nc = 8 are shown

in Fig. 3.2 and Fig. 3.3, respectively. It can be seen that, given the same number of
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Figure 3.2: Probability of successful transmission versus SNR for different number of
subcarriers at Ns = 10.

sampling, ps increases as SNR increases. Note also that a higher Nc leads to a larger

value for ps. This is expected as increasing the number of subcarriers increases the

likelihood that nodes select different subcarriers and thus yields higher ps. As shown
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in Fig. 3.3, by increasing Ns, we can achieve the same ps for smaller values of SNR.

However, the difference tends to dwindle in the high SNR region (SNR≥5dB).
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Figure 3.3: Probability of successful transmission versus SNR for different number of
samples at Nc = 8.

3.4.2 Performance under Different Number of Nodes

The effect of number of nodes on the probability of success for multiple cases is

illustrated in Fig. 3.4. Nc is 8, and Ns is set to 10. For a fixed SNR, as n increases, pns

drops initially, then becomes almost constant. It can be observed that with perfect

sensing, we can achieve highest pns , and the probability of success drops as SNR

decreases.
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Figure 3.4: Probability of successful transmission as a function of number of nodes
for different SNRs, Nc = 8 and Ns = 10.

3.4.3 Time Utilization

Number of nodes in a contention is 16 and the channel SNR is set to -5dB. Fig. 3.5

shows time utilization of the first packet as a function of Ns and Nc for the proposed

design approach. For a fixed number of subcarriers, ρ1 increases with number of

sampling and then decreases. This happens since increasing Ns leads to a lower

E(S1) as shown in Fig. 3.3. On the other hand, as we increase Ns, the length of each

round is increased, and therefore there is a value for Nc that maximizes ρ1. Similarly,

for a fixed number of sampling, ρ1 increases with number of subcarriers and then

decreases. Furthermore, we notice from Fig. 3.5 that the maximum time utilization

is 0.76, and is occurred at Nc = 13 and Ns = 261.
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Figure 3.5: ρ1 versus Ns and Nc, SNR = -5dB and n = 16.

3.4.4 Comparison with CDR Protocol

In this subsection, we compare the performance of the proposed scheme with CDR [1].

We plot the probability of success for different values of Nc for both protocols as

shown in Fig. 3.6. To make a fair comparison, we note that using Nc subcarriers in

our scheme increases the packet overhead by the same length as employing Nc slots

in the ER of CDR protocol. Number of contending nodes varies from 2 to 100. The

results show that the success rates of both schemes decrease as the network size grows.

However, the decrease rate of our scheme is much lower than that of CDR. CDR is

observed to have a slightly better performance when the number of contending nodes

is small. However, our scheme outperforms CDR when network size increases, and

disparity between two schemes becomes larger as number of nodes increases.
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Figure 3.6: Probability of successful transmission of the proposed and CDR protocol
as a function of number of nodes.

3.5 Summary

In this chapter, we have introduced a random access MAC protocol which uses a novel

contention mechanism in which nodes use subcarriers to perform channel contention.

Through mathematical analysis, we have examined the effect of carrier sensing errors

on the protocol performance. We have derived expressions for optimum selection

distribution p∗ that nodes employ to choose a subcarrier for data transmission, and

for design parameters involved in carrier sensing scheme. With numerical examples,

we have verified the effectiveness of our proposed scheme.
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Chapter 4

Time-Domain Contention

Resolution Algorithm with

Imperfect Carrier Sensing

In the previous chapter, we introduced a MAC protocol that resolves the contention

between nodes by using multiple frequency channels. Now, we focus on MAC pro-

tocols which attempt to resolve the contention on a given frequency channel in a

constant number of slots. We first state our motivations and assumptions. We then

describe the system model and give an example of the protocol operation in Sec-

tion 4.2. Section 4.3 presents the detailed analysis of the protocol under carrier

sensing failures. Section 4.4 provides numerical examples and finally summary is

given in Section 4.5.

4.1 Motivations and Assumptions

In Chapter 2, we described the previously developed contention-based MAC protocol,

referred to as CDR, for V-PLC system in detail. Here, we briefly state its operation.

CDR resolves the contention in a number of slots by randomly switching between

carrier sense and carrier transmission modes. During a slot, nodes drop out of con-

tention, if they were listening and hear a carrier on the bus. The remaining nodes
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survive and move to the next slot. This process repeats until the contention finishes

and the goal here is to have one survivor at the end of the contention with a high

probability. The authors in [1] provided mathematical analysis of the protocol with

the assumption of perfect carrier sensing.

However, as mentioned in Chapter 2, the measurements of V-PLC channels [4,7],

show that it is necessary to analyze the performance of the MAC protocols under

carrier sensing errors to improve the overall system performance. Hence, the objective

of this chapter is to extend the study of contention based MAC protocols suitable

for in-vehicle PLC to the more realistic scenario of imperfect carrier sensing. To this

end, we consider the MAC protocol from [13], which is called selective tournaments,

and is very similar to CDR. In particular, as in CDR, it switches between carrier

sense and carrier transmission in each slot. However, nodes use a unique nonuniform

probability distribution to select their operation in each slot, which minimizes the

collision between contending nodes, and hence offers a fast contention resolution

while its performance degrades at a much slower rate than CDR with the increase in

number of contending nodes.

4.2 System Model

We consider a network setting where nc nodes are connected to the harness. We

assume time is slotted and nodes in the network are time synchronized. We further

assume that each node in the network is equipped with a half-duplex transceiver,

i.e., it cannot transmit and listen to one channel at the same time. Nodes with

packets to transmit contend over a fixed number of slots. Nodes choose to transmit

a carrier on the bus by using a probabilistic approach. In a given slot, nodes lose the

contention if they were sensing the bus and hear a valid carrier. Otherwise, they move
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to the next slot. We use the procedure described in Chapter 2 for carrier sensing,

where sensing is performed by preprocessing the received signal so that it contains

no impulsive component and then applying energy detection on the preprocessed

signal. The protocol operation under imperfect carrier sensing will be presented in

the next subsection. The mathematical formulation of the protocol, as well as the

analysis of the carrier sensing error on the performance of the protocol are presented

in Section 4.3. We then present the numerical results to evaluate the performance of

the protocol under imperfect carrier sensing, followed by a summary of the chapter

in Sections 4.4 and 4.5, respectively.

4.2.1 MAC Protocol Operation

We now describe the operation of the selective tournaments MAC protocol in detail.

We also show that, by considering different scenarios, how carrier sensing errors can

affect the results of the operation. The protocol resolves the contention between

contending nodes over ns slots. All the contending nodes go through the following

procedure. Before the ith slot with i ∈ {1, 2, . . . , ns}, a node generates a binary

random integer ci with a predetermined probability. It then transmits a carrier on

the bus if ci = 1. Otherwise, it listens to the bus for a slot duration. We denote

ci = 0 and 1 as signal 0 and signal 1, respectively. A node that is listening and senses

the bus busy will retire from the contention. On the other hand, if a node senses

the bus idle, it stays in the contention. A node that transmits a carrier on the bus

survives and moves to the next slot.

Fig. 4.1 illustrates an example of the protocol with three slots. The left and right

branches correspond to the events of choosing signal 1 and 0, respectively. Assume

nodes A and B have packets to transmit. In the first slot, each node chooses signal 1
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with probability q. In this example, both nodes selected signal 0, and moved to the

second slot. Now assume node A has detected a carrier due to the false alarm. In that

case, node A would retire from contention. In the second slot, a node chooses signal

1 with probability q1 if it has emitted a carrier in the first slot, and with probability

q0 otherwise. Here, in the second slot, nodes A and B have selected signal 1 and

0, respectively. Thus, node A preempts node B. However, in this example, we

have assumed that node B has not detected the carrier from node A, and hence

stayed in the contention (miss detection error). In the third slot, both nodes chose

to transmit a carrier, and therefore survived the whole process. We can describe the

whole process with a set of three binary digits. We can then conclude that a node

with the largest value wins the contention. However, this might not be true with

the presence of sensing errors. In this example, nodes A and B have chosen 011 and

001, respectively. Hence, node A has a larger binary value and wins the contention

with the assumption of perfect carrier sensing. However, the result is unknown with

imperfect sensing as in the above example, both nodes won the contention.

q

q1

q11

111 110

q10

101 100

q0

q01

011

A

010

A

q00

001

B

000

B

A

B

Figure 4.1: Illustration of the protocol operation.
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4.3 MAC Protocol Analysis

This section presents an analysis to provide an insight into the impact of imperfect

carrier sensing on the performance of selective tournaments MAC protocol.

We consider a PLC network with a total population of nc nodes. We model

the number of contending nodes at a given time by a truncated power-law degree

distribution due to its flexibility, which is given by

pnc,n =
1

ζ(γ)nγ
(4.1)

with n ∈ {2, . . . , nc}, and ζ(γ) =
∑nc

z=2
1
zγ

is the scaling factor to make the proba-

bilities sum to one. This distribution is widely applied to model self-similar arrival

in packet traffic. However, we would like to point it out that the analyses in this

chapter are valid for any other distribution of interest.

4.3.1 Probability Distribution of Survivors

We define G(z) as the probability generating function for the number of contending

nodes, which is given by

G(z) := E(zn) =
nc
∑

n=2

pnc,n zn (4.2)

We derive the probability generating function for the number of contending nodes

still in the contention after the elapse of one time slot. We know that if a node that

is listening does not hear the carrier on the bus, it will select itself as a winner. So,

depending on the number of nodes who choose signal 1, we derive expressions for

the distribution of survivors. We use subscripts 0 and 1 on probability generating

34



Chapter 4. Time-Domain Contention Resolution Algorithm with Imperfect Carrier Sensing

functions to denote the cases when all nodes choose signal 0 or at least one node

chooses signal 1, respectively. We first calculate the probability generating function

for the case when all nodes choose to listen to the bus, which can be expressed as

G0 (z) =

nc
∑

n=2

pnc,n(1− q)n
n
∑

i=0

(

n

i

)

(1− pf)
ipn−i

f zi

=
nc
∑

n=2

pnc,n(1− q)n [(1− pf)z + pf ]
n

= G ((1− q)zf) (4.3)

where zf := (1− pf)z + pf . q is the probability of transmitting a carrier in the first

slot, and pf is the false alarm probability given in (2.7). In this case, a node moves

to the second slot if it has not detected a carrier on the bus, which happens with

probability 1 − pf . We used Binomial distribution to denote the probability that i

out of n nodes have not detected the carrier, and thus moved to the second slot.

We now derive the probability generating function for the number of surviving

nodes conditioning that at least one node has transmitted a carrier in the first slot.

The expression for G1 is given by

G1(z) =
nc
∑

n=2

pnc,n

n
∑

i=1

(

n

i

)

qi(1− q)n−izi

n−i
∑

j=0

(

n− i

j

)

pjm(1− pm)
n−i−j zj

= G (qz + (1− q)zm)−G ((1− q)zm) (4.4)

where zm := pmz+1−pm, and pm is the miss detection probability defined in (2.6). In

this case, all nodes that have transmitted a carrier in the first slot survive and move

to the second slot. However, nodes that chose to listen to the bus and have detected
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the carrier, which happens with probability 1 − pm would retire from contention.

Others that have listened to the bus and did not hear the carrier (with probability

pm) will continue the contention.

We denote c = [c1 . . . ci . . . ck] as the signaling pattern of a node in the first k slots,

i.e., ci = 1 and 0 correspond to signal 1 and 0, respectively. We are now interested in

calculating the probability generating function of survivors after the elapse of k + 1

slots. By mathematical induction and using (5.13) and (5.14), we have

Gc0(z) = Gc ((1− qc)zf ) (4.5)

and

Gc1(z) = Gc (qcz + (1− qc)zm)−Gc ((1− qc)zm) (4.6)

where qc is the probability of emitting a carrier in slot k + 1, given the signaling

pattern c in the first k slots. Gc is the probability generating function of survivors

corresponding to the signaling pattern c, and G∅ := G. Hence, the probability

generating function of survivors after ns slots is
∑

c∈Cns
Gc(z), where Cns

contains all

the codewords of length ns form the alphabet {0, 1}. Moreover, the distribution of

survivors is completely characterized by p
ns
nc,n = 1

n!
dn

dzn

∑

c∈Cns
Gc(z)|z=0, where n is the

number of winners at the end of the contention. We can compute the probability

of successful transmission, which is defined as the probability that at the end of the

contention only one survivor remains, by the following equation

ps = pns

nc,1 =
d

dz

∑

c∈Cns

Gc(z)|z=0 (4.7)

The system may remain idle even after the completion of contention. This can

happen since there might be a situation where in a slot, all nodes in the contention
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choose to listen and all of them hear a carrier due to the false alarm error, and hence

retire from contention. This probability can be calculated as

pi = pns

nc,0 =
∑

c∈Cns

Gc(0) (4.8)

and the probability that two or more nodes remain at the end of the contention, i.e.,

collision probability, is simply given by

pc = 1− ps − pi (4.9)

We need to find the values for probabilities that nodes use to select between

signal 1 and 0 in different slots, i.e.,
∑ns−1

i=0 2i = 2ns−1 parameters. We obtain these

values by using the procedure provided in [13], which first approximates the collision

rate with a Riemann integral and then obtains the parameters that minimizes the

collision between nodes with the assumption of perfect carrier sensing. The proposed

procedure is summarized in Algorithm 1, and optimal parameters for (nc, ns, γ)=(16,

6, 0.6) are presented in Table 4.1.

Suppose we use the optimum probabilities obtained from Algorithm 1 for a known

pnc,n with the assumption of perfect carrier sensing. Now, consider the case when

the probability distribution of contending nodes differs from pnc,n. The probability

of success in this case is smaller from the one calculated with the true probability

distribution of contending nodes. Hence, it is interesting to measure the sensitivity of

probability of success with γ. We also assume the number of nodes connected to bus,

nc, is a constant and can not be changed. Fig. 4.2 shows the probability of success

as a function of γ, when optimum probabilities are calculated for γ = 0.6. It can be

seen that the shape of the curve is similar to a logistic function and γ = 0.6 is in the
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Algorithm 1 : Algorithm to minimize pc with perfect sensing.

1: Set Û(z) :=
√

G
′′(z) /* G

′′

(z) is the second derivative of G(z) with respect to z */

2: Initialization: Set n := 2ns, N := 10n, and U0 := 0
3: for i = 1 to N do

4: Ui := Ui−1 + Û
(

i− 1
2

N

)

5: end for

6: Set x0 := 0, and xn := 1
7: for t = 1 to n− 1 do

8: xt =
1
N

min
{

i : Ui

UN−1
≥ t

n

}

9: end for

10: Set q := 1− x(n
2 )

x(n)

11: for l = 1 to ns − 1 do

12: Set L := 2ns−l−1

13: for j = 0 to 2l−1 do

14: Convert j into l bits binary number c
15: qc :=

x(2L(j+1))−x(L(2j+1))
x(2L(j+1))−x(2Lj)

16: end for

17: end for

middle part of the curve. We can also observe that the range of the changes in ps is

small, and therefore we can conclude that the performance of the protocol is almost

independent of γ, when the optimum probabilities are calculated for γ = 0.6.

We now compare the performance of the selective tournaments scheme with CDR

under perfect carrier sensing. To make a fair comparison, we note that, with the same

number of slots, both schemes increase the packet overhead by the same length. We

plotted the probability of success as a function of nc, number of nodes connected to

the bus, for different number of slots in Fig. 4.3. We have also assumed the number

of contending nodes, for both schemes, follows the probability distribution given in

(5.1) for γ= 0.6. It can be observed that the selective tournaments with six slots has

a much better performance than CDR scheme with five, seven, and nine slots, and

still a higher probability of success than CDR with eleven slots.
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Table 4.1: Optimal parameters for (nc=16, ns=6, γ=0.6)

q = 0.189 q0110 = 0.483 q01011 = 0.5

q0 = 0.279 q0111 = 0.481 q01100 = 0.5

q1 = 0.396 q1000 = 0.5 q01101 = 0.466

q00 = 0.371 q1001 = 0.473 q01110 = 0.5

q01 = 0.4 q1010 = 0.47 q01111 = 0.461

q10 = 0.438 q1011 = 0.466 q10000 = 0.454

q11 = 0.458 q1100 = 0.5 q10001 = 0.454

q000 = 0.434 q1101 = 0.5 q10010 = 0.5

q001 = 0.438 q1110 = 0.454 q10011 = 0.444

q010 = 0.448 q1111 = 0.545 q10100 = 0.444

q011 = 0.465 q00000 = 0.486 q10101 = 0.5

q100 = 0.463 q00001 = 0.475 q10110 = 0.5

q101 = 0.468 q00010 = 0.49 q10111 = 0.428

q110 = 0.461 q00011 = 0.489 q11000 = 0.428

q111 = 0.5 q00100 = 0.5 q11001 = 0.571

q0000 = 0.458 q00101 = 0.472 q11010 = 0.5

q0001 = 0.46 q00110 = 0.484 q11011 = 0.5

q0010 = 0.461 q00111 = 0.5 q11100 = 0.5

q0011 = 0.459 q01000 = 0.5 q11101 = 0.6

q0100 = 0.458 q01001 = 0.5 q11110 = 0.4

q0101 = 0.461 q01010 = 0.476 q11111 = 0.5
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Figure 4.2: ps as a function of γ, when the optimal probabilities are obtained for
γ=0.6 (perfect sensing).

4.3.2 Throughput and Delay Analysis

We define the network throughput ρ as a ratio of time occupied by the transmitted

packet to the total medium access time for successfully transmitting a packet as

ρ =
psTpkt

psTs + pcTc + piTi

(4.10)

where Tpkt is the time to transmit a packet. Ts and Tc denote the time taken by a

successfully and a collided transmission, respectively, and Ti is the time consumed by

an idle cycle.

We can also derive the average delay for a successful transmitted packet, which is

defined as a time spent from the moment that the packet reaches the head-of-line of

the queue to the time that it is transmitted successfully. Assume a given node has a
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Figure 4.3: Probability of success for selective tournaments and CDR versus nc for
different number of slots (perfect sensing).

packet to send, the probability that it wins the contention is given by

p⋆s =

nc
∑

k=2

pδs(k)

k
pnc,k (4.11)

where pδs(k) is the probability of successful data transmission calculated in (5.18) for

pnc,n = δ(n − k), and δ(.) denotes the dirac delta function. Note that the optimal

probabilities are still calculated using Algorithm 1 with pnc,n given in (5.1). However,

we are evaluating the success probability with δ(n− k) since we are interested in the

case when exactly k nodes are contending for the medium. For a given node, the

probability that a successful transmission is followed by j fails is p⋆s(1 − p⋆s)
j, and
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thus the average delay is expressed by

D =
∞
∑

j=0

p⋆s(1− p⋆s)
j(Ts + jTavg) = Ts +

Tavg

p∗s
(4.12)

where Tavg is the average transmission time, and is given by

Tavg = psTs + pcTc + piTi (4.13)

4.4 Numerical Results

In this section, we evaluate the MAC layer throughput and delay as a function of

physical layer sensing errors. We assume the following parameters for our evaluations.

Physical layer bit rate is set to 1Mbps, and the sampling rate of the ADC is 500kHz.

The packet has a payload size of 14 bytes [14]. We also assume the preprocessor

introduced in Chapter 2 can completely remove the impulses from received signal,

and therefore we obtain the results under Gaussian noise assumption. Throughout

this section, the number of slots is fixed to 6, and nc and γ in (5.1) are set to 16 and

0.6, respectively, unless specified otherwise.

The effect of false alarm error on the network throughput is illustrated in Fig. 4.4.

The number of samples taken from the signal is set to 10, which is twice the time-

bandwidth product. The SNR varies from -5dB to 5dB. As can be seen, for a fixed

SNR, there is an optimum false alarm error that maximizes the throughput. It can

also be observed that as SNR increases, the optimum point moves to the left, and

therefore maximum throughput is achieved with smaller values of false alarm errors.

When we increase the false alarm error from its optimum value, the throughput

degrades at a much higher rate for higher SNR values. Hence, it is crucial to find the
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Figure 4.4: ρ versus pf for different SNR values, u = 5.

optimum value for false alarm error which maximizes the network throughput.

Figs. 4.5-4.7 show the behavior of network throughput, delay, and false alarm

error as a function of SNR for different number of samples. Fig. 4.5 shows the false

alarm errors that maximize the network throughput. We obtained these values by

numerically evaluating (2.6), (2.7), and (4.10). It can be observed that for a fixed

number of samples, the optimum pf decreases as SNR increases, and for a fixed SNR,

as number of samples increases, the optimal pf decreases. Fig. 4.6 plots the maxi-

mum throughput achieved by using the optimal values of pf obtained from Fig. 4.5.

The interesting observation is that the network throughput decreases as number of

samples increases in low SNR regions. The reason is as follows. As we increment u,

false alarm error decreases, while miss detection error decreases slightly and remains

high, and results in an increase in the value of collision probability. Moreover, the

network throughput decreases as the slot time increases, and thus reduces the value
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Figure 4.5: Optimum false alarm error versus SNR for different values of u.
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Figure 4.6: Maximum throughput as a function of SNR for different values of u.
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Figure 4.7: Network delay versus SNR for different values of u.

of throughput. Finally, Fig. 4.7 illustrates the effect of the throughput maximization

on the average packet delay. One can observe that for a fixed number of samples, as

the optimum value of pf decreases, the average delay increases.

4.5 Summary

In this chapter, we have extended the analysis of a contention-based MAC protocol,

called selective tournaments, suitable for in-vehicle PLC, under carrier sensing errors.

We have shown that the selective tournaments significantly outperforms CDR, the

contention-based MAC protocol proposed for in-vehicle PLC. We have obtained the

network throughput and delay as a function of physical layer sensing errors: false

alarm and miss detection. We have shown that the behavior of throughput depends

on the false alarm and miss detection errors. We have also obtained the false alarm
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errors that maximize the throughput using numerical methods in different scenarios,

and showed the effect of those variables on the network delay.
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Chapter 5

Multi-channel Contention

Resolution Algorithm with

Imperfect Carrier Sensing

In the previous two chapters, we have introduced two random access protocols for

V-PLC systems. The first protocol resolved the contention in the frequency-domain,

and the second protocol resolved the contention using a robust CSMA-like approach.

In this chapter, we introduce a new MAC protocol that uses a combination of the

techniques used in the previous two protocols to resolve the contention. We first

present our system model and give a brief description of the MAC protocol operation

in Section 5.1. Section 5.2 provides mathematical analysis of the proposed MAC

protocol, under the assumption of perfect sensing, whereas in Chapter 5.3, we present

the mathematical analysis of the protocol with the presence of sensing errors. We

present numerical results in Section 5.4, and summarize in Section 5.5.

5.1 System Model

We consider a V-PLC network in which N nodes are connected to the harness. Time

is divided into a fixed-size transmission cycles, where multiple frequency channels can

be used by the senders or receivers. Despite the using of multiple channels, we assume
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that each node including the receiver, has only one antenna. We further assume all

nodes in the V-PLC network are time synchronized. Fig. 5.1 depicts the structure

of a single transmission cycle. First, the contention between senders is resolved on

the frequency domain where each sender, at the beginning of the transmission cycle,

picks up a channel randomly. Then, if more than one sender select the same channel,

the contention is resolved over number of slots by randomly perform one of the two

following actions in each slot: a carrier sense (cs) operation or a carrier transmission

(ct) operation. At each time slot, the sender defers its transmission to the next

transmission cycle if it senses the channel busy. But if the sender does not hear the

carrier, it stays on the contention. At the end of the last slot, the remaining senders

transmit a long preamble on their selected channel. After that the receiver starts

sampling the signal level on each channel starting with the channel 1, and if detects

any valid carriers, it locks on the channel and waits to receive the packet. Note

that the procedure performed on each channel is the contention resolution algorithm

proposed in Chapter 4, and the channel selection algorithm is the same scheme as

the one introduced in Chapter 3.

5.2 Performance Analysis under Perfect Sensing

Consider a system scenario, where at a given time, n nodes try to transmit packets

over the dc power line. We assume the value of n is not known to the nodes, but its

1 32 4 k Packet ACK... ...

1 2 3 M

Frequency channels

Contention slots

Figure 5.1: A view of a single transmission cycle.
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probability mass function is known to all nodes in the network, and can be expressed

as

pN(n) =
1

ζ(γ)nγ
(5.1)

where n ∈ {2, . . . , N}, N is the number of nodes connected to the dc-bus, and

ζ(γ) =
∑N

z=2
1
zγ
, where γ is the shape parameter of the distribution.

We are now ready to formulate the problem. Let p = (p1, p2, . . . , pM) be the

channel selection distribution, where pm is the probability that the m-th channel is

selected by a sender. Assume the collision resolution algorithm uses k slots, and let

q(m) be the probability vector of size
∑k−1

i=0 2i = 2k−1, used to resolve the contention

on the m-th channel. Therefore, the probability vectors on all M channels can be

expressed with a matrix q = [q(1), q(2), . . . , q(M)]T . Suppose the number of senders in

the contention is n. A transmission cycle is successful if the contention is successfully

resolved in the first non-idle frequency channel, thus, the success probability is given

by

πp(n) =

M
∑

m=1

m−1
∏

t=0

(1− pt)
n

n
∑

i=1

(

n

i

)

(pm)
i(1− pm)

n−iτq(m)(i) (5.2)

where p0 := 0, and τq(m)(i) is the probability that the contention is successfully

resolved on the m-th channel when i nodes selected that channel. Averaging πp(n)

over the distribution described in (5.1), the average success probability can be written

as

πp = E[πp(n)] =
N
∑

n=2

pN(n)πp(n) (5.3)

Furthermore, in order to calculate τq(m) , we need to find the probability mass

function of the number of contending nodes on the m-th channel. For a given vector
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p, this distribution can be expressed as

p
(m)
N (l) =

N
∑

n=l

(

n

l

)

(pm)
l(1− pm)

n−lpN (n) (5.4)

where m ∈ {1, . . . ,M} and l ∈ {0, . . . , N}. We need to find the values in the vector p

that provide fast collision resolution. For this purpose, we have chosen the truncated

geometric distribution used in the design of Sift protocol [16]. Sift is a randomized

carrier sense multiple access- (CSMA-) based protocol for wireless sensor networks,

where nodes use a truncated geometric distribution for selecting their contention

slots. Similarly, in our protocol, senders use this geometrically-increasing probability

distribution for picking their channels in the transmission cycle. Its expression for

m = 1, . . . ,M is given by

pm =
β

m
M − β

m−1
M

β − 1
(5.5)

where β is the parameter that needs to be carefully designed. Fig. 5.2 illustrates the

impact various values of β have on the channel probabilities when M = 10 channels

are used. We have obtained these probabilities for three values of β; β = 10, β = 100,

and β = 1000. It can be observed that the channel probabilities increase much faster

as β increases.

Now, we try to find the probability distribution p and matrix q that maximize

the success probability described in (5.3), i.e.,

argmax
p,q

πp (5.6)

Algorithm 2 describes how we can calculate the optimal vector q(m) for the m-th

channel, given the distribution of contenders on the m-th channel, i.e., the value of

pm is assumed to be known. We have used the method proposed in [13] to minimize
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Figure 5.2: Channel selection probabilities when M = 10 channels are available for
multiple choices of β.

the collision probability on the m-th channel, which finds the optimum solution by

approximating the collision probability with a Riemann integral. Using Algorithm 2

and (5.5), the optimization problem in (5.6) can be solved by numerical methods [17].

Suppose that the random variable T1 denotes the number of transmission cycles

required to successfully transmit the first packet. If there are n contenders, then

P(T1 = r) = πp(n)(1− πp(n))
r−1 (5.7)

where r ∈ {1, 2, . . . }, and πp(n) is the probability of success described in (5.2) when

there are n contenders. Note that T1 describes the delay correspond to the first

packet successfully transmitted to the receiver. By a similar argument, we find the

distribution of Tw, the number of transmission cycles needed to transmit w packets
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Algorithm 2 : Algorithm to maximize success probability on the m-th frequency
channel.
1: Set û(z) :=

√

g
′′(z) /* g

′′

(z) is the second derivative of g(z) =
∑N

n=2 p
(m)
N

(n)zn with respect to z */

2: Initialization: Set b := 2k, B := 10b, and u0 := 0
3: for i = 1 to B do

4: ui := ui−1 + û
(

i− 1
2

B

)

5: end for

6: Set x0 := 0, and xb := 1
7: for t = 1 to b− 1 do

8: xt =
1
B

min
{

i : ui

uB−1
≥ t

b

}

9: end for

10: Set q(m) := 1− x( b
2)

x(b)
11: for L = 1 to k − 1 do

12: Set L := 2k−l−1

13: for j = 0 to 2l−1 do

14: Convert j into l bits binary number c

15: q
(m)
c := x(2L(j+1))−x(L(2j+1))

x(2L(j+1))−x(2Lj)
16: end for

17: end for

to the destination. Let Xi denote the number of transmission cycles required to

transmit the i-th packet, conditioned that the previous packets have been transmitted

successfully. Form (5.7), it is obvious that Xi has a geometric distribution with

average 1
πp(n−i+1)

. We can express the random variable Tw as

Tw =

w
∑

i=1

Xi (5.8)

Thus, the expected value of Tw is

E[Tw] =
n
∑

i=n−w+1

1

πp(i)
(5.9)

with w ∈ {1, 2, . . . , n}. The normalized throughput under consideration in this paper

is defined as a fraction of time the network is used to successfully transmit packets.
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We define the throughput correspond to the w-th received packet as the ratio

ρw(n) =
wσd

E[Tw]σcycle

(5.10)

with the transmission cycle duration is defined as σcycle = kσs + Mσc + σd, where

σs represents the amount of time required by a node to determine the presence of

the carrier on a frequency channel, σc is the time duration needed by the receiver

to sample a frequency channel and switch to the next channel, and σd specifies the

amount of time needed for transmitting a packet and receiving an ACK.

5.3 Performance Analysis under the Presence of

Sensing Errors

Suppose there are N nodes connected to the dc power line network and the num-

ber of nodes with packets follows the distribution described in (5.1). Furthermore,

assume that sensing is not perfect, and there are sensing errors due to the channel

impairments. Let p
(m)
fa and p

(m)
md denote the false alarm and miss-detection probabili-

ties for senders on the m-th channel, respectively. Similarly, we define q
(m)
fa and q

(m)
md

as the probabilities of false alarm and miss-detection related to the receiver on the

m-th channel, respectively. We also use the signal detector introduced in Chapter

2 for signal detection. Next, we calculate the success probability when there are n

contenders. Assume m is the channel selected by at least one node. We say that

the contention is successfully resolved on the m-th channel if and only if: (i) only

one node remains on the m-th channel after the completion of the collision resolution

protocol. (ii) the receiver is able to correctly determine the states of the first m
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channels. Hence, the success probability can be expressed as

πp(n) =
M
∑

m=1

(1− q
(m)
md )

m−1
∏

t=0

(1− pt)
n(1− q

(t)
fa)

n
∑

i=1

(

n

i

)

(pm)
i(1− pm)

n−iτq(m)(i, p
(m)
fa , p

(m)
md )

(5.11)

where p0 := 0, p
(0)
fa := 0, and the expected value of success probability is expressed

by (5.3).

Next, we derive the success probability, τq(m) , on the m-th channel when sensing

is not perfect. We define the probability generating function (PGF) of the number

of contending nodes on the m-th channel as

g(m)(z) := E(zn) =
N
∑

n=0

p
(m)
N (n) zn (5.12)

We are now able to find the PGF of the number of contenders still in the competition

after the elapse of one time slot. For simplicity of computation, we assume that, by

using the preprocessor suggested in Chapter 2, all nodes in the competition experience

the same average SNR and therefore, we can use binomial distribution to denote the

probability that i out of n nodes estimated the channel state correctly. Because this

PGF depends on the number of nodes who selected ct operation in the previous slot,

we derive its expression for the following cases:

• Case 1: If no carrier has been emitted in the first slot, then a node moves to the

second slot if it senses the channel idle, which happens with probability 1−pfa.
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The PGF denoted as g
(m)
0 , is given as

g
(m)
0 (z) =

N
∑

n=0

p
(m)
N (n)

(

1− q(m)
)n

n
∑

i=0

(

n

i

)

(

1− p
(m)
fa

)i (

p
(m)
fa

)n−i

zi

=

N
∑

n=0

p
(m)
N (n)

(

1− q(m)
)n
((

1− p
(m)
fa

)

z + p
(m)
fa

)n

= g(m)
(

(1− q(m))z
(m)
fa

)

(5.13)

where z
(m)
fa :=

(

1− p
(m)
fa

)

z + p
(m)
fa , q(m) is the probability of transmitting a

carrier in the first time slot, and p
(m)
fa is the false alarm probability on the m-th

channel given in (2.7).

• Case 2: In this case, we consider scenarios where at least one node has emitted

a carrier in the previous slot. All nodes in the contention that have emitted

a carrier in the first slot survive and move to the second time slot. However,

nodes that have sensed the channel busy, which happens with probability 1−pmd

will retire from contention. Others that have miss-detected the carrier on the

channel, will continue the contention. Therefore, the expression for its PGF,

g
(m)
1 , is expressed by

g
(m)
1 (z) =

N
∑

n=1

p
(m)
N (n)

n
∑

i=1

(

n

i

)

(

q(m)
)i (

1− q(m)
)n−i

zi

n−i
∑

j=0

(

n− i

j

)

(

p
(m)
md

)j (

1− p
(m)
md

)n−i−j

zj

= g(m)
(

q(m)z + (1− q(m))z
(m)
md

)

− g(m)
(

(1− q(m))z
(m)
md

)

(5.14)

where z
(m)
md := p

(m)
md z + 1 − p

(m)
md , and p

(m)
md is the miss detection probability on

the m-th channel defined in (2.6).
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Let c = [c1 . . . ci . . . ct] be an t-bit binary number that shows the operations performed

by a sender in each slot, where ci = 0 or 1 denotes the events of choosing cs and ct

in the i-th slot, respectively. We are now able to find the PGF of the nodes in the

contention after the elapse of t+1 slots. Following mathematical induction and using

(5.13) and (5.14), we have

g
(m)
c0 (z) = g(m)

c

(

(1− q(m)
c )z

(m)
fa

)

(5.15)

and

g
(m)
c1 (z) = g(m)

c

(

q(m)
c z + (1− q(m)

c )z
(m)
md

)

− g(m)
c

(

(

1− q(m)
c

)

z
(m)
md

)

(5.16)

where q
(m)
c is the probability that, in slot t + 1, nodes emit a carrier on the m-th

channel, given the signaling pattern c in the first t slots, g
(m)
c is the PGF of survivors,

when the signaling pattern in the first t slots is c, and g
(m)
∅ := g(m). Hence, the PGF

of the number of contenders on the m-th channel after k slots is
∑

c∈Ck
g
(m)
c (z), where

Ck denotes the set of all binary numbers of length k from the alphabet {0, 1}. So the

distribution of survivors is given by

Pr {n nodes remain on the m-th channel} =
1

n!

dn

dzn

∑

c∈Ck

g(m)
c (z)|z=0 (5.17)

where n denotes the number of survivors at the end of the contention. The success

probability, which is defined as the probability that at the end of the contention only

one survivor remains, is given as

τq(m) =
d

dz

∑

c∈Ck

g(m)
c (z)|z=0 (5.18)
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5.4 Numerical Results

In this section, we present numerical results obtained by evaluating the expressions

derived in Sections 5.2 and 5.3 to illustrate the performance of the proposed protocol.

Throughout this section we assume the number of nodes connected to the dc power

line, N , is 50, and the shape parameter of the distribution in (5.1) is set to 0.6,

unless specified otherwise. The reason behind choosing γ = 0.6 is that the system

will perform well in both high and low traffic loads as shown in Fig. 5.3. Here, there

are N = 50 nodes connected to the harness, and the system uses M = 2 channels and

k = 6 slots to resolve the contention between nodes. It can be noted that the system

with γ = 0 (uniform distribution) performs well when the number of contenders is

large, whereas the system with γ = 1 gives a better performance when the number of

contending nodes is small, and the system with γ = 0.6 provides a good performance

in both cases. Our experiments confirm that γ = 0.6 provides a balanced performance

for other configurations as well, i.e., different values of M and k.

Figs. 5.4 and 5.5 show the success probability and the system throughput as

the number of channels varies between 2 and 8 for different number of contention

slots, respectively. To evaluate the effects of the number of frequency channels and

contention slots on the system throughput, we define a ratio between time constants

in each transmission cycle as r := σs

σd
= σc

σd
. Here, we considered that σs = σc,

however, the case of σs 6= σc can be easily included in the numerical evaluations as

well. Expectedly, as can be observed in Fig. 5.4, with an increase in the number

of contention slots or frequency channels, the success probability of the protocol

increases. However, as the number of contention slots increases, the gain of using

multiple frequency channels decreases since the protocol is capable of resolving the

contention on each channel with a high probability. In Fig. 5.5, we assume that the
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Figure 5.3: Success probability versus number of contending nodes for different values
of γ, N = 50, k = 6, M = 2.

packet size is relatively large, and therefore r = 1
60
. Each point describes the expected

throughput computed as
∑N

n=2 pN(n)ρ1(n), and the maximum point along each curve

is specified with a marker. We can observe that, as the number of contention slots

increases, the maximum point along each curve moves to the left and thus, occurs at

a smaller number of channels. It can also be seen that adding a channel to the system

does not improve the system performance when number of contention slots used in

the system is high. The reason behind this behavior is that the system with large k

can handle a wide range of traffic loads, and therefore the success probability will not

improve much by separating contenders across more channels. On the other hand,

adding one channel will increase the packet overhead and thus, could potentially

degrade the system performance.

Fig. 5.6 shows the average success probability of the system as a function of the

network size. The protocol operational parameters (k,M) are set to the values give

58



Chapter 5. Multi-channel Contention Resolution Algorithm with Imperfect Carrier Sensing

2 3 4 5 6 7 8
0.7

0.75

0.8

0.85

0.9

0.95

1

Number of channels (M)

S
u
cc

es
s

p
ro

b
a
b
il
it
y

(π
p
)

 

 

k = 2

k = 3

k = 4

k = 5

k = 6

Figure 5.4: Average success probability versus number of channels for different num-
ber of time slots (k), N = 50, γ = 0.6.
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Figure 5.5: ρ1 versus number of channels for different number of time slots (k),
N = 50, γ = 0.6.
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Figure 5.6: The average success probability versus total number of nodes connected
to the harness (N), γ = 0.6.

the maximum throughput as shown in Fig. 5.5. It could be noticed that the system

shows the least performance degradation when k = 6 and M = 2. The reason is that

as we increase the number of contention slots in each channel, the collision resolution

algorithm performed on each channel is more capable of resolving the contention in

a wide range of traffic loads, and also less sensitive to the number of contenders

compared to the channel selection algorithm.

In Figs. 5.7-5.10, we report the probability mass functions of the number of trans-

mission cycles required to transmit the first and all packets, when there are 25 and

5 contenders. We assume there are k = 4 slots available on each channel to resolve

the contention, and the system uses M = 3 channels as according to Fig. 5.5, this

configuration provides the highest throughput when k = 4. We have plotted theses

distributions by using (5.8), and the results obtained by solving the optimization

problem given in (5.6). The figures show that the protocol delivers the packets with
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Figure 5.7: Probability mass function of the number of transmission cycles required
to transmit the first packet when there are 25 contenders, N = 50, γ = 0.6, k = 4,
M = 3.
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Figure 5.8: Probability mass function of the number of transmission cycles required
to transmit all packets when there are 25 contenders, N = 50, γ = 0.6, k = 4, M = 3.
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Figure 5.9: Probability mass function of the number of transmission cycles required
to transmit the first packet when there are 5 contenders, N = 50, γ = 0.6, k = 4,
M = 3.
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Figure 5.10: Probability mass function of the number of transmission cycles required
to transmit all packets when there are 5 contenders, N = 50, γ = 0.6, k = 4, M = 3.
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Figure 5.11: Success probability of the proposed protocol and CDR versus number
of contending nodes, M = 3, N = 50, γ = 0.6.

small latency and also scales well with respect to the number of contenders.

Fig. 5.11 gives a success probability comparison between our proposed MAC pro-

tocol and CDR [1], when the number of contending nodes varies between 2 and 50.

To make a fair comparison, we note that adding one channel or slot to our system

increases the packet overhead by the same amount as adding one slot to the CDR

protocol. The number of channels, in our system, is fixed to 3. We would like to

remark that the parameters used in our protocol are calculated by solving the opti-

mization problem in (5.6) with the distribution in (5.1), when N = 50 and γ = 0.6

an thus, the protocol does not need to know about the number of contenders. It can

be observed that our protocol performs much better in all scenarios, and its perfor-

mance drops out at a much lower rate compared to CDR as we increase the number

of contending nodes.

The effect of sensing errors on the average success probability is depicted in
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Figure 5.12: The average success probability versus false alarm errors, N = 50,
γ = 0.6, k = 6, M = 2, u = 10.
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Figure 5.13: Success probability versus number of contending nodes for multiple
values of r, where good channel is indexed 1, k = 6, M = 2, N = 50, γ = 0.6.
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Figure 5.14: Success probability versus number of contending nodes for multiple
values of r, where bad channel is indexed 1, k = 6, M = 2, N = 50, γ = 0.6.

Fig. 5.12. We consider the scenario where k = 6 slots and M = 2 channels are

used in the system as it provides a high throughput according to the Fig. 5.5. The

values of SNRs are set between -5dB to 5dB, and are chosen randomly in each chan-

nel. Note that each point in the figure represents the average probability of success

as in (5.3), and is averaged over 1,000 runs. We also assume that the sensing module

takes 20 samples to determine the presence or absence of the carrier. As can be seen,

the success probability is sensitive to the false alarm errors on both channels, and

there is an optimal point which maximizes the success probability. Next, we design

a robust system by considering the carrier sensing errors. We plot the results for

three cases correspond to r = 1
60
, 1
20
, 3
20
. Note that in all cases the packet length is

fixed, and instead the number of samples taken from the received signal changes.

There are M = 2 channels available in the system for contention, and assume the

SNRs correspond to these channels are 5dB (good channel) and 0dB (bad channel).
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Figs. 5.13-5.14 show the systems where the detector operating point is optimized on

each channel with respect to the physical layer characteristics, and are correspond to

the cases where the good channel is indexed as the first channel and vice versa, re-

spectively. We can make the following observation. The success probability decreases

when the bad channel is indexed 1. This happens since, according to (5.5), the re-

ceiver will receive the packet from the low-indexed channels with high probability,

and a low SNR on the selected channel can degrade the performance of the collision

resolution algorithm performed on that channel. Hence, we can shuffle the order of

the channels in each transmission cycle to reduce the impact of the noise and fading

on the MAC protocol performance.

5.5 Summary

In this chapter, we have introduced a random access MAC protocol based on the

combination of time and frequency multiplexing. Nodes in the contention randomly

select a frequency channel to perform channel contention in a number of slots. After

that, the receiver samples the signal level on each frequency channel and stops on

the first non-idle channel to receive the packet. We mathematically analyzed the

performance of the proposed MAC protocol under both perfect and imperfect sens-

ing. With numerical evaluations, we have verified our analysis and demonstrate the

effectiveness of our MAC protocol. Our results show that the system demonstrates

a good performance in terms of collision probability, system throughput, and delay.

In this work, we have also considered that the system is not free from carrier sensing

errors, and we have observed that a great care must be taken into account when

designing such a system.
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Chapter 6

Conclusions and Future Work

In this chapter, we first summarize the results and highlight the contributions of this

thesis. Then, we propose possible future research directions.

6.1 Summary of Contributions

In this thesis, we focused on PLC systems employing carrier-sense-based MAC pro-

tocols for in-vehicle networks. Three contention-based MAC protocols were proposed

and their performances were analyzed under imperfect carrier sensing. We then ob-

tained optimum carrier sensing parameters to improve the MAC layer performance.

In the following, we summarize the main contributions of the thesis.

• In Chapter 3, we have introduced a multi-carrier MAC protocol for in-vehicle

PLC networks. The protocol employs a combination of time and frequency

multiplexing to resolve the contention between nodes. We addressed physical

layer related carrier sensing errors, i.e., false alarm and miss detection, and

obtained the probability of successful transmission and time utilization as a

function of these errors. To maximize the probability of successful transmission,

we proposed a cross-layer approach where the average signal–to–noise ratio and

sampling rate in each subcarrier were included in calculating the probability

distribution that nodes use to randomly select subcarriers, and carrier sensing

threshold that is being employed in each subcarrier.
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• In Chapter 4, we have studied the effect of carrier sensing errors on the per-

formance of a contention-based MAC protocol, called selective tournaments,

well suited for in-vehicle power line communication. We obtained the network

throughput and delay as a function of carrier sensing errors. Finally, numerical

results were presented to demonstrate the sensitivity of the network throughput

and delay with respect to the carrier sensing threshold.

• In Chapter 5, we have introduced a random access protocol, which consists of

two key features: (i) a distributed channel selection policy that arbitrates packet

transmission across different channels, and also provides robustness against in-

terference and noise and (ii) a distributed collision resolution algorithm that

allows each node to compete for the use of its selected channel. We have ob-

tained the protocol-operational parameters that reduce the collision probability

among senders. In addition, we have considered the impact of sensing errors on

the performance of the proposed protocol, and analyzed the performance of the

proposed protocol under the presence of sensing errors. We demonstrated the

impact of the selection of the protocol parameters in determining the perfor-

mance of the proposed protocol, and provided useful guidelines for developing

a robust contention-based protocol for vehicular power line communication sys-

tems.

6.2 Suggestions for Future Work

In the following, we propose several interesting future research directions that are

based on the work in this thesis.
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Chapter 6. Conclusions and Future Work

1. Developing a discrete-event simulator for the MAC layer of in-vehicle

PLC network. In this thesis, we have introduced and analyzed three MAC

protocols for collision resolution in automotive environments. It is interesting

to evaluate the performance of these protocols via simulations of the PHY and

MAC layers. By doing this, we can also investigate the impact of carrier sensing

errors on the performance of the MAC layer more accurately.

2. Estimation of impulsive noise parameters using neural networks. In

Chapter 2, we introduced a simple impulse filter to mitigate the impulsive noise

components from received signal. It is also possible to model the in-vehicle

PLC noise with a Partitioned Markov Chain (PMC) [15]. One possible future

research direction is to estimate the parameters of the PMC with a neural

network. By doing so, it is possible to design a more robust communication

system for in-vehicle PLC.
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Appendix A

Probability Generating Functions

We will briefly introduce the definitions and notations related to probability gener-

ating functions. Generating functions provide a technique for dealing with sum of

independent random variables. Let X be a discrete random variable taking values

in the non-negative integers {0, 1, 2, . . .} with P (X = j) = pj . Upper case letters

denote a random variable, while lower case letters denote a realization.

Definition

The probability generating function of the random variable X defined over non-

negative integers, is given by the polynomial

G(z) = p0 + p1z + p2z
2 + · · · =

∞
∑

j=0

pjz
j = E(zX) (A.1)

An important property of a probability generating function is that it converges for

|s| ≤ 1 since G(1) =
∑

∞

j=0 pj = 1. The probability generating function can be used

to derive the probability of the random variable, as well as its moments as

P (X = j) = pj =
1

j!

djG(z)

dzj
(A.2)
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