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Abstract

We develop and analyze mixed discontinuous Galerkin finite element methods for

the numerical approximation of incompressible magnetohydrodynamics problems.

Incompressible magnetohydrodynamics is the area of physics that is concerned

with the behaviour of electrically conducting, resistive,incompressible and viscous

fluids in the presence of electromagnetic fields. It is modelled by a system of

nonlinear partial differential equations, which couples the Navier-Stokes equations

with the Maxwell equations.

In the first part of this thesis, we introduce an interior penalty discontinuous

Galerkin method for the numerical approximation of a linearized incompressible

magnetohydrodynamics problem. The fluid unknowns are discretized with the dis-

continuousPk-Pk−1 element pair, whereas the magnetic variables are approxi-

mated by discontinuousPk-Pk+1 elements. Under minimal regularity assump-

tions, we carry out a complete a priori error analysis and prove that the energy

norm error is optimally convergent in the mesh size in general polyhedral domains,

thus guaranteeing the numerical resolution of the strongest magnetic singularities

in non-convex domains.

In the second part of this thesis, we propose and analyze a newmixed dis-

continuous Galerkin finite element method for the approximation of a fully non-

linear incompressible magnetohydrodynamics model. The velocity field is now

discretized by divergence-conforming Brezzi-Douglas-Marini elements, and the

magnetic field by curl-conforming Nédélec elements. In addition to correctly cap-

turing magnetic singularities, the method yields exactly divergence-free velocity

approximations, and is thus energy-stable. We show that theenergy norm error is

convergent in the mesh size in possibly non-convex polyhedra, and derive slightly
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suboptimal a priori error estimates under minimal regularity and small data as-

sumptions.

Finally, in the third part of this thesis, we present two extensions of our dis-

cretization techniques to time-dependent incompressiblemagnetohydrodynamics

problems and to Stokes problems with nonstandard boundary conditions.

All our discretizations and theoretical results are computationally validated

through comprehensive sets of numerical experiments.
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Preface

Most of the results presented in this thesis have been published in the following

two papers:

(a) P. Houston, D. Schötzau, and X. Wei. A mixed DG method forlinearized

incompressible magnetohydrodynamics.Journal of Scientific Computing,

40:281–314, 2009.

(b) C. Greif, D. Li, D. Schötzau, and X.Wei. A mixed finite element method with

exactly divergence-free velocities for incompressible magnetohydrodynam-

ics. Computer Methods in Applied Mechanics and Engineering, 199:2840–

2855, 2010.

Chapter 2 is based on paper (a), while Chapter 3 describes theresearch published
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am the sole author of the results there.
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author in paper (a), which is joint with my research supervisor Prof. Dominik

Schötzau and Prof. Paul Houston (University of Nottingham). My main contri-

bution has been the construction and analysis of the method,and the theoretical

derivation of the a priori error estimates, while the numerical tests have been im-

plemented and carried out by Prof. Houston.

Paper (b) is joint with Prof. Chen Greif (University of British Columbia),

Prof. Schötzau, and Dan Li who was a Ph.D. student in the UBC Department of

Computer Science supervised jointly by Prof. Greif and Prof. Schötzau. My focus

in this paper has been on the numerical analysis of the methodand the derivation of
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experiments.
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Chapter 1

Introduction

This thesis is concerned with the development, the analysisand the implementation

of finite element methods (FEMs) for the numerical approximation of incompress-

ible magnetohydrodynamics (MHD) problems. In this introductory chapter, we

first present the governing equations of incompressible MHD. We then provide the

background and the motivation for our work, followed by a summary of our main

results.

1.1 Governing equations of incompressible
magnetohydrodynamics

Magnetohydrodynamics is the area of physics that describesthe behaviour of elec-

trically conducting fluids (such as liquid metals, plasmas,salt water, etc.) in the

presence of electromagnetic fields; cf. [27, 35, 65, 67, 76].It combines electro-

magnetism and fluid dynamics through two fundamental coupling effects: first, the

motion of a conducting material in a transverse magnetic field induces an elec-

tric current that modifies the existing electromagnetic field. Second, the electric

current and the magnetic field generate a mechanical force onthe fluid (Lorentz

force). This force accelerates the fluid particles in the direction normal to both the

magnetic field and the electric current.

We are mainly interested in incompressible magnetohydrodynamics. Here, the

electrically conducting viscous fluid is incompressible, and the fluid’s electric re-

1



Figure 1.1: MHD flow meter.

sistivity cannot be neglected. Incompressible MHD has a number of technologi-

cal and industrial applications such as metallurgical engineering, electromagnetic

pumping, stirring of liquid metals, aluminum electrolysis, and measuring flow

quantities based on induction; cf. [25, 35]. Figure 1.1 shows the sketch of an MHD

flow meter. There, the flow in direction ofu transverse to the applied magnetic

field b induces the currentI , which can then be measured and used to determine

the flow speed. Figure 1.2 illustrates the principle of an electromagnetic pump,

where the applied magnetic fieldb and the current densityj move the fluid along

the pipe in direction of the induced Lorentz forcefL. For more applications of

incompressible MHD, we refer the reader to, e.g., [67].

Figure 1.2: Electromagnetic pump.

In this thesis, we study a standard formulation of the incompressible MHD

equations as derived in [3]; see also [33, 35, 48]. That is, weneglect phenom-

ena involving high frequency as well as the convection current, and consider an

2



isotropic and homogeneous fluid with constant material properties. We eliminate

the electric field and formulate the problem in terms of the velocity, the pressure,

and the magnetic field. The corresponding mathematical model forms a system of

nonlinear partial differential equations (PDEs) where theincompressible Navier-

Stokes equations are coupled with the Maxwell equations. They are derived as

follows.

The fluid motion is governed by the incompressible Navier-Stokes equations:

∂tu− η
ρ

∆u+(u ·∇)u+
1
ρ

∇p = fL + f, (1.1a)

∇ ·u = 0. (1.1b)

Hereu andp are the velocity and pressure of the fluid,fL is the Lorentz force andf

an external body force (both per unit mass). The positive parametersη andρ are

the viscosity and density of the fluid, respectively. The incompressibility constraint

(1.1b) corresponds to conservation of mass.

Electromagnetic effects are modelled by Maxwell’s equations:

∂tb+ ∇×e= 0, Faraday’s law, (1.2a)

−∂t(δe)+ ∇× (
1
µ

b) = j , Maxwell-Ampère’s law, (1.2b)

∇ · (δe) =ρe, Gauss’ law, (1.2c)

∇ ·b = 0, Gauss’ law for magnetism. (1.2d)

The fields appearing in system (1.2) are: the magnetic fieldb, the electric fielde,

the electric current densityj (per unit area) and the electric charge densityρe (per

unit volume). The positive parametersδ and µ are the electric permittivity and

magnetic permeability, respectively.

The above system has to be supplemented by Ohm’s law. If the densities of

positive and negative charges are equal in any sizable region (quasi-neutrality as-

3



sumption as in [3]), the convection current is omitted and Ohm’s law becomes

j = θ(e+u×b). (1.3)

Hereθ (positive) denotes the electric conductivity of the fluid, and the termu×b

represents the electric field induced by the flow.

Furthermore we assume that phenomena involving high frequency are not con-

sidered. The displacement current∂t(δe) in (1.2b) can then be neglected, leading

to the simplified Ampère’s law

∇× (
1
µ

b) = j . (1.4)

Combining (1.3)–(1.4) and solving foregives

e=
1
θ

j −u×b =
1

θ µ
∇×b−u×b.

Now we substitute this expression into (1.2a) to obtain

∂tb+
1

θ µ
∇× (∇×b)−∇× (u×b) = 0,

where the term∇× (u×b) accounts for the first coupling effect.

Based on (1.4), the Lorentz forcefL in (1.1a) is given by

fL =
1
ρ

j ×b =
1

ρµ
(∇×b)×b.

Inserting this form offL into the momentum equation (1.1a) yields

∂tu− η
ρ

∆u+(u ·∇)u+
1
ρ

∇p− 1
ρµ

(∇×b)×b = f.

Here, the term1
ρµ (∇×b)×b incorporates the second coupling effect.

After non-dimensionalization and without changing notation, we obtain the

4



following incompressible MHD system:

∂tu−ν∆u+(u ·∇)u+ ∇p−κ(∇×b)×b = f, (1.5a)

∇ ·u = 0, (1.5b)

∂tb+ νm∇× (∇×b)−∇× (u×b) = 0, (1.5c)

∇ ·b = 0. (1.5d)

It has to be supplemented with suitable initial and boundaryconditions.

The different regimes of (1.5) are characterized by the three non-dimensional

numbersν = Re−1, νm = Rm−1 and κ . The parameter Re is the hydrodynamic

Reynolds number. It is defined as Re= ρU2/L
ηU/L2 , and represents the ratio of iner-

tial to viscous forces. Here,L andU are the characteristic length and velocity

of the problem, respectively. The second parameter Rm= θ µLU is the magnetic

Reynolds number. It measures how much the magnetic field is influenced by the

flow motion. The non-dimensional coefficientκ is called the coupling number. It

is sometimes expressed as a function of the Hartmann number Ha as

κ =
Ha2

ReRm
.

The Hartmann number Ha=
√

θB2U
ηU/L2 is the root of the ratio of magnetic to viscous

forces, whereB is the characteristic magnetic induction. It is a measure ofthe

effect of the magnetic field on the flow.

For liquid metal flows, the ratio between Rm and Re is typically small. Mer-

cury, for instance, has a ratio of order 10−7. In many applications, the mag-

nitudes of Rm andκ are of order one, whereas Re can be substantially larger.

For example, in aluminum electrolysis, typical values are Rm = 10−1, κ = 1,

and Re= 105; cf. [3, 35]. For further discussion of these parameters, werefer

the reader also to [71].

From a numerical point of view, the main difficulties relevant to space dis-

cretization are already present for the stationary versionof (1.5). Thus, we shall
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mostly consider the following stationary incompressible MHD system:

−ν∆u+(u ·∇)u+ ∇p−κ(∇×b)×b = f, (1.6a)

∇ ·u = 0, (1.6b)

νm∇× (∇×b)−∇× (u×b) = 0, (1.6c)

∇ ·b = 0. (1.6d)

In addition, if implicit time-stepping is employed, problems of the form (1.6) (with

additional zero order terms) will have to be solved in each time step.

1.2 Background and motivation

The numerical approximation of incompressible MHD problems as in (1.5) or (1.6)

requires discretizing systems of coupled PDEs. In this thesis, we focus on finite

element methods for doing so, since they have become the methods of choice for

many large-scale applications.

One of the main computational challenges is dealing with thelarge null-space

of the curl-curl operator in (1.5c) or (1.6c). Based on the vector identity

−∆b = ∇× (∇×b)−∇(∇ ·b) (1.7)

and since∇ · b = 0, it seems feasible to apply an augmentation technique to re-

place the curl-curl operator in (1.5c) or (1.6c) by the vector Laplacian. This would

then allow one to use the standard nodal (i.e.,H1-conforming) finite elements

for the approximation of the magnetic field, which are continuous in all compo-

nents over inter-elemental faces. Indeed, various FEM discretizations based on

this approach have been proposed for both linear and nonlinear MHD systems,

see, e.g., [3, 33, 48]. However, it is well-known that in non-convex polyhedra, the

magnetic field may have regularity belowH1. A straightforwardly applied nodal

FEM discretization, albeit stable, will then converge to a magnetic field that misses

certain singular solution components induced by reentrantcorners; see [23, 24] and

the references therein. This is illustrated in Figures 1.3 for a two-dimensional MHD
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Figure 1.3: Contours of (a)b1; (b) b2; (c) nodal approximation ofb1; (d)
nodal approximation ofb2.

problem on an L-shaped domain. The magnetic fieldb = (b1,b2), whose contours

are shown in Figures 1.3(a) and 1.3(b), represents the strongest magnetic corner

singularities at the reentrant corner. It belongs toH2/3. However, it is evident

that the nodal approximations obtained on a sufficiently finemesh and depicted in

Figures 1.3(c) and 1.3(d) do not correctly resolve this singularity.

A number of remedies have been proposed for electromagneticproblems in

isolation, for example the weighted regularization approach in [24] or the ap-

proach in [7], whereby the divergence of the electric field isstabilized inH−α

with 1
2 < α < 1. In [50], a weighted regularization nodal finite element method

has been introduced and analyzed for the full incompressible MHD system.

In the recent work [73], a new variational setting for the formulation of incom-

pressible MHD problems has been proposed. It is based on a mixed approach for

the discretization of the Maxwell operator. In the stationary case, it amounts to
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solving a system of PDEs of the following form:

−ν ∆u+(u ·∇)u+ ∇p−κ (∇×b)×b = f, (1.8a)

∇ ·u = 0, (1.8b)

κνm∇× (∇×b)+ ∇r −κ ∇× (u×b) = g, (1.8c)

∇ ·b = 0. (1.8d)

Here, the additional variabler is the Lagrange multiplier related to the divergence

constraint of the magnetic field, cf. [52, 66], andg is an additional source term.

Indeed, by taking the divergence of (1.8c), we see that

∆r = ∇ ·g.

In particular, ifg is divergence-free, we obtain

r ≡ 0, (1.9)

and in this case the sole purpose of the multiplier is to ensure stability. In this

setting, the above mentioned difficulties associated with nodal elements are seam-

lessly avoided, because the magnetic field can now be sought in a curl-conforming

Sobolev space, which is the natural choice especially in thepresence of reentrant

corners [52, 66]. As a consequence, it is now possible to relax the continuity re-

quirements for the approximate magnetic field across inter-elemental faces of the

underlying mesh. In particular, one is allowed to enforce only tangential continu-

ity (weakly or strongly), thus making it possible to design finite element methods

that are able to correctly resolve the strongest magnetic singularities.

One option is to use discontinuous Galerkin (DG) methods, which are based

on completely discontinuous approximating finite element spaces. Tangential con-

tinuity of the approximation to the magnetic field is ensuredin a weak sense by

introducing in the discrete bilinear forms suitable flux terms over elemental bound-

aries. Over the last two decades, DG methods have become an integral part of com-

putational fluid mechanics and electromagnetics, see [14, 15, 16, 28, 51] and the
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references therein. Central features of discontinuous Galerkin methods are their ro-

bustness in convection-dominated regimes, their flexibility in the mesh design, their

natural way of handling high order and adaptivity, and the fact that the approxima-

tion of magnetic field can be based on standard polynomial shape functions. DG

methods have been successfully applied to both ideal and viscous compressible

MHD problems [64, 77]. In our work [56], the first interior penalty discontinuous

Galerkin finite element method has been developed and analyzed for a linearized

version of (1.8). In [46], a similar interior penalty technique is applied to enforce

the tangential continuity of the magnetic variable across domains with different

electromagnetic properties, while nodal elements are employed in the interior.

Another option is to employ curl-conforming Nédélec elements for approxi-

mating the magnetic field [68]. For these elements, tangential continuity across

inter-elemental faces is enforced strongly through appropriate elemental degrees of

freedom. In our work [43], a method of this type has been proposed and analyzed

for the fully nonlinear system (1.8). The corresponding fluid discretization is based

on the divergence-conforming discontinuous Galerkin approach of [20]; it yields

exactly divergence-free velocity approximations, and ensures the energy-stability

of the resulting method. In [30], a similar discretization employing Nédélec ele-

ments for the magnetic field combined with conforming elements for the fluid vari-

ables has been presented for a nonlinear MHD problem involving five unknowns

(velocity, pressure, magnetic field, electric current and potential). In the recent

work [70], various fully discrete schemes based on Nédélec elements forb have

been theoretically studied for the time-dependent MHD system (1.5).

Other numerical methods for the discretization of the equations of incompress-

ible MHD can be found in the literature. We mention here the MHD problem

analyzed in [44, 45], which stems from the dynamo effect and deals with domains

consisting of both insulating and conducting regions. In [3], the long-term dissi-

pativity of time-stepping algorithms for transient incompressible MHD problems

has been studied. Convergence results for time-stepping methods involving nodal

discretizations in convex domains can be found in [70].
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1.3 Overview of thesis

In this section we outline the contents and summarize the main results presented in

this thesis. Chapter 2 is devoted to the development and analysis of a DG method

for a linearized version of (1.8). In Chapter 3, we focus on the fully nonlinear

problem (1.8). In Chapter 4, we present two extensions of ourdiscretization tech-

niques to (a) the time-dependent problem (1.5), and (b) the Stokes equations with

nonstandard boundary conditions. Conclusions and open problems related to our

work are presented in Chapter 5.

1.3.1 A mixed discontinuous Galerkin method for linearized
magnetohydrodynamics

In Chapter 2, we propose and analyze the first interior penalty DG finite element

method for a linearized variant of (1.8), whereby all the variables are approximated

in discontinuous finite element spaces. More specifically, for k ≥ 1, our method

yields approximations

uh ∈ Pk(Th), ph ∈ Pk−1(Th),

bh ∈ Pk(Th), rh ∈ Pk+1(Th),

wherePk(Th) is the standard (vector- or scalar-valued) discontinuous finite el-

ement space of orderk over a tetrahedral triangulationTh of mesh sizeh of the

computational domain. The components of the proposed discretization are bor-

rowed from the DG methods available for incompressible fluidflow problems

[17, 18, 19, 49, 74], and from the discontinuous element pairproposed for the

mixed Maxwell operator in [54, 55], see also [53], combined with a discontinuous

discretization of the coupling terms.

Our main result is an a priori error estimate for the proposedmethod under the

following smoothness assumption on the analytical solution:

u ∈ Hσ+1, p∈ Hσ , (1.10a)

b ∈ Hτ , ∇×b ∈ Hτ , r ∈ Hτ+1, (1.10b)
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for regularity parametersσ ,τ > 1
2. These regularity assumptions are minimal in

the sense that they are satisfied by the strongest hydrostatic and magnetic singular-

ities in possibly non-convex polyhedral domains; see [2, 26] and [23, 24]. More

precisely, we prove that

|||(u−uh,b−bh, p− ph, r − rh)|||E = O(hmin{σ ,τ ,k}), (1.11)

where||| · |||E is a suitably defined energy norm andh the mesh size. In particu-

lar, this shows convergence of orderO(hmin{σ ,τ}) for non-smooth solutions, and

order O(hk) for smooth ones. This rate is optimal in the approximation ofthe

velocity, the pressure and the magnetic field.

k DOFsuh/ph |||u−uh|||E rate |||p− ph|||E rate
4,608/384 5.823e-1 – 4.564e-1 –

1 36,864/3,072 2.896e-1 1.01 2.606e-1 0.81
294,912/24,576 1.442e-1 1.01 1.400e-1 0.90

1,440/192 1.262e-1 – 3.424e-1 –
2 11,520/1,536 3.162e-2 2.00 8.488e-2 2.01

92,160/12,288 7.822e-3 2.02 2.127e-2 2.00

Table 1.1: Smooth solution. Convergence ofuh andph in the energy norm.

k DOFsbh/rh |||b−bh|||E rate |||r − rh|||E rate
4,608/3,840 3.445e-1 – 5.098e-1 –

1 36,864/30,720 1.668e-1 1.05 1.363e-1 1.90
294,912/245,760 8.184e-2 1.03 3.405e-2 2.00

1,440/960 4.920e-2 – 2.559e-1 –
2 11,520/7,680 1.146e-2 2.10 3.430e-2 2.90

92,160/61,440 2.767e-3 2.05 4.210e-3 3.03

Table 1.2: Smooth solution. Convergence ofbh andrh in the energy norm.

In Tables 1.1 and 1.2, we show representative convergence results for a three-

dimensional problem with a smooth solution, employingk = 1 andk = 2. The

experimental orders of convergence for the velocity, the pressure, and the magnetic
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field are of orderO(hk), confirming our theoretical results in (1.11). They are of

orderO(hk+1) for the error in the multiplierr. While optimal and expected, this

rate is not reflected in our error estimates. We also note thatin Section 2.5.1.2

the L2-norm errors in the velocity and the magnetic field are observed to be of

the optimal orderO(hk+1). For the L-shaped domain problem with the singular

magnetic field shown in Figure 1.3, we obtain the numbers listed in Table 1.3.

They show that our method correctly captures the singular behaviour ofb at the

reentrant corner, at convergence rates that are actually better than expected. On

the other hand, the rates forr are of orderO(h2/3), which is in agreement with the

regularity of the magnetic field.

A version of this chapter has been published in [56].

k DOFsbh/rh |||b−bh|||E rate |||r − rh|||E rate
2,304/2,304 1.112e-1 – 1.265 –

1 9,216/9,216 5.280e-2 1.07 8.384e-1 0.59
36,864/36,864 2.657e-2 0.99 5.387e-1 0.64
4,608/3,840 8.065e-2 1.15 1.412 –

2 18,432/15,360 3.654e-2 1.14 9.193e-1 0.62
73,728/61,440 1.766e-2 1.05 5.868e-1 0.65
7,680/5,760 6.363e-2 – 1.559 –

3 30,720/23,040 2.812e-2 1.18 1.008 0.63
122,880/92,160 1.320e-2 1.09 6.415e-1 0.65

Table 1.3: Magnetic singularity in L-shaped domain. Convergence ofbh

andrh in the energy norm.

1.3.2 A mixed finite element method with exactly divergence-free
velocities for nonlinear magnetohydrodynamics

While it is in principle possible to extend the fully discontinuous approach of Chap-

ter 2 to the nonlinear setting, however in Chapter 3, for the reasons presented below,

we have chosen to suitably modify the DG discretization by proceeding as follows.

First, we replace the discontinuousPk elements for the velocity by divergence-

conforming Brezzi-Douglas-Marini (BDM) elements of degree k. These elements

are continuous in normal direction over inter-elemental faces, and hence the DG
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approach is now only employed to enforce the tangential continuity of the veloc-

ity field. This choice of elements has been introduced and analyzed in [19, 20]

in the context of the incompressible Navier-Stokes equations. It has the attractive

property that it yields exactly divergence-free velocity approximations, which nat-

urally guarantees the energy-stability of the discretization. In [20], a detailed error

analysis of exactly divergence-free discretizations can be found for a variety of DG

methods; they have been shown to be inf-sup stable and optimally convergent in

natural norms. We also refer the reader to [21, 59] for further aspects.

Second, we replace the completely discontinuousPk-Pk+1 elements for the

discretization of the magnetic variablesb and r by the conforming first family

Nédélec pair of orderk. That is, we seek the approximate magnetic field in a curl-

conforming finite element space of piecewise polynomials ofdegreek, and the

discrete Lagrange multiplier in theH1-conforming nodal space of orderk. This

choice of elements has the advantage that it reduces the total number of coupled

degrees of freedom. Based on the discrete Helmholtz decomposition [66], it also

yields

rh ≡ 0 (1.12)

for a divergence-free right-handg, thus mimicking the continuous scenario in (1.9).

(a) (b)

Figure 1.4: Elemental degrees of freedom for (a) BDM1(Th); (b) Ned1(Th).

In summary, we now determine approximations to(u,b, p, r) in the finite ele-
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ment spaces

uh ∈ BDMk(Th), ph ∈ Pk−1(Th), (1.13a)

bh ∈ Nedk(Th), rh ∈ P
c
k(Th), (1.13b)

wherePc
k(Th) denotes the space of continuous piecewise polynomials of degree

at mostk. The lowest-order BDM and Nédélec elements (k = 1) are illustrated in

Figures 1.4(a) and 1.4(b), respectively.

Our main results are then proofs of the following theoretical properties of the

resulting finite element discretization. First, we show theexistence and uniqueness

of discrete solutions under a standard small data assumption. Second, we show

convergence in general (possibly non-convex) polyhedral domains under the min-

imal regularity assumption (1.10). That is, as the mesh sizeh tends to zero, we

have

|||(u−uh,b−bh, p− ph, r − rh)|||E → 0.

Finally, we carry out an error analysis and prove the following error estimate

|||(u−uh,b−bh)|||E =





O(hmin{σ ,τ ,k}−ε ), in 2D,

O(hmin{σ ,τ ,k}− 1
2 ), in 3D,

for ε > 0 arbitrarily small. This estimate is nearly optimal for two-dimensional

problems, but falls short by half a power ofh in three dimensions. This loss in

optimality stems from the use of Sobolev embeddings and inverse estimates to

establish the continuity of the variational forms associated with the nonlinear cou-

pling terms. However, all our numerical experiments indicate optimal convergence

rates, in both two and three dimensions.

Let us again present some representative numerical resultsfor the proposed

method. In Table 1.4 we show the numbers obtained for the samesingular prob-

lem on the L-shaped domain as in Figure 1.3. The approximate magnetic field

is convergent of orderO(h2/3), as predicted by our theory, whereas theL2-norm

of the approximate multiplierrh is now zero up to machine accuracy, as expected

from (1.12). As the mesh is refined, the actual values of theL2-norm ofrh slightly
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increase, which is likely due to the increased condition numbers of the correspond-

ing linear systems.

DOFsbh/rh |||b−bh|||E rate |||rh|||L2

2,368/833 7.473e-2 – 4.260e-11
9,344/3,201 4.754e-2 0.65 1.406e-10

37,120/12,545 3.013e-2 0.66 3.018e-10

Table 1.4: Magnetic singularity in L-shaped domain. Energy norm errors
of bh andrh.

(a)

(b)

Figure 1.5: 2D channel flow. Numerical approximations of (a) velocity; (b)
normalized magnetic field.

DOFsuh/ph |||u−uh|||E rate |||p− ph|||E rate
2,592/384 0.9561 – 8.194 –

19,584/3,072 0.4903 0.96 2.837 1.53
152,064/24,576 0.2484 0.98 1.091 1.38

Table 1.5: 3D channel flow. Convergence ofuh andph in the energy norm.

In Figure 1.5, we show the approximate velocity and the (normalized) mag-

netic field of a unidirectional channel flow driven by a pressure gradient under

the transverse magnetic field(0,1). The solution of this problem is smooth. The
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DOFsbh/rh |||b−bh|||E rate |||rh|||L2

604/125 2.579e-5 – 1.013e-10
4,184/729 1.464e-5 0.82 4.098e-10

31,024/4,913 7.543e-6 0.96 1.795e-9

Table 1.6: 3D channel flow. Convergence ofbh andrh in the energy norm.

velocity field only has a component inx-direction, with a profile that can be ex-

pressed in terms of a hyperbolic cosine (rather than the parabolic profile obtained

for the Navier-Stokes problem in isolation). The magnetic field is of the form

b = ((b(y),1) whereb(y) measures the deviation from(0,1). The approximations

shown in Figure 1.5 are in excellent agreement with the exactsolutions. A three-

dimensional version of this problem has also been tested. InTables 1.5 and 1.6,

we list the computational results. We see convergence ratesof order one inu and

b, and of order slightly better than one inp. We observe again thatrh is zero up to

machine accuracy; the slight increase of the actual errors as the mesh is refined is

again due to the increased condition numbers.

A version of this chapter has been published in [43].

1.3.3 Extensions to time-dependent magnetohydrodynamicsand
Stokes problem

In Chapter 4, we present two extensions of the techniques introduced in Chapters 2

and 3.

1.3.3.1 Time-dependent magnetohydrodynamics computations

In [70], theoretical aspects of fully discrete schemes for the time-dependent MHD

problem (1.5) have been established. Our goal here is to implement one of these

methods and show a number of computational tests.

We employ the elements proposed in (1.13), and discretize intime using the

implicit Euler scheme. As a result, a linearized (but still coupled) version of prob-

lem (1.8) has to be solved in each time step.

In Figures 1.6 and 1.7, we show the evolution of the approximate velocity and

the (normalized) magnetic field of a channel flow driven by a moving top wall
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(a) (b)

Figure 1.6: Transient MHD flow. Numerical approximations of velocity at
time (a)t = 0.01; (b)t = 1.

under a transverse magnetic field. The analytical solutionsof this problem can be

expressed by Fourier series. The approximations shown in Figures 1.6 and 1.7 are

in excellent agreement with the exact solutions.

(a) (b)

Figure 1.7: Transient MHD flow. Numerical approximations of normalized
magnetic field at time (a)t = 0.01; (b)t = 1.

1.3.3.2 An optimal error estimate of a curl-curl formulation of the Stokes
equations with nonstandard boundary conditions

In the spirit of the method proposed in [20], we investigate an exactly divergence-

free DG method for the numerical approximation of the Stokesequations with the

nonstandard boundary conditions

u ·n = 0 and (∇×u)×n = 0.

These boundary conditions are of practical interest in computational fluid dynam-

ics; cf. [8, 37]; they correspond to normal velocity (no-penetration) and tangential

vorticity conditions. They lend themselves naturally to numerical methods that are

based on reducing the vector Laplacian to the curl-curl operator, see also (1.7), and
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rewriting the Stokes equations in the curl-curl formulation

ν∇× (∇×u)+ ∇p= f,

∇ ·u = 0.

Again, we use theH(div)-conforming BDM finite element space of degreek

for the velocity approximation [11], along with a discontinuous pressure space of

degreek−1. The tangential continuity of the approximate velocity field is enforced

through an interior penalty approach. We establish a crucial norm-equivalence

property and show convergence of orderO(hk) in the mesh size for the brokenH1-

norm of the velocity error, despite the fact that the method does not give any explicit

control on gradients. We confirm the theoretical results on aseries of numerical

tests.
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Chapter 2

A mixed discontinuous Galerkin

method for linearized

incompressible

magnetohydrodynamics

In this chapter, we introduce and analyze the first interior penalty discontinuous

Galerkin method for the numerical discretization of a stationary incompressible

magnetohydrodynamics model problem. The fluid unknowns arediscretized with

inf-sup stable discontinuousPd
k -Pk−1 elements whereas the magnetic part of the

equations is approximated by discontinuousPd
k -Pk+1 elements. We carry out a

complete a priori error analysis of the method and prove thatthe energy norm error

is optimally convergent in the mesh size. These results are verified in a series of

numerical experiments.

2.1 Introduction

The numerical simulation of incompressible MHD problems requires discretizing

a system of partial differential equations that couples theincompressible Navier-

Stokes equations with Maxwell’s equations. Various finite element methods (FEM)

can be found in the literature where the magnetic field is approximated by standard
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H1-conforming finite elements, see, e.g., [3, 33, 45, 48] and the references therein.

However, in non-convex polyhedra of engineering interest,the magnetic field may

have regularity belowH1 and a nodal FEM discretization, albeit stable, can con-

verge to a magnetic field that misses certain singular solution components induced

by reentrant vertices or edges; see [24]. In the recent work [73], this drawback of

nodal elements was overcome by the use of Nédélec elementsfor the approxima-

tion of the magnetic field. Thereby, a new variational setting for the formulation

of incompressible MHD problems was proposed. It is based on amixed approach

for the discretization of the Maxwell operator and introduces a Lagrange multiplier

related to the divergence constraint of the magnetic field, cf. [66].

Over the last two decades, discontinuous Galerkin methods have become an in-

tegral part of computational fluid mechanics and computational electromagnetics,

see [14, 16, 51] and the references therein. DG methods are extremely versatile

and flexible; they can deal robustly with partial differential equations of almost

any kind, as well as with equations whose type changes withinthe computational

domain. Their intrinsic stability properties make them naturally suited for prob-

lems where convection is dominant. Moreover, discontinuous Galerkin methods

can easily handle irregularly refined meshes and variable approximation degrees

(hp-adaptivity). The DG approximations of magnetic or electric fields can be

based on standard polynomial shape functions, in contrast to curl-conforming or

divergence-conforming elements commonly used in computational electromagnet-

ics. DG methods have already been successfully applied to both ideal and viscous

compressible MHD problems [64, 77].

In this chapter, we propose and analyze an interior penalty DG method for a

linearized incompressible MHD model problem based on the mixed formulation

introduced in [73]. Our method combines the DG discretizations that have been

developed recently for incompressible flow problems and Maxwell’s equations.

More specifically, the fluid unknowns are approximated usingmixed discontinu-

ousPd
k -Pk−1 elements [18, 19, 74] while the magnetic variables are discretized

with thePd
k -Pk+1 element pair proposed and analyzed in [54, 55]. We carry out

a complete a priori error analysis for the proposed DG method, and show that the

energy error in all variables is convergent of orderO(hk) in the mesh sizeh. Our

results further show that the proposed DG method is able to correctly resolve the
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strongest magnetic singularities in non-convex polyhedral domains, in contrast to

H1-conforming elements.

The rest of the chapter is organized as follows. In Section 2.2, we introduce

an interior penalty DG method for a linearized incompressible MHD model prob-

lem. In Section 2.3, we state and discuss a priori error estimates for the method.

Section 2.4 is devoted to the detailed proof of these estimates. In Section 2.5, we

present a series of numerical experiments validating our theoretical results. Finally,

we present some concluding remarks in Section 2.6.

2.2 Discretization of a model problem

2.2.1 An MHD model problem

We consider the following linear and stationary MHD system based on the mixed

formulation proposed in [73]: find the velocity fieldu, the pressurep, the magnetic

field b, and the scalar potentialr such that

−ν ∆u+(w ·∇)u+ γu+ ∇p−κ (∇×b)×d = f in Ω, (2.1a)

∇ ·u = 0 in Ω, (2.1b)

κ νm∇× (∇×b)+ ∇r −κ ∇× (u×d) = g in Ω, (2.1c)

∇ ·b = 0 in Ω. (2.1d)

Here,Ω is a bounded simply-connected Lipschitz polytope inR
d (d = 2 or 3). In

the two-dimensional case, the curl operator∇× applied to a vectorb = (b1,b2)

is determined by∇× (b1,b2,0), while the curl of a scalar functionr is given by

∇ × (0, 0, r). That is,∇×b = ∂b2
∂x − ∂b1

∂y , and∇× r = ( ∂ r
∂y,− ∂ r

∂x). The cross prod-

uct× is defined similarly. The functionw ∈W1,∞(Ω)d is a prescribed convective

field, andd ∈ L∞(Ω)d a given magnetic field. Typically these fields come from a

linearization process. The right-hand sidesf andg are vector-valued source terms

in L2(Ω)d. The scalar functionγ belongs toL∞(Ω). We further assume that there
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is a positive constantγ⋆ such that

γ0(x) := γ(x)− 1
2

∇ ·w(x) ≥ γ⋆ > 0, x ∈ Ω. (2.2)

Remark 2.2.1 The positivity ofγ⋆ in (2.2) is a purely technical (but standard)

assumption that facilitates dealing with the convection term in the error analysis.

However, in the absence of a reaction term (γ ≡ 0), the parameterγ⋆ must be

allowed to be zero. While the proposed DG method is stable andwell-defined in

this case as well, the error analysis becomes more involved and requires additional

(duality) arguments, see [18] for the Oseen operator.

Without loss of generality, we may assume that the length scale of Ω, and the

L∞-norms ofw andd are one. In many engineering applications (such as aluminum

electrolysis), the magnitudes of Rm andκ are of order one, whereas Re can be

substantially larger; cf. [3]. We will focus on this case andnot make explicit our

error estimates with respect toνm andκ .

We suppose that the boundaryΓ of Ω is connected, and can be partitioned into

two disjoint parts. That is, we have

Γ = ΓD ∪ΓN with ΓD ∩ΓN = /0.

Throughout, we assume thatΓD satisfies
∫

ΓD
ds> 0. Denoting byn the unit out-

ward normal on the boundary, we then supplement the MHD system (2.1) with the

following boundary conditions:

u = uD on ΓD, (2.3a)

(pI −ν∇u)n = pNn on ΓN, (2.3b)

n×b = n×bD on Γ, (2.3c)

r = 0 onΓ. (2.3d)

Here, I is the identity matrix inRd×d. We assume thatpN ∈ L2(ΓN) and thatuD

andbD are restrictions to the boundary of sufficiently smooth divergence-free func-

tions inΩ. Finally, we notice that, ifΓN = /0, the datumuD must satisfy the com-
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patibility condition
∫

Γ uD ·nds= 0.

Remark 2.2.2 The magnetic boundary conditions (2.3) are geared towards Hart-

mann flow problems with insulating wall conditions in the setting of [35, Sec-

tion 3.7.1]. The method can be readily extended to other types of electromagnetic

boundary conditions. For example, with only minimal changes, it is possible to

specify bothb ·n and(∇×b)×n onΓ, corresponding to perfectly conducting wall

conditions; cf. [33, 35, 73].

Let Γ− = {x ∈ Γ : w(x) ·n(x) < 0} be the inflow boundary ofΓ. We adopt the

(physically reasonable) hypothesis that

w(x) ·n(x) ≥ 0 for all x ∈ ΓN.

Obviously, we then haveΓ− ⊆ ΓD.

Remark 2.2.3 As in [73], the scalar potential r is the Lagrange multiplierassoci-

ated with the magnetic divergence constraint. By taking thedivergence of (2.1c),

we see that∆r = ∇ ·g in Ω, r = 0 on Γ. In particular, we have r= 0 provided that

the functiong is divergence-free. In this case, the MHD problem (2.1) is the same

as the one studied in [33] or the linearized version of the oneconsidered in [48].

To define the weak formulation of the MHD system, we introducethe Sobolev

spaces

V =
{

v ∈ H1(Ω)d : v = 0 on ΓD

}
,

C = H0(curl;Ω) =
{

c∈ L2(Ω)d : ∇×c∈ L2(Ω)d, n×c= 0 on Γ
}

,

S= H1
0(Ω) = {s∈ H1(Ω) : s= 0 onΓ},

andQ = L2(Ω). In the case whereΓN = /0, we also need to enforce the mean val-

ues of functions inQ to be zero. We denote by(·, ·)Ω the inner product inL2(Ω)

or L2(Ω)d, and by〈·, ·〉Γ′ the inner product inL2(Γ′) or L2(Γ′)d for Γ′ ⊆ Γ. The

weak formulation of the incompressible MHD system (2.1) then consists in de-

termining u ∈ H1(Ω)d, b ∈ H(curl;Ω), p ∈ Q and r ∈ S, with u = uD on ΓD
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andn×b = n×bD on Γ, such that

A(u,v)+O(u,v)+C(v,b)+B(v, p) = (f,v)Ω −〈pNn,v〉ΓN ,

B(u,q) = 0,

M(b,c)−C(u,c)+D(c, r) = (g,c)Ω,

D(b,s) = 0

for all (v,c,q,s) ∈ V ×C×Q×S. Here, the bilinear forms are given by

A(u,v) =

∫

Ω
ν ∇u : ∇vdx, O(u,v) =

∫

Ω
((w ·∇)u+ γ u) ·vdx,

M(b,c) =
∫

Ω
κ νm(∇×b) · (∇×c)dx, C(v,b) =

∫

Ω
κ (v×d) · (∇×b)dx,

B(u,q) = −
∫

Ω
(∇ ·u)qdx, D(b,s) =

∫

Ω
b ·∇sdx.

Under the above assumptions, the well-posedness of this problem follows from

standard stability properties and the theory of mixed finiteelements; see also [73]

and the references therein.

2.2.2 Meshes and trace operators

We consider a family of regular and shape-regular triangulations Th that partition

the domainΩ into simplices{K} (i.e., triangles ford = 2 and tetrahedra ford = 3).

The indexh is indicative of the mesh sizeh which is defined ash = maxK∈Th hK ,

wherehK is the diameter ofK. We denote byFh the set of all edges (d = 2) or

faces (d = 3) of Th. In the following, we generically refer to elements inFh as

faces. We also denote byF I
h the set of all interior faces ofTh, and byFB

h the

set of all boundary faces. We always assume thatFB
h can be divided into two

disjoint setsFD
h andFN

h of Dirichlet and Neumann faces, respectively. That is,

we assume thatFB
h = FD

h ∪FN
h , whereΓD = ∪F∈FD

h
F andΓN = ∪F∈FN

h
F . As

usual,hF denotes the diameter of the faceF. Finally, we writenK to denote the

unit outward normal on the boundary∂K of an elementK.

Next, we introduce the average and jump operators. To do so, letF = ∂K∩∂K′
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be an interior face shared byK andK′ and letx ∈ F . Let ϕ be a generic piecewise

smooth function (scalar-, vector- or tensor-valued) and denote byϕ and ϕ ′ the

traces ofϕ onF taken from within the interior ofK andK′, respectively. Then, we

define the mean value ofϕ atx ∈ F as

{{ϕ}} = (ϕ + ϕ ′)/2.

Furthermore, letψ be a piecewise smooth function andφφφ a piecewise smooth

vector-valued field. Analogously, we define the following jumps atx ∈ F :

[[ψ ]] = ψ nK + ψ ′nK′ , [[φφφ ]] = φφφ ⊗nK + φφφ ′⊗nK′ ,

[[φφφ ]]T = nK ×φφφ +nK′ ×φφφ ′, [[φφφ ]]N = φφφ ·nK + φφφ ′ ·nK′ ,

whereφφφ ⊗n = (φin j)1≤i, j≤d. On a boundary faceF = ∂K∩Γ, we set accordingly

{{ϕ}} = ϕ , [[ψ ]] = ψ n, [[φφφ ]] = u⊗n, [[φφφ ]]T = n×φφφ , [[φφφ ]]N = φφφ ·n.

2.2.3 Interior penalty formulation

For k ≥ 1, let Pk(K) denote the space of polynomials of total degree at mostk

on K. We then define

Pk(Th) = { p∈ L2(Ω) : p|K ∈ Pk(K), K ∈ Th}.

The corresponding vector-valued function space is denotedbyPk(Th)
d with d = 2

or 3. Now we introduce the finite element spaces

Vh = Pk(Th)
d, Ch = Pk(Th)

d, Qh = Pk−1(Th), Sh = Pk+1(Th),

where we also impose zero mean value of the functions inQh in the caseΓN = /0.

We consider the following discontinuous Galerkin method: find (uh,bh, ph, rh)
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in Vh×Ch×Qh×Sh such that

Ah(uh,v)+Oh(uh,v)+Ch(v,bh)+Bh(v, ph) = Fh(v), (2.4a)

Bh(uh,q) = 〈uD ·n,q〉ΓD , (2.4b)

Mh(bh,c)−Ch(uh,c)+Dh(c, rh) = Gh(c), (2.4c)

Dh(bh,s)−Jh(rh,s) = 0 (2.4d)

for all (v,c,q,s) ∈ Vh×Ch×Qh×Sh. Here, the formsAh, Oh andBh are related

to the discretization of the Oseen operator. We take the onesproposed and studied

in [18, 19, 49, 74]. The formsMh, Dh andJh are related to the discretization of

the Maxwell operator. We choose the ones corresponding to the non-stabilized

Pd
k −Pk+1 interior penalty methods proposed and analyzed in [54, 55].Finally,

the formCh couples the Maxwell equations to the Oseen problem. These forms are

defined next.

First, the formAh is chosen as the standard interior penalty form

Ah(u,v) = ∑
K∈Th

∫

K
ν ∇u : ∇vdx− ∑

F∈F I
h∪FD

h

∫

F
{{ν∇u}} : [[v]]ds

− ∑
F∈F I

h∪FD
h

∫

F
{{ν∇v}} : [[u]]ds+ ∑

F∈F I
h∪FD

h

νa0

hF

∫

F
[[u]] : [[v]]ds.

The parametera0 > 0 is a sufficiently large stabilization parameter; see Proposi-

tion 2.2.4 below. For the convective form, we take the usual upwind form defined

by

Oh(u,v) = ∑
K∈Th

∫

K
((w ·∇)u+ γ u) ·vdx

+ ∑
K∈Th

∫

∂K−\Γ−
w ·nK(ue−u) ·vds−

∫

Γ−
w ·nu ·vds.

Here,ue is the value of the trace ofu taken from the exterior ofK and∂K− = {x ∈
∂K : w(x) ·nK(x) < 0} is the inflow boundary ofK. The formBh related to the
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divergence constraint onu is defined by

Bh(u,q) = − ∑
K∈Th

∫

K
(∇ ·u)qdx+ ∑

F∈F I
h∪FD

h

∫

F
{{q}}[[u]]N ds.

Next, we define the forms for the discretization of the Maxwell operator. The

form Mh for the curl-curl operator is given by

Mh(b,c) = ∑
K∈Th

∫

K
κ νm(∇×b) · (∇×c)dx− ∑

F∈Fh

∫

F
{{κνm∇×b}} · [[c]]T ds

− ∑
F∈Fh

∫

F
{{κνm∇×c}} · [[b]]T ds+ ∑

F∈Fh

κνmm0

hF

∫

F
[[b]]T · [[c]]T ds.

As for the diffusion form, to ensure stability, the stabilization parameterm0 > 0

must be chosen large enough, see Proposition 2.2.4 below. The form Dh for the

divergence constraint onb is given by

Dh(b,s) = ∑
K∈Th

∫

K
b ·∇sdx− ∑

F∈Fh

∫

F
{{b}} · [[s]]ds.

The form Jh is a stabilization term that ensures theH1-conformity of the multi-

plier rh. It is given by

Jh(r,s) = ∑
F∈Fh

s0

κνmhF

∫

F
[[r]] · [[s]]ds,

with s0 > 0 denoting a positive stabilization parameter. The dependence onνm

andκ is chosen so as to suitably balance the multiplier terms in our error analysis.

Finally, for the coupling formCh in our DG formulation, we take a discontinu-

ous Galerkin version of the bilinear formC, namely:

Ch(v,b) = ∑
K∈Th

κ
∫

K
(v×d) · (∇×b)dx− ∑

F∈F I
h∪FN

h

κ
∫

F
{{v×d}} · [[b]]T ds.
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With these forms, the source termsFh(v) andGh(c) must be chosen as

Fh(v) =

∫

Ω
f ·vdx− ∑

F∈FD
h

∫

F
ν∇v : (uD ⊗n)ds

+ ∑
F∈FD

h

νa0

hF

∫

F
uD ·vds− ∑

F∈FN
h

∫

F
κ(v×d) · (n×bD)ds

−
∫

Γ−
w ·nuD ·vds− ∑

F∈FN
h

∫

F
pNn ·vds,

and

Gh(c) =

∫

Ω
g·cdx− ∑

F∈FB
h

∫

F
κνm(∇×c) · (n×bD)ds

+ ∑
F∈FB

h

κνmm0

hF

∫

F
(n×bD) · (n×c)ds

− ∑
F∈FD

h

∫

F
κ(uD ×d) · (n×c)ds,

respectively.

2.2.4 Stability

The stability properties of the above DG forms have been wellestablished in the

recent literature on DG methods. To review them, we introduce the norms

‖u‖2
1,h = ∑

K∈Th

‖∇u‖2
L2(K) + ∑

F∈F I
h∪FD

h

h−1
F ‖[[u]]‖2

L2(F),

‖u‖2
V = ν‖u‖2

1,h +‖γ
1
2
0 u‖2

L2(Ω) +
1
2 ∑

F∈Fh

‖|w ·n| 1
2 [[u]]‖2

L2(F).
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In the last term,n denotes any of the outward normals onF. For the magnetic field,

we define

|b|2C = κνm ∑
K∈Th

‖∇×b‖2
L2(K) + κνm ∑

F∈Fh

h−1
F ‖[[b]]T‖2

L2(F),

‖b‖2
C = κνm‖b‖2

L2(Ω) + |b|2C.

Finally, on the magnetic multiplier space, we introduce

‖r‖2
S = κ−1ν−1

m ∑
K∈Th

‖∇r‖2
L2(K) + κ−1ν−1

m ∑
F∈Fh

h−1
F ‖[[r]]‖2

L2(F).

First, we recall the following coercivity properties ofAh, Oh andMh, see [5,

18, 54] and the references therein.

Proposition 2.2.4 Under the assumption (2.2), there is a threshold value a0 > 0,

independent of the mesh size,ν , νm and κ , such that for every a0 ≥ a0 there is a

constant C> 0 independent of the mesh size,ν , νm andκ such that

Ah(u,u)+Oh(u,u) ≥C‖u‖2
V , u ∈ Vh.

Moreover, there is a threshold value m0 > 0, independent of the mesh size,ν , νm,

and κ , such that for m0 ≥ m0 there is a constant C> 0 independent of the mesh

size,ν , νm andκ such that

Mh(b,b) ≥C|b|2C, b ∈ Ch.

Next, we recall that the velocity/pressure pairVh×Qh is inf-sup stable; cf. [11,

Remark II.2.10] and [49, Proposition 10]:

Proposition 2.2.5 There is a stability constant C> 0 independent of the mesh

size,ν , νm andκ such that

inf
p∈Qh\{0}

sup
v∈Vh\{0}

Bh(v, p)

‖v‖1,h‖p‖L2(Ω)
≥C > 0.
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There is no inf-sup condition available for the pairCh × Sh. However, the

underlying conforming spaces are stable, see [66]. To discuss this, we introduce

the conforming spacesCc
h = Ch∩C andSc

h = Sh∩S. The spaceCc
h is the Nédélec

finite element space of the second family of orderk [66, 68], with zero tangential

trace onΓ. The spaceSc
h is the space of continuous piecewise polynomials of

degree at mostk+ 1, with zero trace onΓ. Thus, we may decomposeCh andSh

into

Ch = Cc
h⊕C⊥

h , Sh = Sc
h⊕S⊥h , (2.5)

respectively. Obviously, the norms of the jumps

|b|2C⊥ = κνm ∑
F∈Fh

h−1
F ‖[[b]]T‖2

L2(F), |r|2S⊥ = κ−1ν−1
m ∑

F∈Fh

h−1
F ‖[[r]]‖2

L2(F),

define norms onC⊥
h andS⊥h , respectively. The following norm-equivalence results

from [54, Theorem 4.1] are essential to our error analysis.

Proposition 2.2.6 There is a constant C> 0, independent of the mesh size,ν , νm

andκ , such that

C‖b‖C ≤ |b|C⊥ ≤ ‖b‖C, C‖r‖S≤ |r|S⊥ ≤ ‖r‖S,

for anyb ∈ C⊥
h and r∈ S⊥h .

For the conforming pairCc
h×Sc

h, the following properties of the formsM andD

hold true, see [54, Lemma 5.3] for a proof.

Proposition 2.2.7 There exists a constant C> 0 independent of the mesh size,ν , νm

andκ such that

M(b,b) ≥C‖b‖2
C,

for anyb in Xc
h, where

Xc
h = {b ∈ Cc

h : D(b,s) = 0 ∀s∈ Sc
h}. (2.6)

Furthermore, there exists a second constant C> 0 independent of the mesh size,ν ,
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νm andκ such that

inf
r∈Sc

h\{0}
sup

c∈Cc
h\{0}

D(c, r)
‖c‖C‖r‖S

≥C > 0.

Employing the above properties and applying arguments as in[54, Proposition

3.3], existence and uniqueness of discrete solutions can bereadily shown provided

thata0 ≥ a0, m0 ≥ m0 ands0 > 0.

2.3 A priori error estimates

In this section, we present and discuss the main result of this chapter: a priori error

estimates for the proposed DG method.

We shall suppose that the solution(u,b, p, r) of the MHD problem satisfies the

regularity properties

(u, p) ∈ Hσ+1(Ω)d ×Hσ(Ω), for σ > 1
2, (2.7a)

(b,∇×b, r) ∈ Hτ(Ω)d ×Hτ(Ω)d ×Hτ+1(Ω), for τ > 1
2. (2.7b)

These regularity assumptions are realistic. This can be seen from the regularity

properties of the Maxwell operator and the linearized Navier-Stokes operator in

polyhedral domains, respectively, see [2, 26]. In particular, the strongest magnetic

singularities satisfy assumption (2.7b).

The following theorem represents the main result of this chapter.

Theorem 2.3.1 Let the solution(u,b, p, r) of the MHD problem satisfy the regu-

larity assumptions stated in (2.7). Further, let(uh,bh, ph, rh) denote the DG ap-

proximation defined in (2.4). Assuming (2.2) holds, the errors can be bounded

by

‖u−uh‖V +‖b−bh‖C +‖p− ph‖L2(Ω) +‖r − rh‖S

≤Chmin{σ ,k}
(
‖u‖Hσ+1(Ω) + ν− 1

2‖p‖Hσ (Ω)

)

+Chmin{τ ,k}
(
‖b‖Hτ (Ω) +‖∇×b‖Hτ(Ω) +‖r‖Hτ+1(Ω)

)
,
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where C is a positive constant, independent of the mesh size and ν .

Remark 2.3.2 For smooth solutions, the estimate in Theorem 2.3.1 ensurescon-

vergence rates of orderO(hk) in the mesh size h. This rate is optimal in the ap-

proximation of the velocity, the pressure and the magnetic field in the respective

norms, but suboptimal by one order in the approximation of the multiplier r with

respect to the norm‖ · ‖S. This is due to the fact that we are using polynomials

of degree k+ 1 to approximate r. The same suboptimal result is observed forthe

conforming Ńed́elec family of the second type [66, 68]. On the other hand, the

use of polynomials of degree k+ 1 for the magnetic multiplier leads to optimal

convergence rates in the L2-error in the magnetic fieldb, in contrast to the use of

polynomials of degree k, cf. the discussion in [53, 54].

Remark 2.3.3 Our error estimates also hold in the case where the conforming

Néd́elec pairCc
h×Sc

h is used for the approximation ofb andr . While these spaces

have less degrees of freedom than their discontinuous counterpartsCh and Sh, the

use of discontinuous approximations for the magnetic field has several advantages.

For example, DG approximations can be based on standard polynomial shape func-

tions which greatly facilitates the implementation of higher-order elements and

magnetic boundary conditions. Moreover, they are naturally suited to deal with

irregularly refined meshes and variable approximation degrees (hp-adaptivity).

2.4 Proof of the error estimates

2.4.1 Preliminaries

For the purpose of our analysis, we setV(h) = V +Vh, C(h) = C+Ch andS(h) =

S+ Sh. Using the lifting operators constructed in [5, 74] and [53,54], it is then

possible to extend the discrete bilinear formsAh, Bh, Mh, Dh to bilinear forms

Ãh : V(h)×V(h) →R, B̃h : V(h)×Q→R, M̃h : C(h)×C(h) →R andD̃h : C(h)×
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S(h) → R, respectively. The extended forms are continuous:

|Ãh(u,v)| ≤Cν‖u‖1,h‖v‖1,h ∀u,v ∈ V(h), (2.8)

|M̃h(b,c)| ≤C|b|C |c|C ∀b,c∈ C(h), (2.9)

|B̃h(u, p)| ≤C‖u‖1,h‖p‖L2(Ω) ∀u ∈ V(h), p∈ Q, (2.10)

|D̃h(b, r)| ≤C‖b‖C‖r‖S ∀b ∈ C(h), r ∈ S(h), (2.11)

with constantsC > 0 that are independent of the mesh size,ν , νm andκ . Moreover,

the extended forms are constructed in such a way that

Ãh(u,v) = Ah(u,v), B̃h(u, p) = Bh(u, p),

M̃h(b,c) = Mh(b,c), D̃h(b, r) = Dh(b, r),
(2.12)

for all discrete functionsu,v ∈ Vh, b,c∈ Ch, p∈ Qh andr ∈ Sh, as well as

Ãh(u,v) = A(u,v), B̃h(u, p) = B(u, p),

M̃h(b,c) = M(b,c), D̃h(b, r) = D(b, r),
(2.13)

for all u,v ∈ V, b,c∈ C, p∈ Q andr ∈ S.

Suppose now that(u,b, p, r) is the solution of the MHD equations. We define,

for anyv ∈ Vh, c∈ Ch ands∈ Sh, the following functionals

RA(v) = Ãh(u,v)+Oh(u,v)+Ch(v,b)+ B̃h(v, p)−Fh(v),

RM(c) = M̃h(b,c)−Ch(u,c)+ D̃h(c, r)−Gh(c),

RD(s) = D̃h(b,s)−Jh(r,s).

The termsRA, RM andRD measure how well the analytical solution satisfies the

DG formulation when it is rewritten in terms of the extended bilinear forms. In-

deed, if now(uh,bh, ph, rh) is the DG approximation andeu = u−uh, eb = b−bh,

ep = p− ph ander = r − rh are the errors, then the following error equations can
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be shown to hold:

RA(v) = Ãh(eu,v)+Oh(eu,v)+Ch(v,eb)+ B̃h(v,ep),

RM(c) = M̃h(eb,c)−Ch(eu,c)+ D̃h(c,er ),

RD(s) = D̃h(eb,s)−Jh(er ,s),

for any v ∈ Vh, c∈ Ch, ands∈ Sh. We remark that the third equation of our DG

method is consistent when it is rewritten in terms of the formB̃h. That is, from the

definition ofB̃h in [74] we see that

B̃h(u−uh,q) = 0, q∈ Qh.

Proceeding as in [53, 54, 74], we readily obtain the following bound.

Proposition 2.4.1 Let the solution(u,b, p, r) of the MHD problem satisfy the smooth-

ness assumptions in (2.7). Then, we have

|RA(v)| ≤ 2ν
1
2‖v‖1,hE (u,b, p), |RM(c)| ≤ |c|C⊥E (u,b, p),

|RD(s)| ≤ |s|S⊥E (u,b, p)

for all v ∈ Vh, c∈ Ch and s∈ Sh, whereE (u,b, p) can be bounded by

E (u,b, p) ≤ Chmin{σ ,k}
(

ν
1
2‖u‖Hσ+1(Ω) + ν− 1

2‖p‖Hσ (Ω)

)

+ Chmin{τ ,k} (‖b‖Hτ (Ω) +‖∇×b‖Hτ(Ω)

)
,

with a constant C> 0 that is independent of the mesh size andν .

Let us also establish some continuity properties of the coupling and convection

formsCh andOh. To that end, we need to introduce the following trace semi-norms:

|u|2−1/2,Fh
= ∑

K∈Th

hK‖u‖2
L2(∂K), |u|21/2,Fh

= ∑
K∈Th

h−1
K ‖u‖2

L2(∂K).
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Proposition 2.4.2 The coupling form Ch satisfies

|Ch(u,b)| ≤C
(
‖u‖L2(Ω) + |u|−1/2,Fh

)
|b|C ∀u ∈ V(h), b ∈ C(h),

|Ch(u,b)| ≤C‖u‖L2(Ω) |b|C ∀u ∈ Vh, b ∈ C(h).

Moreover, the convection form Oh can be bounded by

|Oh(u,v)| ≤C
(
‖u‖1,h +‖u‖L2(Ω) + |u|1/2,Fh

)
‖v‖L2(Ω)

for all u ∈ V(h), v ∈ Vh. The constants C> 0 are independent of the mesh size

andν .

Proof: Applying the Cauchy-Schwarz inequality and taking into account the shape-

regularity of the meshes, we immediately obtain the first estimate

|Ch(u,b)| ≤C‖u‖L2(Ω)‖∇×b‖L2(Ω) +C

(
∑

K∈Th

hK‖u‖2
L2(∂K)

) 1
2

|b|C.

To prove the second continuity estimate, we use the following discrete trace

inequality: for any polynomialu∈ Pk(K), K ∈ Th, we have

‖u‖L2(∂K) ≤Ch
− 1

2
K ‖u‖L2(K). (2.14)

The constantC > 0 only depends on the polynomial degreek and the shape-

regularity constants of the meshes. We then readily obtain

|u|−1/2,Fh
≤C‖u‖L2(Ω) ∀u ∈ Vh,

from which the second estimate follows.

To prove the estimate forOh, we apply the Cauchy-Schwarz inequality to

the form Oh, take into account the shape-regularity of the meshes and use the
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bound (2.14). This results in

|Oh(u,v)| ≤
(
‖w‖L∞(Ω)‖u‖1,h +‖γ‖L∞(Ω)‖u‖L2(Ω)

)
‖v‖L2(Ω)

+C‖w‖L∞(Ω)

(
∑

K∈Th

h−1
K ‖u‖2

L2(∂K)

) 1
2
(

∑
K∈Th

hK‖v‖2
L2(∂K)

) 1
2

≤C
(
‖u‖1,h +‖u‖L2(Ω) + |u|1/2,Fh

)
‖v‖L2(Ω).

This proves the estimate forOh. �

2.4.2 Error bounds

Let us now denote by(u,b, p, r) the solution of the MHD problem and by(uh,bh, ph, rh)

its DG approximation. We split the velocity error as follows:

eu = u−uh = (u−ΠΠΠBu)+ (ΠΠΠBu−uh) = ηηηu + ξξξ u, (2.15)

where we use the Brezzi-Douglas-Marini (BDM) projectionΠΠΠB ontoVh∩H(div;Ω)

of degreek for the approximation of the velocity, see [11, PropositionIII.3.6]. This

allows us to use an exactly divergence-free approximation of the velocity and to de-

couple the velocity error from the pressure error which is crucial for bounding the

convection and coupling terms. For the other fields, specificapproximations will

be chosen at a later point.

For notational convenience, we introduce the product norm

|||(u,b, p, r)|||2 = ‖u‖2
1,h +‖u‖2

L2(Ω) + |u|21/2,Fh
+ ∑

F∈Fh

‖|w ·n| 1
2 [[u]]‖2

L2(F)

+‖b‖2
C + ν−1‖p‖2

L2(Ω) +‖r‖2
S.

Finally, we decomposebh andrh into

bh = bc
h +b⊥

h , rh = rc
h + r⊥h ,

with bc
h ∈ Cc

h, b⊥
h ∈ C⊥

h , rc
h ∈ Sc

h andr⊥h ∈ S⊥h , in accordance to (2.5).
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2.4.2.1 Error in u and b

We first prove two technical lemmas.

Lemma 2.4.3 There are constants C> 0 and Cε > 0 independent of the mesh size

andν such that

‖ξξξ u‖2
V + |b⊥

h |2C⊥ + |r⊥h |2S⊥

≤ ε‖b−bh‖2
C +CE (u,b, p)2 +Cε |||(ηηηu,b−c, p−q, r −s)|||2,

for anyε > 0, c∈ Cc
h, q∈ Qh, and s∈ Sc

h. The constant Cε depends onε .

Proof: Fix c∈ Cc
h, q∈ Qh, s∈ Sc

h andε > 0. As in (2.15), we write

eb = b−bh = (b−c)+ (c−bh)= ηηηb + ξξξ b,

ep = p− ph = (p−q)+ (q− ph) = ηp + ξp, (2.16)

er = r − rh = (r −s)+ (s− rh) = ηr + ξr .

We now proceed in the following steps.

Step 1:We first observe that, since the functionsbc
h andc are conforming in

Cc
h, we have

|b⊥
h |C⊥ = |c−bc

h−b⊥
h |C⊥ = |c−bh|C⊥ ≤ |ξξξ b|C.

Similarly, from the conformity ofrc
h ands in Sc

h,

|r⊥h |S⊥ = |s− rc
h− r⊥h |S⊥ = |s− rh|S⊥ = |ξr |S⊥ . (2.17)

Taking into account these two bounds, we have

‖ξξξ u‖2
V + |b⊥

h |2C⊥ + |r⊥h |2S⊥ ≤ ‖ξξξ u‖2
V + |ξξξ b|2C + |ξr |2S⊥ . (2.18)

To bound the right-hand side above, we observe (2.12), use the stability results for

Ãh + Oh, M̃h in Proposition 2.2.4, the fact thatJh(ξr ,ξr) = s0|ξr |2S⊥ , and add and
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subtract the coupling and multiplier terms. Thereby, we obtain

C1
(
‖ξξξ u‖2

V + |ξξξ b|2C + |ξr |2S⊥
)

≤ Ãh(ξξξ u,ξξξ u)+Oh(ξξξ u,ξξξ u)+Ch(ξξξ u,ξξξ b)+ B̃h(ξξξ u,ξp)

+ M̃h(ξξξ b,ξξξ b)−Ch(ξξξ u,ξξξ b)+ D̃h(ξξξ b,ξr)

− B̃h(ξξξ u,ξp)− D̃h(ξξξ b,ξr)+Jh(ξr ,ξr).

From this estimate and the error equations in Section 2.4.1,we now readily con-

clude that

C1
(
‖ξξξ u‖2

V + |ξξξ b|2C + |ξr |2S⊥
)
≤ T1 +T2+T3+T4, (2.19)

where

T1 = RA(ξξξ u)− Ã(ηηηu,ξξξ u)−Oh(ηηηu,ξξξ u)−Ch(ξξξ u,ηηηb)− B̃h(ξξξ u,ηp),

T2 = RM(ξξξ b)− M̃h(ηηηb,ξξξ b)+Ch(ηηηu,ξξξ b)− D̃h(ξξξ b,ηr),

T3 = B̃h(ηηηu,ξp),

T4 = −RD(ξr)+ D̃h(ηηηb,ξr)−Jh(ηr ,ξr).

Step 2:We now bound the termsT1−T4 under the additional assumption that

c belongs to the kernelXc
h defined in (2.6).

To boundT1, we use the estimate ofRA in Proposition 2.4.1, the continuity

of Ãh and B̃h in (2.8) and (2.10), respectively, and the bounds forCh andOh in

Proposition 2.4.2. Upon application of the arithmetic-geometric mean inequality,

we readily obtain that

|T1| ≤C‖ξξξ u‖V
(
E (u,b, p)+ |||(ηηηu,ηηηb,ηp,0)|||

)

≤ C1

2
‖ξξξ u‖2

V +CE (u,b, p)2 +C|||(ηηηu,ηηηb,ηp,0)|||2.
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Similarly, from Proposition 2.4.1, (2.9), (2.11) and Proposition 2.4.2, we have

|T2| ≤C|ξξξ b|C
(
E (u,b, p)+ |||(ηηηu,ηηηb,0,0)|||

)
+C‖ξξξ b‖C‖ηr‖S

≤C|ξξξ b|C
(
E (u,b, p)+ |||(ηηηu,ηηηb,0,0)|||

)
+C‖eb‖C‖ηr‖S+C‖ηηηb‖C‖ηr‖S.

Using the arithmetic-geometric mean inequality again, we have that, for allε > 0,

|T2| ≤
C1

2
|ξξξ b|2C +

C1

2
ε‖b−bh‖2

C +CE (u,b, p)2 +Cε |||(ηηηu,ηηηb,0,ηr)|||2.

Next, we claim thatT3 = 0. To see this, we note thatηηηu = u−ΠΠΠBu belongs

to H(div;Ω). It follows that [[ηηηu]]N = 0 on interior faces. In addition, by virtue

of [11, Proposition III.3.7] and since∇ ·u = 0, we have that∇ ·ηηηu = 0 in Ω. Then,

using the definition of̃Bh in [74] and the defining properties of the BDM projection

(cf. [11, Proposition III.3.6]), we conclude that

T3 = B̃h(ηηηu,ξp) = ∑
F∈FD

h

∫

F
ηηηu ·nξpds= 0;

thereby, proving thatT3 = 0.

For the termT4, we first note, sinces∈Sc
h, we haveJh(ηr ,ξr) = 0. Furthermore,

D̃h(ηηηb,ξr) = D̃h(ηηηb,s− rh) = D̃h(ηηηb,s− rc
h)− D̃h(ηηηb, r

⊥
h ).

From property (2.13), we conclude that

D̃h(ηηηb,s− rc
h) = D(b,s− rc

h)−D(c,s− rc
h).

Both terms on the right-hand side are zero: the first one due tothe fourth equa-

tion in the weak formulation of the MHD problem and the secondone due to the

assumption thatc∈ Xc
h. As a consequence, we obtain

T4 = −RD(ξr)− D̃h(ηηηb, r
⊥
h ).
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From Proposition 2.4.1 and the continuity ofD̃h in (2.11),

|T4| ≤C|ξr |S⊥E (u,b, p)+C‖ηηηb‖C‖r⊥h ‖S.

The norm-equivalence in Proposition 2.2.6 and the identity(2.17) yield

‖r⊥h ‖S≤C|r⊥h |S⊥ = C|ξr |S⊥ .

These results and the arithmetic-geometric mean inequality readily show that

|T4| ≤
C1

2
|ξr |2S⊥ +C

(
E (u,b, p)2 +‖ηηηb‖2

C

)
.

Combining (2.19) and the bounds forT1 throughT4 implies that

C1

2

(
‖ξξξ u‖2

V + |ξξξb|2C + |ξr |2S⊥
)

≤ C1

2
ε‖b−bh‖2

C +CE (u,b, p)2 +Cε |||(ηηηu,ηηηb,ηp,ηr)|||2.

Dividing the previous estimate byC1
2 and using (2.18) yield

‖ξξξ u‖2
V + |b⊥

h |2C⊥ + |r⊥h |2S⊥

≤ ε‖b−bh‖2
C +CE (u,b, p)2 +Cε |||(ηηηu,b−c, p−q, r −s)|||2,

(2.20)

provided thatc∈ Xc
h.

Step 3: We show that, in estimate (2.20), the approximationc ∈ Xc
h can be

replaced by anyc∈ Cc
h. To that end, takec∈ Cc

h and look fora∈ Cc
h such that

D̃h(a,s) = D̃h(b−c,s) ∀s∈ Sc
h.

By (2.11), the right-hand side is a continuous functional onSc
h. SinceXc

h is non-

empty andD̃h = D on Cc
h×Sc

h, cf. (2.13), the inf-sup condition forD in Proposi-

tion 2.2.7 implies that there exists at least one non-trivial solutiona∈Cc
h satisfying

‖a‖C ≤C‖b−c‖C,
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with a constantC > 0 only depending on the continuity constant ofD̃h and the

discrete inf-sup constant ofD on Cc
h ×Sc

h in Proposition 2.2.7, see [11, Equa-

tion II.2.20]. By construction, we havea+ c ∈ Xc
h, since, due to (2.13) and the

fourth equation of the weak formulation of the MHD system, there holds

D̃h(b,s) = D(b,s) = 0 ∀s∈ Sc
h.

Consequently,(a+c) can be used as an approximation in (2.20). In addition,

‖b− (a+c)‖C ≤ ‖b−c‖C +‖a‖C ≤C‖b−c‖C,

and inequality (2.20) holds for anyc∈ Cc
h, which completes the proof. �

Lemma 2.4.4 There exists a constant C> 0 independent of the mesh size andν
such that

‖b−bh‖2
C ≤C

(
‖ξξξ u‖2

V + |b⊥
h |2C⊥ + |r⊥h |2S⊥ + |||(ηηηu,b−c,0, r −s)|||2

)
,

for anyc∈ Cc
h and s∈ Sc

h.

Proof: Let c∈ Cc ands∈ Sc
h. Again, we split the errors inb andr into two parts

and adopt the same notation as in (2.16). We now proceed in twosteps.

Step 1:We first consider the case where the approximationc∈ Cc
h to the mag-

netic fieldb is such that

c−bc
h ∈ Xc

h. (2.21)

It can be readily shown that non-trivial approximations of this type exist. To show

this, consider the problem: findc∈ Cc
h such that

D̃h(c,s) = D̃h(bc
h,s) ∀s∈ Sc

h. (2.22)

As before, the right-hand side is a continuous functional onSc
h, cf. (2.11), and

the discrete inf-sup condition forD in Proposition 2.2.7, cf. (2.13), ensures that

problem (2.22) admits at least one non-trivial solutionc∈ Cc
h which then satisfies

property (2.21).
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Now let c ∈ Cc
h be such that (2.21) holds. We decompose the functionξξξ b =

c−bh into

ξξξ b = ξξξ c
b + ξξξ⊥

b , ξξξ c
b ∈ Cc

h, ξξξ⊥
b ∈ C⊥

h , (2.23)

according to (2.5). Since the approximationc belongs to the conforming spaceCc
h,

we have

ξξξ c
b = (c−bc

h), ξξξ⊥
b = −b⊥

h . (2.24)

Next, we bound‖ξξξ c
b‖C. Due to the coercivity ofM̃h on Ch, see Proposi-

tion 2.2.4 and (2.12), and the fact thatξξξ b = ξξξ c
b −b⊥

h , we have

C1‖ξξξ c
b‖2

C ≤ M̃h(ξξξ
c
b,ξξξ

c
b) = M̃h(ηηηb + ξξξ b,ξξξ

c
b)− M̃h(ηηηb,ξξξ

c
b)+ M̃h(b⊥

h ,ξξξ c
b).

Using the error equation from Section 2.4.1, we obtain that

M̃h(ηηηb + ξξξ b,ξξξ
c
b) = RM(ξξξ c

b)+Ch(ηηηu + ξξξ u,ξξξ
c
b)− D̃h(ξξξ

c
b,ηr + ξr).

The termRM(ξξξ c
b) is zero becauseξξξ c

b ∈Cc
h. The term−D̃h(ξξξ

c
b,ηr +ξr) can be sim-

plified as follows: sinceξξξ c
b = c−bc

h ands∈ Sc
h, we deduce from (2.21) and (2.12)

that

−D̃h(ξξξ c
b,ηr + ξr) = −D̃h(ξξξ c

b,ηr)− D̃h(ξξξ c
b,s− rc

h− r⊥h )

= −D̃h(ξξξ
c
b,ηr)+ D̃h(ξξξ

c
b, r

⊥
h ).

From the previous discussion, we conclude that

C1‖ξξξ c
b‖2

C ≤ S1 +S2, (2.25)

where

S1 = −M̃h(ηηηb,ξξξ
c
b)+Ch(ηηηu,ξξξ

c
b)− D̃h(ξξξ c

b,ηr),

S2 = M̃h(b⊥
h ,ξξξ c

b)+Ch(ξξξ u,ξξξ
c
b)+ D̃h(ξξξ

c
b, r

⊥
h ).
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The continuity properties of̃Mh, D̃h andCh in (2.9), (2.11) and Proposition 2.4.2,

respectively, and the arithmetic-geometric mean inequality yield

|S1| ≤
C1

4
‖ξξξ c

b‖2
C +C

(
|ηηηb|2C +‖ηηηu‖2

L2(Ω) + |ηηηu|2−1/2,Fh
+‖ηr‖2

S

)
.

Similarly,

|S2| ≤
C1

4
‖ξξξ c

b‖2
C +C

(
‖b⊥

h ‖2
C +‖ξξξ u‖2

L2(Ω) +‖r⊥h ‖2
S

)

≤ C1

4
‖ξξξ c

b‖2
C +C

(
|b⊥

h |2C⊥ +‖ξξξ u‖2
V + |r⊥h |2S⊥

)
,

where we have also used the norm-equivalence results in Proposition 2.2.6.

Combining (2.25) with the estimates forS1 andS3, we conclude that

‖ξξξ c
b‖2

C ≤C
(
‖ξξξ u‖2

V + |b⊥
h |2C⊥ + |r⊥h |2S⊥ + |||(ηηηu,ηηηb,0,ηr)|||2

)
.

Therefore, the previous estimate, the decomposition (2.23)–(2.24), the triangle in-

equality and the norm equivalence in Proposition 2.2.6 yield that

‖b−bh‖2
C ≤C(‖ηηηb‖2

C +‖ξξξ b‖2
C)

≤C(‖ηηηb‖2
C +‖ξξξ c

b‖2
C + |b⊥

h |2C⊥)

≤C(‖ξξξ u‖2
V + |b⊥

h |2C⊥ + |r⊥h |2S⊥ + |||(ηηηu,b−c,0, r −s)|||2
)
,

for anys∈ Sc
h andc∈ Cc

h satisfying (2.21).

Step 2:We now show that the last bound of Step 1 holds forc∈ Cc
h arbitrary.

Proceeding as before, we can find a non-trivial functiona∈ Cc
h such that





D̃h(a,s) = D̃h(b−c−b⊥
h ,s) ∀s∈ Sc

h,

‖a‖C ≤C
(
‖b−c‖C +‖b⊥

h ‖C
)
.

(2.26)

43



Then, due to the properties in (2.12), (2.13) and the weak formulation of the equa-

tions and the DG discretization, we have

D((a+c)−bc
h,s) = D̃h((a+c)−bc

h,s)

= D̃h(b−bh,s) = D(b,s)−Dh(bh,s) = 0,

for anys∈ Sc
h. Hence,(a+ c)−bc

h ∈ Xc
h anda+ c satisfies (2.21). It can then be

used as an approximation in the last inequality of Step 1. In view of (2.26) and the

norm-equivalence in Proposition 2.2.6, we obtain

‖b− (a+c)‖C ≤ ‖b−c‖C +‖a‖C ≤C‖b−c‖C + |b⊥
h |C⊥ .

It follows that the last inequality of Step 1 holds for any approximation c ∈ Cc
h,

which completes the proof of the lemma. �

We are now ready to bound the errors inu andb.

Theorem 2.4.5 There exists a constant C> 0, independent of the mesh size andν
such that

‖u−uh‖V +‖b−bh‖C + |b⊥
h |C⊥ + |r⊥h |S⊥

≤CE (u,b, p)+C|||(ηηηu,b−c, p−q, r −s)|||,

for anyc∈ Cc
h, q∈ Qh and s∈ Sc

h.

Proof: Fix c ∈ Cc
h, q ∈ Qh and s ∈ Sc

h. Decomposing the errors as in (2.15)

and (2.16), we obtain from the triangle inequality, Lemma 2.4.4 and Lemma 2.4.3:

‖u−uh‖2
V +‖b−bh‖2

C + |b⊥
h |2C⊥ + |r⊥h |2S⊥

≤C
(
‖ηηηu‖2

V +‖ξξξ u‖2
V +‖b−bh‖2

C + |b⊥
h |2C⊥ + |r⊥h |2S⊥

)

≤C
(
‖ξξξ u‖2

V + |||(ηηηu,ηηηb,0,ηr)|||2 + |b⊥
h |2C⊥ + |r⊥h |2S⊥

)

≤Cε‖b−bh‖2
C +C

(
E (u, p,b)2 +Cε |||(ηηηu,b−c, p−q, r −s)|||2

)
.
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Choosingε = 1
2C and bringing the term1

2‖b−bh‖2
C to the left-hand side now read-

ily implies the assertion. �

2.4.2.2 Error in p and r

Next, we bound the errors in the pressurep and the multiplierr.

Proposition 2.4.6 There is a constant C> 0 independent of the mesh size andν
such that

‖p− ph‖L2(Ω) ≤C(E (u,b, p)+ |||(ηηηu,b−c, p−q, r −s)|||) ,

for anyc∈ Cc
h, q∈ Qh and s∈ Sc

h.

Proof: We begin by recalling the Poincaré inequality for piecewise smooth func-

tions cf. [9, Remark 1.1]:

‖v‖L2(Ω) ≤C‖v‖1,h, v ∈ V(h). (2.27)

Let nowc∈ Cc
h, q∈ Qh ands∈ Sc

h. As before, we split the errors into two parts

and adopt the same notation as in (2.16). Obviously, by the triangle inequality

‖p− ph‖L2(Ω) ≤ ‖ηp‖L2(Ω) +‖ξp‖L2(Ω). (2.28)

We must then further estimate‖ξp‖L2(Ω). To this end, we make use of the continu-

ous inf-sup condition overV×Q; see, e.g., [11]. Therefore, we conclude that there

is v ∈ V such that

C‖ξp‖L2(Ω) ≤ B̃h(v,ξp) and ‖v‖H1(Ω) ≤ 1, (2.29)

where we have also used (2.13). We now setvh = ΠΠΠBv with ΠΠΠB denoting the BDM

projection intoVh∩H(div;Ω). By using the definition of the extended form̃Bh

in [74], (2.12), (2.13) and the properties of the BDM projection, we readily obtain

B̃h(vh,ξp) = B̃h(v,ξp).
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In addition, the approximation property of the BDM projection and (2.29) guaran-

tee that

‖vh‖1,h ≤ ‖v−vh‖1,h +‖v‖1,h ≤C‖v‖H1(Ω) ≤C. (2.30)

We use the error equations from Section 2.4.1 to obtain

B̃h(vh,ξp) = T1 +T2+T3+T4, (2.31)

where

T1 = RA(vh)− Ãh(ηηηu,vh)−Oh(ηηηu,vh)− B̃h(vh,ηp),

T2 = −Ch(vh,b−bh),

T3 = −Ãh(ξξξ u,vh),

T4 = −Oh(ξξξ u,vh).

Let us boundT1, T2, T3 andT4.

For T1, we use Proposition 2.4.1, the continuity results forÃh, B̃h andOh in

(2.8), (2.10) and Proposition 2.4.2, respectively, combined with the Poincaré in-

equality (2.27). We obtain

|T1| ≤C‖vh‖1,h

(
ν

1
2 E (u,b, p)+ |||(ηηηu,0,ηp,0)|||

)

≤C
(

ν
1
2 E (u,b, p)+ |||(ηηηu,0,ηp,0)|||

)
,

where we have also used (2.30).

To estimateT2, we use the continuity ofCh in Proposition 2.4.2 and the Poincaré

inequality (2.27):

|T2| ≤C‖vh‖L2(Ω)|b−bh|C ≤C‖vh‖1,h‖b−bh‖C.

From the bound forb−bh in Theorem 2.4.5 and (2.30), we thus conclude

|T2| ≤C
(
E (u,b, p)+ |||(ηηηu,ηηηb,ηp,ηr)|||

)
.
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To boundT3, we proceed similarly: we use the continuity ofÃh, the bound

for ξξξ u in Lemma 2.4.3 (withε = 1), the error boundb−bh in Theorem 2.4.5 and

(2.30). We readily conclude that

|T3| ≤Cν
1
2 (E (u,b, p)+ |||(ηηηu,ηηηb,ηp,ηr)|||) .

The termT4 is the reason for introducing the continuous velocity fieldv in (2.28).

To bound this term, we proceed as follows. We integrate by parts the formOh and

write

Oh(ξξξ u,vh) = T4,1 +T4,2+T4,3,

with

T4,1 = − ∑
K∈Th

∫

K
(w ·∇)vh ·ξξξ u dx+ ∑

K∈Th

∫

K
(γ −∇ ·w)ξξξu ·vh dx,

T4,2 = ∑
K∈Th

∫

∂K+\Γ+

w ·nKξξξ u · (vh−ve
h)ds,

T4,3 =

∫

Γ+

w ·nξξξu ·vh ds,

whereΓ+ = {x ∈ Γ : w(x) ·n(x) ≥ 0} and∂K+ = {x ∈ ∂K : w(x) ·nK ≥ 0}. Em-

ploying the Poincaré inequality (2.27), the termT4,1 can be readily bounded by

|T4,1| ≤C‖ξξξ u‖L2(Ω)

(
‖vh‖1,h +‖vh‖L2(Ω)

)
≤C‖ξξξ u‖V‖vh‖1,h.

For the termT4,2, we use arguments as in the proof of Proposition 2.4.2 and the

discrete trace inequality (2.14) to obtain

|T4,2| ≤ C‖w‖L∞(Ω)

(
∑

K∈Th

hK‖ξξξ u‖2
L2(∂K)

) 1
2
(

∑
F∈F I

h

h−1
F ‖[[vh]]‖2

L2(F)

) 1
2

≤ C‖w‖L∞(Ω)‖ξξξ u‖L2(Ω)‖vh‖1,h ≤C‖ξξξ u‖V‖vh‖1,h.

Finally, the termT4,3 can be written as

T4,3 =

∫

Γ+

w ·nξξξu · (vh−v)ds+
∫

Γ+

w ·nξξξu ·vds≡ T4,3,1 +T4,3,2,
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with the continuous velocity fieldv from (2.29). For the first integral above, we

use the approximation properties of the BDM projection in [11, Proposition III.3.6]

and obtain

T4,3,1 ≤
(∫

Γ
|w ·n||ξξξ u|2ds

) 1
2
(∫

Γ
|w ·n||v−vh|2 ds

) 1
2

≤ Ch
1
2‖ξξξ u‖V‖v‖H1(Ω).

To estimate the second integral, we use the trace theorem forfunctions inH1(Ω).

This yields

T4,3,2 ≤
(∫

Γ
|w ·n||ξξξ u|2ds

) 1
2
(∫

Γ
|w ·n||v|2ds

) 1
2

≤C‖ξξξ u‖V‖v‖H1(Ω).

As a consequence, we see that

T4,3 ≤C‖ξξξ u‖V‖v‖H1(Ω).

Hence, from the above estimates, (2.29) and (2.30), we conclude that

|T4| ≤C‖ξξξ u‖V .

From Lemma 2.4.3 (withε = 1) and Theorem 2.4.5, we then obtain:

|T4| ≤C(E (u,b, p)+ |||(b−c, p−q, r −s)|||) .

The desired estimate for the pressure now follows from (2.28), (2.31) and the

above estimates forT1 throughT4. �

Finally, we bound the error inr.

Proposition 2.4.7 There is a constant C> 0 independent of the mesh size andν
such that

‖r − rh‖S≤C
(
E (u,b, p)+ |||(ηηηu,b−c, p−q, r −s)|||

)
,

for anyc∈ Cc
h, q∈ Qh and s∈ Sc

h.

48



Proof: Let c∈Cc
h, q∈Qh ands∈Sc

h. As before, we adopt the notation from (2.16).

By the triangle inequality, we have

‖r − rh‖S≤ ‖ηr‖S+‖ξr‖S.

To bound the term‖ξr‖S, we decomposeξr into

ξr = ξ c
r + ξ⊥

r , ξ c
r ∈ Sc

h, ξ⊥
r ∈ S⊥h , (2.32)

according to (2.5). Sincesbelongs to the conforming spaceSc
h, we have

ξ c
r = (s− rc

h), ξ⊥
r = −r⊥h . (2.33)

By the triangle inequality and the norm-equivalence in Proposition 2.2.6, we have

‖ξr‖S≤ ‖ξ c
r ‖S+‖r⊥h ‖S≤ ‖ξ c

r ‖S+C|r⊥h |S⊥ .

The latter term can be bounded by Theorem 2.4.5:

|r⊥h |S⊥ ≤C
(
E (u,b, p)+ |||(ηηηu,b−c, p−q, r −s)|||

)
.

To bound the former term, we use (2.13) and the inf-sup condition for D in Propo-

sition 2.2.7. Thereby, we obtain

C‖ξ c
r ‖S≤ sup

c∈Cc
h\{0}

D̃h(c,ξ c
r )

‖c‖C
.

Using (2.32) and (2.33), we write

D̃h(c,ξ c
r ) = D̃h(c,ηr + ξr)− D̃h(c,ηr)+ D̃h(c, r⊥h ),

and use the error equation in Section 2.4.1 to conclude that

D̃h(c,ξ c
r ) = RM(c)− M̃h(ηηηb,c)+Ch(ηηηu,c)

−M̃h(ξξξ b,c)+Ch(ξξξ u,c)− D̃h(c,ηr)+ D̃h(c, r⊥h )
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for all c∈ Cc
h. We note thatRM(c) = 0 for c∈ Cc

h. The continuity properties and

the norm-equivalence in Proposition 2.2.6 then yield

|D̃h(c,ξ c
r )| ≤C‖c‖C

(
|||(ηηηu,ηηηb,0,ηr )|||+‖ξξξ b‖C +‖ξξξ u‖V +‖r⊥h ‖S

)

≤C‖c‖C
(
|||(ηηηu,ηηηb,0,ηr )|||+‖b−bh‖C +‖ξξξ u‖V + |r⊥h |S⊥

)
.

Combining the above estimates with Lemma 2.4.3 (withε = 1) and Theorem 2.4.5

readily gives the assertion. �

2.4.2.3 Proof of Theorem 2.3.1

We are now ready to complete the proof of Theorem 2.3.1. In (2.15), the approxi-

mation for the velocityu has already be chosen to be the BDM projectionΠΠΠBu of

degreek. We now approximate the remaining fields as follows:

c = ΠΠΠNb, q = Πk−1p, s= ΠSr, (2.34)

whereΠΠΠN is theH(curl;Ω)-conforming Nédélec projection of the second kind of

degreek onto Cc
h; see [66, 68],Πk−1 the L2-projection of degreek− 1 ontoQh

and ΠS the H1-conforming nodal interpolation operator of degreek+ 1 into Sh.

The approximation properties of these operators immediately yield the following

result.

Proposition 2.4.8 Choosing the interpolants as in (2.34), there holds

|||(ηηηu,b−c, p−q, r −s)|||

≤Chmin{σ ,k}
(
‖u‖Hσ+1(Ω) + ν− 1

2‖p‖Hσ (Ω)

)

+Chmin{τ ,k}
(
‖b‖Hτ (Ω) +‖∇×b‖Hτ(Ω) +‖r‖Hτ+1(Ω)

)
,

with a constant C> 0 that is independent of the mesh size andν .

The error estimate in Theorem 2.3.1 now follows directly from the error es-

timates in Theorem 2.4.5, Proposition 2.4.6 and Proposition 2.4.7, in conjunction

with the approximation results in Proposition 2.4.1 and Proposition 2.4.8.
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2.5 Numerical results

In this section we present a series of numerical experimentsto highlight the practi-

cal performance of the mixed DG method introduced in this chapter for the numer-

ical approximation of incompressible MHD problems. Throughout this section,

we select the stabilization parameters as follows:a0 = α k2, m0 = µ k2 ands0 = 1,

α ,µ > 0, cf. [54], for example. To ensure stability of the underlying DG method

we setα = µ = 10 in 2D; for 3D simulations, it is necessary to increaseα andµ
to α = µ = 20.

All computations have been performed using the AptoFEM finite element soft-

ware package; see [36] for details. In order to solve the resulting system of lin-

ear equations, we have employed a variety of open-source software: for relatively

small numbers of degrees of freedom, we exploit the MUltifrontal Massively Par-

allel Solver (MUMPS), see [1] for details; for larger problems, we have used both

the out of core version of PARDISO [72], as well as the (parallel) additive Schwarz

preconditioned GMRES solver available in PETSc [6].

2.5.1 Smooth solutions

First, we verify the theoretical error bound stated in Theorem 2.3.1 for problems

with smooth analytical solutions.

2.5.1.1 Example 1: 2D problem in an L-shaped domain

The first example we consider is a two-dimensional version ofthe MHD problem

(2.1). While the Navier-Stokes operator has the same form intwo dimensions,

some care is required for the curl-curl operator and the coupling terms in the equa-

tions; see [66, Page 51] and [53] for details.

We consider the L-shaped domainΩ = (−1,1)2 \ ([0,1)× (−1,0]) with ΓN =

{(1,y) : y∈ (0,1)} andΓD = Γ\ΓN, cf. Figure 2.1(a). We setν = νm = κ = 1, w =

(2,1), γ = 0, d = (x,−y), and choose the forcing functionsf andg and boundary

conditions so that the analytical solution of the two-dimensional variant of (2.1) is
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Figure 2.1: Example 1. (a) Problem domain; (b) Initial unstructured triangu-
lar mesh.

of the form

u(x,y) = (−(ycosy+siny)ex,ysinyex), p(x,y) = 2exsiny,

b(x,y) = (−(ycosy+siny)ex,ysinyex), r(x,y) = −sinπx sinπy.

Here, we investigate the asymptotic convergence of the interior penalty DG method

on a sequence of successively finer quasi-uniform unstructured triangular meshes

for k = 1,2,3,4. In each case the meshes are constructed by uniformly refining the

initial mesh depicted in Figure 2.1(b).

In Figure 2.2 we plot the norms‖·‖V , ‖·‖C, and‖·‖S of the errorseu = u−uh,

eb = b− bh, ander = r − rh, respectively, against the square root of the number

of degrees of freedom in the finite element spaceVh ×Ch ×Qh ×Sh. Here, we

observe that both‖eu‖V and‖eb‖C converge to zero, for each fixedk, at the optimal

rate O(hk), as the mesh is refined, in accordance with Theorem 2.3.1. On the

other hand, for this mixed-order method,‖er‖S converges at the rateO(hk+1), for

eachk, ash tends to zero; this rate is indeed optimal, though this is notreflected by

Theorem 2.3.1, cf. also [54]. Additionally, in Figure 2.2(d), we plot the sum of the

three error contributions with respect to the square root ofthe number of degrees

of freedom in the finite element space. Clearly, as above, this converges to zero at

the optimal rate predicted by Theorem 2.3.1.

52



10
2

10
−6

10
−4

10
−2

10
0

1
1

1
2

1
3

1

4

 

 

k=1
k=2
k=3
k=4

‖e
u
‖ V

√
Degrees of Freedom

10
2

10
−8

10
−6

10
−4

10
−2

10
0

1
1

1
2

1
3

1

4

 

 

k=1
k=2
k=3
k=4

‖e
b
‖ C

√
Degrees of Freedom

(a) (b)

10
2

10
−8

10
−6

10
−4

10
−2

10
0

1
2

1
3

1
4

1

5

 

 

k=1
k=2
k=3
k=4

‖e
r‖

S

√
Degrees of Freedom

10
2

10
−6

10
−4

10
−2

10
0

1
1

1
2

1
3

1

4

 

 

k=1
k=2
k=3
k=4‖e

u
‖ V

+
‖e

b
‖ C

+
‖e

r‖
S

√
Degrees of Freedom

(c) (d)

Figure 2.2: Example 1. Convergence withh-refinement: (a)‖eu‖V ; (b)
‖eb‖C; (c) ‖er‖S; (d) ‖eu‖V +‖eb‖C +‖er‖S.

Second, we highlight the optimality of the proposed mixed method when the

components of the error are measured in terms of theL2-norm. From Figure 2.3

we observe that theL2-norm of the error in both the approximation to the velocity

field u and the magnetic fieldb tend to zero at the expected optimal rateO(hk+1),

for eachk, ash tends to zero. In agreement with Theorem 2.3.1, for each fixedk,

theL2-norm of the error in the pressurep, denoted byep = p− ph, tends to zero at

the optimal rateO(hk) as the mesh is enriched, while‖er‖L2(Ω) is of orderO(hk+2)

ash tends to zero.
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Figure 2.3: Example 1. Convergence withh-refinement: (a)‖eu‖L2(Ω); (b)
‖ep‖L2(Ω); (c) ‖eb‖L2(Ω); (d) ‖er‖L2(Ω).

2.5.1.2 Example 2: 3D problem in the unit cube

The second example is a 3D problem with a smooth analytical solution. Here, we

setΩ = (0,1)3 ⊂R
3 with ΓD = Γ andΓN = /0, ν = νm = κ = 1, w = (2,1,1), γ = 0,

andd = (x,−y,1), and selectf andg, together with appropriate inhomogeneous

boundary conditions, so that the solution of the incompressible MHD system (2.1)

is given by

u = (−(ycosy+siny+zcosz)ex,ysinyex,zsinzex),

b = (−(ycosy+siny+zcos(z))ex,ysinyex,zsinzex),

p = 2ex(siny+sinz)− p0, r = sinπx sinπy sinπz,
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k DOFsuh/ph ‖eu‖L2(Ω) l ‖eu‖V l ‖ep‖L2(Ω) l
576/48 6.400e-2 – 1.168 – 7.321e-1 –

1 4,608/384 1.647e-2 1.96 5.823e-1 1.00 4.564e-1 0.68
36,864/3,072 4.213e-3 1.97 2.896e-1 1.01 2.606e-1 0.81

294,912/24,5761.072e-3 1.97 1.442e-1 1.01 1.400e-1 0.90
1,440/192 5.082e-3 – 1.262e-1 – 3.424e-1 –

2 11,520/1,536 6.802e-4 2.90 3.162e-2 2.00 8.488e-2 2.01
92,160/12,288 8.417e-5 3.01 7.822e-3 2.02 2.127e-2 2.00

Table 2.1: Example 2. Convergence of‖eu‖L2(Ω), ‖eu‖V , and‖ep‖L2(Ω).

wherep0 = 4(−1+e+cos1−ecos1).

In Table 2.1 we investigate the asymptotic rate of convergence of the error in

the approximation of the hydrostatic variables; here,l denotes the computed rate of

convergence. To this end, we show‖eu‖L2(Ω), ‖eu‖V , and‖ep‖L2(Ω) computed on

a sequence of uniformly refined tetrahedral meshes fork = 1,2. As in the previous

example, we again observe optimal rates of convergence for all three measures of

the error. Indeed, in accordance with Theorem 2.3.1, both‖eu‖V and‖ep‖L2(Ω)

tend to zero at the optimal rateO(hk), for each fixedk, as the mesh is refined.

Additionally, we observe that‖eu‖L2(Ω) is of optimal orderO(hk+1) ash tends to

zero.

The corresponding errors for the magnetic variables are shown in Tables 2.2 &

2.3. Here, we clearly observe the optimality of the approximation to the magnetic

field b. Indeed, from Table 2.2 we observe that‖eb‖L2(Ω) and‖eb‖C converge to

zero at the optimal ratesO(hk+1) andO(hk), respectively, for each fixedk, as the

mesh is refined. As in the previous example, we again observe that‖er‖L2(Ω) and

‖er‖S are of orderO(hk+2) andO(hk+1), respectively, as the mesh is uniformly

refined.

2.5.2 Example 3: 2D problem with a singular solution

To verify the ability of the proposed interior penalty DG method to capture the

strongest magnetic (and hydrostatic) singularities, we consider a problem in which

the precise regularity of the analytical solution is known.To this end, we again
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k DOFsbh ‖eb‖L2(Ω) l ‖eb‖C l
576 7.289e-2 – 7.324e-1 –

1 4,608 2.076e-2 1.81 3.445e-1 1.09
36,864 5.486e-3 1.92 1.668e-1 1.05
294,912 1.399e-3 1.97 8.184e-2 1.03
1,440 6.082e-3 – 4.920e-2 –

2 11,520 7.953e-4 2.94 1.146e-2 2.10
92,160 1.006e-4 2.98 2.767e-3 2.05

Table 2.2: Example 2. Convergence of‖eb‖L2(Ω) and‖eb‖C.

k DOFsrh ‖er‖L2(Ω) l ‖er‖S l
480 1.038e-1 – 1.546 –

1 3,840 1.766e-2 2.56 5.098e-1 1.60
30,720 2.350e-3 2.91 1.363e-1 1.90
245,760 2.924e-4 3.01 3.405e-2 2.00

960 1.327e-2 – 2.559e-1 –
2 7,680 8.567e-4 3.95 3.430e-2 2.90

61,440 5.135e-5 4.06 4.210e-3 3.03

Table 2.3: Example 2. Convergence of‖er‖L2(Ω) and‖er‖S.

let Ω be the L-shaped domain employed in Example 1 above withΓN = {(1,y) :

y ∈ (0,1)} andΓD = Γ \ΓN. We chooseν = νm = κ = 1, and setw = 0, γ = 0

and d = (−1,1). Hence, the Navier-Stokes operator coincides with the Stokes

equations. We further choosef andg, and appropriate inhomogeneous boundary

conditions so that the solution to this problem is given by the strongest corner

singularities for the underlying elliptic operators. Thatis, in polar coordinates

(ρ ,φ) around the origin, the hydrostatic solution componentsu andp are taken to

be

u(ρ ,φ) =




ρλ ((1+ λ )sin(φ)ψ(φ)+cos(φ)ψ ′(φ))

ρλ (−(1+ λ )cos(φ)ψ(φ)+sin(φ)ψ ′(φ))


 ,

p(ρ ,φ) = −ρλ−1((1+ λ )2ψ ′(φ)+ ψ ′′′(φ))/(1−λ ),
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where

ψ(φ) =sin((1+ λ )φ)cos(λω)/(1+ λ )−cos((1+ λ )φ)

−sin((1−λ )φ)cos(λω)/(1−λ )+cos((1−λ )φ),

with λ ≈ 0.54448373678246 andω = 3π/2. The magnetic pair(b, r) is taken as

b(x) = ∇(ρ2/3sin(2/3φ)), r(x) ≡ 0.

We point out that the magnetic fieldb does not belong toH1(Ω)2 and thus cannot

be correctly captured by nodal elements. In fact, for this example, we have that

(u, p) ∈ H1+λ (Ω)2×Hλ (Ω) andb ∈ H2/3(Ω)2. Thus, the limiting regularity ex-

ponent, cf. (2.7a) and (2.7b), appearing in Theorem 2.3.1 isλ which stems from

the regularity of the hydrostatic variables.

In this example we study the asymptotic convergence of the interior penalty DG

method on the sequence of successively finer quasi-uniform unstructured triangular

meshes employed in Example 1, cf. Figure 2.1(b), withk = 1,2,3. Table 2.4

presents theL2-norm of the error in both the computed velocityuh and pressure

ph, as well as the‖ · ‖V -norm of the error inuh. In agreement with Theorem 2.3.1

we see that both‖eu‖V and‖ep‖L2(Ω) tend to zero at the optimal rateO(hλ ) as

h tends to zero. The rate of convergence of‖eu‖L2(Ω) is observed to be between

O(h1.2) andO(h1.5) approximately as the mesh is uniformly refined.

From Table 2.5 we observe that both‖eb‖L2(Ω) and‖eb‖C are approximately

O(h) as h tends to zero. For this latter error, this rate is higher thanwhat we

would expect from Theorem 2.3.1. However, this same behaviour of the error

has also been observed in the case of simply approximating the time-harmonic

Maxwell operator in isolation, cf. [54]. In contrast, from Table 2.6, we observe

that‖er‖S converges to zero at the rateO(h2/3) as the mesh is refined. In terms of

the numerical approximation of the time-harmonic Maxwell operator in isolation,

this rate is indeed optimal, cf. [54], though this is not reflected in Theorem 2.3.1.

Finally, we note that theL2-norm of the error in the approximation to the variable

r tends to zero at the rateO(h4/3) ash tends to zero.
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k DOFsuh/ph ‖eu‖L2(Ω) l ‖eu‖V l ‖ep‖L2(Ω) l
144/24 1.311e-1 – 1.910 – 1.443 –
576/96 4.638e-2 1.50 1.352 0.50 1.064 0.44

1 2,304/384 1.632e-2 1.51 9.419e-1 0.52 7.690e-1 0.47
9,216/1,536 5.837e-3 1.48 6.510e-1 0.53 5.436e-1 0.50
36,864/6,144 2.120e-3 1.46 4.482e-1 0.54 3.789e-1 0.52

288/72 6.089e-2 – 1.075 – 1.520 –
1,152/288 2.405e-2 1.34 7.382e-1 0.54 9.010e-1 0.75

2 4,608/1,152 9.434e-3 1.35 5.065e-1 0.54 5.852e-1 0.62
18,432/4,608 3.837e-3 1.30 3.474e-1 0.54 3.910e-1 0.58
73,728/18,432 1.630e-3 1.24 2.383e-1 0.54 2.649e-1 0.56

480/144 3.094e-2 – 7.498e-1 – 9.219e-1 –
1,920/576 1.198e-2 1.37 5.151e-1 0.54 5.809e-1 0.67

3 7,680/2,304 4.844e-3 1.31 3.532e-1 0.54 3.779e-1 0.62
30,720/9,216 2.054e-3 1.24 2.422e-1 0.54 2.527e-1 0.58

122,880/36,864 9.046e-4 1.18 1.661e-1 0.54 1.713e-1 0.56

Table 2.4: Example 3. Convergence of‖eu‖L2(Ω), ‖eu‖V , and‖ep‖L2(Ω).

Figure 2.4: Example 4. Initial unstructured triangular mesh.

2.5.3 Hartmann channel flow

Finally, we consider 2D and 3D Hartmann channel flow problems; cf. [35]. Note

that assumption (2.2) is not satisfied in these examples. However, the particular

structure of the solutions implies that(w ·∇)u = 0 and assumption (2.2) is not

relevant in this context.
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k DOFsbh ‖eb‖L2(Ω) l ‖eb‖C l
144 2.601e-1 – 4.091e-1 –
576 1.492e-1 0.80 2.291e-1 0.84

1 2,304 7.699e-2 0.96 1.112e-1 1.04
9,216 4.038e-2 0.93 5.280e-2 1.07
36,864 2.265e-2 0.84 2.657e-2 0.99

288 2.244e-1 – 3.649e-1 –
1,152 1.124e-1 1.00 1.785e-1 1.03

2 4,608 5.371e-2 1.07 8.065e-2 1.15
18,432 2.679e-2 1.00 3.654e-2 1.14
73,728 1.452e-2 0.88 1.766e-2 1.05

480 1.888e-1 – 3.090e-1 –
1,920 9.013e-2 1.07 1.448e-2 1.09

3 7,680 4.156e-2 1.12 6.363e-2 1.19
30,720 2.004e-2 1.05 2.812e-2 1.18
122,880 1.055e-2 0.93 1.320e-2 1.09

Table 2.5: Example 3. Convergence of‖eb‖L2(Ω) and‖eb‖C.

2.5.3.1 Example 4: 2D Hartmann flow

In the domainΩ = (0,L)× (−1,1), L ≫ 1, we consider the steady 2D unidirec-

tional flow under a constant pressure gradient−G in thex-direction. We set

w=

(
G

νHatanh(Ha)

(
1−cosh(yHa)

cosh(Ha)

)
,0

)
, d=

(
G
κ

(
sinh(yHa)
sinh(Ha)

−y

)
,1

)
,

γ = 0, f = 0, andg = 0. Additionally, we impose the boundary conditions

u = 0 on y = ±1,

(pI −ν∇u)n = pNn on x = 0 andx = L,

n×b = n×bD on Γ,

where

bD = (0,1), pN = −Gx− G2

2κ

(
sinh(yHa)
sinh(Ha)

−y

)2

+ p0,
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k DOFsrh ‖er‖L2(Ω) l ‖er‖S l
144 2.397e-1 – 2.107 –
576 1.150e-1 1.06 1.768 0.25

1 2,304 4.860e-2 1.24 1.265 0.48
9,216 1.946e-2 1.32 8.384e-1 0.59
36,864 7.664e-3 1.34 5.387e-1 0.64

240 1.944e-1 – 2.728 –
960 8.588e-2 1.18 2.066 0.40

2 3,840 3.498e-2 1.30 1.412 0.55
15,360 1.382e-2 1.34 9.193e-1 0.62
61,440 5.419e-3 1.35 5.868e-1 0.65

360 1.621e-1 – 3.188 –
1,440 6.932e-2 1.23 2.323 0.46

3 5,760 2.784e-2 1.32 1.559 0.58
23,040 1.095e-2 1.35 1.008 0.63
92,160 4.290e-3 1.35 6.415e-1 0.65

Table 2.6: Example 3. Convergence of‖er‖L2(Ω) and‖er‖S.

and p0 is any constant. The analytical solution to the incompressible MHD equa-

tions is given byu = w, b = d, p = pN, r ≡ 0, whereκ = ννmHa2. We note that

the fluid always moves in the direction in which the pressure decreases. We set

L = 10,ν = νm = 0.1, Ha= 10,G = 0.5, andp0 = 10.

First, in Figure 2.5 we investigate the asymptotic convergence of the interior

penalty DG method on a sequence of successively finer quasi-uniform unstructured

triangular meshes fork = 1,2,3. In each case the meshes are constructed by uni-

formly refining the initial unstructured mesh depicted in Figure 2.4. Here, we plot

the norms‖ · ‖V , ‖ · ‖C, ‖ · ‖S, and‖ · ‖L2(Ω) of the errorseu, eb, er , andep, respec-

tively, with respect to the square root of the number of degrees of freedom in the

finite element spaceVh×Ch×Qh×Sh. As in the previous examples presented in

Section 2.5.1, we observe that‖eu‖V , ‖eb‖C and‖ep‖L2(Ω) converge to zero, for

each fixedk, at the optimal rateO(hk) as the mesh is refined, in accordance with

Theorem 2.3.1, while‖er‖S converges at the rateO(hk+1), for eachk, ash tends

to zero. Moreover, we note that theL2-norms of the error in the approximation to

u, b andr tend to zero optimally, cf. Section 2.5.1; for brevity, these results have
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Figure 2.5: Example 4. Convergence withh-refinement: (a)‖eu‖V ; (b)
‖eb‖C; (c) ‖er‖S; (d) ‖ep‖L2(Ω).

been omitted.

Finally, in Figures 2.6 & 2.7 we show the DG solution computedon the finest

mesh with 41216 elements, employingk = 1; thereby, the total number of degrees

of freedom employed in the finite element spaceVh ×Ch ×Qh ×Sh is 783104.

In particular, from Figure 2.7, we observe extremely good agreement between the

computed and analytical solutions of the first components inthe velocity and mag-

netic fields.

2.5.3.2 Example 5: 3D Hartmann flow

In this final example, we consider the steady 3D unidirectional flow in the rectan-

gular duct given byΩ = [0,L]× [−y0,y0]× [−z0,z0] with y0,z0 ≪ L. We takew = u
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(a)

(b)

Figure 2.6: Example 4. DG solution computed on the finest mesh withk = 1:
(a) Velocity field; (b) Magnetic field.
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Figure 2.7: Example 4. DG solution computed on the finest mesh withk = 1.
Slices alongx = 5, −1≤ y≤ 1 of the solution: (a) First component of
the velocity field; (b) First component of the magnetic field.

(cf. below),f = g = 0, γ = 0, d = (0,1,0), and consider solutions of the form

u = (u(y,z),0,0), b = (b(y,z),1,0), p = −Gx+ p0, r ≡ 0.
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(a)

(b)

Figure 2.8: Example 5. DG solution computed on a uniform tetrahedral mesh
with k = 1: (a) Velocity field; (b) Magnetic field.

We enforce the boundary conditions

u = 0 for y = ±y0 andz= ±z0,

(pI −ν∇u)n = pNn for x = 0 andx = L,

n×b = n×bD on Γ,

with pN = −Gx+ p0 andbD = (0,1,0). As before,G and p0 are arbitrary con-

stants. For this channel problem, the analytical solution can be expressed by

Fourier series; for details, we refer to [34]. Here, we setL = 10, y0 = 2, z0 = 1,
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Figure 2.9: Example 5. DG solution computed on a uniform tetrahedral mesh
with k= 1. Slices alongx= 5,−1≤ y≤1,z= 0 of the solution: (a) First
component of the velocity field; (b) First component of the magnetic
field.

ν = νm = 0.1, Ha= 5, G = 0.5, andp0 = 10.

In Figures 2.8 & 2.9 we show the DG solution computed on a uniform tetra-

hedral mesh comprising of 30720 elements with the polynomial degreek = 1;

this results in a total of 1075200 degrees of freedom in the finite element space

Vh×Ch×Qh×Sh. In particular, from Figure 2.9, we observe that there is reason-

ably good agreement between the computed and analytical solutions of the first

components in the velocity and magnetic fields on this relatively coarse mesh.

However, here we do observe some over-shoots in the computedsolution, which

are particularly evident in the approximation to the magnetic field.

2.6 Conclusions

In this chapter, we have proposed and analyzed a mixed DG method for a linear

incompressible magnetohydrodynamics problem. We have derived a priori error

estimates and computationally verified them with a set of numerical examples. We

have further tested the methods for channel flow problems in both two- and three-

dimensions. As mentioned in Remark 2.3.3, our analysis can be easily adapted

to the case where conforming Nédélec elements are used forthe approximation

of the magnetic unknowns. It can also be extended to the divergence-conforming
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Pd
k −Pk−1 elements proposed in [20] for the approximation of the fluid variables.

The systematic development of efficient solution methods and preconditioners

for the proposed discretization is the subject of ongoing research. Indeed, a wide

variety of efficient and robust saddle point solvers are available in the literature

for both the Oseen operator and the Maxwell operator. However, these approaches

need to be extended to MHD problems of the form (2.1). We also refer the reader

to [48] and [73, Section 3.4] for discussions of iterative strategies that amount to the

solution of a sequence of decoupled Navier-Stokes and Maxwell problems. Ongo-

ing work also includes extensions of the method to fully nonlinear incompressible

MHD systems, which will be presented in Chapter 3.

65



Chapter 3

A mixed finite element method

with exactly divergence-free

velocities for nonlinear

incompressible

magnetohydrodynamics

We introduce and analyze a mixed finite element method for thenumerical dis-

cretization of a stationary incompressible magnetohydrodynamics problem, in two

and three dimensions. The velocity field is discretized using divergence-conforming

Brezzi-Douglas-Marini (BDM) elements and the magnetic field is approximated

by curl-conforming Nédélec elements. TheH1-continuity of the velocity field is

enforced by a DG approach. Central features of the method arethat it produces ex-

actly divergence-free velocity approximations, and captures the strongest magnetic

singularities. We prove that the energy norm error is convergent in the mesh size

in general Lipschitz polyhedra under minimal regularity assumptions, and derive

nearly optimal a priori error estimates for the two-dimensional case. We present a

comprehensive set of numerical experiments, which indicate optimal convergence

of the proposed method for two-dimensional as well as three-dimensional prob-
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lems.

3.1 Introduction

We consider a standard form of the incompressible MHD equations as derived

in [3, Section 2]; see also [33, 35, 48]. That is, we neglect phenomena involving

high frequency as well as the convection current, and consider a non-polarizable,

non-magnetizable and homogeneous medium. In addition, to make the curl-curl

operator arising in the Maxwell equations amenable to discretization with Nédélec

elements, we use the mixed formulation proposed in [73]. Thegoverning equations

are then of the form

−ν ∆u+(u ·∇)u+ ∇p−κ (∇×b)×b = f in Ω, (3.1a)

∇ ·u = 0 in Ω, (3.1b)

κνm∇× (∇×b)+ ∇r −κ ∇× (u×b) = g in Ω, (3.1c)

∇ ·b = 0 in Ω. (3.1d)

Here,u is the velocity,b the magnetic field,p the hydrostatic pressure, andr is

a Lagrange multiplier associated with the divergence constraint on the magnetic

field b. The functionsf andg represent external force terms. For simplicity, we

consider the following pure Dirichlet (i.e.,Γ = ΓD) homogeneous boundary condi-

tions:

u = 0 on Γ, (3.2a)

n×b = 0 on Γ, (3.2b)

r = 0 onΓ, (3.2c)

with n being the unit outward normal onΓ. By taking the divergence of the mag-

netostatic equation (3.1c), we obtain the Poisson problem

∆r = ∇ ·g in Ω, r = 0 onΓ. (3.3)
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Sinceg is typically divergence-free in physical applications, the multiplier r is

typically zero and its primary purpose is to ensure stability; see [29, Section 3].

Various finite element methods for discretizing linear and nonlinear MHD sys-

tems can be found in the literature. The magnetic field is often approximated by

standard nodal (i.e.,H1-conforming) finite elements [3, 33, 45, 46, 48]. However,

since the strongest magnetic singularities have regularity below H1, straightfor-

wardly applied nodal elements may fail to resolve them in non-convex polyhedral

domains; see [23] and the references therein. A number of remedies have been

proposed for electromagnetic problems, for example the weighted regularization

approach in [24] or the approach in [7], whereby the divergence of the electric

field is stabilized inH−α with 1
2 < α < 1. In [50], weighted regularization has

been applied to a full incompressible MHD system.

In the mixed formulation of [73] the above mentioned difficulties associated

with nodal elements are seamlessly avoided without the needfor stabilizing the

divergence. This approach amounts to introducing the Lagrange multiplierr, and

yields the PDE system (3.1). As a result, it is possible to usecurl-conforming

Nédélec elements for approximating the magnetic field. For these elements, only

tangential continuity is enforced across inter-elementalfaces. This makes this ap-

proach feasible in situations of highly singular magnetic fields [52, 66, 68]. In the

context of incompressible magnetohydrodynamics, a related mixed approach for

the discretization of the magnetic unknowns has been presented in [30].

We are interested in discretizations for incompressible MHD problems that are

based on discontinuous Galerkin methods; see, e.g., the surveys [14, 16, 28] and

the references therein. In [46], an interior penalty technique is applied to enforce

continuity of the magnetic variable across domains with different electromagnetic

properties, while nodal elements are employed in the interior. A full DG method is

proposed in [56] for a linearized variant of the system (3.1), whereby all the vari-

ables are approximated in discontinuous finite element spaces, based on existing

discretizations for the Oseen and Maxwell equations [18, 19, 54]. However, this

approach requires a large number of degrees of freedom. Furthermore, a straight-

forward extension to the nonlinear setting in a locally conservative fashion would

require a post-processing procedure for smoothing the DG velocity approximations

throughout the nonlinear iteration [19].
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In this chapter we design a new finite element discretization, in an attempt to

overcome the above mentioned difficulties. Instead of discontinuous elements for

all unknowns, we use divergence-conforming Brezzi-Douglas-Marini (BDM) el-

ements [11, 20] for the approximation of the velocity field, and curl-conforming

Nédélec elements [68] for the magnetic field, thereby substantially reducing the

total number of the coupled degrees of freedom. TheH1-continuity of the velocity

field is again enforced by a DG technique. A central feature ofthis discretiza-

tion is that it yields exactly divergence-free velocity approximations, guaranteeing

stability of the linearized system within each Picard iteration, without any other

modifications. We note that divergence-conforming discretizations have been an-

alyzed for the incompressible Navier-Stokes equations in [20]. For the magnetic

approximation we have a discrete version of the desirable property (3.3), in contrast

to the method presented in [56].

We prove well-posedness of our discretization, and show convergence under

minimal regularity assumptions. Thus, our method capturesthe strongest mag-

netic singularities in non-convex polyhedra. Our numerical results clearly indicate

optimal convergence rates in two and three dimensions, but we manage to show

(nearly) optimal estimates only for the two-dimensional case. Specific details on

this are given in Section 3.4 and are summarized in the conclusions in Section 3.6.

We note that our method converges optimally for the linearized version of (3.1), as

follows from the arguments in [56, Remark 3.3].

The rest of the chapter is structured as follows. In Section 3.2 we state the well-

posedness of the variational formulation of (3.1). Section3.3 is devoted to the finite

element discretization; the existence and uniqueness of approximate solutions are

proved. In Section 3.4 we present and prove the main results–convergence and a

priori error estimates. In Section 3.5 we present a series ofnumerical experiments

validating the theoretical results. In Section 3.6 we end with some concluding

remarks.
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3.2 Variational formulation of an MHD problem

Upon setting

V = H1
0(Ω)d = {v ∈ H1(Ω)d : v = 0 on Γ},

Q = L2
0(Ω) = {q∈ L2(Ω) : (q,1)Ω = 0},

C = H0(curl;Ω) andS= H1
0(Ω), the variational formulation of the incompressible

MHD system (3.1)–(3.2) amounts to finding(u,b, p, r) ∈ V×C×Q×Ssuch that

A(u,v)+O(u,u,v)+C(b,v,b)+B(v, p) = (f,v)Ω, (3.4a)

B(u,q) = 0, (3.4b)

M(b,c)−C(b,u,c)+D(c, r) = (g,c)Ω, (3.4c)

D(b,s) = 0, (3.4d)

for all (v,c,q,s) ∈ V ×C×Q×S. The variational forms are given by

A(u,v) =

∫

Ω
ν ∇u : ∇vdx, O(w,u,v) =

∫

Ω
(w ·∇)u ·vdx,

M(b,c) =
∫

Ω
κνm(∇×b) · (∇×c)dx, C(d,v,b) =

∫

Ω
κ (v×d) · (∇×b)dx,

B(u,q) = −
∫

Ω
(∇ ·u)qdx, D(b,s) =

∫

Ω
b ·∇sdx.

To discuss the well-posedness of the mixed formulation (3.4), we introduce the

product norms

‖(u,b)‖V×C =
(

ν‖u‖2
H1(Ω) + κνm‖b‖2

H(curl;Ω)

) 1
2
, (u,b) ∈ V ×C,

‖(p, r)‖Q×S =

(
1
ν
‖p‖2

L2(Ω) +
1

κνm
‖r‖2

H1(Ω)

) 1
2

, (p, r) ∈ Q×S.
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Here, the curl-norm is defined by

‖b‖H(curl;Ω) =
(
‖b‖2

L2(Ω) +‖∇×b‖2
L2(Ω)

) 1
2
.

Furthermore, we define the norm of the source terms by

|||(f,g)||| =
(
‖f‖2

L2(Ω) +‖g‖2
L2(Ω)

) 1
2
.

Finally, we introduce the parameters

ν̄ = min{ν ,κνm},

κ̄ = max{1,κ}.

The following result can be found in [73, Corollary 2.18 and Remark 2.14].

Theorem 3.2.1 There is a constant c1 > 0 only depending onΩ such that for

small data with c1κ̄ ν̄−2|||(f,g)||| < 1, the MHD problem (3.4) has a unique so-

lution (u,b, p, r) ∈ V ×C×Q×S. Moreover, we have the stability bound

‖(u,b)‖V×C ≤ c2
|||(f,g)|||

ν̄ 1
2

,

for a constant c2 > 0 only depending onΩ.

3.3 Mixed finite element discretization

In this section, we introduce a mixed finite element method that employs divergence-

conforming elements for the approximation of the velocity field and curl-conforming

elements for the magnetic field. TheH1-continuity of the velocity is enforced by a

DG technique.

3.3.1 Mixed discretization

Recall the notation on meshes and traces in Section 2.2.2. Weassume in addition

that the triangulationTh is quasi-uniform. Fork≥ 1, we wish to approximate the
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solution of (3.1)–(3.2) by finite element functions(uh,bh, ph, rh)∈ Vh×Ch×Qh×
Sh, where

Vh = {v ∈ H0(div;Ω) : v|K ∈ Pk(K)d, K ∈ Th},

Ch = {c∈ H0(curl;Ω) : c|K ∈ Pk−1(K)d ⊕Rk(K), K ∈ Th},

Qh = {q∈ L2
0(Ω) : q|K ∈ Pk−1(K), K ∈ Th},

Sh = {s∈ H1
0(Ω) : s|K ∈ Pk(K), K ∈ Th}.

(3.5)

Here, we denote byH0(div;Ω) the space

H0(div;Ω) =
{

v ∈ L2(Ω)d : ∇ ·v ∈ L2(Ω), v ·n = 0 onΓ
}

,

and byRk(K) the space of homogeneous vector polynomials of total degreek that

are orthogonal tox.

The spaceVh is the divergence-conforming Brezzi-Douglas-Marini (BDM)

space (see [11, Section III.3] for details); it has degrees of freedom specified for

the normal components of functions along faces. The spaceCh represents the first

family of curl-conforming Nédélec elements (cf. [68, Chapter 5]); its degrees of

freedom are defined for the tangential components of functions along faces. We

notice that the finite element spacesCh, Qh andSh are conforming inC, Q andS,

respectively, whileVh is non-conforming inV.

Now we consider the following finite element method: find(uh,bh, ph, rh) ∈
Vh×Ch×Qh×Sh such that

Ah(uh,v)+Oh(uh,uh,v)+C(bh,v,bh)+B(v, ph) = (f,v)Ω, (3.6a)

B(uh,q) = 0, (3.6b)

M(bh,c)−C(bh,uh,c)+D(c, rh) = (g,c)Ω, (3.6c)

D(bh,s) = 0, (3.6d)

for all (v,c,q,s) ∈ Vh×Ch×Qh×Sh.

The formAh associated with the Laplacian is chosen as the standard interior
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penalty form [4, 5]:

Ah(u,v) = ∑
K∈Th

∫

K
ν∇u : ∇vdx− ∑

F∈Fh

∫

F
{{ν∇u}} : [[v]]ds

− ∑
F∈Fh

∫

F
{{ν∇v}} : [[u]]ds+ ∑

F∈Fh

a0ν
hF

∫

F
[[u]] : [[v]]ds.

Here,a0 > 0 is the interior penalty stabilization parameter; it has tobe chosen larger

than a threshold value which is independent ofh, ν , κ andνm. For the convection

form, we take the standard upwind form [62]:

Oh(w,u,v) = ∑
K∈Th

∫

K
(w ·∇)u ·vdx

+ ∑
K∈Th

∫

∂K\Γ

1
2
(w ·nK −|w ·nK|)(ue−u) ·vds

−
∫

Γ

1
2
(w ·n−|w ·n|)u ·vds.

Here,ue is the trace ofu taken from the exterior ofK. The remaining forms are

the same as in the continuous case. Notice that due to the presence of the upwind

terms the formOh(w,u,v) is not linear in the first argument; see also Lemma 3.4.6

and (3.8).

By choosing the divergence-conforming BDM elements as the approximating

space for the velocity, the method gives exactly divergence-free velocity approx-

imations; cf. [20]. Moreover, the Lagrange multiplierrh vanishes identically for

divergence-free source terms, thereby mimicking the continuous property in (3.3).

Proposition 3.3.1 Let (uh, bh, ph, rh) solve (3.6). Then we have:

(i) ∇ ·uh = 0 in Ω.

(ii) the Lagrange multiplier rh is the solution of

(∇rh,∇s)Ω = (g,∇s)Ω ∀s∈ Sh.

In particular, if g is solenoidal, then rh ≡ 0.
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Proof: To prove item (i), we proceed as in [20]. We note that∇ ·uh has vanishing

mean value onΩ, and is a discontinuous polynomial of degreek− 1. Thus, we

have ∇ · uh ∈ Qh. Equation (3.6b) then implies that∇ · uh is orthogonal to all

functionsq∈ Qh. Therefore, it is equal to zero.

To prove item (ii), we takec = ∇s in equation (3.6c) (noting that∇Sh ⊂ Ch)

and obtain

(g,∇s)Ω = M(bh,∇s)−C(bh,uh,∇s)+D(∇s, rh) = D(∇s, rh).

Here, we have used the fact that∇×∇s= 0. Therefore,rh satisfies

(∇rh,∇s)Ω = (g,∇s)Ω ∀s∈ Sh.

Since(g,∇s)Ω = (∇ ·g,s)Ω, we haverh ≡ 0 provided that∇ ·g = 0. �

For our analysis, it will be convenient to introduce the following product forms:

Ah(u,b;v,c) = Ah(u,v)+M(b,c),

Oh(w,d;u,b;v,c) = Oh(w,u,v)+C(d,v,b)−C(d,u,c),

B(u,b;q,s) = B(u,q)+D(b,s),

L (v,c) = (f,v)Ω +(g,c)Ω.

Then, the mixed discretization (3.6) is equivalent to the following saddle-point

system: find(uh,bh, ph, rh) ∈ Vh×Ch×Qh×Sh such that

Ah(uh,bh;v,c)+Oh(uh,bh;uh,bh;v,c)+B(v,c; ph, rh) = L (v,c),

B(uh,bh;q,s) = 0

for all (v,c,q,s) ∈ Vh×Ch×Qh×Sh.
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3.3.2 Stability properties

To discuss the stability properties of the finite element formulation (3.6), we intro-

duce the discreteH1-norm for the hydrostatic velocity:

‖u‖1,h =

(

∑
K∈Th

‖∇u‖2
L2(K) + ∑

F∈Fh

h−1
F ‖[[u]]‖2

L2(F)

) 1
2

. (3.7)

We further define

‖(u,b)‖Vh×Ch =
(

ν‖u‖2
1,h + κνm‖b‖2

H(curl;Ω)

) 1
2
.

First, we note that the formsAh andB are continuous over the finite element

spaces:

|Ah(u,b;v,c)| ≤CA ‖(u,b)‖Vh×Ch ‖(v,c)‖Vh×Ch,

|B(u,b; p, r)| ≤CB‖(u,b)‖Vh×Ch‖(p, r)‖Q×S,

for all u,v∈ Vh, b,c∈ Ch, p∈Qh, r ∈ Sh, with constantsCA ,CB > 0 independent

of h, ν , κ andνm.

Next, we introduce the following spaces of (discretely) divergence-free func-

tions:

Jh = {u ∈ Vh : B(u,q) = 0 ∀q∈ Qh},

Xh = {b ∈ Ch : D(b,s) = 0 ∀s∈ Sh}.

For the formOh, we then have the following continuity result: there existsa

constantCO > 0 independent ofh, ν , κ and νm such that, for anyw1,w2 ∈ Vh,

u,v ∈ Vh, d1,d2 ∈ Xh, andb,c∈ Ch, we have

|Oh(w1,d1;u,b;v,c)−Oh(w2,d2;u,b;v,c)|

≤ CO κ̄
ν̄ 3

2

‖(w1−w2,d1−d2)‖Vh×Ch ‖(u,b)‖Vh×Ch ‖(v,c)‖Vh×Ch;
(3.8)
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see also Proposition 3.4.8 for a more detailed discussion.

Furthermore, the following stability properties ofAh andOh hold; cf. [5, 18,

52, Theorem 4.7] and the references therein:

Ah(u,b;u,b) ≥CC‖(u,b)‖2
Vh×Ch

∀ (u,b) ∈ Vh×Xh, (3.9)

Oh(w,d;u,b;u,b) = Oh(w,u,u) ≥ 0 ∀w ∈ Jh, u ∈ Vh, b,d ∈ Ch, (3.10)

with a constantCC > 0 independent ofh, ν , κ andνm.

Finally, let us address the inf-sup stability of the formsB andD. For the formB

we have the following result [49, Proposition 10]:

inf
p∈Qh\{0}

sup
v∈Vh\{0}

B(v, p)

‖v‖1,h‖p‖L2(Ω)

= λh ≥C > 0, (3.11)

whereC is independent ofh, ν , κ and νm. Moreover, since∇Sh ⊂ Ch, there

holds [54, Lemma 5.3]:

inf
r∈Sh\{0}

sup
c∈Ch\{0}

D(c, r)
‖c‖H(curl;Ω)‖r‖H1(Ω)

= µh ≥C > 0, (3.12)

for a constantC independent ofh, ν , κ andνm.

An immediate consequence of (3.11) and (3.12) is the following inf-sup condi-

tion for the product formB:

inf
(p,r)∈Qh×Sh\{(0,0)}

sup
(v,c)∈Vh×Ch\{(0,0)}

B(v,c; p, r)
‖(v,c)‖Vh×Ch ‖(p, r)‖Q×S

≥CS > 0, (3.13)

where the stability constantCS is independent ofh, ν , κ andνm.

In Table 3.1, we show the discrete inf-sup constantsλh in (3.11) for the velocity-

pressure pairVh×Qh defined in (3.5). We use the lowest-order BDM elements on

Ω = (−1,1)2 and compute the discrete inf-sup constantsλh for a sequence of suc-

cessively refined uniform triangular meshes. The inf-sup constants are obtained by

solving a generalized eigenvalue problem related to the matrix representation of

the bilinear formB and the norms in (3.11); cf. [11, page 75]. Table 3.1 illustrates

that the discrete inf-sup constants are approaching a positive lower bound as the
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mesh is refined.

DOFsuh/ph 112/32 416/128 1,600/512 6,272/2,048 24,832/8,192
λh 1.273e-1 1.251e-1 1.241e-1 1.236e-1 1.233e-1

Table 3.1: Discrete inf-sup constants forVh×Qh.

3.3.3 Existence and uniqueness of discrete solutions

In the following theorem, we state the unique solvability ofthe method (3.6) under

a discrete version of the smallness assumption in Theorem 3.2.1. The proof of

this result follows along the same lines as [73, Theorem 2.12], using the stability

properties outlined in Section 3.3.2.

Theorem 3.3.2 There is a constant C1 > 0 independent of h,ν , κ and νm such

that for small data with C1κ̄ν̄−2|||(f,g)||| < 1, the mixed finite element discretiza-

tion (3.6) has a unique solution(uh,bh, ph, rh) ∈ Vh ×Ch ×Qh ×Sh. Moreover,

there is a constant C2 > 0 independent of h,ν , κ andνm such that

‖(uh,bh)‖Vh×Ch ≤C2
|||(f,g)|||

ν̄ 1
2

.

The solution of (3.6) can be found by employing the followingPicard-type

iteration: given(un−1
h ,bn−1

h ) ∈ Vh×Ch, let (un
h,b

n
h, pn

h, r
n
h) in Vh×Ch×Qh×Sh be

the solution of the linearized Oseen-type problem

Ah(un
h,v)+Oh(un−1

h ,un
h,v)+C(bn−1

h ,v,bn
h)+B(v, pn

h) = (f,v)Ω,(3.14a)

B(un
h,q) = 0, (3.14b)

M(bn
h,c)−C(bn−1

h ,un
h,c)+D(c, rn

h) = (g,c)Ω,(3.14c)

D(bn
h,s) = 0, (3.14d)

for all (v,c,q,s) ∈ Vh×Ch×Qh×Sh.

Theorem 3.3.2 guarantees the convergence of the iterates{(un
h,b

n
h, pn

h, r
n
h)}n≥0

to the solution(uh,bh, ph, rh) of (3.6) for any initial guess(u0
h,b

0
h) ∈ Vh × Ch
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with exactly divergence-freeu0
h, provided that the small data assumption in The-

orem 3.3.2 is satisfied. However, the scheme is only linearlyconvergent, as we

illustrate in Section 3.5.

Remark 3.3.3 A more efficient nonlinear solver such as Newton’s method can

also be used for solving(3.6); see, e.g., [34, 35, 48]. When upwinding is not

incorporated, Newton’s method can be straightforwardly applied. However, when

upwind terms are included, adapting the nonlinear iteration to our discretization

is more delicate, since it requires additional linearization of the convection form

Oh(w,u,v) in the first argument. This remains an item for future investigation.

3.4 Error analysis

In this section, we present the main results of this chapter,namely the conver-

gence of finite element approximations and a priori error estimates for the two-

dimensional version of our MHD problem. We provide detailedproofs in Sec-

tions 3.4.2 through 3.4.5.

3.4.1 Main results

Our first result is a convergence result. To state it, we suppose the solution(u,b, p, r)

of (3.1)–(3.2) possesses the smoothness

(u, p) ∈ Hσ+1(Ω)d ×Hσ(Ω), (3.15a)

(b,∇×b, r) ∈ Hτ(Ω)d ×Hτ(Ω)d ×Hτ+1(Ω), (3.15b)

for σ ,τ > 1
2.

Remark 3.4.1 The regularity assumption (3.15b) is minimal in the sense that it

is satisfied by the strongest singularities of the Maxwell operator in polyhedral

domains; cf. [23, 24]. Similarly, the regularity (3.15a) holds true for the strongest

singularities of the Stokes operator in polyhedral domains; see [2, 26]. In view

of these results, we expect (3.15) to be the minimal smoothness of solutions to the

MHD system (3.1)-(3.2) in general Lipschitz polyhedra. However, we do not have

a full proof of this conjecture.
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Theorem 3.4.2 Let (u,b, p, r) and (uh,bh, ph, rh) be the solutions of (3.1)–(3.2)

and (3.6), respectively, obtained on a sequence of quasi-uniform meshes{Th}h>0

of mesh size h. Assume (3.15) and thatκ̄ ν̄−2|||(f,g)||| is sufficiently small. Then we

have

lim
h→0

‖(u−uh,b−bh)‖Vh×Ch = 0, lim
h→0

‖(p− ph, r − rh)‖Q×S = 0.

Theorem 3.4.2 guarantees that the method (3.6) gives correct solutions pro-

vided that the (minimal) smoothness assumption (3.15) is satisfied and the data is

sufficiently small. In particular, it ensures convergence in situations where straight-

forwardly applied nodal elements for the approximation ofb are not capable of

correctly capturing the singular solution components.

Next, we present a priori error estimates for the two-dimensional version of the

MHD problem (3.6).

Theorem 3.4.3 Let Ω ⊂ R
2 be a simply-connected Lipschitz polygon with a con-

nected boundaryΓ. Under the same assumption as in Theorem 3.4.2, we have the

following error estimates for anyε > 0:

‖(u−uh,b−bh)‖Vh×Ch

≤Cεhmin{σ ,τ ,k}−ε
(

ν
1
2‖u‖Hσ+1(Ω) +(κνm)

1
2‖b‖Hτ (Ω) +(κνm)

1
2‖∇×b‖Hτ (Ω)

)

+Chmin{σ ,τ ,k}
(

ν− 1
2‖p‖Hσ (Ω) +(κνm)−

1
2‖r‖Hτ+1(Ω)

)
,

and

‖(p− ph, r − rh)‖Q×S

≤Cεhmin{σ ,τ ,k}−2ε
(

ν
1
2‖u‖Hσ+1(Ω) +(κνm)

1
2‖b‖Hτ (Ω) +(κνm)

1
2‖∇×b‖Hτ (Ω)

)

+Cεhmin{σ ,τ ,k}−ε
(

ν− 1
2‖p‖Hσ (Ω) +(κνm)−

1
2‖r‖Hτ+1(Ω)

)
.

Here, the constants C and Cε are independent of h,ν , κ andνm. While Cε depends

on ε , the constant C does not.
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The convergence rates in Theorem 3.4.3 are optimal in the mesh size, up to a

loss ofO(hε ) for ε arbitrarily small. This loss stems from the use of the Sobolev

embedding ofH1(Ω) into Lp(Ω), for all p ≥ 1, but not intoL∞(Ω); cf. [39]. To

bridge this gap, we use inverse estimates to establish the continuity of the nonlinear

coupling form; see the proof of Lemma 3.4.7. In addition, theconstantCε might

become unbounded asε tends to zero. However, in our numerical experiments

this constant is observed to stay bounded. In fact, we observe optimal rates of

convergence in all our tests, for both smooth and non-smoothsolutions. Full details

are given in Section 3.5.

Remark 3.4.4 Our technique of proof is applicable to three-dimensional prob-

lems. However, since in three dimensions the Sobolev embeddings are more re-

strictive, the use of the inverse estimates leads to convergence rates that fall short

half a power of h for the error inu andb, and a full power of h for the error in p

and r (i.e., Theorem 3.4.3 holds withε = 1
2). To see this, we carry out the proof of

Theorem 3.4.3 simultaneously for d= 2 and d= 3. We emphasize, however, that in

our numerical tests,optimalconvergence rates are observed for three-dimensional

problems with smooth solutions.

Remark 3.4.5 For the linearized variant of the MHD system(3.1), our method

converges optimally in the mesh size h, as follows from [56, Remark 3.3]. That

is, the estimates of Theorem 3.4.3 hold true without any loss, both in two and

three dimensions. However, there we make stronger smoothness assumptions on the

linearized magnetic field. Therefore, this optimality cannot be straightforwardly

carried over to the nonlinear setting.

The proofs of Theorems 3.4.2 and 3.4.3 are presented in the next four subsec-

tions.

3.4.2 Continuity

We begin by revisiting the continuity properties of the forms in a more general

setting. To that end, we introduce the space

V(h) = V +Vh,
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and endow it with the norm‖·‖1,h. We then make use of an auxiliary form̃Ah(u,v)

constructed as in [19, 74] via the use of suitable lifting operators. It is defined as

Ãh(u,v) =

∫

Ω
ν
(
∇hu : ∇hv−L (v) : ∇hu−L (u) : ∇hv

)
dx

+ ∑
F∈Fh

a0ν
hF

∫

F
[[u]] : [[v]]ds.

Here,L : V(h)→ Σh = {σ ∈ L2(Ω)d×d : σ |K ∈Pk(K)d×d, K ∈Th} is the lifting

operator given by

∫

Ω
L (u) : σ dx = ∑

F∈Fh

∫

F
[[u]] : {{σ}}ds ∀σ ∈ Σh,

and∇h is the elementwise gradient operator. By construction, theform Ãh(u,v)

satisfies

Ãh(u,v) = A(u,v) ∀u,v ∈ V,

Ãh(u,v) = Ah(u,v) ∀u,v ∈ Vh.
(3.16)

Furthermore, using arguments similar to those in [19, 74], the formÃh(u,v) can be

shown to be bounded onV(h)×V(h). Then, by setting

Ãh(u,b;v,c) = Ãh(u,v)+M(b,c),

we readily obtain

|Ãh(u,b;v,c)| ≤C‖(u,b)‖Vh×Ch ‖(v,c)‖Vh×Ch (3.17)

for u,v ∈ V(h) andb,c∈ C. Moreover, we have

|B(v,c;q,s)| ≤C‖(v,c)‖Vh×Ch‖(q,s)‖Q×S (3.18)

for (v,c,q,s) ∈ V(h)×C×Q×S.

In (3.17)–(3.18) and in the following, we denote byC a generic (positive) con-

stant that is independent of the mesh sizeh and the parametersν , κ andνm.
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Next, we state the continuity of the convection term. The proof of this result

follows similarly to the ones in [60, Proposition 4.15] and [19, Proposition 4.2].

Lemma 3.4.6 There holds:

|Oh(w1,u,v)−Oh(w2,u,v)| ≤C‖w1−w2‖1,h‖u‖1,h‖v‖1,h

for all w1,w2 ∈ V(h), andu,v ∈ V(h).

In the sequel, we shall analyze the two- and three-dimensional cases simulta-

neously (see also Remark 3.4.4). To do so, we introduce the function ℓ(d) given

by

ℓ(d) =





h−ε , d = 2,

h−
1
2 , d = 3.

Here,ε > 0 is a fixed number. The functionℓ(d) will indicate the loss of con-

vergence rates for both the two-dimensional and three-dimensional cases. We also

denote byCd > 0 a generic constant independent ofh, ν , κ and νm, but depen-

dent on the dimensiond. In particular, ford = 2 it depends onε and might be

unbounded asε → 0.

By introducing the kernel

X ={b ∈ C : D(b,s) = 0 ∀s∈ S} ,

we state and prove the continuity of the coupling formC(d,u,c) for several cases.

Lemma 3.4.7 There holds:

(i) for d ∈ X ∪Xh,u ∈ Vh andc∈ C:

|C(d,u,c)| ≤Cκ ‖d‖H(curl;Ω) ‖u‖1,h‖c‖H(curl;Ω).

(ii) for d ∈ X ∪Xh,u ∈ V(h) andc∈ Ch:

|C(d,u,c)| ≤Cκ ‖d‖H(curl;Ω) ‖u‖1,h‖c‖H(curl;Ω).
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(iii) for d ∈ C,u ∈ V andc∈ Ch:

|C(d,u,c)| ≤Cd ℓ(d)κ ‖d‖L2(Ω)‖u‖H1(Ω) ‖c‖H(curl;Ω) .

(iv) for d ∈ C,u ∈ Vh andc∈ C:

|C(d,u,c)| ≤Cd ℓ(d)κ ‖d‖L2(Ω) ‖u‖1,h‖c‖H(curl;Ω).

Proof: We proceed in two steps.

Step 1.We first discuss preliminary results that will be used in the proof. From

the Poincaré inequality in [52, Corollary 4.4], there holds

‖b‖L2(Ω) ≤C‖∇×b‖L2(Ω) ∀b ∈ X. (3.19)

Next, we recall the inverse inequality (cf. [10, Lemma 4.5.3]): for any u ∈
Pk(K), there holds

‖u‖Ln1(K) ≤Ch
d( 1

n1
− 1

n2
)

K ‖u‖Ln2(K) ∀1≤ n1,n2 ≤ ∞. (3.20)

Further, letH : Xh →X be the Hodge operator that maps discretely divergence-

free functions into exactly divergence-free functions in such a way that

∇×Hd = ∇×d. (3.21)

It satisfies the following approximation property (cf. [52,Lemma 4.5]): there ex-

istsτ > 1
2 such that

‖d−Hd‖L2(Ω) ≤Chτ‖∇×d‖L2(Ω) ∀d ∈ Xh. (3.22)
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Finally, we present the following Sobolev embeddings:

‖u‖Lm(d)(Ω) ≤Cd‖u‖H1(Ω) ∀u ∈ H1(Ω)d, (3.23a)

‖u‖Lm(d)(Ω) ≤Cd‖u‖1,h ∀u ∈ V(h), (3.23b)

‖d‖L3(Ω) ≤C‖d‖H(curl;Ω) ∀d ∈ X. (3.23c)

Here,m(2) = 2/ε andm(3) = 6. The embedding (3.23a) is a standard result, while

the embedding (3.23b) follows similarly to [40, 61]. Inequality (3.23c) follows

from [2, Proposition 3.7].

Step 2. We are now ready to prove the bounds in the lemma. The proof of

inequality (i) can be found in [73, Proposition 3.2].

To establish the second inequality, we follow [73, Lemma 2.6] and first show it

for d ∈ X,u ∈ V(h) andc∈ Ch. This is done by applying Hölder’s inequality and

the Sobolev embeddings (3.23b) and (3.23c). We obtain

|C(d,u,c)| ≤ κ‖d‖L3(Ω)‖u‖L6(Ω)‖∇×c‖L2(Ω)

≤Cκ‖d‖H(curl;Ω)‖u‖1,h‖c‖H(curl;Ω) .
(3.24)

Second, ifd ∈ Xh, we decompose it into

d = (d−Hd)+Hd,

whereH is the Hodge operator in (3.21). We then rewriteC(d,u,c) as

C(d,u,c) = C(d−Hd,u,c)+C(Hd,u,c). (3.25)

BecauseHd ∈ X, we can apply the previous argument, (3.24), and bound the last

term of (3.25) by

|C(Hd,u,c)| ≤Cκ‖Hd‖H(curl;Ω)‖u‖1,h‖c‖H(curl;Ω)

≤Cκ‖d‖H(curl;Ω)‖u‖1,h‖c‖H(curl;Ω).
(3.26)

In (3.26), we have used the Poincaré inequality (3.19) and property (3.21) of the
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Hodge operator.

For the first term on the right-hand side of (3.25), we obtain from Hölder’s

inequality, the Sobolev embedding (3.23b) and the approximation property (3.22)

that

|C(d−Hd,u,c)| ≤ κ‖d−Hd‖L2(Ω)‖u‖L6(Ω)‖∇×c‖L3(Ω)

≤Cκhτ‖∇×d‖L2(Ω)‖u‖1,h‖∇×c‖L3(Ω),

for τ > 1
2. Finally, we apply the inverse estimate (3.20) to achieve

|C(d−Hd,u,c)| ≤Cκ‖d‖H(curl;Ω)‖u‖1,h‖∇×c‖L2(Ω), (3.27)

for bothd = 2 andd = 3. Referring to (3.25), (3.26) and (3.27) proves the assertion

of item (ii).

To verify item (iii), we definem∗(d) such that

1
m(d)

+
1

m∗(d)
=

1
2
.

Then we apply Hölder’s inequality, the Sobolev embedding (3.23a) and the inverse

estimate (3.20) to conclude that

|C(d,u,c)| ≤ κ‖d‖L2(Ω)‖u‖Lm(d)(Ω)‖∇×c‖Lm∗(d)(Ω)

≤Cd κ‖d‖L2(Ω)‖u‖H1(Ω)ℓ(d)‖∇×c‖L2(Ω).

The proof of item (iv) is similar to that of item (iii):

|C(d,u,c)| ≤ κ‖d‖L2(Ω)‖u‖L∞(Ω)‖∇×c‖L2(Ω)

≤Cd κ‖d‖L2(Ω)ℓ(d)‖u‖Lm(d)(Ω)‖c‖H(curl;Ω) .

Applying (3.23b) finishes the proof. �

As an immediate consequence of Lemmas 3.4.6 and 3.4.7, the form Oh satisfies

the following continuity properties.

85



Proposition 3.4.8 There is a constant CO > 0 independent of h,ν , κ andνm such

that there holds:

(i) for w1,w2 ∈ V(h), d1,d2 ∈ X ∪Xh, (u,b) ∈ V(h)×C, and(v,c) ∈ Vh×
Ch:

|Oh(w1,d1;u,b;v,c)−Oh(w2,d2;u,b;v,c)|

≤ CO κ̄
ν̄ 3

2

‖(w1−w2,d1−d2)‖Vh×Ch ‖(u,b)‖Vh×Ch ‖(v,c)‖Vh×Ch.

(ii) for w1,w2 ∈ V(h), d1,d2 ∈ C, (u,b) ∈ V ×C, and(v,c) ∈ Vh×Ch:

|Oh(w1,d1;u,b;v,c)−Oh(w2,d2;u,b;v,c)|

≤Cd ℓ(d)
CO κ̄
ν̄ 3

2

‖(w1−w2,d1−d2)‖Vh×Ch ‖(u,b)‖V×C‖(v,c)‖Vh×Ch.

3.4.3 Preliminary error estimates

In this subsection, we present two lemmas for estimating theerrors. Let(u,b, p, r)

and(uh,bh, ph, rh) be the solutions of (3.1)–(3.2) and (3.6), respectively.

We begin by defining the residual

RA(v) = Ãh(u,v)+Oh(u,u,v)+C(b,v,b)+B(v, p)− (f,v)Ω (3.28)

for anyv ∈ Vh. It measures how well the exact solution satisfies the finite element

formulation expressed in terms of the auxiliary form̃Ah in (3.16). We have the

following upper bound for the residual (cf. [74]):

RA(v) ≤ ν
1
2‖v‖1,hE (u) with E (u) ≤Chmin{σ ,k}ν

1
2‖u‖Hσ+1(Ω). (3.29)

In the following, we shall denote the errors by

eu = u−uh, eb = b−bh, ep = p− ph, er = r − rh.

86



We shall also decompose the errors into

eu = ηηηu + ξξξ u = (u−v)+ (v−uh),

eb = ηηηb + ξξξ b = (b−c)+ (c−bh),

ep = ηp + ξp = (p−q)+ (q− ph),

er = ηr + ξr = (r −s)+ (s− rh),

(3.30)

for a discrete function(v,c,q,s) ∈ Vh×Ch×Qh×Sh to be specified later.

Lemma 3.4.9 Assume that

max{c2,C2}
CO

CC

κ̄|||(f,g)|||
ν̄2 <

1
2
. (3.31)

Then there holds

‖(u−uh,b−bh)‖Vh×Ch ≤Cd ℓ(d) inf
(v,c)∈Vh×Ch

‖(u−v,b−c)‖Vh×Ch

+C
(
E (u)+ inf

(q,s)∈Qh×Sh

‖(p−q, r −s)‖Q×S

)
.

Proof: We proceed in two steps.

Step 1. In the error decomposition (3.30), we first consider(v,c) ∈ Jh ×Xh.

Clearly, we also have(ξξξ u,ξξξ b) ∈ Jh×Xh. In view of the residual equation (3.28),

we obtain

RA(ξξξ u) =Ãh(eu,eb;ξξξ u,ξξξ b)+Oh(u,b;u,b;ξξξ u,ξξξ b)

−Oh(uh,bh;uh,bh;ξξξ u,ξξξ b)+B(ξξξu,ξξξ b;ep,er )

=Ãh(eu,eb;ξξξ u,ξξξ b)+Oh(u,b;u,b;ξξξ u,ξξξ b)−Oh(uh,bh;u,b;ξξξ u,ξξξ b)

+Oh(uh,bh;eu,eb;ξξξ u,ξξξ b)+B(ξξξu,ξξξ b;ep,er).

Becauseuh ∈ Jh (see Proposition 3.3.1), the stability ofOh in (3.10) guarantees

that

Oh(uh,bh;ξξξ u,ξξξ b;ξξξ u,ξξξ b) ≥ 0.
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Therefore, we have

Ãh(ξξξ u,ξξξ b;ξξξ u,ξξξ b)+Oh(v,c;u,b;ξξξ u,ξξξ b)−Oh(uh,bh;u,b;ξξξ u,ξξξ b)

≤ RA(ξξξ u)− Ãh(ηηηu,ηηηb;ξξξ u,ξξξ b)−B(ξξξu,ξξξ b;ep,er)

+Oh(v,c;u,b;ξξξ u,ξξξ b)−Oh(u,b;u,b;ξξξ u,ξξξ b)

−Oh(uh,bh;ηηηu,ηηηb;ξξξ u,ξξξ b).

(3.32)

From the coercivity ofAh in (3.9) and the continuity ofOh in Proposition 3.4.8 (i),

the left-hand side of equation (3.32) can be bounded by

l.h.s. of (3.32)≥CC‖(ξξξ u,ξξξ b)‖2
Vh×Ch

− CO κ̄
ν̄ 3

2

‖(u,b)‖Vh×Ch ‖(ξξξ u,ξξξ b)‖2
Vh×Ch

.

Next, we estimate‖(u,b)‖Vh×Ch using the stability bound in Theorem 3.2.1 (noting

that‖(u,b)‖Vh×Ch ≤ ‖(u,b)‖V×C). We obtain

l.h.s. of (3.32)≥
(
CC− c2CO κ̄|||(f,g)|||

ν̄2

)
‖(ξξξ u,ξξξ b)‖2

Vh×Ch
.

In view of assumption (3.31), we then have

l.h.s. of (3.32)≥ 1
2
CC‖(ξξξ u,ξξξ b)‖2

Vh×Ch
.

For the right-hand side of (3.32), we note that (sinceξξξ u andξξξ b are in the kernelsJh

andXh, respectively)

B(ξξξ u,ξξξ b;ep,er) = B(ξξξ u,ξξξ b;ηp,ηr).

Then, to bound the right-hand side of (3.32), we use the continuity properties

of Ãh, B andOh in (3.17), (3.18) and Proposition 3.4.8, respectively, as well as
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the estimate forRA(ξξξ u) in (3.29). We readily obtain

r.h.s. of (3.32)≤‖(ξξξ u,ξξξ b)‖Vh×Ch

(
E (u)+C‖(ηηηu,ηηηb)‖Vh×Ch +‖(ηp,ηr)‖Q×S

+Cd ℓ(d)
CO κ̄
ν̄ 3

2

‖(ηηηu,ηηηb)‖Vh×Ch ‖(u,b)‖V×C

+
CO κ̄
ν̄ 3

2

‖(uh,bh)‖Vh×Ch ‖(ηηηu,ηηηb)‖Vh×Ch

)
.

Next, we employ the stability bounds in Theorems 3.2.1 and 3.3.2 for‖(u,b)‖V×C

and‖(uh,bh)‖Vh×Ch, respectively, apply the small data assumption (3.31), andcom-

bine the lower and upper bounds of (3.32) into the estimate

‖(ξξξ u,ξξξ b)‖Vh×Ch ≤Cd ℓ(d)‖(ηηηu,ηηηb)‖Vh×Ch +C
(
E (u)+‖(ηp,ηr)‖Q×S

)
.

From the triangle inequality, we thus obtain the error bound

‖(u−uh, b−bh)‖Vh×Ch

≤Cd ℓ(d)‖(u−v,b−c)‖Vh×Ch +C
(
E (u)+‖(p−q, r −s)‖Q×S

)
,

(3.33)

for any(v,c) ∈ Jh×Xh and(q,s) ∈ Qh×Sh.

Step 2.Next, we replace(v,c) ∈ Jh×Xh in (3.30) by(v,c) ∈ Vh×Ch. To that

end, let(v,c) ∈ Vh×Ch, and we look for(w,d) ∈ Vh×Ch such that

B(w,d;q,s) = B(u−v,b−c;q,s) ∀ (q,s) ∈ Qh×Sh.

Since the right-hand side is a continuous functional onQh×Sh, we conclude from

the inf-sup condition ofB in (3.13) that there exists at least one non-trivial solu-

tion (w,d) of this problem satisfying the bound

‖(w,d)‖Vh×Ch ≤C‖(u−v,b−c)‖Vh×Ch.

By construction,(w+v,d+c) ∈ Jh×Xh. Therefore, it can be inserted into (3.33).
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With the help of the triangle inequality, we readily see that

‖(u−uh,b−bh)‖Vh×Ch

≤ ‖(u−v,b−c)‖Vh×Ch +‖(w+v−uh,d+c−bh)‖Vh×Ch +‖(w,d)‖Vh×Ch

≤Cd ℓ(d)‖(u−v,b−c)‖Vh×Ch +C
(
E (u)+‖(p−q, r −s)‖Q×S

)
.

This completes the proof. �

Next, we present the following result for the multipliers.

Lemma 3.4.10 Assume (3.31). Then there holds

‖(p− ph, r − rh)‖Q×S≤C
(
E (u)+ inf

(q,s)∈Qh×Sh

‖(p−q, r −s)‖Q×S

+‖(u−uh,b−bh)‖Vh×Ch

+ sup
(v,c)∈Vh×Ch\{(0,0)}

|C(b−bh,v,b)−C(b−bh,u,c)|
‖(v,c)‖Vh×Ch

)
.

Proof: For any(q,s) ∈ Qh×Sh, we recall from (3.30) that

ep = ξp+ ηp, er = ξr + ηr .

The inf-sup condition forB in (3.13) and the triangle inequality guarantee that

‖(ξp,ξr)‖Q×S≤C sup
(v,c)∈Vh×Ch\{(0,0)}

B(v,c;ξp,ξr)

‖(v,c)‖Vh×Ch

≤C(T1 +T2),

where

T1 = sup
(v,c)∈Vh×Ch\{(0,0)}

B(v,c;ηp,ηr)

‖(v,c)‖Vh×Ch

,

T2 = sup
(v,c)∈Vh×Ch\{(0,0)}

B(v,c;ep,er)

‖(v,c)‖Vh×Ch

.
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Using the continuity ofB in (3.18),T1 can be easily bounded by

T1 ≤C‖(ηp,ηr)‖Q×S.

For T2, we make use of the weak formulation and the residual equation (3.28)

and write out the formOh into its individual parts. We obtain

B(v,c;ep,er) = RA(v)− Ãh(eu,eb;v,c)−Oh(uh,bh;eu,eb;v,c)

−Oh(u,b;u,b;v,c)+Oh(uh,bh;u,b;v,c)

= RA(v)− Ãh(eu,eb;v,c)−Oh(uh,bh;eu,eb;v,c)

−Oh(u,u,v)+Oh(uh,u,v)−C(eb,v,b)+C(eb,u,c).

Applying the bound (3.29) and the continuity properties of̃Ah, Oh andOh in (3.17),

Proposition 3.4.8 (i) and Lemma 3.4.6, respectively, we conclude that

T2 ≤ E (u)+C‖(eu,eb)‖Vh×Ch +
CO κ̄
ν̄ 3

2

‖(eu,eb)‖Vh×Ch‖(uh,bh)‖Vh×Ch

+
CO κ̄
ν̄ 3

2

‖(eu,0)‖Vh×Ch‖(u,0)‖Vh×Ch + sup
(v,c)∈Vh×Ch\{(0,0)}

|C(eb,v,b)−C(eb,u,c)|
‖(v,c)‖Vh×Ch

.

Using the small data assumption (3.31), the assertion follows. �

3.4.4 Proof of Theorem 3.4.2

In this subsection, we prove the convergence result stated in Theorem 3.4.2.

In view of Lemma 3.4.9, the convergence ofuh andbh is obtained under the

smoothness assumption (3.15) by using the standard approximation properties of

the finite element spacesVh, Ch, Qh and Sh, respectively. This proves the first

statement of Theorem 3.4.2.

Next, we show the convergence of the multipliers in the energy norm‖ · ‖Q×S.

From Lemmas 3.4.10 and 3.4.9, it only remains to show that

sup
(v,c)∈Vh×Ch\{(0,0)}

|C(b−bh,v,b)−C(b−bh,u,c)|
‖(v,c)‖Vh×Ch

→ 0 ash→ 0. (3.34)
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Recalling the Hodge operatorH from (3.21), we write

C(b−bh,v,b) = C(b−Hbh,v,b)+C(Hbh−bh,v,b). (3.35)

The first term on the right-hand side of (3.35) tends to zero due to Lemma 3.4.7 (i)

and the fact that

‖b−Hbh‖H(curl;Ω) ≤ ‖b−bh‖H(curl;Ω) +‖bh−Hbh‖H(curl;Ω) → 0

ash→ 0. Here, we have applied the triangle inequality, the properties of the Hodge

operator in (3.21) and (3.22), and the stability bound in Theorem 3.3.2. For the last

term of (3.35), we first utilize item (iv) of Lemma 3.4.7 and then the approximation

result (3.22), to get

|C(Hbh−bh,v,b)| ≤Ch−
1
2 κ‖Hbh−bh‖L2(Ω)‖v‖1,h‖b‖H(curl;Ω)

≤Chτ− 1
2 κ ‖∇×bh‖L2(Ω)‖v‖1,h‖b‖H(curl;Ω)

≤Chτ− 1
2

κ
ν̄ 3

2

‖(0,bh)‖Vh×Ch‖(v,0)‖Vh×Ch‖(0,b)‖V×C

≤Chτ− 1
2‖(v,0)‖Vh×Ch

|||(f,g)|||
ν̄ 1

2

.

In the last step, we have applied the stability bounds in Theorems 3.2.1 and 3.3.2,

as well as the small data assumption (3.31). Sinceν̄− 1
2 |||(f,g)||| ≤ κ̄ ν̄−2|||(f,g)|||

andτ > 1
2, we obtain

sup
(v,c)∈Vh×Ch\{(0,0)}

|C(b−bh,v,b)|
‖(v,c)‖Vh×Ch

→ 0 ash→ 0.

A similar argument shows that

sup
(v,c)∈Vh×Ch\{(0,0)}

|C(b−bh,u,c)|
‖(v,c)‖Vh×Ch

→ 0 ash→ 0.

Therefore (3.34) holds true, and the convergence of the multipliers is obtained.
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3.4.5 Proof of Theorem 3.4.3

In this subsection we prove the a priori error estimates in Theorem 3.4.3. As before,

we consider the casesd = 2 andd = 3 simultaneously.

Based on Lemma 3.4.9, we choosev as the BDM projection ofu, c the Nédélec

projection ofb, q ands theL2-projections ofp andr, respectively. We then apply

the approximation properties of these projections in [11, Proposition III.3.6], [66,

Theorem 5.41] and [13], and the estimates for the errors in the velocity and mag-

netic fields are readily obtained.

To prove the error estimate for the multipliers, we first apply Proposition 3.4.8

(ii) to bound the supremum in the estimate of Lemma 3.4.10:

sup
(v,c)∈Vh×Ch\{(0,0)}

|C(b−bh,v,b)−C(b−bh,u,c)|
‖(v,c)‖Vh×Ch

≤Cd ℓ(d)
CO κ̄
ν̄ 3

2

‖(0,b−bh)‖Vh×Ch‖(u,b)‖V×C.

Utilizing the stability bound in Theorem 3.2.1, we obtain

‖(p− ph, r − rh)‖Q×S≤C
(
E (u)+ inf

(q,s)∈Qh×Sh

‖(p−q, r −s)‖Q×S

)

+Cd ℓ(d)‖(u−uh,b−bh)‖Vh×Ch

≤Cd ℓ(d)2 inf
(v,c)∈Vh×Ch

‖(u−v,b−c)‖Vh×Ch

+Cd ℓ(d)

(
E (u)+ inf

(q,s)∈Qh×Sh

‖(p−q, r −s)‖Q×S

)
.

Again, we choosev as the BDM projection ofu, c the Nédélec projection ofb,

q ands theL2-projections ofp andr, respectively. As before, the approximation

properties of these projections finish the proof.

3.5 Numerical results

In this section we present a series of numerical experiments. Our computations

have been carried out using MATLAB , with direct linear solvers. The primary
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purpose of our experiments is to confirm optimal convergencerates of our method.

We start by considering one problem with a smooth solution and a second one

with a singular solution. Then, we consider the numerical approximations of two-

and three-dimensional Hartmann channel flow and driven cavity flow problems.

Finally, we present results for another benchmark problem:MHD flow over a step

in two dimensions.

Throughout this section, the lowest-order BDM and Nédélec elements are em-

ployed and the interior penalty stabilization parameter isa0 = 10. The Picard it-

eration described in Section 3.4.5 is used to solve the nonlinear systems. For all

the examples, we solve a Stokes problem and the Maxwell equations, decoupled,

to obtain an initial guess. The tolerance for the Picard iterations is chosen as 1e-5.

We test our method on problems with mixed Dirichlet and Neumann boundary

conditions in the hydrostatic variables, even though the analysis has been carried

out solely for the Dirichlet case.

3.5.1 Example 1: two-dimensional problem with a smooth solution

First, we verify the theoretical results stated in Theorems3.4.2 and 3.4.3 for a

problem with a smooth analytical solution.

We consider the following two-dimensional problem. We setΩ = (−1,1)2

with ΓN = {(1,y) : y∈ (−1,1)}, ΓD = Γ\ΓN, ν = κ = 1, νm = 1e4, and choose the

source termsf, g and the boundary conditions so that the analytical solutionis of

the form

u(x,y) = (y2,x2), p(x,y) = x,

b(x,y) = (1−y2,1−x2), r(x,y) = (1−x2)(1−y2).

We construct this example withr 6= 0 to show the convergence rate inrh; later

examples will feature a divergence-freeg and a vanishingr; cf. Proposition 3.3.1.

In Tables 3.2–3.4, we investigate the asymptotic rates of convergence of the

errors in the approximations of the hydrostatic and magnetic variables; here,l de-

notes the experimental rate of convergence. We observe that‖u− uh‖1,h, ‖p−
ph‖L2(Ω), ‖b−bh‖H(curl;Ω) and‖∇(r − rh)‖L2(Ω) converge to zero as the mesh is re-
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DOFsuh/ph ‖eu‖L2(Ω) l ‖eu‖1,h l ‖ep‖L2(Ω) l
112/32 3.893e-2 – 8.297e-1 – 1.297 –
416/128 1.016e-2 1.94 4.105e-1 1.01 3.734e-1 1.78

1,600/512 2.707e-3 1.91 2.045e-1 1.01 1.293e-1 1.53
6,272/2,048 7.087e-4 1.93 1.021e-1 1.00 5.475e-2 1.24
24,832/8,192 1.813e-4 1.97 5.104e-2 1.00 2.597e-2 1.08
98,816/32,768 4.578e-5 1.99 2.552e-2 1.00 1.281e-2 1.02

Table 3.2: Example 1. Convergence of‖eu‖L2(Ω), ‖eu‖1,h, and‖ep‖L2(Ω).

DOFsbh/rh ‖eb‖L2(Ω) l ‖eb‖H(curl;Ω) l
56/25 4.720e-1 – 9.431e-1 –
208/81 2.358e-1 1.00 4.714e-1 1.00
800/289 1.179e-1 1.00 2.357e-1 1.00

3,136/1,089 5.893e-2 1.00 1.179e-1 1.00
12,416/4,225 2.946e-2 1.00 5.893e-2 1.00
49,408/16,641 1.473e-2 1.00 2.946e-2 1.00

Table 3.3: Example 1. Convergence of‖eb‖L2(Ω) and‖eb‖H(curl;Ω).

DOFsbh/rh ‖er‖L2(Ω) l ‖∇er‖L2(Ω) l
56/25 1.673e-1 – 9.391e-1 –
208/81 4.433e-2 1.92 4.824e-1 0.96
800/289 1.125e-2 1.98 2.429e-1 0.99

3,136/1,089 2.822e-3 1.99 1.216e-1 1.00
12,416/4,225 7.062e-4 2.00 6.085e-2 1.00
49,408/16,641 1.766e-4 2.00 3.043e-2 1.00

Table 3.4: Example 1. Convergence of‖er‖L2(Ω) and‖∇er‖L2(Ω).

fined, in accordance with Theorem 3.4.2. The rate of convergence isO(h). Notice

that we obtain the optimal rate in this numerical experiment, even though Theorem

3.4.3 predicts a sub-optimal rate with a loss ofO(hε ). Additionally, ‖u−uh‖L2(Ω)

and‖r − rh‖L2(Ω) converge at rateO(h2) ash tends to zero, which is also optimal.

In Figure 3.1 we show the convergence history of the Picard iterations for the

grid sequence considered in this example. The plot depicts the number of iterations
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against the differences between consecutive iterates corresponding to the approxi-

mated vector coefficients, measured in a normalized discrete 2-norm and labelled

as ‘Tolerance’ in the plot. As expected, convergence is linear and the iteration

count is fairly insensitive to the size of the grid. A very similar behaviour has been

observed in all of our other experiments, in 2D as well as in 3D.

1 2 3 4 5
10

−7

10
−6

10
−5

10
−4

10
−3

10
−2

10
−1

10
0

10
1

Iteration

T
ol

er
an

ce

 

 
Grid 1
Grid 2
Grid 3
Grid 4
Grid 5
Grid 6

Figure 3.1: Example 1. Convergence history of the Picard iteration for the
grid sequence defined in Tables 3.2–3.4.

3.5.2 Example 2: two-dimensional problem with a singular solution

In order to verify the capability of the proposed method to capture singularities in

two dimensions, we consider a problem in the L-shaped domainΩ = (−1,1)2 \
([0,1)× (−1,0]) with ΓN = {(1,y) : y∈ (0,1)}, ΓD = Γ\ΓN, and setν = κ = 1,

νm = 1e4. We choose the forcing terms and the boundary conditionssuch that the

analytic solution is given by the strongest corner singularities for the underlying el-

liptic operators. In polar coordinates(ρ ,φ), the hydrostatic solution componentsu

andp are then given by

u(ρ ,φ) =


 ρλ ((1+ λ )sin(φ)ψ(φ)+cos(φ)ψ ′(φ))

ρλ (−(1+ λ )cos(φ)ψ(φ)+sin(φ)ψ ′(φ))


 ,

p(ρ ,φ) = −ρλ−1((1+ λ )2ψ ′(φ)+ ψ ′′′(φ))/(1−λ ),
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where

ψ(φ) =sin((1+ λ )φ)cos(λω)/(1+ λ )−cos((1+ λ )φ)

−sin((1−λ )φ)cos(λω)/(1−λ )+cos((1−λ )φ),

λ ≈ 0.54448373678246 andω = 3
2π. The magnetic pair(b, r) is given by

b(ρ ,φ) = ∇(ρ2/3sin(2/3φ)), r(ρ ,φ) ≡ 0.

For this example, we have that(u, p) ∈ H1+λ(Ω)2 × Hλ (Ω) andb∈H2/3(Ω)2.

Note that straightforwardly applied nodal elements cannotcorrectly resolve the

magnetic field. In Tables 3.5–3.6, we investigate the asymptotic rates of conver-

gence of the errors in the approximations of the hydrostaticand magnetic variables.

Again, we observe that the discrete solution converges to the exact one as the mesh

sizeh approaches zero, in accordance with Theorem 3.4.2. The results show full

agreement with the optimal rates for‖u− uh‖1,h and‖b− bh‖H(curl;Ω). For the

pressure, we also see that the rate for‖p− ph‖L2(Ω) is approaching the optimal

rate, albeit more slowly. Additionally, we observe theL2-norm of rh is zero be-

causeg is divergence-free, in accordance with Proposition 3.3.1.As the mesh is

refined, the actual values of theL2-norm ofrh slightly increase, which is likely due

to the increased condition numbers of the corresponding linear systems.

In Figures 3.2–3.3, we show the solution computed on the finest mesh with

24,576 elements; the total number of degrees of freedom employed in the finite

element spaceVh×Ch×Qh×Sh is 148,481. The results show that our solution

captures the strongest corner singularities and are comparable to the results in [56].

3.5.3 Hartmann channel flow

Next, we consider Hartmann channel flow problems in two and three dimensions;

cf. [35]. In these examples, we denote by Ha the Hartmann number, which is

defined as Ha=
√

κ
ννm

.
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DOFsuh/ph ‖eu‖L2(Ω) l ‖eu‖1,h l ‖ep‖L2(Ω) l
88/24 2.159e-1 – 2.468 – 15.91 –
320/96 1.781e-1 0.28 1.880 0.39 9.328 0.77

1,216/384 1.204e-1 0.56 1.368 0.46 5.387 0.79
4,736/1,536 6.816e-1 0.82 9.588e-1 0.51 3.301 0.71
18,688/6,144 3.490e-2 0.97 6.627e-1 0.53 2.124 0.64
74,240/24,576 1.705e-2 1.03 4.559e-1 0.54 1.408 0.59

Table 3.5: Example 2. Convergence of‖eu‖L2(Ω), ‖eu‖1,h, and‖ep‖L2(Ω).

DOFsbh/rh ‖eb‖L2(Ω) l ‖eb‖H(curl;Ω) l ‖rh‖L2(Ω)

44/21 2.796e-1 – 2.796e-1 – 2.162e-12
160/65 1.814e-1 0.62 1.814e-1 0.62 6.188e-12
608/225 1.169e-1 0.63 1.169e-1 0.63 2.289e-11

2,368/833 7.473e-2 0.65 7.473e-2 0.65 4.260e-11
9,344/3,201 4.754e-2 0.65 4.754e-2 0.65 1.406e-10

37,120/12,545 3.013e-2 0.66 3.013e-2 0.66 3.018e-10

Table 3.6: Example 2. Convergence of‖eb‖L2(Ω), ‖eb‖H(curl;Ω), and
‖rh‖L2(Ω).

3.5.3.1 Example 3: two-dimensional Hartmann flow

Consider the two-dimensional Hartmann flow problem, which involves a steady

unidirectional flow in the channelΩ = (0,10)× (−1,1) under the influence of the

constant transverse magnetic fieldbD = (0,1). The MHD solution then takes the

form:
u(x,y) = (u(y),0), p(x,y) = −Gx+ p0(y),

b(x,y) = (b(y),1), r(x,y) ≡ 0.
(3.36)
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Figure 3.2: Example 2. Numerical approximations of (a) velocity; (b) pres-
sure contours.
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Figure 3.3: Example 2. Numerical approximations of (a) magnetic field; (b)
contours of the first component of the magnetic field; (c) contours of the
second component of the magnetic field.

We impose the following boundary conditions:

u = 0 ony = ±1,

(pI −ν∇u)n = pNn onx = 0 andx = 10,

n×b = n×bD on Γ,

r = 0 onΓ,
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where

pN(x,y) = p(x,y)

= −Gx− G2

2κ

(
sinh(yHa)
sinh(Ha)

−y

)2

.

The exact solution is given by (3.36) with

u(y) =
G

νHatanh(Ha)

(
1− cosh(yHa)

cosh(Ha)

)
,

b(y) =
G
κ

(
sinh(yHa)
sinh(Ha)

−y

)
,

p0(y) = −G2

2κ

(
sinh(yHa)
sinh(Ha)

−y

)2

.

We note thatp0(y) and−κb(y)2

2 are the same up to an additive constant.

In Tables 3.7–3.8 and Figures 3.4–3.5, we setν = κ = 1, νm = 1e4, andG =

10. We observe thatrh ≡ 0, as predicted in Proposition 3.3.1, and‖u− uh‖1,h,

‖p− ph‖L2(Ω) and‖b− bh‖H(curl;Ω) converge to zero at the optimal rateO(h) as

the mesh is refined. Moreover, we note that theL2-norms of the errors in the

approximations ofu, b andp tend to zero optimally as well.

In Figures 3.4–3.5 we show the solution computed on the mesh with 32,768

elements; the total number of degrees of freedom employed inthe finite element

spaceVh×Ch×Qh×Sh is 197,633. In order to show the directions of vectors, in

Figure 3.5(b) and later figures,b is normalized such that the largest magnitude of

each component is 1 in the computational domain. The computed and analytical

solutions of the first components in the velocity and magnetic fields are virtually

indistinguishable; see Figure 3.4.

3.5.3.2 Example 4: three-dimensional Hartmann flow

In this example, we consider the three-dimensional unidirectional flow in the rect-

angular duct given byΩ = (0,L)× (−y0,y0)× (−z0,z0) with y0,z0 ≪ L under the

influence of the constant transverse magnetic fieldbD = (0,1,0). We takef = g= 0
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DOFsuh/ph ‖eu‖L2(Ω) l ‖eu‖1,h l ‖ep‖L2(Ω) l
416/128 2.028e-1 – 3.215 – 13.97 –

1,600/512 5.169e-2 1.97 1.611 1.00 6.986 1.00
6,272/2,048 1.306e-2 1.99 0.8061 1.00 3.493 1.00
24,832/8,192 3.282e-3 1.99 0.4033 1.00 1.747 1.00
98,816/32,768 8.227e-4 2.00 0.2017 1.00 0.8734 1.00

Table 3.7: Example 3. Convergence of‖eu‖L2(Ω), ‖eu‖1,h, and‖ep‖L2(Ω).

DOFsbh/rh ‖eb‖L2(Ω) l ‖eb‖H(curl;Ω) l ‖rh‖L2(Ω)

208/81 1.679e-4 – 2.259e-4 – 3.868e-12
800/289 8.605e-5 0.96 1.148e-4 0.98 1.746e-11

3,136/1,089 4.328e-5 0.99 5.761e-4 0.99 3.627e-11
12,416/4,225 2.167e-5 1.00 2.883e-5 1.00 9.424e-11
49,408/16,641 1.084e-5 1.00 1.442e-5 1.00 2.401e-10

Table 3.8: Example 3. Convergence of‖eb‖L2(Ω), ‖eb‖H(curl;Ω), and
‖rh‖L2(Ω).
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Figure 3.4: Example 3. Slices alongx = 5,−1≤ y≤ 1: (a) Velocity compo-
nentu(y); (b) Magnetic componentb(y).

and consider solutions of the form

u(x,y,z) = (u(y,z),0,0), p(x,y,z) = −Gx+ p0(y,z),

b(x,y,z) = (b(y,z),1,0), r(x,y,z) ≡ 0.
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(a)

(b)

Figure 3.5: Example 3. Numerical approximations of (a) velocity; (b) nor-
malized magnetic field.

We enforce the boundary conditions

u = 0 for y = ±y0 andz= ±z0,

(pI −ν∇u)n = pNn for x = 0 andx = L,

n×b = n×bD on Γ,

r = 0 onΓ,

with pN(x,y,z) = −Gx− κb(y,z)2

2 +10. The functionb(y,z) is given by the Fourier

series

b(y,z) =
∞

∑
n=0

bn(y)cos(λnz),
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where

λn =
(2n+1)π

2z0
,

bn(y) =
ν
κ

(
An

λ 2
n − p2

1

p1
sinh(p1y)+Bn

λ 2
n − p2

2

p2
sinh(p2y)

)
,

p2
1,2 = λ 2

n +Ha2/2±Ha
√

λ 2
n +Ha2/4,

An =
−p1(λ 2

n − p2
2)

∆n
un(y0)sinh(p2y0),

Bn =
p2(λ 2

n − p2
1)

∆n
un(y0)sinh(p1y0),

∆n = p2(λ 2
n − p2

1)sinh(p1y0)cosh(p2y0)− p1(λ 2
n − p2

2)sinh(p2y0)cosh(p1y0),

un(y0) =
−2G
νλ 3

n z0
sin(λnz0).

The functionsu(y,z) and p0(y,z) can be also expressed by Fourier series; for de-

tails, see [34]. In fact,p0(y,z) and−κb(y,z)2

2 are identical up to an additive constant.

Note also thatp(x,y,z) = pN(x,y,z).

In our tests, we setL = 10,y0 = 2, z0 = 1, ν = κ = 1, νm = 1e4 andG= 0.5. In

Tables 3.9–3.10, we investigate the asymptotic rates of convergence of the errors in

the approximations of the hydrostatic and magnetic variables. Again, we observe

that the finite element solution converges to the exact solution as the mesh sizeh

approaches zero, in accordance with Theorem 3.4.2. We observe the results show

good agreement with the optimal rates for‖u−uh‖1,h and‖b−bh‖H(curl;Ω). For

the pressure, we also see that the rate for‖p− ph‖L2(Ω) is approaching the optimal

rate, although more slowly. Additionally, we observe theL2-norm of rh is zero

becauseg is divergence-free, in accordance with Proposition 3.3.1.

In Figures 3.6–3.7 we show the solution computed on a uniformtetrahedral

mesh of 24,576 elements; this results in a total of 212,577 degrees of freedom

in the finite element spaceVh × Ch ×Qh ×Sh. We observe that the computed

and analytical solutions are in good agreement on this relatively coarse mesh; see

Figure 3.6.
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DOFsuh/ph ‖eu‖L2(Ω) l ‖eu‖1,h l ‖ep‖L2(Ω) l
360/48 3.959e-1 – 1.829 – 30.89 –

2,592/384 1.320e-1 1.58 0.9561 0.94 8.194 1.91
19,584/3,072 3.609e-2 1.87 0.4903 0.96 2.837 1.53

152,064/24,576 9.590e-3 1.91 0.2484 0.98 1.091 1.38

Table 3.9: Example 4. Convergence of‖eu‖L2(Ω), ‖eu‖1,h, and‖ep‖L2(Ω).

DOFsbh/rh ‖eb‖L2(Ω) l ‖eb‖H(curl;Ω) l ‖rh‖L2(Ω)

98/27 1.850e-5 – 3.219e-5 – 9.855e-12
604/125 1.565e-5 0.24 2.579e-5 0.32 1.013e-10

4,184/729 8.592e-6 0.86 1.464e-5 0.82 4.098e-10
31,024/4,913 4.411e-6 0.96 7.543e-6 0.96 1.795e-9

Table 3.10:Example 4. Convergence of‖eb‖L2(Ω), ‖eb‖H(curl;Ω), and
‖rh‖L2(Ω).

3.5.4 Driven cavity flow

Let us consider a classic test problem used in fluid dynamics,known as driven-

cavity flow. It is a model of the flow in a cavity with the lid moving in one direction;

cf. [31, Chapter 5.1.3] and [69].

3.5.4.1 Example 5: two-dimensional driven cavity flow

In this example, we consider the two-dimensional domainΩ = (−1,1)2 with ΓD =

Γ, and set the source terms to be zero. The boundary conditionsare prescribed as

follows:

u = 0 onx = ±1 andy = −1,

u = (1,0) ony = 1,

n×b = n×bD on Γ,

r = 0 onΓ,
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Figure 3.6: Example 4. Slices alongx = 5, −2 ≤ y ≤ 2, andz = 0: (a)
Velocity componentu(y,0); (b) Magnetic componentb(y,0).

wherebD = (1,0).

We setν = 1e-2,νm = 1e5,κ = 1e5, which simulate liquid metal type flows.

Figures 3.8–3.9 show the solution computed on a mesh with 8,192 elements and

49,665 degrees of freedom. Figure 3.8(a) shows that the circulation created by

the moving lid; Figure 3.8(b) shows the magnetic field changes direction due to

the coupling effect. Figure 3.9(a) demonstrates the boundary layer formation in

terms of the first component of the velocity. Streamlines forthe velocity field are

displayed in Figure 3.9(b). The computed solution agrees with the solution in the

literature [69].

3.5.4.2 Example 6: three-dimensional driven cavity flow

The problem we consider is the three-dimensional driven cavity flow in the domain

Ω = (−1,1)3 with ΓD = ∂Ω. The source terms are set to be zero. The boundary

conditions are prescribed as follows:

u = 0 on x = ±1, y = ±1 andz= −1,

u = (1,0,0) on z= 1,

n×b = n×bD on Γ,

r = 0 onΓ,
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(a)

(b)

Figure 3.7: Example 4. Numerical approximations of (a) velocity; (b) nor-
malized magnetic field.

wherebD = (1,0,0).

We setν = 1e-2, νm = 1e5, κ = 1e5 and obtain Figure 3.10 on a uniform

tetrahedral mesh comprising 24,576 elements; this resultsin a total of 212,577

degrees of freedom. The flow vectors on slices demonstrate a similar behaviour to
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Figure 3.8: Example 5. Numerical approximations of (a) velocity; (b) nor-
malized magnetic field.

the two-dimensional scenario in Section 3.5.4.1; see Figure 3.8.

3.5.5 Example 7: two-dimensional MHD flow over a step

The example we present here is another classical problem of aflow over a step

under a transverse magnetic field; cf. [33]. The magnetic field tends to damp the

vortex of the fluid after the step.

The domain isΩ = (−0.25,0.75)×(−0.125,0.125)\(−0.25,0]×(−0.125,0],

with ΓN = {(0.75,y) : y∈ (−0.125,0.125)} andΓD = Γ \ΓN. We setf = g = 0,
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Figure 3.9: Example 5. Numerical approximations of (a) contours of the first
velocity components; (b) streamlines of velocity.

and chooseν = 1e-2,νm = 1e5,κ = 2.5e4. The boundary data are given by

u = 0 ony = ±0.125,{(x,0) : x∈ (−0.25,0)},

u = 0 on{(0,y): y∈ (−0.125,0)},

u = (−25.6y(y−0.125),0) onx = −0.25,

(pI −ν∇u)n = pNn onx = 0.75,

n×b = n×bD on Γ,

r = 0 onΓ,

wherepN = 0 andbD = (0,1).

Figures 3.11–3.12 show the solution computed on a mesh with 7,168 elements

and 43,649 degrees of freedom. It is evident from Figure 3.11that the flow field is

correctly captured; the magnetic field changes directions due to the coupling effect;

the pressure drops behind the step. Figure 3.12 shows the velocity field in terms of

stream lines. The recirculation after the step decreases asthe coupling coefficientκ
increases. We observe that our numerical method reproducesthis damping effect
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(a) (b)

Figure 3.10: Example 6. Numerical approximations of (a) velocity; (b) nor-
malized magnetic field.

without any oscillation in the numerical solution. The computed solutions agree

with the solutions in the literature [22, 33].

(a) (b)

(c)

Figure 3.11: Example 7. Numerical approximations of (a) velocity; (b) nor-
malized magnetic field; (c) pressure contours.
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Figure 3.12: Example 7. Velocity flow vectors and streamlines zoomed in
behind the step for (a)κ=2.5e4; (b)κ=1e5.

3.6 Conclusions

We have introduced a new mixed finite element method for the numerical dis-

cretization of a stationary incompressible magnetohydrodynamics problem, with

divergence-conforming BDM elements and curl-conforming Nédélec elements for

the velocity and magnetic fields, respectively. The approximation of the velocity

field is exactly mass conservative. We have shown the well-posedness of the dis-

crete formulation under a standard small data assumption, and convergence of the

approximations under minimal regularity assumptions.

We have proved that the energy norm error is convergent in themesh size in

general Lipschitz polyhedra, and have derived a priori error estimates. As shown

in detail in Section 3.4, in the two-dimensional case there is a loss ofO(hε ) in

the theoretical error estimates. In the three-dimensionalcase our error estimates

end up falling short by half a power ofh for the errors inu andb, and by a full

power in p and r. Nevertheless, the numerical experiments of Section 3.5 show

optimal convergence in all cases. This probably indicates that the sub-optimality

is a mere artifact of our technique of proof, which relies on inverse estimates to

establish the continuity of the nonlinear coupling form. Furthermore, the numerical

experiments indicate that the constantCε in Theorem 3.4.3 stays bounded, even
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though this is not guaranteed by the analysis. Altogether, the computed results

are in excellent agreement with results in the literature, and the method correctly

resolves the strongest magnetic singularities in non-convex domains. But there is

a need to further pursue the theoretical issue of sub-optimal convergence rates.

Based on the theoretical results in [70], we expect the same good performance

of our discretization and solution techniques to carry overto the dynamic prob-

lem, provided that the nonlinear terms are treated (semi)implicitly. This will be

discussed further in detail in Chapter 4. We also mention theissue of higher order

elements. Here, too, we do not expect any deviation from our current computa-

tional results. In particular, we expect to see optimal convergence rates for smooth

solutions.

The scope of our work can be broadened in a number of additional directions.

A very important issue is the investigation of efficient linear solvers for large-scale

problems. In such settings iterative solvers are necessary, and this brings up the

need for deriving effective and scalable preconditioners.While there are efficient

solution techniques for the Navier-Stokes equations as well as for the curl-curl

operator, the primary challenge is how to deal with the coupling term, especially

when coupling is strong. Preliminary work on this is currently underway.

Another item for future work is the derivation of a nonlinearsolver that con-

verges more rapidly than the Picard iteration used in our experiments. As we have

pointed out in Remark 3.3.3, developing the Newton iteration for our discretization

is somewhat delicate and is subject of ongoing investigation.
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Chapter 4

Extensions

In this chapter, we describe two extensions of the disretization techniques presented

in Chapters 2 and 3. First, we consider the fully nonlinear time-dependent MHD

problem introduced in Section 1.1. We employ the implicit Euler method for the

temporal discretization, and our DG approach with exactly divergence-free veloci-

ties for the spatial discretization, which as before ensures the energy-stability of the

fully discrete scheme. We present a preliminary set of computational experiments.

Second, we investigate an exactly divergence-free DG method for the approxi-

mation of the Stokes problem with nonstandard boundary conditions. These bound-

ary conditions are naturally suited for approximating the Stokes equations using a

curl-curl formulation. We establish a crucial norm-equivalence property for the

proposed discretization, and prove optimal convergence ofour method in the bro-

kenH1-norm. The theoretical results are confirmed in a series of numerical tests.

4.1 Time-dependent incompressible
magnetohydrodynamics

4.1.1 Introduction

A number of papers on time-dependent MHD systems can be foundin the litera-

ture. In [3], a class of time-stepping algorithms for the transient incompressible

MHD equations has been analyzed, with focus on the long-termdissipative struc-
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ture of the underlying dynamical system. In [46], the second-order BDF2 scheme

has been applied for the time discretization of the MHD system. The Navier-Stokes

equations have been decoupled from the Maxwell equations bytaking the nonlin-

ear terms fully explicitly. Theoretical aspects of other fully discrete schemes for

time-dependent MHD problems have been presented in [70]. Wealso refer the

reader to the monograph [35].

In this section, we implement a fully discrete scheme for thenumerical approx-

imation of the time-dependent incompressible MHD equations, where the implicit

Euler method is employed for time stepping, and the divergence/curl-conforming

finite elements presented in Chapter 3 are used for the spatial discretization. The

nonlinear terms are discretized semi-implicitly. Hence, in each time step, a lin-

earized (but coupled) MHD system similar to the one presented in (3.14) needs

to be solved. The goal of this section is to present a preliminary set of numerical

computations and to demonstrate that our DG approach is in principle applicable

to transient problems.

In a simply-connected Lipschitz domainΩ ∈ R
d (d = 2 or 3) and forT > 0,

we consider the time-dependent MHD equations

∂tu−ν ∆u+(u ·∇)u+ ∇p−κ (∇×b)×b = f in Ω× (0,T), (4.1a)

∇ ·u = 0 in Ω× (0,T), (4.1b)

κ∂tb+ κνm∇× (∇×b)−κ ∇× (u×b) = 0 in Ω× (0,T), (4.1c)

∇ ·b = 0 in Ω× (0,T), (4.1d)

subject to the following boundary and initial conditions

u = 0 on Γ× (0,T), (4.2a)

n×b = 0 on Γ× (0,T), (4.2b)

u(0) = u0 on Ω, (4.2c)

b(0) = b0 on Ω. (4.2d)
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Note that the incompressibility constraint of the magneticfield in (4.1d) is implic-

itly implied by the magnetic equation (4.1c). To see this, wetake the divergence

of (4.1c) and obtain

∂t(∇ ·b) = 0 ∀ t ∈ (0,T).

Therefore, the constraint (4.1d) is satisfied as long as the initial magnetic fieldb0

is solenoidal.

4.1.2 Weak formulation

Upon setting

V = H1
0(Ω)d, C = H0(curl;Ω), Q = L2

0(Ω),

the variational formulation of problem (4.1)–(4.2) is: forevery t ∈ (0,T), find

u(t) ∈ V, b(t) ∈ C andp(t) ∈ Q such that

(∂tu(t),v)Ω +A(u(t),v)+O(u(t),u(t),v) (4.3a)

+C(b(t),v,b(t))+B(v, p(t)) = (f(t),v)Ω,

B(u(t),q) = 0, (4.3b)

κ(∂tb(t),c)Ω +M(b(t),c)−C(b(t),u(t),c) = 0, (4.3c)

u(0) = u0, b(0) = b0, (4.3d)

for all (v,c,q) ∈ V ×C×Q. The weak forms are given by

A(u,v) =

∫

Ω
ν ∇u : ∇vdx, O(w,u,v) =

∫

Ω
(w ·∇)u ·vdx,

M(b,c) =
∫

Ω
κνm(∇×b) · (∇×c)dx, C(d,v,b) =

∫

Ω
κ (v×d) · (∇×b)dx,

B(u,q) = −
∫

Ω
(∇ ·u)qdx.
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Since∇H1
0(Ω)⊂C, we may choosec= ∇swith s∈H1

0(Ω) in (4.3c) and obtain

∂t(b,∇s)Ω = 0 ∀s∈ H1
0(Ω), t ∈ (0,T).

Therefore the incompressibility of the weak solutionb is satisfied automatically

for divergence-freeb0, and there is no need to introduce a Lagrange multiplier as

in the stationary case considered in Chapters 2 and 3.

In addition, we have the following energy identity, cf. [70]:

1
2

∂t(‖u‖2
L2(Ω) + κ‖b‖2

L2(Ω))+ ν‖∇u‖2
L2(Ω) + κνm‖∇×b‖2

L2(Ω) = (f,u)Ω, (4.4)

which is an immediate consequence of settingv = u in (4.3a) andc = b in (4.3c),

making the sum of both equations, and using the divergence constraint (4.1b).

4.1.3 Space discretization

Under the same assumptions on meshes and traces as in Section3.3.1, we look for

approximations tou(t), b(t) andp(t) in the same finite element spaces as in (3.5).

That is,

uh(t) ∈ Vh = {v ∈ H0(div;Ω) : v|K ∈ Pk(K)d, K ∈ Th},

bh(t) ∈ Ch = {c∈ H0(curl;Ω) : c|K ∈ Pk−1(K)d ⊕Rk(K), K ∈ Th},

ph(t) ∈ Qh = {q∈ L2
0(Ω) : q|K ∈ Pk−1(K), K ∈ Th},

with k ≥ 1. The semi-discrete scheme then reads: for everyt ∈ (0,T), find uh(t),

bh(t) andph(t) such that

(∂tuh(t),v)Ω +Ah(uh(t),v)+Oh(uh(t),uh(t),v) (4.5a)

+C(bh(t),v,bh(t))+B(v, ph(t)) = (f(t),v)Ω,

B(uh(t),q) = 0, (4.5b)

κ(∂tbh(t),c)Ω +M(bh(t),c)−C(bh(t),uh(t),c) = 0, (4.5c)

uh(0) = u0h, bh(0) = b0h, (4.5d)
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for all (v,c,q) ∈Vh×Ch×Qh. Here,u0h andb0h are suitable approximations ofu0

andb0, respectively, with∇ ·u0h = 0. The formAh corresponding to the Laplacian

is again the interior penalty form [4, 5]:

Ah(u,v) = ∑
K∈Th

∫

K
ν∇u : ∇vdx− ∑

F∈Fh

∫

F
{{ν∇u}} : [[v]]ds

− ∑
F∈Fh

∫

F
{{ν∇v}} : [[u]]ds+ ∑

F∈Fh

a0ν
hF

∫

F
[[u]] : [[v]]ds

with a0 > 0 the interior penalty stabilization parameter. It has to bechosen larger

than a threshold value which is independent ofh, ν , κ andνm. For the convection

term, we take the standard upwind form [62]:

Oh(w,u,v) = ∑
K∈Th

∫

K
(w ·∇)u ·vdx

+ ∑
K∈Th

∫

∂K\Γ

1
2
(w ·nK −|w ·nK|)(ue−u) ·vds

−
∫

Γ

1
2
(w ·n−|w ·n|)u ·vds.

Here,ue is the trace ofu taken from the exterior ofK. The remaining forms are the

same as in the continuous case.

4.1.4 Time discretization

Let us now introduce the time step∆t = T/N, whereN is the number of time levels,

and settn = n∆t for 0 ≤ n ≤ N. We discretize in time using the implicit Euler

scheme, and denote byun
h, bn

h, pn
h the approximations touh(tn), bh(tn) and ph(tn)

in (4.5). By settingu0
h = u0h, b0

h = b0h, and taking the nonlinear and coupling terms

semi-implicitly, the fully discrete solutions are then found by solving the following

linearized (but still coupled) system on each time level 1≤ n ≤ N: find un
h, bn

h
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andpn
h such that

1
∆t

(un
h,v)Ω +Ah(un

h,v)+Oh(un−1
h ,un

h,v) (4.6a)

+C(bn−1
h ,v,bn

h)+B(v, pn
h) = (fn,v)Ω +

1
∆t

(un−1
h ,v)Ω,

B(un
h,q) = 0, (4.6b)

κ
∆t

(bn
h,c)Ω +M(bn

h,c)−C(bn−1
h ,un

h,c) =
κ
∆t

(bn−1
h ,c)Ω, (4.6c)

for all (v,c,q) ∈ Vh×Ch×Qh, wherefn = f(tn). Closely related systems of this

form have been analyzed in Chapter 3.

As shown in Proposition 3.3.1, our discretization guarantees that

∇ ·un
h = 0 ∀1≤ n≤ N.

Therefore by choosing(v,c) = (un
h,b

n
h), and adding equations (4.6a) and (4.6c), we

obtain the discrete energy property which mimics (4.4); seealso [70]:

1
2

D
(
‖un

h‖2
L2(Ω) + κ‖bn

h‖2
L2(Ω)

)
+

∆t
2

(
‖Dun

h‖2
L2(Ω) + κ‖Dbn

h‖2
L2(Ω)

)

+CCν‖un
h‖2

1,h + κνm‖∇×bn
h‖2

L2(Ω) ≤ (fn,un
h)Ω,

where‖ · ‖1,h is the discreteH1-norm defined in (3.7) andCC is the coercivity

constant in (3.9). Furthermore,D is the difference quotient operator given by

Dun =
un−un−1

∆t
∀1≤ n≤ N.

4.1.5 Numerical tests

We test our method on a series of computational experiments using the lowest-order

BDM and Nédélec elements (k = 1) for two-dimensional systems. The computa-

tion has been carried out using MATLAB with direct linear solvers. We will specify

(pI − ν∇u)n on the Neumann part of the boundary denoted byΓN, where Iis the

identity matrix andn is the unit outward normal onΓ. Our discretization can easily
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be extended to Neumann boundary conditions of this type. TheDirichlet bound-

ary is then denoted byΓD. We choose the stabilization parametera0 = 10 in all

cases. The initial valuesu0h andb0h are set to be the BDM projection ofu0 and

the Nédélec projection ofb0, respectively. Notice that∇ ·u0h = 0 provided that

∇ ·u0 = 0.

4.1.5.1 Example 1: Convergence test for time discretization

For T = 1, we consider a two-dimensional problem onΩ = (−1,1)2 with ΓN =

{(1,y) : y ∈ (−1,1)} andΓD = Γ\ΓN. The parametersν , νm andκ are all set to

one. We choose the right-hand side source terms and boundaryconditions so that

the analytical solution is given by

u(x,y, t) = (x+ t2, −y+cost), p(x,y, t) = 10+sint,

b(x,y, t) = (1−y+sint, x+et).

For this example, the spatial discretization is exact; therefore only temporal er-

rors are introduced by our scheme. This problem is thus nicely suited to test the

accuracy of the temporal discretization.

∆t max
1≤n≤N

‖u(tn)−un
h‖L2(Ω) l max

1≤n≤N
‖b(tn)−bn

h‖L2(Ω) l

1/4 6.060e-2 – 4.358e-1 –
1/8 3.221e-2 0.91 2.229e-1 0.97
1/16 1.657e-2 0.96 1.127e-1 0.98
1/32 8.403e-3 0.98 5.667e-2 0.99

Table 4.1: Example 1. Convergence in time of max
1≤n≤N

‖u(tn) − un
h‖L2(Ω)

and max
1≤n≤N

‖b(tn)−bn
h‖L2(Ω).

In Table 4.1, we present the asymptotic rates of convergencein time of the er-

rors in the approximations of the velocity and the magnetic field. Here, we denote

by u(tn) andb(tn) the exact solutions ofu andb at timetn, respectively, and byl

the experimental rate of convergence. The mesh size is set toh= 1/4 (since spatial

errors are zero up to machine accuracy). We evaluate the max
1≤n≤N

‖·‖L2(Ω)-norm (dis-
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crete maximum norm in time andL2-norm in space) errors of the approximations.

We clearly see first-order convergence in time as expected.

4.1.5.2 Example 2: Couette channel flow

Next, we consider the two-dimensional Couette channel flow problem, cf. [75],

where the conducting fluid is contained in the channelΩ = (0,5)× (0,1) with the

top wall y = 1 moving with velocityuD = (1,0). A uniform magnetic fieldbD =

(0,1) is applied across the channel. The MHD solution takes the form

u(x,y, t) = (u(y, t),0), b(x,y, t) = (b(y, t),1), p(x,y, t) = p(y, t). (4.7)

We setf = 0 and impose the following boundary conditions

u = 0 on y = 0,

u = uD on y = 1,

(pI −ν∇u)n = pNn on x = 0 andx = 5,

n×b = n×bD on Γ,

and initial conditions

u(0) = b(0) = 0 on Ω.

Here,

pN = 1− κ
2

( −1
νmHa

sinh
(y−1)Ha

2
ϕ(y, t)

)2
,

with

ϕ(y, t) =
sinhyHa

2

sinhHa
2

+2π
∞

∑
n=1

(−1)nn
λn

sin(nπy)e−λnνt ,

λn =
Ha2

4
+(nπ)2.
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In the caseν = νm, the solution of this problem can be obtained in exact and is

given by (4.7) with

u(y, t) = cosh
(y−1)Ha

2
ϕ(y, t),

b(y, t) =
−1

νmHa
sinh

(y−1)Ha
2

ϕ(y, t),

p(y, t) = 1− κ
2

b(y, t)2.

We note thatp(y, t) = pN, as in Hartmann flow problems.

(a) (b)

(c)

Figure 4.1: Example 2. Numerical approximations of velocity at time (a)
t = 0.01; (b)t = 0.1; (c) t = 1.

In Figures 4.1 and 4.2, we show the evolution of the computed velocity and the

magnetic field, respectively. In all these tests, the parameters are chosen asν =

νm = 1, Ha= 5 andκ = ννmHa2. We observe that at an early staget = 0.01,

only the local velocity profile is changed by the effect of themoving top wall as

illustrated in Figure 4.1(a), whereas at timet = 0.1, the entire field is affected,

see Figure 4.1(b). The approximate velocity in Figure 4.1(c) is close to the steady

state solution. In Figure 4.2, in order to show the change of the induced magnetic

field b(y, t), b = (b(y, t),1) is normalized such that the largest magnitude of each

component is 1 in the computational domain. The computed magnetic field att = 1

in Figure 4.2(c) is again an almost steady profile.
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(a) (b)

(c)

Figure 4.2: Example 2. Numerical approximations of normalized magnetic
field at time (a)t = 0.01; (b)t = 0.1; (c) t = 1.

4.1.6 Conclusions

In this section, we have presented and implemented a discrete scheme for the time-

dependent MHD problem, where the time stepping is realized via the implicit Euler

scheme, and the space discretization is based on theH(div)-conforming BDM el-

ements and theH(curl)-conforming Nédélec elements of the first kind proposed

in Chapter 3. The approximate velocities are automaticallydivergence-free, thus

guaranteeing the stability of our discretization. We have validated the accuracy of

our approach through a series of numerical tests. In each time step, a fully coupled

linearized MHD problem has to be solved, which is computationally expensive. To

make our approach feasible in practice, it is therefore mandatory to develop effi-

cient solvers/preconditioners or further decoupling strategies as in [46, 70]. While

a wide variety of efficient and robust solvers is available for both the Navier-Stokes

and the Maxwell subproblems in (4.6), see [31, 41, 42, 57], the effective treatment

of the coupling terms remains an open question.

4.2 An exactly divergence-free method for the Stokes
equations with nonstandard boundary conditions

We analyze an exactly divergence-free DG method for the Stokes equations with

nonstandard boundary conditions. To incorporate the boundary conditions, a curl-

curl formulation of the Stokes problem is employed. Our mainresult is an optimal
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a priori error estimate in the brokenH1-norm for the velocity and theL2-norm for

the pressure. The theoretical results are verified in a set ofnumerical experiments.

4.2.1 Introduction

In [19, 20], a new class of exactly divergence-free finite element methods for in-

compressible fluid flow problems have been introduced. The methods are based on

approximating the velocity field in a divergence-conforming finite element space

and the pressure in a properly matched discontinuous space,combined with a dis-

continuous Galerkin discretization of the Laplace operator appearing in the Navier-

Stokes equations to enforce the fullH1-continuity of the discrete velocity. The

resulting numerical schemes then have the desirable property that the approximate

velocity field is exactly divergence-free over the computational domain. In [20], a

detailed error analysis of such methods can be found for a variety of DG methods;

they have been all shown to be inf-sup stable and optimally convergent in natural

norms. We also refer the reader to [21, 43, 59] for further aspects and applications.

In this section, we adopt an exactly divergence-free DG method for the numer-

ical solution of the Stokes equations

−ν∆u+ ∇p= f in Ω, (4.8a)

∇ ·u = 0 in Ω, (4.8b)

subject to the nonstandard boundary conditions

u ·n = 0 and (∇×u)×n = 0 on Γ. (4.9)

Here,u is the velocity field of the fluid,p the pressure,f ∈ L2(Ω)d represents an

external body force. The boundary conditions are normal velocity (no-penetration)

and tangential vorticity conditions. We shall make the additional (smoothness)

assumptions onΩ (more details can be found below).

Assumption 4.2.1 The domainΩ is convex or has a boundary of classC 1,1 in the

sense of [2, Notation 2.1].

The boundary conditions (4.9) lend themselves naturally tonumerical methods
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that are based on rewriting the vector Laplacian in terms of the curl-curl operator.

Indeed, by using the well-known vector identity

−∆u = ∇× (∇×u)−∇(∇ ·u),

the Stokes equations (4.8)–(4.9) can be written in the form

ν∇× (∇×u)+ ∇p= f in Ω, (4.10a)

∇ ·u = 0 in Ω, (4.10b)

u ·n = 0 onΓ, (4.10c)

(∇×u)×n = 0 on Γ. (4.10d)

Various finite element methods incorporating nonstandard boundary conditions

for the Stokes (or Navier-Stokes) equations can be found in the literature. In [58],

a theoretical analysis of a class of such methods has been carried out. The finite

element methods therein have been designed to handle eitherthe mixed velocity,

vorticity and pressure boundary conditions, or the velocity and traction boundary

conditions. In [8], the same boundary conditions as in (4.9)have been consid-

ered, and formulations which decouple the pressure from theStokes system have

been investigated. In [37], a mixed method has been proposedfor the Navier-

Stokes equations using a vector potential-vorticity formulation. We mention here

also [38] where curl-conforming elements and nodal elements are employed for the

approximations of velocity and pressure, respectively. For a detailed discussion of

alternate boundary conditions and formulations of the viscous term, we refer the

reader to [47].

In the spirit of [20], we develop and analyze an exactly divergence-free DG

method for the numerical approximation of (4.10) on triangular/tetrahedral meshes.

In particular, we use a Brezzi-Douglas-Marini (BDM) finite element space of de-

greek for the velocity approximation [11], along with a discontinuous pressure

space of degreek−1. The curl-curl operator is then discretized using a standard in-

terior penalty approach. The proposed DG method has severalimportant features.

First, the resulting velocity approximation is exactly divergence-free. Second, the
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boundary conditions (4.10c)–(4.10d) can be enforced in a seemingly straightfor-

ward manner, (4.10c) essentially and (4.10d) naturally. Third, in contrast to some

of the aforementioned papers, the pressure is sought inL2
0(Ω).

As usual for curl-curl formulations, our analysis requiresthe relatively strong

regularity properties stated in Assumption 4.2.1. The velocity field u in (4.10) can

then be shown to belong toH1(Ω)d. One of the main contributions of our work

here is to prove an estimate for the error measured in a brokenH1-norm for the ve-

locity and in theL2-norm for the pressure. The critical issue arising here is proving

theH1-stability of the DG discretization based on the curl-curl formulation (4.10).

We do this by employing an averaging operator as introduced in [61], and by split-

ting the solution into anH1-conforming part and a remainder. A similar idea can

also be found in [12] for the simpler no-slip boundary condition u = 0 on Γ, in the

context of hybridized LDG methods.

We point out that problems of the form (4.10) also appear in mixed formula-

tions of Maxwell’s equations [53]. For smooth or convex domains, we expect our

DG approach to work in the Maxwell context as well. However, when Assump-

tion 4.2.1 is not satisfied, it is well known thatu in (4.10) might have singular

components that are not inH1(Ω)d any longer. The analysis of related methods for

such problems remains an open question. We mention that, forMaxwell’s equa-

tions in mixed form, DG methods based on completely discontinuous spaces can

be found in [53, 54].

The outline of Section 4.2 is as follows. In Section 4.2.2, wereview a vari-

ational formulation suitable for (4.10). In Section 4.2.3,we discretize it using a

mixedPd
k -Pk−1 element pair that yields exactly solenoidal velocity approxima-

tions. Section 4.2.4 is devoted to the error analysis of the proposed method. A set

of numerical examples is presented in Section 4.2.5.
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4.2.2 Weak formulation and well-posedness

In this section, we present a mixed formulation of (4.10) that is based on the fol-

lowing two spaces

V = {v ∈ L2(Ω)d : ∇×v ∈ L2(Ω)d, ∇ ·v ∈ L2(Ω), v ·n = 0 onΓ},

Q = L2
0(Ω) = {q∈ L2(Ω) : (q,1)Ω = 0}.

These spaces are endowed with the norms

‖u‖2
V = ‖∇×u‖2

L2(Ω) +‖∇ ·u‖2
L2(Ω)

and‖p‖L2(Ω). From the Poincaré inequality in [32, Proposition 7.4], there holds

‖∇×u‖L2(Ω) +‖∇ ·u‖L2(Ω) ≥C
(
‖u‖L2(Ω) +‖∇×u‖L2(Ω) +‖∇ ·u‖L2(Ω)

)
,

for all u ∈ V, with a constantC > 0 only depending onΩ. It follows that‖ · ‖V is

indeed a norm onV. It further follows from [2, Theorems 2.9 and 2.17] that the

spaceV is continuously embedded inH1(Ω)d. Hence, there are constantsc1 andc2

only depending onΩ such that

c1‖u‖H1(Ω) ≤ ‖u‖V ≤ c2‖u‖H1(Ω), u ∈ V. (4.11)

Now, we consider the variational problem: find(u, p) ∈ V ×Q such that

A(u,v)+B(v, p) = (f,v)Ω, (4.12a)

B(u,q) = 0, (4.12b)

for all (v,q) ∈ V ×Q. Here, the formsA(u,v) andB(u,q) are given by

A(u,v) =
∫

Ω
ν(∇×u) · (∇×v)dx,

B(u,q) = −
∫

Ω
(∇ ·u)qdx.

To discuss the well-posedness of (4.12), we first note that the formsA andB
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are clearly continuous:

|A(u,v)| ≤ ν‖u‖V‖v‖V , u,v ∈ V, (4.13a)

|B(u, p)| ≤ ‖u‖V‖p‖L2(Ω), u ∈ V, p∈ Q. (4.13b)

Next, we observe that the formA is coercive on the kernel ofB. That is, by defining

J = {u ∈ V : B(u,q) = 0 ∀q∈ Q},

we have

A(u,u) ≥ ν‖u‖2
V , u ∈ J. (4.14)

Finally, let us prove the following inf-sup condition for the formB.

Lemma 4.2.2 There holds

inf
p∈Q\{0}

sup
v∈V\{0}

B(v, p)

‖v‖V‖p‖L2(Ω)

≥C > 0,

with a constant C only depending onΩ.

Proof: Given p∈ Q, let φ ∈ H1(Ω) be the solution of the Neumann problem

−∆φ = p in Ω, ∇φ ·n = 0 onΓ.

Settingv = ∇φ , we havev ∈ V, B(v, p) = ‖p‖2
L2(Ω)

and‖v‖V = ‖p‖L2(Ω). These

properties now readily yield the desired inf-sup condition. �

The theory of mixed finite element methods, see for example [11, 39], along

with the stability properties in (4.13), (4.14) and Lemma 4.2.2 imply that the weak

formulation (4.12) has a unique solution(u, p) ∈ V ×Q and is well-posed. More-

over, in view of the embedding in (4.11), the velocity fieldu actually belongs

to H1(Ω)d.

4.2.3 Finite element approximation

In this section, we propose a finite element method for (4.12)that is based on

Brezzi-Douglas-Marini spaces for the approximation of thevelocities, and on stan-
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dard discontinuous finite element spaces for the pressure.

4.2.3.1 Mixed formulation

For a polynomial degreek≥ 1, we now wish to approximate the solution of (4.12)

by finite element functions(uh, ph) ∈ Vh×Qh, where

Vh = {u ∈ H0(div;Ω) : u|K ∈ Pk(K)d, K ∈ Th},

Qh = { p∈ L2
0(Ω) : p|K ∈ Pk−1(K), K ∈ Th}.

The spaceVh is the divergence-conforming Brezzi-Douglas-Marini (BDM) space

(see [11, Section III.3] for details); it has degrees of freedom specified for the

normal components of functions along faces.

Then, we introduce the finite element method: find(uh, ph) ∈ Vh ×Qh such

that

Ah(uh,v)+Bh(v, ph) = (f,v)Ω, (4.15a)

Bh(uh,q) = 0, (4.15b)

for all (v,q) ∈ Vh×Qh. The formsAh andBh are given by:

Ah(u,v) = ∑
K∈Th

∫

K
ν(∇×u) · (∇×v)dx− ∑

F∈F I
h

∫

F
{{ν∇×u}} · [[v]]T ds

− ∑
F∈F I

h

∫

F
{{ν∇×v}} · [[u]]T ds+ ∑

F∈F I
h

∫

F

a0ν
hF

[[u]]T · [[v]]T ds

Bh(u,q) = B(u,q).

The parametera0 > 0 is an interior penalty stabilization parameter; it has to be

chosen larger than a threshold value that is independent ofh andν ; see also [4].

Remark 4.2.3 Notice that the boundary conditions(4.10c)are enforced essen-

tially, whereas(4.10d)is incorporated as natural boundary conditions.

As in [19, 20], the approximate velocity is exactly divergence-free.
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Proposition 4.2.4 The approximate velocity fielduh ∈ Vh obtained from(4.15) is

exactly divergence-free.

4.2.4 Error analysis

In this section, we present the error analysis of the mixed finite element method (4.15).

In particular, we derive an optimal estimate for the error measured in a brokenH1-

norm in the velocity, andL2-norm in the pressure.

4.2.4.1 Averaging operator

As in [40, 60, 61], our main technical tool is an averaging operator. To introduce

it, we defineVc
h = Vh∩H1(Ω)d.

Proposition 4.2.5 There is an averaging operatorIh : Vh → Vc
h such that

∑
K∈Th

‖u− Ihu‖2
L2(K) ≤C ∑

F∈F I
h

hF‖[[u]]T‖2
L2(F),

∑
K∈Th

‖∇(u− Ihu)‖2
L2(K) ≤C ∑

F∈F I
h

h−1
F ‖[[u]]T‖2

L2(F),

with a constant C> 0 independent of the mesh size.

Proof: We first denote byWh the fully discontinuous scalar space

Wh = Pk(Th),

and setWc
h = Wh∩H1(Ω). Let N (Th) be a set of nodes ofTh that is unisolvent

in the sense that it allows us to define a Lagrange basis ofWc
h with respect to these

nodes. For a nodeN ∈ N (Th), the set of adjacent elements is given by

δN = {K ∈ Th : N is a vertex ofK }.
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For a DG functionu ∈ Wh, we now define the averaging operatorIhu ∈ Wc
h by

setting its value at each node to

(Ihu)(N) =
1

card(δN)

(

∑
K∈δN

u|K(N)

)
, N ∈ N (Th).

In [61], averaging operators of this type have been introduced and analyzed which

map DG functions intoWh ∩H1
0(Ω), i.e., into conforming piecewise polynomial

functions with zero Dirichlet boundary conditions. A slight modification of the

(scaling) arguments there show that the following inequalities hold

∑
K∈Th

‖u− Ihu‖2
L2(K) ≤C ∑

F∈F I
h

hF‖[[u]]‖2
L2(F),

∑
K∈Th

‖∇(u− Ihu)‖2
L2(K) ≤C ∑

F∈F I
h

h−1
F ‖[[u]]‖2

L2(F),

where[[u]] is the usual jump of a scalar function over a faceF. For more details on

these averaging operators, we also refer the reader to [40, 60] and the references

therein.

For the vector-valued discontinuous spaceWh = Pk(Th)
d and itsH1-conforming

partWc
h = Wh∩H1(Ω)d, we defineIh componentwise asIh = (Ih, Ih, Ih). Clearly,

for anyu ∈ Wh, we have

∑
K∈Th

‖u− Ihu‖2
L2(K) ≤C ∑

F∈F I
h

hF‖[[u]]‖2
L2(F),

∑
K∈Th

‖∇(u− Ihu)‖2
L2(K) ≤C ∑

F∈F I
h

h−1
F ‖[[u]]‖2

L2(F).

Then, letK be an element andF a face onK. For any vectoru, we have the

following orthogonal decomposition onF:

u = (u ·nK)nK +(nK ×u)×nK,

wherenK is the unit outward normal onF. It follows from this identity that ifu ∈
Vh is divergence-conforming, then the jump ofu overF reduces to the tangential
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jump, i.e.,[[u]] = [[u]]T .

This finishes the proof. �

4.2.4.2 Stability

We introduce the following discrete semi-norms for the velocity

|u|21,h = ∑
K∈Th

‖∇u‖2
L2(K) + ∑

F∈F I
h

h−1
F ‖[[u]]‖2

L2(F),

|u|2curl,h = ∑
K∈Th

‖∇×u‖2
L2(K) + ∑

F∈F I
h

h−1
F ‖[[u]]T‖2

L2(F),

and define the norm

|||u|||21,h = ‖u‖2
L2(Ω) + |u|21,h,

The bilinear formsAh andBh are now continuous over the finite element spaces:

|Ah(u,v)| ≤Cν |u|curl,h|v|curl,h, (4.16)

|Bh(u, p)| ≤C|u|1,h‖p‖L2(Ω), (4.17)

for all u,v ∈ Vh, p∈ Qh, with a constantC > 0 independent ofh andν .

Next, we define the discrete kernel

Jh = {u ∈ Vh : Bh(u,q) = 0 ∀q∈ Qh},

and prove the following crucial coercivity result.

Proposition 4.2.6 If the interior penalty parameter a0 is sufficiently large inde-

pendently of h andν , then we have

Ah(u,u) ≥Cν |||u|||21,h, u ∈ Jh,

with a constant C> 0 independent of the mesh size h and the parameterν .

Proof: It is well-known that there is a threshold valuea∗0 > 0 independent ofh and
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ν such that fora0 ≥ a∗0 there holds

Ah(u,u) ≥Cν |u|2curl,h, u ∈ Vh, (4.18)

with C > 0 independent ofh andν ; cf. [4, 5].

Let now u ∈ Jh. As in the proof of Proposition 4.2.4, we conclude thatu is

exactly divergence-free. Then, by the triangle inequality,

|||u|||21,h ≤C
(
|||Ihu|||21,h + |||u− Ihu|||21,h

)
=C

(
‖Ihu‖2

H1(Ω) + |||u− Ihu|||21,h

)
. (4.19)

Then, we claim that theH1-norm of Ihu on the right-hand side of (4.19) can be

bounded by

‖Ihu‖2
H1(Ω) ≤C|u|2curl,h. (4.20)

To prove (4.20), we use the embedding (4.11), the triangle inequality and the fact

thatu is divergence-free. We obtain

‖Ihu‖2
H1(Ω) ≤C

(
‖∇× (Ihu)‖2

L2(Ω) +‖∇ · (Ihu)‖2
L2(Ω)

)

≤C( ∑
K∈Th

(
‖∇×u‖2

L2(K) +T
)

.

where

T = ∑
K∈Th

(
‖∇× (u− Ihu)‖2

L2(K) +‖∇ · (u− Ihu)‖2
L2(K)

)
.

According to Proposition 4.2.5, we readily have

T ≤C ∑
F∈F I

h

h−1
F ‖[[u]]T‖2

L2(F),

and therefore (4.20) holds.

Next, we claim that

|||u− Ihu|||21,h ≤C|u|2curl,h. (4.21)
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To prove this bound, we start by noticing that

‖[[u− Ihu]]‖2
L2(F) = ‖[[u]]‖2

L2(F) = ‖[[u]]T‖2
L2(F).

Now we apply again Proposition 4.2.5 and obtain

|||u− Ihu|||21,h ≤C ∑
F∈F I

h

h−1
F ‖[[u]]T‖2

L2(F).

The assertion now follows by referring to (4.18), (4.19), (4.20) and (4.21). �

Finally, let us address the inf-sup stability of the formBh. We have the follow-

ing result [49, Proposition 10]:

Lemma 4.2.7

inf
p∈Qh\{0}

sup
v∈Vh\{0}

Bh(v, p)

|||v|||1,h‖p‖L2(Ω)

≥C > 0,

for a constant C> 0 independent of h andν .

Proof: The proof is analogous to that of [49, Proposition 10]. �

Proposition 4.2.6, Lemma 4.2.7, together with equations (4.16) and (4.17)

guarantee the existence and uniqueness of the solution of (4.15).

4.2.4.3 A priori error estimates

It is now straighforward to prove error estimates for the Galerkin method (4.15). In-

deed, by proceeding as in [11] and using the stability properties of Section 4.2.4.2,

we readily obtain the following result.

Theorem 4.2.8 Suppose the solution(u, p) of (4.10) possesses the smoothness

(u, p) ∈ Hσ+1(Ω)d ×Hσ(Ω), (4.22)

for σ > 1
2. Then the following error estimates hold:

ν
1
2 |||u−uh|||1,h+ν− 1

2‖p− ph‖L2(Ω) ≤Chmin{σ ,k}
(

ν
1
2‖u‖Hσ+1(Ω) +ν− 1

2‖p‖Hσ (Ω)

)
,
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where the constant C> 0 is independent of h andν .

4.2.5 Numerical examples

In this section we present a series of numerical experimentsto confirm the opti-

mal convergence rates of Theorem 4.2.8. For all the examples, the lowest-order

BDM elements are employed, i.e., we takek = 1. The interior penalty stabilization

parametera0 is set to 10 for two-dimensional test problems and to 20 for three di-

mensions. Whenever necessary, we enforce inhomogeneous boundary conditions

u ·n = uN and(∇×u)×n = ωωωT in a standard fashion. In this case, the load vector

on the right-hand side has to be adjusted accordingly. The resulting linear systems

are solved using the preconditioned MINRES iterative method, with tolerance set

to 1e-6 (in the vector 2-norm of the relative residual). As a preconditioner, we

have chosen the approach of [41] for saddle-point systems with highly singular

(1,1)-blocks.

4.2.5.1 Example 1: a two-dimensional problem

We consider the following problem onΩ = (−1,1)2. We setν = 1, and choose

the source termf and the boundary conditionsuN and ωωωT so that the analytical

solution is given by

u(x,y) = (−ex(ycosy+siny),exysiny), p(x,y) = 2ex siny.

DOFsuh/ph |eu|1,h l ‖eu‖L2(Ω) l ‖ep‖L2(Ω) l
416/128 8.5664e-1 – 8.7865e-2 – 2.1706 –

1,600/512 4.2240e-1 1.02 2.4900e-2 1.82 1.1633 0.90
6,272/2,048 2.0988e-1 1.01 6.4988e-3 1.94 5.9879e-1 0.96
24,832/8,192 1.0476e-1 1.00 1.6488e-3 1.98 3.0300e-1 0.98
98,816/32,768 5.2369e-2 1.00 4.1444e-4 1.99 1.5229e-1 0.99

Table 4.2: Example 1. Convergence of|eu|1,h, ‖eu‖L2(Ω), and‖ep‖L2(Ω).

In Table 4.2, we investigate the asymptotic rates of convergence of the errors in

the approximations of the velocity and pressure. Here,l denotes the experimental
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convergence rate. We observe that|u−uh|1,h and‖p− ph‖L2(Ω) converge to zero

with first order in the mesh size, while‖u−uh‖L2(Ω) converges with second order.

4.2.5.2 Example 2: a three-dimensional problem

Next, we consider a three-dimensional problem in the cubeΩ = (−1,1)3. We set

ν = 1, and choose the source termf and the boundary conditionsuN andωωωT so

that the analytical solution is given by

u(x,y,z) = (y2,x2−y,z+y2), p(x,y,z) = z.

DOFsuh/ph |eu|1,h l ‖eu‖L2(Ω) l ‖ep‖L2(Ω) l
360/48 2.7139 – 2.0165e-1 – 1.5716 –

2,592/384 1.3621 0.99 5.4302e-2 1.89 6.0147e-1 1.39
19,584/3,072 6.8314e-1 1.00 1.4425e-2 1.91 2.4423e-1 1.30

152,064/24,576 3.4218e-1 1.00 3.7167e-3 1.96 1.0525e-1 1.21

Table 4.3: Example 2. Convergence of|eu|1,h, ‖eu‖L2(Ω), and‖ep‖L2(Ω).

Table 4.3 shows the asymptotic rates of convergence of the errors measured in

the appropriate norms. Again, we see that|u−uh|1,h and‖u−uh‖L2(Ω) converge

with orderO(h) andO(h2), respectively, ash tends to zero. TheL2-norm of the

error in the pressure converges at a rate slightly higher than O(h).

4.2.6 Conclusions

We have proposed and analyzed aH(div)-conforming discretization for a curl-curl

formulation of the Stokes equations with nonstandard boundary conditions. The

tangential continuity of the approximate velocity field is enforced through a DG

approach. We have proved optimal convergence rates for problems with smooth

solutions. The theoretical results have been verified in two- and three-dimensional

test problems.
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Chapter 5

Conclusions and future work

5.1 Conclusions

In this thesis, we have developed, analyzed and numericallytested mixed discon-

tinuous Galerkin finite element methods for the numerical approximation of in-

compressible magnetohydrodynamics problems.

In Chapter 2, we have presented the first interior penalty DG method for a

linearized stationary incompressible MHD problem, whereby all the variables are

approximated in discontinuous finite element spaces. We have derived a priori er-

ror estimates for the energy norm error in general (possiblynon-convex) polyhedral

domains, and have computationally verified them in a set of numerical examples.

The theoretical convergence rates are optimal in the approximation of the veloc-

ity u, the pressurep and the magnetic fieldb, but suboptimal by one order in the

approximation of the multiplierr related to the divergence constraint of the mag-

netic field. This is due to the fact that we have used polynomials of one degree

higher to approximater, as in the second family of Nédélec elements [68]. On

the other hand, this choice leads to optimalL2-approximations of the magnetic

field. Numerically, however, optimal asymptotic rates of convergence have been

observed for all variables.

In principle, it is possible to extend the fully discontinuous approach of Chap-

ter 2 to the nonlinear setting, following the ideas presented in [19]. However, in

Chapter 3, we have chosen to modify the fully discontinuous discretization and
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have introduced a new mixed DG method for the numerical discretization of a

fully nonlinear stationary incompressible magnetohydrodynamics problem. This

proposed approach is based on employing divergence-conforming BDM elements

and curl-conforming Nédélec elements for the velocity and magnetic fields, re-

spectively, while DG techniques are used to enforce the tangential continuity of

the discrete velocity fields. There have been two main reasons for these modifi-

cations. First, the approximation of the velocity field is now exactly mass conser-

vative, which ensures the energy-stability of the method ina straightforward man-

ner. Second, the discrete magnetic field can be split naturally into a (discretely)

divergence-free part and a (discrete) gradient, thus exactly mimicking desirable

properties of the underlying PDE system. We have shown convergence in general

Lipschitz polyhedra of the approximations for small data under a minimal regular-

ity assumption. In addition, we have derived a priori error estimates. As shown

in detail in Section 3.4, in the two-dimensional case there is a loss of orderO(hε )

in the theoretical error estimates. In the three-dimensional case our error estimates

end up falling short by half a power ofh. We have successfully tested the method

for a number of benchmark problems available in the literature: Hartmann flow,

driven cavity, and flow over a step. The numerical experiments show optimal con-

vergence in all cases, and the method correctly resolves thestrongest magnetic

singularities in non-convex domains.

In the first part of Chapter 4 (Section 4.1), we have extended our discretization

techniques to the time-dependent MHD problem, and have implemented a fully dis-

crete scheme. We have computationally tested the method in aseries of numerical

experiments, and have verified convergence of the finite element approximations

in time.

In the second part of Chapter 4 (Section 4.2), we have analyzed an exactly

divergence-free DG method for a curl-curl formulation of the Stokes equations

with nonstandard boundary conditions. By establishing a crucial norm-equivalence

property, we have shown optimal convergence in the brokenH1-norm error of the

velocity. Our theoretical results have been computationally validated in a set of

numerical tests for problems with smooth solutions in two and three dimensions.
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5.2 Future work

In this section, we identify a number of items that remain open for future research.

• One of the most important challenges of the approaches presented in this

thesis is that solving the linear systems of equations is very computationally

expensive. For large-scale problems, iterative linear solvers become manda-

tory, which brings up the need for developing effective and scalable precon-

ditioners. Indeed, a wide variety of efficient and robust saddle point solvers

are available in the literature for both the Navier-Stokes and the Maxwell op-

erators; see [31, 41, 42, 57]. However, the primary challenge remains how to

deal with the coupling term. A few preliminary ideas for preconditioning the

fully coupled linear systems have been numerically explored in [63, Section

4.3], with mixed results, and there is room for a lot more research devoted to

this aspect.

• For fully nonlinear systems, solvers which converge fasterthan the Picard it-

eration are preferred. For example, it would be desirable todevelop Newton-

type methods which are super-linearly convergent, but do not require the ex-

plicit calculation of the Jacobian matrix. However, as we have pointed out

in Remark 3.3.3, developing the Newton iteration for our discretization is

somewhat delicate due to the presence of upwind convection and remains an

open issue.

• Another open question is the optimality of the error estimates derived in Sec-

tion 3.4. Although only suboptimal error estimates have been proved so far,

numerical experiments show optimal convergence in all cases. This probably

indicates that the sub-optimality is a mere artifact of our technique of proof,

which relies on inverse estimates to establish the continuity of the nonlinear

coupling form. In order to overcome this difficulty, new Sobolev-type em-

bedding results and approximation properties of (discretely) divergence-free

function spaces have to be established.

• For the time-dependent MHD problem in Section 4.1, we have chosen to

solve a fully coupled system within each time step. Future work could in-
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volve comparing and analyzing different decoupling mechanisms for time-

stepping. Higher-order time discretization schemes should also be consid-

ered.

• In this thesis, we have designed methods with exactly divergence-free veloc-

ity approximations. We believe it should also be possible todesign methods

with exactly divergence-free magnetic approximations. Indeed, for prob-

lems with smooth magnetic fields, this could be done straightforwardly in

the spirit of the method presented in Section 4.2. However, the approach

there cannot be adopted to the more interesting case of problems with singu-

lar magnetic fields. In fact, the design and analysis of exactly divergence-free

methods in this case remains an issue open for future research.
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Galerkin divergence-free solutions of the Navier-Stokes equations.J. Sci.
Comput., 31:61–73, 2007.→ pages9, 13, 17, 65, 69, 73, 74, 122, 123, 127

[21] B. Cockburn, G. Kanschat, and D. Schötzau. An equal-order DG method for
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[68] J. C. Nédélec. Mixed finite elements inR
3. Numer. Math., 50:57–81, 1980.

→ pages9, 30, 32, 50, 68, 69, 72, 135

[69] A. I. Nesliturk, S. H. Aydin, and M. Tezer-Sezgin. Two-level finite element
method with a stabilizing subgrid for the incompressible MHD equations.
Int. J. Numer. Meth. Fluids, 58:551–572, 2008.→ pages104, 105

[70] A. Prohl. Convergent finite element discretizations ofthe nonstationary
incompressible magnetohydrodynamic system.Math. Model. Numer. Anal.,
42:1065–1087, 2008.→ pages9, 16, 111, 113, 115, 117, 121

[71] P. H. Roberts.An Introduction to Magnetohydrodynamics. Longmans,
London, 1967.→ pages5
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