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Abstract

With the rapid deployment of data rate hungry wireless services, the de-

mand for the radio spectrum is increasing day-by-day. On the other hand,

fixed spectrum access (FSA) policy that allocates/assigns a certain portion

of radio spectrum to a certain group of users has traditionally been adopted.

Recent studies on spectrum usage have revealed that a large portion of the

allocated spectrum is underutilized. In order to improve the overall spec-

trum utilization, recently dynamic spectrum access (DSA) policy has re-

ceived a great deal of attention. Cognitive radio (CR) is a key enabling

technology in order to facilitate DSA. CR can sense the radio spectrum and

based on sensing outcome, it can adjust various transmission and operating

parameters including bandwidth and power. Although CR technology in

conjunction with DSA policy can improve the overall spectrum utilization,

there are a number of challenges in designing CR based networks. Since

the availability of radio spectrum for such networks is dynamic in nature,

it is a quite challenging task to meet the quality of communications for the

users in CR network (CRN). Another design challenge is spectrum sensing

as an imperfect spectrum sensing can lead to a disturbance/collision to the

original users (referred to as primary users) of the spectrum currently using

the spectrum.
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Abstract

In order to address some of the above mentioned design challenges, in

this thesis we make two major contributions, as follows. First, we develop

resource allocation mechanisms that allocate available transmission rate of

a particular CR user among its different classes of services using a cross-

layer design approach that jointly considers the time varying nature of com-

munication channels, availability of spectrum, and data link layer quality

requirements of different classes of services.

In order to study the effect of imperfect sensing on data link layer’s

packet level performances as well as on collision probability, in the second

part of this thesis, we develop a queuing analytic model that incorporates

imperfect sensing. This analytic model is also useful for a call admission con-

trol decision in CRN when there is a certain sensing error as well as certain

quality of service requirements for both primary and CR users. Using our

developed model, we also compare performance of a random transmission

protocol with that of the traditional deterministic transmission protocol.
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Chapter 1

Introduction

Wireless communication has become an integral part of our life and due

to the technological advances day-by-day the number of wireless devices and

services are increasing at an enormous rate. These wireless devices and ser-

vices can require higher data rates which in turn require higher bandwidth.

However, suitable portion of the radio spectrum is limited. Therefore, with

the rapid deployment of new wireless services, the demand for radio spec-

trum is increasing day-by-day [1]. On the other hand, fixed spectrum access

(FSA) policy has traditionally been adopted [2]. According to the FSA pol-

icy a certain portion of radio spectrum is allocated/reserved for a certain

group of users by the spectrum regulatory bodies. In a given geographi-

cal location, only these users can access their assigned portion of the radio

spectrum on a long term basis. In other words, these users have exclusive

rights to use the allocated spectrum at any time in a given geographical

location. These users to whom the spectrum is originally assigned are usu-

ally referred to as primary users (PUs) in the literature. With the FSA

policy, other group of potential users, usually referred to as secondary users

(SUs) are not allowed to access the spectrum, even if a particular portion

of the spectrum is currently not being used by the PUs. Recent studies on
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1.1. Dynamic Spectrum Access

spectrum measurements have revealed that a large portion of the assigned

spectrum is used sporadically by the PUs [3] however, it is difficult to find

a suitable portion of spectrum that can be given access or allocated to a

new wireless service. Field measurements and studies indicate that FSA

policy leads to an inefficient usage of valuable spectrum resource. For ex-

ample according to the Federal Communications Commission (FCC), only

5.2% of the spectrum is utilized in United States below 3 GHz in a given

location in a given time [4]. Therefore, spectrum scarcity is apparently an

artificial problem and this observation has motivated researchers as well as

various spectrum regulatory bodies around the world to find a solution for

efficient utilization of precious spectrum resource. In order to improve over-

all spectrum utilization, dynamic spectrum access (DSA) policy has been

considered as an alternate spectrum access policy. For example, a standard

is being developed by IEEE known as IEEE802.22 in order to allow shar-

ing of unused spectrum allocated to television broadcast service in a given

geographical location to provide broadband access to the rural population.

DSA policy is described below in details.

1.1 Dynamic Spectrum Access

According to the DSA policy, a group of potential SUs to whom the

spectrum is not allocated/assigned can share the spectrum with the PUs

opportunistically. In particular, at a given time in a given geographical

location, the SUs can use a particular portion of the spectrum if that par-

ticular portion of the spectrum is not used by the PUs. With DSA policy,

2



1.1. Dynamic Spectrum Access

the spectrum can be accessed by SUs in two different ways namely, spectrum

underlay and spectrum overlay [5] as described below.

1.1.1 Spectrum Underlay

In a spectrum underlay method, a SU can simultaneously transmit at the

same spectrum with a PU provided that the interference caused by the SU is

kept within a certain threshold which is termed as interference temperature

limit [6]. With this model, in order to maintain the interference threshold

limit prescribed by the PUs’ networks or regulatory bodies, the SUs’ network

has to control the transmit power [7]. Based on the interference limit, the

transmit power from a secondary network’s transmitter can be low. As

such the coverage of the SUs’ network can be small. Other limitations of

spectrum underlay access mechanisms include a higher interference from a

primary transmitter due to the co-existence of both PUs and SUs in the

same spectrum at the same time.

1.1.2 Spectrum Overlay

In a spectrum overlay method, in a given geographical location in a given

time SUs’ system senses the spectrum of the PUs and identifies the portion

of the spectrum that are not being used by the PUs. The vacant portion of

the spectrum is also termed as spectrum hole or slot. The SUs utilize the

spectrum holes for their transmission until the PUs arrive back to use the

portion of the spectrum. When a PU arrives and starts to use the spectrum,

a SU has to evacuate the spectrum band for PUs’ usage. A spectrum overlay

method is illustrated in Fig. 1.1. With this model, the SUs’ transmitter can

3



1.1. Dynamic Spectrum Access

transmit relatively higher amount of power and their network coverage can

be high. However, the availability of radio spectrum for SUs’ communication

is dynamic in nature that depends on the activity of the PUs in a particular

spectrum band. Also the SUs’ network requires reliable sensing mechanisms

to identify spectrum holes or slots. A sensing error can lead to a collision of

SUs transmission with that of the PUs. Various sensing mechanisms have

been proposed in the literature.

Spectrum hole Spectrum hole

Spectrum hole Spectrum hole

Spectrum hole

F
re

q
u

e
n

c
y

Time

Figure 1.1: An example of overlay spectrum access with spectrum holes [2].
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1.2. Cognitive Radio Design Philosophy and Cognitive Radio Network

1.2 Cognitive Radio Design Philosophy and

Cognitive Radio Network

Cognitive radio (CR) is an innovative radio design philosophy that can

facilitate DSA. According to this radio design philosophy, the radio trans-

mitters can adjust various transmission and operating parameters including

the frequency range, modulation type, and power according to the wireless

environment [8]. The concept of CR was first proposed by Joseph Mitola III

in 1998. Mitola described CR as [9]: The point in which wireless personal

digital assistants (PDAs) and the related networks are sufficiently computa-

tionally intelligent about radio resources and related computer-to-computer

communications to detect user communications needs as a function of use

context, and to provide radio resources and wireless services most appropri-

ate to those needs. FCC defined CR as [10]: A radio that can change its

transmitter parameters based on interaction with the environment in which it

operates. In general, CR refers to a radio system that can sense the spectrum

and based on the sensing outcome, it adapts the operating and transmission

parameters [11]. It differs from the conventional radio with enhanced fea-

tures such as cognition capability and reconfigurability [12], [13]. Identifying

available spectrum and gathering information of the environment refers to

the cognition capability. Reconfigurability refers to the adaptability of pa-

rameters according to the environment in order to use the radio spectrum

efficiently. Since SUs access radio spectrum opportunistically, they are also

referred to as SUs in the literature and to be consistent throughout the rest

of this thesis we use SUs to refer those users that opportunistically access

5



1.3. Literature Review and Motivation

spectrum of PUs.

A cognitive radio network (CRN) consists of a set of SUs with or with-

out an infrastructure e.g., a base station (BS). Such network uses PUs’

spectrum as it does not have any allocated/licensed spectrum. Different ar-

chitectures of cognitive networks are envisioned and studied in the literature.

According to the network architecture, CRN can mainly be classified as an

infrastructure-based CRN and ad-hoc CRN [14]. In this thesis, we consider

an infrastructure-based CRN and a detailed description of such networks is

given in Chapter 2.

1.3 Literature Review and Motivation

Although CR technology can improve the overall spectrum utilization,

there is a number of challenges in designing CRN. One of the design chal-

lenges is the dynamic availability of radio spectrum for communications of

such networks. Different physical (PHY) layer performance metrics e.g.,

achievable capacity, throughput of CR system for such dynamic environ-

ment were analyzed in [15], [16], [17]. Various network layer and data link

layer level performance metrics were also analyzed for such networks. In

particular, via a cross-layer approach, various packet level performances at

the data link layer buffer e.g., packet queuing delay and packet loss proba-

bility of CRN were analyzed in [18] considering the dynamic availability of

radio spectrum. In [19], [20], a G/M/N queuing model was used to analyze

the call-level performance of the CRN. In [21], a M/G/1 queuing system

6
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was considered and the performance of CRN was evaluated for different

traffic and channel conditions. In [22], a M/G/1-based queuing model was

developed to characterize the performance of multi-channel MAC protocols

for CRN. In order order to cope with the dynamic availability of radio spec-

trum, innovative medium access (MAC) layer protocols have been developed

in the literature. In particular, various channel allocation mechanisms are

developed in the literature see for examples, [6], [23] and [24]. All these

works considered that SUs in the network to support only a single class of

traffic.

The main motivation of the first part of this thesis came from the fact

that now-a-days due to the advancement on wireless devices, most of the

wireless systems support multi-class services e.g., video conferencing, email

transfer and web browsing over wireless networks [25]. One can easily project

that the future wireless systems based on CR technology will also be required

to support these services. Different services have different traffic character-

istics as well as different quality of service (QoS) e.g., delay, packet loss

probability and throughput requirements [26], [27]. In terms of delay re-

quirements, services can be classified as delay sensitive (DS) service or delay

non-sensitive service [28]. Delay non-sensitive service also known as best

effort (BE) service has no stringent delay requirements. One example of BE

service is email service and one example of DS service is video conferencing.

So, one important question is how to develop innovative resource e.g., trans-

mission rate allocation mechanisms that can meet diverse QoS requirements

of different classes of services transmitted over the CRN where not only

7
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the channel quality varies but also the availability of radio spectrum is very

dynamic [29]. Although some efficient resource allocation mechanisms [30],

[31], [32] and QoS aware call admission controller (CAC)1 [33], [34] have

been devised in the literature, they focused on only single class of traffic.

Another design challenge in implementing CRN is the reliability of spec-

trum sensing mechanisms. Several PHY layer channel sensing/detection

methods e.g., energy detection, waveform detection, cyclostationarity de-

tection and matched filter detection have been proposed in the literature

[35]. Most of the sensing mechanisms can have a certain probability of

sensing error [36], [37]. In general, there are two types of sensing errors as

follows. CRN may not be able to detect an active PU in a given channel.

Such sensing error is referred to as a miss-detection. On the other hand,

CRN may detect a channel being used by a PU where in reality the channel

is idle. This type of sensing error is known as a false alarm. Due to a miss-

detection, transmission of CRN leads to a collision with the transmission of

PUs. Therefore, sensing errors affect the overall performance of both PUs

and SUs [38] and it is important to study the effect of imperfect sensing

errors on data link layer’s packet level performances as well as on collision

probability.

In order to address some of the above mentioned design challenges in

1Call admission control (CAC) refers to a process in communication system that de-
termines whether a new connection from a user should be accepted or rejected. This
process checks out current resources and determines whether a new connection can be
accommodated or not while satisfying all QoS requirements of all active connections in
the system.

8
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CRN, in this thesis we make two major contributions, as follows.

1.4 Contributions

− In this thesis, we study multi-class service transmission over CRN. In

particular, we develop and study resource allocation mechanisms that

allocate available transmission rate of a particular SU among its two

different classes of services using a cross-layer design approach that

jointly considers the time varying nature of communication channels,

availability of spectrum, and data layer quality requirements of differ-

ent classes of services. We formulate the rate allocation mechanism of

a SU between its two different classes of services namely, DS and BE

services as a Markov decision process (MDP). Then the optimal rate

allocation mechanism that minimizes the average queuing delay of DS

service while guaranteeing the packet loss probabilities of both classes

of services is obtained using a linear programming (LP) technique.

Since the optimal rate allocation mechanism can be complex to imple-

ment in practice, we propose and study a low-complexity suboptimal

rate allocation mechanism. For this suboptimal scheme, we develop a

queuing analytic model in order to measure different quality param-

eters e.g., packet loss probability, average queuing delay and queuing

delay distribution. The analytic model is useful for a CAC decision in

CRN when the suboptimal rate allocation mechanism is employed.

− In oder to study the effect sensing errors on different performance pa-

rameters e.g., collision probability, packet loss probability and queuing

9



1.5. Thesis Outline

delay, in the second part of this thesis, we develop a queuing analytic

model that incorporates imperfect sensing. This analytic model is also

useful for CAC decision in CRN when there is a certain sensing error

as well as certain quality of service requirements for both primary and

SUs. Using our developed model, we also compare the performance of

a random transmission protocol with that of the traditional determin-

istic transmission protocol.

1.5 Thesis Outline

The remainder of the thesis is organized as follows. In Chapter 2, we

describe some basic background information on infrastructure-based CRN,

quasi-birth-death (QBD) process and MDP. In Chapter 3, we develop opti-

mal and suboptimal rate allocation mechanisms for multi-class service trans-

mission over CRN and study their performances. In oder to study the effect

of sensing errors on collision probability, packet delay, and loss probabilities,

in Chapter 4, we develop a queuing analytic model that incorporates sensing

errors, time varying nature of channels, as well as dynamic availability of

the channels. In order to illustrate the usefulness of the developed model,

we also provide an example in this chapter.

10



Chapter 2

Background

This chapter presents some background information on infrastructure-

based CRN along with the operating assumptions, QBD processes and dis-

crete time MDP.

2.1 Infrastructure-based Cognitive Radio

Network

2.1.1 Overall Description

As mentioned in Chapter 1, according to the network architecture, CRN

can be classified as either infrastructure-based CRN or ad-hoc CR network.

In this thesis, we consider an infrastructure-based CRN. The main advantage

of the infrastructure-based CRN is that it provides a greater coverage area.

In what follows, we provide a general description and describe operating

assumptions of an infrastructure-based CRN that is under consideration. A

typical infrastructure-based CRN is shown in Fig. 2.1 where a CR BS sup-

ports K different SUs. The CRN opportunistically uses a total bandwidth

of BW Hz which is divided into one or more orthogonal channel(s). The

bandwidth is licensed/allocated to a primary system who has the priority

11



2.1. Infrastructure-based Cognitive Radio Network

SU

CR BSPU BS

PU BS

SU

SU

Figure 2.1: Infrastructure-based cognitive radio network.

right for using it. It is assumed that both primary system and CRN work

in a slotted fashion with a fixed slot duration of Tf sec. CRN shares the

spectrum with the PUs using overlay spectrum access method. In particu-

lar, at the beginning of a time slot, CRN senses the channel(s) in order to

estimate whether the channel(s) are occupied or not. In a given time slot,

CRN uses the channel(s) opportunistically. It is assumed that in a given

transmission slot the channel can be assigned to only one SU using so-called

max rate channel scheduling algorithm. A detailed description of the max

rate channel allocation scheme is provided in later section.
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2.1. Infrastructure-based Cognitive Radio Network

Packet(s) arrive randomly at the data link layer from the upper layer

of communication protocol stack. Those packets are temporarily stored in

the data link layer’s buffer to be transmitted over the wireless channel. It is

assumed that the channel quality varies over time and transmission rate is

adapted according to the channel quality. In what follows we provide brief

descriptions of PUs’ activity, channel fading and rate adaptation, max rate

channel scheduling, and random packet arrival process.

2.1.2 Primary Users’ Activity

In order to model the behavior or activity of a PU in a particular chan-

nel, ON-OFF model is commonly used in the literature [39], [40], [41], [42].

According to the ON-OFF model, PUs’ activity on a particular channel can

be modelled by a two state time homogeneous first order Markov process as

shown in Fig. 2.2.

OFFON

O0→1

O0→0

O1→0

O1→1

Figure 2.2: An ON-OFF model for primary users’ activity in a particular
channel.
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2.1. Infrastructure-based Cognitive Radio Network

PUs’ channel occupancy state for a particular channel is denoted by O

where O ∈ {0, 1}. If the channel is occupied by a PU i.e., busy/ON, O takes

value 0. Otherwise, O takes value 1. The transition probability matrix of

the channel occupancy state is defined as follows

PO =

 O0→0 O0→1

O1→0 O1→1

 , (2.1)

where Ol→j denotes the transition probability from state l to state j and

l, j ∈ {0, 1}. PUs’ activity, ρ in a channel is defined as the percentage of

time on an average the channel is occupied by PUs. This corresponds to the

steady state probability of a particular channel being occupied by PUs and

can be written in a closed-form as follows

ρ =
1−O1→1

2−O0→0 −O1→1
. (2.2)

On an average if the channel remains occupied for a longer duration by the

PUs, the value of ρ increases and vice-versa.

2.1.3 Channel Fading Model and Rate Adaptation

The channel quality of a particular channel between the CR BS and a

SU is considered as a slowly time varying channel i.e., the channel fading

amplitude remains roughly constant over the slot duration, Tf [18], [43],

[44] however it changes in the next time slot. It is assumed that the channel

fading amplitude follows Nakagami-m distribution which represents a range

of practical fading distributions via the m parameter [18]. Therefore, the
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2.1. Infrastructure-based Cognitive Radio Network

received signal to noise ratio (SNR), φ follows the gamma distribution. Due

to the slowly time varying nature of the channel, the fading process can

be modelled as a finite state Markov channel (FSMC) [18], [45] where the

possible channel fading states are denoted by a set C = {0, 1, ...., Z − 1}

with total Z states. At a particular time slot, the channel is in state z if

Az ≤ φ ≤ Az+1 where Az is the state boundary [45]. According to the

FSMC model, it is also assumed that SNR, φ remains in the same state

over a time slot and transition can occur only in the same state or adjacent

states at the next time slot. One can obtain the channel state transition

probability from state z to state z + 1, Pr(Cz,z+1) as follows [46], [47]

Pr(Cz,z+1) =
NRz+1

Pr(Cz)× transmission rate
, (2.3)

where NRz+1 represents the expected number of times per second the re-

ceived SNR, φ crosses the state boundary, Az+1 in a downward direction

and Pr(Cz) represents the steady state probability of channel being in state

z. NRz+1 and Pr(Cz) can be calculated using the procedure mentioned in

[47].

Adaptive modulation and coding (AMC) is employed by CRN at the

transmitter in order to exploit the time varying nature of the wireless chan-

nels [48]. In particular, in a given time slot, modulation order and/or coding

rate are adjusted according to the channel fading state. Therefore, for a

fixed packet size, the number of packets that can be transmitted during a

transmission slot can vary. If the channel is in state z (z ∈ C) at a partic-
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2.1. Infrastructure-based Cognitive Radio Network

ular time slot, rz packet(s) can be transmitted through the channel where

r is an integer depends on slot duration, modulation and coding parameters.

2.1.4 Max Rate Channel Scheduling

Since the CR BS supports multiple SUs, a channel can be allocated to

only one SU in a given time slot. In order to allocate the channel among

active SUs, so-called max rate channel scheduling mechanism is considered

as it can maximize the overall throughput of CRN [18], [49]. According to

the max rate channel scheduling scheme, the CRN assigns a channel to a

SU who can support the highest transmission rate in that particular chan-

nel. If more than one SU can support the highest transmission rate in that

particular channel, CRN assigns the channel to a SU randomly with equal

probability among these SUs.

2.1.5 Packet Arrival Process

In general, packet arrival from the upper layer of communication protocol

stack at the data link layer is random in nature. In order to model this

random arrival, Poisson process, Markov modulated Poisson process, and

batch Bernoulli process are commonly used [50], [51], [18]. In this thesis, we

consider batch Bernoulli random process for packet arrival at the data link

layer buffer as it can capture different burstiness in traffic arrival process [18].

In general, batch Bernoulli model can be described by β = [β0, β1, ...., βN ],

where N is the maximum number of packets that can arrive at a time slot
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and βj (0 ≤ j ≤ N) denotes the probability of j packet(s) arrival at a

particular time slot. Average packet arrival rate at the data link layer can

be calculated as follows

β′ =
N∑
j=0

jβj . (2.4)

2.2 Quasi-Birth-Death Process

s
(2)

s
(1) s

(U)

Figure 2.3: An example of Markov chain.

A birth-death (BD) process is a special case of a Markov chain (MC)

where MC is a random process that transits from one state to another state

randomly. An example of a MC with total s(U) states is shown in Fig. 2.3.

In a BD process, transitions are restricted to only adjacent or same states

as shown in Fig. 2.4. A QBD process is a special case of a BD process as

described below.
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s
(2)

s
(1) s

(U)

Figure 2.4: An example of a birth-death process.

Consider a MC with two dimensional state space, {(i, j)|0 ≤ i, 0 ≤ j ≤

Ui} where i represents the level and j represents the state. Level l consists

of a set of states, {(l, 0), (l, 1), ..., (l, Ul)}. Such a MC is called a QBD

process if transitions are restricted to its nearest neighbor levels [52], [53].

An example of a QBD process is shown in Fig. 2.5 where there are three

levels namely level 0, level 1 and level 2. Levels 0, 1 and 2 have U0, U1

and U2 states, respectively. The QBD process is defined by its transition

probability matrix. For an example, the transition probability matrix of a

QBD process with an infinite number of states is written below

Pinf =



A C

D E F0

F2 F1 F0

F2 F1 F0

. . .
. . .

. . .


, (2.5)

where A and C represent the transition probability sub-matrices of level 0,

D, E and F0 represent the transition probability sub-matrices of level 1 and
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s
(2)

s
(1) s

(U0)

s
(2)

s
(1) s

(U1)

s
(2)

s
(1) s

(U2)

Level 0

Level 1

Level 2

Figure 2.5: An example of a quasi-birth-death process.

so forth [54]. For a finite state space, we can rewrite equation (2.5) with

level X as follows
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2.2. Quasi-Birth-Death Process

P =

0

1

2

3

...

X − 1

X



A C

D E F0

F2 F1 F0

F2 F1 F0

. . .
. . .

. . .

F2 F1 F′0

F′2 F′1



. (2.6)

Level 0 and X are called boundary levels, level 1 and X−1 are called border

levels and level 2, 3,....,X − 2 are called repeating levels. From eq. (2.6) one

can obtain generator matrix, G as follows [54]

G = P− I (2.7)

where I is an identity matrix. For an example the generator matrix corre-

sponding to the transition matrix P in eq. (2.6) can be written as

G =

0

1

2

3

...

X − 1

X



AG CG

DG EG F0G

F2G F1G F0G

F2G F1G F0G

. . .
. . .

. . .

F2G F1G F′0G

F′2G F′1G



, (2.8)
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2.3. Markov Decision Process

where AG and CG represent the sub-matrices of level 0 of generator

matrix and so forth [54]. Matrix-geometric is a well-known method to find

the steady state probabilities of a QBD process [54]. Let us use vl to denote

the vector of steady state probabilities of states in level l. The detailed pro-

cedure to calculate steady state probabilities is mentioned in the Appendix

D.

2.3 Markov Decision Process

s
(2)s

(1)

{r(s
(2)

|s
(1)

,a
(2)

),Pr(s
(2)

|s
(1)

,a
(2)

)}

a
(2)

a
(3)

{r(s
(1)

|s
(2)

,a
(3)

),Pr(s
(1)

|s
(2)

,a
(3)

)}

a
(4)

{r(s
(2)

|s
(2)

,a
(4)

),

Pr(s
(2)

|s
(2)

,a
(4)

)}

a
(1)

{r(s
(1)

|s
(1)

,a
(1)

),

Pr(s
(1)

|s
(1)

,a
(1)

)}

Figure 2.6: An example of a two state Markov decision process [55].

A discrete time MDP is a stochastic control process and provides a

mathematical framework to model sequential decision making under un-

certainty [55]. A discrete time MDP is described through a set of time

slots T = 1, 2, .., Nt, a set of states S = {s(1), s(2), ..., s(U)}, a set of actions

A = {a(1), a(2), ...., a(Y )}, a set of immediate costs that depend on states

and actions and a set of state and action dependent transition probabil-

ities. An example of a two state MDP is shown in Fig. 2.6. Without

loss of generality, let us assume that the process is in state s(1) at time
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2.3. Markov Decision Process

slot n where n ∈ T . The decision maker or controller chooses action a(2)

from the set of possible actions in state s(1), As(1) = {a(1), a(2)} and at

time slot n + 1, the process moves to the state s(2) with transition proba-

bility Pr(s(2)|s(1), a(2)). For taking action a(2), the decision maker receives

an immediate expected reward/cost, r(s(2)|s(1), a(2)). At time slot n + 1,

the process is in state s(2). The decision maker chooses action a(3) where

a(3) ∈ As(2) and As(2) = {a(3), a(4)} denotes the feasible set of actions at

state s(2). The process moves to the state s(1) with transition probabil-

ity Pr(s(1)|s(2), a(3)) and the decision maker receives an immediate expected

reward/cost, r(s(1)|s(2), a(3)). The decision maker takes a sequence of ac-

tions/decisions and receives a sequence of rewards/costs as the process moves

forward. The outcome of the MDP is partly under the control of the decision

maker via taking a particular action at a particular state and partly random

due to the random transition probabilities [56]. The objective of the decision

maker is to select a set of actions that maximizes his/her overall/cumulative

reward or minimizes the overall/cumulative cost.

MDP has extensively been used to formulate optimization problems in

many areas such as operation research, management science and communi-

cation network engineering [56]. In general, wireless network optimization

problems sometime require sequence of decisions while the system moves

from one state to another and there exist trade-offs between different re-

wards/costs e.g., delay, packet loss, energy [56]. Such sequential decision

making problems can be formulated as a constrained MDP where one type

of cost is minimized while keeping other costs below target threshold values
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2.3. Markov Decision Process

[57]. Then the optimal sequence of actions for such constrained MDPs can

be solved via a LP or a combination of the Lagrangian multiplier method

[56]. The detailed procedure of formulating a constrained MDP in the con-

text of rate of allocation mechanism for multi-class data transmission over

CRN is mentioned in Chapter 3.
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Chapter 3

Multi-Class Service

Transmission over Cognitive

Radio Networks

2As described in Chapter 1, supporting multi-class services over CRN

is quite challenging due to dynamic availability of radio spectrum, the time

varying nature of the channel as well as diverse QoS requirements of multi-

class services. Various network layer and data link layer level performance

metrics were also analyzed for such networks [18], [19], [20], [21], [22]. A

M/G/1-based queuing model was developed to characterize the performance

of multi-channel MAC protocols for CRN. In order order to cope with the

dynamic availability of radio spectrum, innovative medium access (MAC)

layer protocols have been developed in the literature. In particular, various

channel allocation mechanisms are developed in the literature see for exam-

ples, [6], [23] and [24]. All these works considered that SUs in the network

2The research work presented in this chapter has been accepted in part as S M Shahrear
Tanzil, Md. Jahangir Hossain, and Mohammad M Rashid, “Rate allocation mechanisms
for multi-class service transmission over cognitive radio networks”, IEEE Global Commun.
Conf. (GLOBECOM’13), Atlanta, GA, USA, Dec. 2013. A part of this work is also
submitted in IEEE transaction on wireless communication.
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to support only a single class of traffic.

Recently multi-class service transmission over CRN has recently received

a great deal of attention [58], [59], [60], [61]. In [58], [59] and [61], authors

considered a CRN that supports two types of SUs where SUs are prioritized

based on their services i.e., SUs supporting DS services are given higher

priority over SUs supporting BE services. In particular, authors of [58] de-

veloped a call-level spectrum hand-off mechanism based on the priorities of

SUs. They also investigated the impact of channel reservation scheme for

higher priority SUs. Although the channel reservation scheme can improve

the QoS for high priority SUs, it leads to a higher blocking probability for

the low priority SUs. Therefore, in [59] authors introduced a queue where

service requests from low priority SUs can be queued to be served later on

when the channels are available for their communications. In [60] authors

prioritized active SUs in the system according to the bit error rate, delay and

throughput requirements and developed a spectrum allocation mechanism

among SUs based on these priorities. Authors of [61] proposed a queuing

system with two different queues where SUs with different priorities can be

queued. Then available channels can be allocated proportionately among

these SUs based on the priorities of the SUs. These works considered pri-

oritizing SUs at the connection/user level and analyzed/improved various

connection level performance metrics e.g., call blocking, dropping and inter-

ruption probabilities.

Unlike the above works, in this chapter, we consider a system model

where each SU in CRN simultaneously supports two different classes of ser-
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vices namely BE service (i.e., delay non-sensitive) and DS service and study

resource allocation mechanisms between these services. In particular, we

formulate a rate allocation mechanism of a SU between its two different

classes of services as a MDP. For this formulation, the buffer dynamics are

expressed in a generic form. Then the optimal rate allocation mechanism

that minimizes the average queuing delay of DS packets while guarantee-

ing packet loss probabilities of both classes of services is obtained using a

LP technique. Since, the optimal rate allocation mechanism can be com-

plex to implement in practice, we propose a low-complexity suboptimal rate

allocation mechanism and study its performance. In particular, for this

suboptimal scheme, we develop a queuing analytic model which is analyzed

as a QBD process in order to measure different packet-level performance

parameters. Selected numerical results show that the performance of the

suboptimal rate allocation mechanism is quite similar to the optimal rate

allocation mechanism. Our developed queuing analytic model with the sub-

optimal rate allocation mechanism is useful not only to measure packet-level

performance parameters but also to design a CAC for a CRN that supports

SUs each with two different classes of services.

The rest of the chapter is organized as follows. Section 3.1 describes the

system model whereas Section 3.2 presents formulation of the optimal rate

allocation mechanism. In Section 3.2, we also present the suboptimal rate

allocation mechanism along with the developed queuing analytic model to

measure various performance parameters. In Section 3.3, we present some

numerical results and in Section 3.4 we demonstrate a possible application
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of our analytic model.

3.1 System Model

3.1.1 Overall Description

As mentioned in Chapter 2, an infrastructure-based CRN is considered

in this thesis. We also consider that total bandwidth, BW is divided into

Np channels. In a given time slot, the CRN senses all the channels at the

beginning. We assume that the channels can be sensed perfectly i.e., the

channel sensed as idle is actually idle and channel sensed as busy is actually

busy. From the channel sensing, CRN identifies the channels that are not

occupied by the PUs in that particular time slot. Then CRN assigns these

available empty channels among its SUs using the so-called max rate chan-

nel scheduling mechanism as described in Section 2.1.4.

We consider that each SU simultaneously supports two different classes

of services namely BE service and DS service. Correspondingly, there are

two data link layer buffers at each SU’s terminal as shown in Fig. 3.1 where

only kth SU’s buffers are shown. Packets arriving from the upper layer are

stored in these data link layer’s buffers before they are transmitted over

the wireless channels. In our system model, uplink i.e., SUs to CR BS

transmission scenario is considered. However, our analysis and study can be

used for downlink i.e., CR BS to SUs transmission as well. We assume that

maximum buffer sizes for DS and BE services are Q(d) and Q(b), respectively.
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Let us use b
(d)
n and b

(b)
n to denote the number of packets in the buffer of DS

and BE services, respectively at time slot n.

Buffer of delay sensitive service, Q
(d)

Buffer of best effort service, Q
(b)

Delay sensitive 

packet arrival, β

Best effort 

packet arrival, α

kth user 

rate 

allocator

Allocated total transmission rate to user k

Rate of 

delay 

sensitive 

service, R
(d)

Rate of best 

effort 

service, R
(b)

Figure 3.1: Rate allocation for multi-class service transmission for kth SU.

A particular channel is assumed to be time varying which can be mod-

eled using a FSMC as described in Section 2.1.3. Let us use c
(i,k)
n ∈ C to

denote the channel state of ith channel for kth SU at time slot n. Packet

transmission rate for ith channel of kth SU at state z is, γ
(i,k)
z = rz where

0 ≤ z ≤ (Z − 1). For each class of service, we consider that random

packet arrival process follows batch Bernoulli distribution as described in

Section 2.1.5. This batch Bernoulli model for DS packets can be described

by β = [β0, β1, ...., βN ], where N is the maximum number of packets that

can arrive for DS service at a time slot. Average packet arrival rate of DS

service can be calculated as, β′ =
N∑
j=0

jβj . Similarly, packet arrival for BE

service can be defined by α = [α0, α1, ...., αM ], where M is the maximum

number of BE packets that can arrive at time slot n. Average packet arrival

rate for BE service is, α′ =
M∑
l=0

lαl. We assume that packet(s) arrived dur-

ing time slot n at a given buffer can be served at time slot n+1 at the earliest.
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3.1.2 Joint State Considering PUs’ Activity, Channel

Fading State and Channel Scheduling

We consider a homogeneous system where all SUs have identical packet

arrival rates and experience identical but independent channel fading pro-

cesses. Therefore, we consider a particular SU referred to as tagged user in

our study and drop the index for SU, k for notational simplicity. Let us use

m
(i)
n ∈ {0, 1} to denote whether ith channel is assigned to the tagged user or

not at time slot n. m
(i)
n = 0 denotes that ith channel is not assigned to the

tagged user at time slot n and vice versa. The joint system state for ith chan-

nel at time slot n considering channel fading state (c
(i)
n ), PUs’ channel occu-

pancy (o
(i)
n ) and the tagged user channel assignment (m

(i)
n ) can be written as

follows: Ψ(i) ≡ {(c(i)n , o(i)n ,m(i)
n )|0 ≤ c(i)n ≤ Z − 1; 0 ≤ o(i)n ≤ 1; 0 ≤ m(i)

n ≤ 1}.

Let us define a new state variable ξn as follows: ξn =
∑

1≤i≤Np

c
(i)
n o

(i)
n m

(i)
n and

corresponding state space, Θ = {0, 1, ..., Np(Z − 1)}. Using the procedure

mentioned in [18], one can obtain transition probability matrix S for the

state space Θ. From ξn one can obtain transmission rate of the tagged SU

at a particular time slot n, Rn = rξn where 0 ≤ Rn ≤ Y and Y is the

maximum transmission rate given by Y = rNp(Z − 1).

Now the overall state including buffer state of the system can be denoted

as follows: s(u) ≡ {(b(b)n = j, b
(d)
n = l, Rn = q)|0 ≤ j ≤ Q(b); 0 ≤ l ≤ Q(d); 0 ≤

q ≤ Y } where u is the state index i.e., u = j×(Q(d)+1)×(Y+1)+l×(Y+1)+q

and 0 ≤ u ≤ U , U = (Q(b) +1)× (Q(d) +1)× (Y +1). Let us use S to denote
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the state space where S = {s(0), s(1), ..., s(U)}. Since, the state variables

can take only discrete value and transition among states can be occurred at

the slot boundary, we can view the system as a discrete-time Markov chain

(DTMC).

3.2 Problem Description and Rate Allocation

Mechanisms

At time slot n using the max rate channel scheduling mechanism, the

central scheduler e.g., the scheduler at the CR BS assigns a certain number

of empty channels to the tagged SU which can transmit total Rn packet(s).

The tagged user’s rate allocator needs to allocate this Rn packet(s) between

DS and BE services at time slot n. As such, QoS requirements of DS and

BE services are maintained. In this section, we study two rate allocation

mechanisms. Without loss of generality, let us use R
(d)
n and R

(b)
n to denote

the number of packet(s) to be transmitted from DS and BE service buffers,

respectively at time slot n where R
(d)
n +R

(b)
n ≤ Rn.

3.2.1 Optimal Rate Allocation Mechanism

In order to find the optimal rate allocation mechanism, the rate alloca-

tion problem is formulated as a MDP. As mentioned in Chapter 2, MDP can

be described through a set of states S = {s(0), s(1), ..., s(U)}, a set of actions

A, a set of immediate costs/rewards that depend on states and actions and
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a set of state and action dependent transition probabilities. For the system

model presented in this chapter, the set of states is described in the previous

section. We assume that at a particular time slot n, the set of all available

actions is, A = {a(0), a(r), a(2r), ..., a(Y )} where a(t) represents that the rate

allocator of the tagged SU allocates t packet(s) to be transmitted from the

DS service buffer i.e., R
(d)
n = t. The remaining packet(s) is allocated to be

transmitted from the BE service buffer i.e., R
(b)
n = Rn−R(d)

n . t is a feasible

action if Q(d) ≥ t and Rn ≥ t. For a given action, transition probabilities

between states depend on buffers’ dynamics as well as transmission rate, Rn.

For an action an, at time slot n, the transition probability from state s(j)

to state s(l) can be denoted as follows: P (sn+1 = s(l)|sn = s(j), an = a(t))

where a(t) ∈ As(j) and As(j) is the set of all feasible actions at state s(j).

The detailed procedure for calculating transition probabilities is mentioned

in Appendix A. Let us use x(s(u), a(t)) to denote the steady state probability

of taking action a(t) in state s(u) where s(u) ∈ S and a(t) ∈ As(u) . Let us

use d(d,o)(s(u), a(t)) to denote the queuing delay of DS packets at state s(u)

when action a(t) is taken. According to the well known Little’s law [36], the

average queuing delay, d(d,o)(s(u), a(t)) can be expressed as follows

d(d,o)(s(u), a(t)) =
bu mod {(Q(d)+1)(Y+1)}

Y+2 c
β′

, (3.1)

where bxc denotes floor of x. Using eq. (3.1), one can obtain the queuing

delay of DS packets for all states and corresponding feasible actions. For
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notational convenience let us denote those delays in a vector form as follows

d(d,o)(S,A) =



d(d,o)(s(0), a(0))

d(d,o)(s(1), a(0))

...

d(d,o)(s(U), a(0))

d(d,o)(s(0), a(r))

d(d,o)(s(1), a(r))

...

d(d,o)(s(U), a(r))

...

d(d,o)(s(0), a(Y ))

d(d,o)(s(1), a(Y ))

...

d(d,o)(s(U), a(Y ))



. (3.2)

Packet loss due to the buffer over flow occurs if a packet finds the given buffer

of the tagged user is full at the time of its arrival. Considering the buffer

states that can lead to buffer overflow and associated packet arrival probabil-

ities, one can obtain packet loss probability. Let us use p
(b,o)
loss (s(u), a(t)) and

p
(d,o)
loss (s(u), a(t)) to denote the packet loss probability of BE and DS services,

respectively due to buffer overflow at state s(u) when action a(t) is taken.

The packet loss probability of DS service, p
(d,o)
loss (s(u), a(t)) can be expressed
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as follows

p
(d,o)
loss (s(u), a(t)) =

M∑
i=Q(d)−(bu mod {(Q(d)+1)(Y +1)}

Y +2
c−a(t))+1

βi. (3.3)

The packet loss probability of DS service for all states and corresponding

feasible actions can be written in a vector form as follows

p
(d,o)
loss (S,A) =



p
(d,o)
loss (s(0), a(0))

p
(d,o)
loss (s(1), a(0))

...

p
(d,o)
loss (s(U), a(0))

p
(d,o)
loss (s(0), a(r))

p
(d,o)
loss (s(1), a(r))

...

p
(d,o)
loss (s(U), a(r))

...

p
(d,o)
loss (s(0), a(Y ))

p
(d,o)
loss (s(1), a(Y ))

...

p
(d,o)
loss (s(U), a(Y ))



. (3.4)
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Similarly, the packet loss probability of BE service, p
(b,o)
loss (s(u), a(t)) can be

expressed in a vector form as follows

p
(b,o)
loss (s(u), a(t)) =

N∑
j=Q(b)−(b u

{(Q(d)+1)(Y +1)}
c−min{b u

{(Q(d)+1)(Y +1)}
c,Y−a(t)})+1

αj .

(3.5)

The packet loss probability of BE service for all states and corresponding

feasible actions can be expressed as follows

p
(b,o)
loss (S,A) =



p
(b,o)
loss (s(0), a(0))

p
(b,o)
loss (s(1), a(0))

...

p
(b,o)
loss (s(U), a(0))

p
(b,o)
loss (s(0), a(r))

p
(b,o)
loss (s(1), a(r))

...

p
(b,o)
loss (s(U), a(r))

...

p
(b,o)
loss (s(0), a(Y ))

p
(b,o)
loss (s(1), a(Y ))

...

p
(b,o)
loss (s(U), a(Y ))



. (3.6)
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The steady state probability for all states and corresponding feasible actions

can be expressed in a vector form as follows

x(S,A) =



x(s(0), a(0))

x(s(1), a(0))

...

x(s(U), a(0))

x(s(0), a(r))

x(s(1), a(r))

...

x(s(U), a(r))

...

x(s(0), a(Y ))

x(s(1), a(Y ))

...

x(s(U), a(Y ))



. (3.7)

The queuing delay of DS packets and packet loss probabilities for both

classes of services are considered as costs in our optimal problem formulation.

The problem is formulated as a constrained MDP where one type of cost

is minimized while keeping other costs below target threshold values [57].

In particular, the objective of the optimal rate allocation mechanism is to

minimize the average queuing delay of DS packets while keeping the packet

loss probabilities of BE as well as DS services below their target thresholds.

As such, we can formulate the optimal rate allocation mechanism as follows
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3.2. Problem Description and Rate Allocation Mechanisms

[62], [55]:

minimize
x(S,A)

[d(d,o)(S,A)]ᵀx(S,A) (3.8)

subject to:

[p
(b,o)
loss (S,A)]ᵀx(S,A) ≤ p(b)th (3.9)

[p
(d,o)
loss (S,A)]ᵀx(S,A) ≤ p(d)th (3.10)

∑
a(t)∈A

s(k)

x(s(k), a(t)) =
∑

s(u)∈S,a(t)∈A
s(u)

x(s(u), a(t))P (s(k)|s(u), a(t)), (3.11)

∀s(k) ∈ S

∑
s(u)∈S,a(t)∈A

s(u)

x(s(u), a(t)) = 1 (3.12)

x(s(u), a(t)) ≥ 0,∀s(u) ∈ S, ∀a(t) ∈ As(u) . (3.13)

The inequality constraint of eq. (3.9) is to keep the packet loss proba-

bility of BE service below a threshold value, p
(b)
th . Similarly, the inequality

constraint of eq. (3.10) is to keep the packet loss probability of DS service

below a threshold value, p
(d)
th . The equality constraint of eq. (3.11) rep-

resents the well known Chapman-Kolmogorov equation whereas eq. (3.12)
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ensures that sum of all probabilities, x(s(u), a(t)) is equal to one. [.]ᵀ rep-

resents transpose of the vector. One can solve the optimization problem in

eqs. (3.8)-(3.13) using the well known LP technique [62], [57], [63] and can

obtain optimal rate allocation policies, x∗(S,A). x∗(s(u), a(t)) denotes the

steady state probability of taking action a(t) in state s(u) that minimizes the

average queuing delay of DS packets while satisfies packet loss probability

constraints.

We used MATLAB [63] to solve the LP formulated in eqs. (3.8)-(3.13).

After obtaining the optimal values of x∗(S,A), one can measure average

queuing delay and packet loss probabilities with the optimal rate allocation

mechanism as follows.

Packet Loss Probability

Packet loss probability corresponding to the optimal action x∗(S,A) can

be obtained as follows

P
(b,o)∗

loss = [p
(b,o)
loss (S,A)]ᵀx∗(S,A), (3.14)

P
(d,o)∗

loss = [p
(d,o)
loss (S,A)]ᵀx∗(S,A), (3.15)

where P
(b,o)∗

loss represents the packet loss portability of BE service and P
(d,o)∗

loss

represents the packet loss portability of DS service corresponding to optimal

action x∗(S,A).
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Average Queuing Delay

The average queuing delay of DS packets, D(d,o)∗
avg corresponding to the

optimal action x∗(S,A) can be written as follows

D(d,o)∗

avg =
[d(d,o)(S,A)]ᵀx∗(S,A)

1− P (d,o)∗

loss

. (3.16)

3.2.2 Suboptimal Rate Allocation Mechanism

It is well known that the optimal policies for constrained MDP are ran-

dom [55], [57]. Therefore, implementation of optimal rate allocation policies

can be difficult. In what follows, we propose a low-complexity suboptimal

rate allocation mechanism and study its performance. According to the sub-

optimal rate allocation mechanism, the available transmission rate at time

slot n of the tagged SU, Rn is allocated between two classes of services as

follows.

− If Rn ≤ b(d)n , the rate allocator of the tagged user allocates Rn packet(s)

to be transmitted from DS service buffer i.e., R
(d)
n = Rn. In this

case, all Rn packet(s) is transmitted from DS buffer and no packet is

transmitted from BE buffer.

− On the other hand, if Rn > b
(d)
n , the rate allocator allocates b

(d)
n

packet(s) to be transmitted from DS service buffer i.e., R
(d)
n = b

(d)
n .

The remaining packet(s) is allocated to the BE service i.e., R
(b)
n =

Rn −R(d)
n .

In order to analyze the performance of suboptimal rate allocation mech-

anism, we develop a queuing analytic model. In the developed queuing
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analytic model, the state transition probabilities for infinite buffer space for

both buffers can be expressed using eq. (3.17). Now we can model eq. (3.17)

as a QBD process by making a block of sub matrices. For the finite buffer

case with level X = bQ
(b)

Y c, eq. (3.17) can be expressed as follows

P(s) =

0

1

2

3

...

X − 1

X



A C

D E F0

F2 F1 F0

F2 F1 F0

. . .
. . .

. . .

F2 F1 F′0

F′2 F′1



. (3.18)

The definition of inner sub matrices of eq. (3.18) is mentioned in the Ap-

pendix B. One can obtain the steady state probability vector πππ of eq. (3.18)

using the procedure mentioned in Appendix IV. Let us use πk to denote

the steady state probability corresponding to state k where k = 0, 1, ..., U .

Using the steady state probabilities, one can measure different packet-level

performance parameters for suboptimal mechanism as follows.

Packet Loss Probability

A packet will be lost due to the buffer over flow if it finds the given buffer

full upon its arrival. Packet loss probability can be measured from the steady

state probabilities of those states that lead to buffer overflow upon arrival
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P
(
s
)

in
f
=

                                      

B
(
0
)

0
B

(
0
)

1
+

··
·

B
(
0
)

M
+

B
(
1
)

1
−

B
(
1
)

0
B

(
1
)

1
+

··
·

B
(
1
)

M
+

. . .

. . .
. .
.

B
(
Y
−

M
+

1
)

(
Y
−

M
+

1
)
−

B
(
Y
−

M
+

1
)

(
Y
−

M
)
−

··
·

B
0

B
(
Y
−

M
+

1
)

(
1
)
+

B
(
Y
−

M
+

1
)

(
M
−

1
)
+

B
M

+

. . .
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. . .

. . .
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.

B
(
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)

Y
−

B
(
Y

)

(
Y
−

1
)
−

··
·

··
·

B
(
Y

)

(
1
)
−

B
0

B
1
+

··
·

B
M

+

B
Y
−

··
·

··
·

··
·

B
1
−

B
0

B
1
+

··
·

B
M

+

. .
.

. . .

. . .
. .
.

B
Y
−

B
(
Y
−

M
+

1
)
−

B
(
Y
−

M
)
−

··
·

··
·

··
·

B
(
M
−

1
)
+

B
M

+
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.

. . .

. . .
. .
.

. . .

. . .
. .
.

B
Y
−

B
(
Y
−

1
)
−

··
·

··
·

B
1
−

B
0

B
1
+

··
·

B
M

+

. .
.

. .
.

. .
.

                                      ,

(3
.1
7
)
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of packet(s) and corresponding packet arrival probabilities. The packet loss

probability due to buffer overflow of BE service can be expressed as

P
(b,s)
loss =

Q(b)∑
b(b)=(Q(b)−M+1)

p(b(b))×
M∑

i=(Q(b)−b(b)+1)

αi, (3.19)

where p(b(b)) corresponds to the steady state probability of having b(b)

packet(s) in the buffer of BE service of the tagged user and is obtained

as follows

p(b(b)) = πππ(b(b), b(d), Rn)1, 0 ≤ b(b) ≤ Q(b), (3.20)

where 1 is a column vector of length (Q(d) + 1)Z. Similarly, the probability

that the DS buffer has b(d) packet(s) can be written as

p(b(d)) = πππ(b(b), b(d), Rn)1, 0 ≤ b(d) ≤ Q(d), (3.21)

where 1 is a column vector of length (Q(b) + 1)Z. Using eq. (3.21), the

packet loss probability due to buffer overflow of DS service can be written

as

P
(d,s)
loss =

Q(d)∑
b(d)=(Q(d)−N+1)

p(b(d))×
N∑

i=(Q(d)−b(d)+1)

βi. (3.22)
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Average Queuing Delay

The average queuing delay of DS packets can be written as

D(d,s)
avg =

Q(d)∑
b(d)=1

p(b(d))× b(d)

β′ × (1− P (d,s)
loss )

. (3.23)

Delay Distribution

As mentioned, DS services e.g., voice and video require the data streams

to be delivered within a certain time limit [64]. For example, a DS packet

requires to be delivered within D(d,s)
max time slots in order to maintain in-

teractive and streaming nature. From the cumulative distribution function

(CDF) of delay, one can obtain the probability of transmitting the packet

within D(d,s)
max time slots i.e., F

(d,s)
D (D(d,s)

max ) = Pr[D ≤ D(d,s)
max ] where D is the

packet delay in time slots. Also, a DS packet can have a statistical delay

guarantee bound i.e., Pr[D > D(d,s)
max ] ≤ ε where ε represents the QoS viola-

tion upper bound [65]. The statistical delay guarantee can be expressed in

terms of CDF of delay as follows

F
(d,s)
D (D(d,s)

max ) ≥ 1− ε. (3.24)

Therefore, delay distribution is one of the most important QoS param-

eters for DS packets. In fact, statistical delay guarantee of packets for DS

service is more relevant for CRN as it is difficult to maintain if not impos-

sible, hard delay guarantee. In this section, we describe the procedure for

calculating CDF of delay. The delay distribution/CDF of a DS packet can
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be derived from the so-called absorbing Markov chain [18]. According to

the absorbing Markov chain, the Markov chain starts from the state that

corresponds to the arrival of a DS packet at the DS buffer. The packet gets

absorbed when it reaches at the front of the buffer where it will get the next

turn for transmission. In this case, there is no arrival in the DS buffer of the

tagged user while the process moves towards the absorbing state i.e., zero

packet at the DS buffer. The absorbing Markov chain, Pabs can be obtained

from eq. (3.18) by setting β0 = 1 and βi = 0. The delay distribution can

be determined from the initial probability vector i.e., the probability vector

associated with the number packets including arriving packet and the num-

ber of packets ahead of the arriving packet in the DS buffer. This initial

probability vector, ζζζ(0) can be obtained as follows

ζζζ(0) = [ζζζ
(0)
0 ζζζ

(0)
1 · · ·ζζζ(0)

Q(b) ], (3.25)

where ζζζ
(0)
i = [ζζζ

(0)
i,0 ζζζ

(0)
i,1 · · · ζζζ

(0)

i,Q(d) ] and ζζζ
(0)
i can be be derived as follows

ζζζ
(0)
i,0 = 000, (3.26)
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where 000 is a row vector with length Y + 1.

ζζζ
(0)
i,l =



1
1−β0 [

l∑
j=1

j∑
k=1

∑
0≤h≤NpZ

βj
j {πππi,l−k+rhU

(h)

+πππi,l−k+rh
∑

dh+1
r
e≤m≤NpZ

U(m)}], if 1 ≤ l ≤ N

1
1−β0 [

N∑
j=1

j∑
k=1

∑
0≤h≤NpZ

βj
j πππi,l−k+rhU

(h)],

if N ≤ l ≤ Q(d) − Y + 1

1
1−β0 [

N∑
j=1

j∑
k=1

∑
0≤h≤Q(d)−l+k

βj
j πππi,l−k+h

U(h
r
)], if Q(d) − Y + 1 ≤ l ≤ Q(d) − 1

Q(d)+N∑
l=Q(d)

1
1−β0 [

N∑
j=l−Q(d)+1

j∑
k=l−Q(d)+1

Q(d)−l+k∑
h=0

βj
j πππi,l−k+hU

(h
r
)], otherwise

(3.27)

where πππi,l = [π(b(b) = i, b(d) = l, R = 0) π(b(b) = i, b(d) = l, R = 1) · · ·π(b(b) =

i, b(d) = l, R = Y )], 0 ≤ i ≤ Q(b), 0 ≤ l ≤ Q(d).

We consider that a DS packet will be transmitted within D (time slots)

where 0 ≤ D ≤ ∞. The CDF of delay for DS packet can be written as

follows

F
(d,s)
D =

Q(b)∑
i=0

ζζζ
(D)
i,0 111, (3.28)

where 111 is a column vector with length Y +1 and ζζζ(D) = ζζζ(0)PDabs where PDabs

is the transition probability matrix derived from Pabs by multiplying Pabs
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with itself for D times.

3.3 Numerical Results

In this section, we have presented selected numerical results and com-

pared the performances of optimal and suboptimal rate allocation mecha-

nisms. Presented numerical results are validated via computer simulation

using MATLAB. We have also compared the performances of these rate

allocation mechanisms with the well known first-in and first-out (FIFO)

packet scheduling mechanism. According to this FIFO mechanism, pack-

ets are served based on their arrival times. For example, if a BE packet

arrives before a DS packet, the BE packet will be transmitted before the

DS packet. Presented results of FIFO packet scheduling mechanism and

the delay distribution of optimal rate allocation mechanism are obtained

via simulation. In the numerical examples, we assume that the number of

channel states, Z = 3, buffer size of DS service, Q(d) = 5, buffer size of

BE service, Q(b) = 27, average packet arrival rate of BE service, α′ = 0.35,

the number of channels, Np = 2, Nakagami fading parameter, m = 1.1 and

r = 1.

In Fig. 3.2, we have plotted average queuing delay of DS packets, D(d,o)∗
avg

versus target packet loss probability of BE packets, p
(b)
th using the optimal

rate allocation mechanism for different number of SUs, K in the system. In

this case, we consider that the average packet arrival rate of DS service, β′ =

0.3 and PUs’ activity, ρ = 0.5. For a particular number of SUs, if the target
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Figure 3.2: Average queuing delay of DS packets vs. target packet loss
probability of BE service.

packet loss probability of BE service, p
(b)
th increases, the average queuing

delay of DS packets decreases. The reason can be explained as follows.

When the target packet loss probability of BE service, p
(b)
th is lower, in order

to satisfy the lower p
(b)
th , kth SU’s rate allocator overall allocates more packets

to be transmitted from the BE service buffer out of the available transmission

rate, Rn. Therefore, the queuing delay of DS packets is higher. On the

other hand, for a higher target packet loss probability of BE service, p
(b)
th ,

kth SU’s rate allocator overall allocates less packets to be transmitted from

the BE service buffer which leads to a lower average delay of DS packets.

However, the average queuing delay of DS packets does not decrease after
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a particular value even if the target packet loss probability of BE service

is further increased. This particular value is the lowest possible value of

average queuing delay of DS packets for given operating parameters and the

number of SUs in the system. Since the main target of the optimal rate

allocation mechanism is to minimize queuing delay of DS packets, for the

rest of numerical results, we set the lowest possible value of p
(b)
th as the target

packet loss probability of BE service in eq. (3.9) that corresponds to the

minimum value of D(d,o)∗
avg for given number of SUs in the system.
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Figure 3.3: Effect of number of SUs (K) on the delay distribution of DS pack-
ets for different rate allocation mechanisms (sim=simulation, ana=analysis).

In Fig. 3.3, we have plotted the effect of number of SUs, K on the delay
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distribution of DS packets for different rate allocation mechanisms where

we consider that the average packet arrival rate of DS service, β′ = 0.3 and

PUs’ activity, ρ = 0.5. As expected, FIFO packet scheduling mechanism

offers longer queuing delay for DS packets compared to other schemes. This

can be explained as follows. With the FIFO packet scheduling mechanism,

DS packets are not given priority rather they are transmitted based on their

times of arrival. Therefore, a DS packet experiences a longer delay compared

to other schemes. Fig. 3.3 also shows that the suboptimal rate allocation

mechanism offers a packet delay distribution quite similar to the optimal rate

allocation mechanism for given operating parameters as well as the number

of SUs in the system. The reason is as follows. According to the suboptimal

mechanism, the rate allocator always gives higher priority to DS service and

serves DS packets as soon as possible based on the available transmission

rate. Therefore, the suboptimal rate allocation mechanism also achieves the

lowest possible minimum delay for DS packets.

Since the number of available channels is limited, the transmission op-

portunity of the tagged SU reduces when the number of SUs in the system

increases. Therefore, the delay performance for all schemes degrades for a

higher number of SUs as shown in Fig. 3.3. Similarly, higher PUs’ activ-

ity, ρ reduces transmission opportunities of SUs. Therefore, higher PUs’

activity, ρ deteriorates the delay performance for all schemes as shown in

Fig. 3.4. In this case, we consider that the average packet arrival rate of DS

service, β′ = 0.3 and number of SUs, K = 2. Fig. 3.5 shows the delay perfor-

mance for different packet arrival rate of DS service, β′. As expected, higher
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Figure 3.4: Effect of PUs’ activity (ρ) on the delay distribution of DS packets
for different rate allocation mechanisms (sim=simulation, ana=analysis).

packet arrival rate of DS service, β′ deteriorates the delay performance for

all schemes. In this case, we consider that the PUs’ activity, ρ = 0.5 and

number of SUs, K = 2.

In Fig. 3.6, we have shown the effect of number of SUs, K and average

packet arrival rate of DS service, β′ on the packet loss probability of DS ser-

vice for different rate allocation mechanisms. In this figure we consider that

the PUs’ activity, ρ = 0.5. As expected, FIFO packet scheduling mechanism

offers a higher packet loss probability for the DS service while suboptimal

rate allocation mechanism offers a quite similar to the optimal rate alloca-
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Figure 3.5: Effect of average packet arrival rate of DS service (β′) on the
delay distribution of DS packets for different rate allocation mechanisms
(sim=simulation, ana=analysis).

tion mechanism. Fig. 3.6 also shows that higher number of SUs as well as

higher packet arrival rate of DS service increases the packet loss probability

of DS service. Similarly, higher PUs’ activity, ρ increases the packet loss

probability of DS service as shown in Fig. 3.7. In Fig. 3.7, we consider that

the average packet arrival rate of DS service, β′ = 0.3.

Fig. 3.8, shows the effect of number of SUs, K and average packet ar-

rival rate of DS service, β′ on the packet loss probability of BE service for

different rate allocation mechanisms. In this case, FIFO mechanism offers a
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Figure 3.6: Effect of number of SUs, K and average packet arrival rate of
DS service (β′) on the packet loss probability of DS service.

lower packet loss probability for the BE service compared to other schemes.

This can be explained as follows. With the FIFO mechanism, no priority is

given for DS service as the packets are served based on their times of arrival.

Therefore, the packet loss performance of BE service is improved at the ex-

pense of packet loss as well as delay performance of the DS service. Again,

the suboptimal rate allocation mechanism has a packet loss probability for

BE service quite similar to the optimal rate allocation mechanism. Packet

loss probability for all rate allocation mechanisms increases for higher num-

ber of SUs in the system as shown in Fig. 3.8. Packet loss probability also

increases for higher packet arrival rate of DS service, β′ and higher PUs’

51



3.3. Numerical Results

1 2 3 4 5
0

0.05

0.1

0.15

0.2

0.25

0.3

0.35

Number of secondary users

P
ac

ke
t l

os
s 

pr
ob

ab
ili

ty
 o

f D
S

 s
er

vi
ce

 

 
FIFO,ρ=0.5(sim)

Suboptimal,ρ=0.5(sim)

Suboptimal,ρ=0.5(ana)

Optimal,ρ=0.5(ana)

FIFO,ρ=0.7(sim)

Suboptimal,ρ=0.7(sim)

Suboptimal,ρ=0.7(ana)

Optimal,ρ=0.7(ana)

Figure 3.7: Effect of number of SUs (K) and PUs’ activity (ρ) on the packet
loss probability of DS service (sim=simulation, ana=analysis).

activity, ρ as shown in Figs. 3.8 and 3.9, respectively.

In Fig. 3.10, we have plotted the effect of number of SUs, K and av-

erage packet arrival rate of DS service, β′ on the average queuing delay of

DS packets for different rate allocation mechanisms. In this case, FIFO

packet scheduling mechanism offers a longer average queuing delay of DS

packets compared to other schemes. On the other hand, the suboptimal

rate allocation mechanism has an average queuing delay quite similar to

the optimal rate allocation mechanism. The average queuing delay of DS

packets increases for higher number of SUs, K, higher packet arrival rate of
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Figure 3.8: Effect of number of SUs (K) and average packet arrival rate of
DS service (β′) on the packet loss probability of BE service (sim=simulation,
ana=analysis).

DS service, β′ and higher PUs’ activity, ρ as shown in Figs. 3.10 and 3.11,

respectively.

All the presented numerical examples show that the suboptimal rate al-

location mechanism performs quite similar to the optimal rate allocation

mechanism for given operating parameters as well as the number of SUs

in the system while it achieves the lowest possible minimum delay for DS

packets.

53



3.4. Application

1 2 3 4 5
0

0.05

0.1

0.15

0.2

0.25

0.3

0.35

Number of secondary users

P
ac

ke
t l

os
s 

pr
ob

ab
ili

ty
 o

f B
E

 s
er

vi
ce

 

 
FIFO,ρ=0.5(sim)

Suboptimal,ρ=0.5(sim)

Suboptimal,ρ=0.5(ana)

Optimal,ρ=0.5(ana)

FIFO,ρ=0.7(sim)

Suboptimal,ρ=0.7(sim)

Suboptimal,ρ=0.7(ana)

Optimal,ρ=0.7(ana)

Figure 3.9: Effect of number of SUs (K) and PUs’ activity (ρ) on the packet
loss probability of BE service (sim=simulation, ana=analysis).

3.4 Application

Since the availability of spectrum is very dynamic in CRN, a rate alloca-

tion mechanism may not be sufficient to meet QoS requirements of different

classes of services for given operating parameters. In fact, one can observe

from Fig. 3.2, in order to satisfy a target packet loss probability of BE ser-

vice, the CRN can support a certain number of SUs in the system given other

operating parameters. Therefore, a proper admission control mechanism is

required to maintain QOS requirements for different classes of services. In

this section, we provide an example that demonstrates the significance of our
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Figure 3.10: Effect of number of SUs (K) and average packet arrival rate of
DS service (β′) on the average queuing delay of DS packets (sim=simulation,
ana=analysis).

Table 3.1: Packet arrival rate β′ and primary user activity ρ vs. number of

SUs for given QoS requirements (P
(b,s)
t,loss ≤ 0.05 , P

(d,s)
t,loss ≤ 0.1 and D

(d,s)
t,max =

10 (time slots) with ε = 0.2 )

β′ ρ K
P

(b,s)
t,loss

K
P

(d,s)
t,loss

K
D

(d,s)
t,max

Ks

0.3 0.5 2 5 3 2
0.7 0.5 1 1 2 1
0.3 0.7 1 4 1 1

developed queuing analytic model of the suboptimal rate allocation mecha-

nism for admission control decision in CRN.
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Figure 3.11: Effect of number of SUs (K) and PUs’ activity (ρ) on the
average queuing delay of DS packets (sim=simulation, ana=analysis).

Let us assume that each SU in the network has a target packet loss prob-

ability for DS service, P
(d,s)
t,loss ≤ 0.1 and BE service, P

(b,s)
t,loss ≤ 0.05. We also

consider that each SU has a target statistical delay guarantee for DS packet

i.e., D
(d,s)
t,max = 10 (time slots) with probability, ε = 0.2. Let us use K

D
(d,s)
t,max

to

denote the maximum number of SUs that can be supported to maintain tar-

get statistical delay guarantee for DS packet. Using our developed analytic

model, one can obtain K
D

(d,s)
t,max

for different values of average packet arrival

rate of DS service, β′ and PUs’ activity, ρ. Let us use K
P

(b,s)
t,loss

and K
P

(d,s)
t,loss

to denote the maximum number of SUs that can be supported to maintain

P
(b,s)
t,loss and P

(d,s)
t,loss, respectively. Again, one can obtain K

P
(b,s)
t,loss

and K
P

(d,s)
t,loss

for
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different values of average packet arrival rate of DS service, β′ and PUs’ ac-

tivity, ρ from the developed analytic model (see Figs. 3.8, 3.9, 3.6 and 3.7).

We have listed the values of K
P

(d,s)
t,loss

, K
P

(b,s)
t,loss

and K
D

(d,s)
t,max

for different values

of β′ and ρ in Table 4.1. For given values of β′ and ρ, the maximum num-

ber of SUs that satisfies all three QoS requirements is equal to minimum of

K
P

(d,s)
t,loss

, K
P

(b,s)
t,loss

and K
D

(d,s)
t,max

i.e., Ks = min(K
P

(d,s)
t,loss

,K
P

(b,s)
t,loss

,K
D

(d,s)
t,max

) which

is also listed in column 6 of the Table 4.1.

From Table 4.1 it is obvious that for β′ = 0.3 and ρ = 0.5, CRN can

support maximum 2 SUs in order to maintain the target QoS requirements.

If the CRN is supporting 2 SUs and a new request is made, the CRN has to

reject the request.
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Chapter 4

Cross-Layer Performance in

Presence of Sensing Errors

3As mentioned in Chapter 1, spectrum sensing is one of the most chal-

lenging tasks in CRN [66]. Several factors make perfect spectrum sensing

practically challenging [67]. For example, CRN may not be able to detect

PUs’ signal due to multi-path fading and time dispersion of wireless channels

[67]. Shadowing effect leads to so-called hidden terminal problem. Moreover,

CRN requires hardware that can sample at a high rate over a wide range of

frequencies [35]. Also, sensing accuracy depends on the sensing duration. A

longer sensing duration increases the reliability of sensing. However, a longer

sensing duration reduces transmission time of CRN [68]. Therefore, there

exists a trade-off between sensing accuracy and transmission efficiency. As

mentioned in Chapter 1 that there are two types of sensing errors, namely

miss-detection and false alarm. CRN may not be able to detect an active

PU in a given channel. Such sensing error is referred to as a miss-detection.

3The research work presented in this chapter has been presented as S M Shahrear
Tanzil and Md. Jahangir Hossain, “Cross-layer performance analysis for cognitive radio
network with a random transmission protocol in presence of sensing errors”, in Proc.
of the Int. Conf. on Cognitive Radio Oriented Wireless Networks (CROWNCOM’13),
Washington DC, USA, Jul. 2013.
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On the other hand, CRN may detect a channel being used by a PU where

in reality the channel is idle. This type of sensing error is known as a false

alarm. Sensing errors do not only degrade the performance of CRN but

also lead to collisions of SUs transmission with that of PUs transmission.

Therefore, it is important to analyze the packet-level performance of CRN

jointly considering the time varying nature of the communication channel,

availability of the channel and channel sensing errors. Authors of [18], [69]

developed a queuing model to analyze packet-level performances assuming

perfect channel sensing in their models. Recently, Wang et. al [70] also de-

veloped a Markov model for queuing analysis with sensing errors. However,

they considered the traditional deterministic transmission protocol4 in their

Markov model.

In this chapter, we study performance of a random transmission pro-

tocol in presence of sensing errors for single class of service. According to

the random transmission protocol, SUs access the channel with a certain

probability based on the sensing outcome. We develop a queuing analytic

model for CRN that considers sensing errors as well as a random trans-

mission protocol. We analyze the developed MC as a QBD process. With

the help of our analytic model, one can easily measure different packet-level

performance parameters for a given number of SUs, probability of sensing

errors, transmission probabilities of CRN and other operating parameters.

With the developed model, the collision probability to the PUs can also

4By deterministic transmission protocol we mean that SUs access the channel when it
is sensed as idle and they do not access the channel when the channel is sensed as busy.
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be measured. As such our analysis is useful in making a CAC decision in

CRN for a given collision probability to the PUs while maintaining target

QoS requirements for SUs. For example, the SUs have certain QoS require-

ments in terms of delay and packet loss probability. On the other hand,

the PUs can tolerate collision with a certain probability. Using our model,

one can determine the number of SUs that can be supported while main-

taining these QoS requirements for given false alarm and miss-detection

probabilities. We also compare the performance of the considered random

transmission protocol with the performance of the traditional deterministic

transmission protocol. Presented numerical results demonstrate the signifi-

cance of our analytic model in terms of CAC decision. Numerical results also

interestingly show that CRN can support a higher number of SUs using the

considered random transmission protocol than the deterministic transmis-

sion protocol when transmission probabilities of the random transmission

protocol are properly chosen.

The rest of the chapter is organized as follows. In Section 4.1 we describe

details of our system model. Section 4.2 describes the random transmission

protocol and Section 4.3 presents details of queuing analytic model. While

in Section 4.4, we analyze different performance parameters, in Section 4.5,

we present some numerical results and application of the developed model.
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SU 1

CR BS

SU 2

SU 1

SU K

SU 2

SU K

Figure 4.1: An example of infrastructure-based cognitive radio network with
data link layer buffers.

4.1 System Model

4.1.1 Overall Description

A single channel infrastructure-based CRN is considered as described in

Section 2.1.1. Since the CR BS is supporting K SUs, it is considered that

there are K buffers at the CR BS corresponding to K SUs as shown in Fig.

4.1. Our analysis and study can be used for both downlink and uplink trans-

mission. At the beginning of each time slot, CRN senses the channel and

assigns the channel to a SU according to the max rate channel scheduling

mechanism. Let us use random variable Ô to denote the estimated chan-
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nel occupancy state where Ô = 1 represents the fact that the channel is

sensed as idle and Ô = 0 represents the fact that the channel is sensed as

busy/occupied. Due to the sensing errors as mentioned in Chapter 1, in a

given time slot n, the value of Ôn may not be same as the value of On where

On is the actual channel occupancy at time slot n. In particular, when there

is a miss-detection, Ôn = 1 given On = 0. On the other hand, due to the

false alarm, Ôn = 0 given On = 1.

As described in Chapter 2, the time varying nature of the wireless chan-

nel can be modeled as a FSMC. cn ∈ C denotes the channel state at time

slot n. We consider a single class of traffic transmission where the packet

arrival process at the data link layer follows batch Bernoulli random process

described by β = [β0, β1, ...., βN ], and N is the maximum number of packets

that can arrive at a time slot. Average packet arrival rate can be calculated

as, β′ =
N∑
j=0

jβj . We assume that packet(s) arrived during current time slot

will be served in the next time slot at the earliest.

4.1.2 Joint State Considering Channel Fading State and

Channel Scheduling

We consider a homogenous system and analyze the performance of a par-

ticular user referred to as tagged user. Let us use random variable mn ∈{0,1}

to denote whether the channel is assigned to the tagged user or not at time

slot n. mn = 1 represents that the channel is assigned to the tagged user

at time slot n and vice versa. The joint state at time slot n is denoted as
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(mn, cn) and the transition probability can be written as follows

J =

 J0→0 J0→1

J1→0 J1→1

 , (4.1)

where Ji→j(p, q) denotes the transition probability of the tagged SU channel

assignment from state i to state j where i, j ∈ {0, 1} and channel state goes

from state p to state q where 0 ≤ p, q ≤ (Z − 1). One can obtain the

joint transition probability, J using the procedure mentioned in [18]. Let us

construct a new state variable, an = mncn and state space, Θ = {an|0 ≤

an ≤ Z − 1}. According to [18], the transition probability matrix, S for the

state space, Θ can be expressed as follows

Sl→l̂ =

∑
x∈l

∑
x̂∈l̂

τxJx→x̂∑
x∈l

τx
, (4.2)

where Sl→l̂ denotes the transition probability from state l to state l̂ and

l, l̂ ∈ {0, 1, ..., Z − 1} and τx denotes the steady state probability vector for

the state space Θ at state x. From an, one can obtain transmission rate of

the tagged SU at time slot n, Rn = ran where 0 ≤ Rn ≤ Y and Y is the

maximum transmission rate given by Y = r(Z − 1).

4.2 Random Transmission Protocol

In our analysis, we consider a random transmission protocol that takes

sensing errors into account. It is important to mention that in previous
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works [18], [69], [70], random transmission protocol was not considered. Let

us use T to denote the transmission decision of CRN where T ∈{0,1}. T

takes value 1 when CRN decides to transmit otherwise T takes value 0.

According to the random transmission protocol, CR BS transmits proba-

bilistically based on the estimated channel occupancy, Ôn. The details of

the protocol for downlink is described below:

− Step 1 :At time slot n, CRN estimates PUs’ channel occupancy, Ôn.

− Step 2 : If Ôn = 0, CR BS decides to transmit with probability, P1. On

the other hand if Ôn = 1, CR BS decides to transmit with probability,

P2.
5

With the traditional deterministic transmission protocol [18], [69]-[70],

CR BS transmits with probability 1 if the channel is sensed as idle. If the

channel is sensed as busy, CR BS does not attempt to transmit. So, it is

obvious that the traditional deterministic protocol is a special case of the

random transmission protocol when P1 = 0 and P2 = 1.

After a transmission is made by the CR BS, the transmitted packet(s)

can be received successfully by the SU or they can collide with PUs’ trans-

mission based on the actual channel occupancy. If CR BS receives an

acknowledgement from the corresponding SU, it discards the transmitted

packet(s) from the buffer. Otherwise, it re-transmits the packet(s) in the

5The actual number of packets that will be transmitted depends on the buffer as well
as channel fading state.
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next transmission opportunity. So, there is no packet loss from the corre-

sponding tagged SU’s buffer due to the collision with PUs’ transmission.

Packets are lost only due to the buffer overflow. It is important to note

that when there is a false alarm, by increasing P1, CRN may improve SUs’

transmission rate. On the other hand, by decreasing P2, CRN can reduce

the collision probability in presence of miss-detection. It will be shown in

later in this chapter that our developed queuing analytic model can be used

to determine these probabilities in order to maintain QoS requirements of

both PUs and SUs for given other operating parameters.

4.3 Queuing Analytic Model

4.3.1 Joint State Considering Primary Users’ Activity and

Transmission Decision

According to the random transmission protocol, packet transmission de-

pends on the transmission decision, T and actual PUs’ channel occupancy,

O. Therefore, we need to find joint transition probability of these random

variables. Let us define the transition probability of the joint transmission
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decision and actual channel occupancy state, R as follows

R =



(T0→0, O0→0) (T0→0, O0→1) (T0→1, O0→0) (T0→1, O0→1)

(T0→0, O1→0) (T0→0, O1→1) (T0→1, O1→0) (T0→1, O1→1)

(T1→0, O0→0) (T1→0, O0→1) (T1→1, O0→0) (T1→1, O0→1)

(T1→0, O1→0) (T1→0, O1→1) (T1→1, O1→0) (T1→1, O1→1)


,

(4.3)

where Tm→k denotes the transition probability of transmission decision from

state m to state k and Oa→b represents the transition probability of actual

channel occupancy from state a to state b where m,k,a and b ∈ {0, 1}.

Mathematically, (Tm→k, Oa→b) can be written as follows

(Tm→k, Oa→b) = [(1− P1)
(2−m−k)P

(m+k)
1 (1− Pd)(2−a−b)P

(a+b)
f

+(1− P1)
(1−m)(1− P2)

(1−k)P
(m)
1 P

(k)
2

(1− Pd)(1−a)P
(1−b)
d (1− Pf )(b)P

(a)
f

+(1− P2)
(2−m−k)P

(m+k)
2 P

(2−a−b)
d (1− Pf )(a+b)

+(1− P1)
(1−k)(1− P2)

(1−m)P
(k)
1 P

(m)
2

(1− Pd)(1−b)P
(1−a)
d (1− Pf )(a)P

(b)
f ]Oa→b,

(4.4)

where Pf , denotes the false alarm probability and Pd, denotes the miss-

detection probability.
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4.3.2 Markov Chain Analysis

We consider that state transition occurs at the slot boundary and state

variables can take only a discrete value. So, we can model the system as a

DTMC. State space of this DTMC for a finite size buffer can be denoted by

Φ ≡ {bn, Rn, Tn, On|0 ≤ bn ≤ Q; 0 ≤ Rn ≤ Y ; 0 ≤ Tn ≤ 1; 0 ≤ On ≤ 1},

where bn is the buffer length or number of packets in the buffer at a time

slot n and Q in the maximum buffer size. After obtaining the transition

probabilities of eq. (4.3), the state transition matrix for the DTMC can be

written as in eq. (4.5) for an infinite buffer size. By making block of sub

matrices of eq. (4.5) as a QBD process with level X where X = bQY c, eq.

(4.5) for the finite buffer case can be expressed as follows

P =

0

1

2

3

...

X − 1

X



A C

D E F0

F2 F1 F0

F2 F1 F0

. . .
. . .

. . .

F2 F1 F′0

F′2 F′1



. (4.6)

Let us use πππl to denote the vector of steady state probabilities of level l

where l = 0, 1, ..., X. One can calculate the steady state probability vector

πππ ≡ [πππ0,πππ1, ...,πππX ] according to the procedure described in Appendix C.
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4.4 Performance Analysis

Once the steady state probability vector, πππ of eq. (4.6) is obtained, one

can measure different packet-level performance parameters. We are mainly

interested to measure collision probability, packet loss probability due to the

buffer overflow and average queuing delay for given values of P1 and P2 as

well as other operating parameters.

4.4.1 Collision Probability

At time slot n, collision of a SU’s transmission with PUs’ transmission

happens if the SU transmits one or more packets but the channel is actually

occupied by a PU i.e., On = 0. CR BS makes a transmission decision

i.e., Tn = 1, if buffer state of the SU, bn > 0 and Rn > 0. Therefore,

the collision probability corresponds to the summation of the steady state

probabilities associated with the states having Tn = 1, bn > 0, Rn > 0 and

On = 0. Mathematically, the collision probability for the tagged SU can be

calculated from the steady state probabilities as follows

Ptag,col =

Q∑
b=1

Y∑
R=1

πππ(b, R, 1, 0). (4.7)

For a homogeneous system the collision probability due to the trans-

mission of each SU will be identical to eq. (4.7). So the overall collision

probability can be calculated as follows

Pcol = Ptag,col ×K. (4.8)
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4.4.2 Packet Loss Probability

A packet of the tagged SU will be lost if it finds the buffer is full upon

arrival. Considering steady state probabilities of those states that can lead

to a buffer overflow and associated packet arrival probabilities, we can finally

express the packet loss probability of the tagged SU as follows

Ploss =

Q∑
b=(Q−N+1)

πππ(b, R, T,O)1×
N∑

i=(Q−b+1)

βi, (4.9)

where 1 is a column vector with length 4Z.

4.4.3 Average Queuing Delay

Using the Little’s law, the average queuing delay of a packet for the

tagged SU can be written as follows

Davg =

Q∑
b=1

p(b)× b

β′ × (1− Ploss)
, (4.10)

where p(b) denotes the probability of having b packets in the buffer. This

probability, p(b) can be obtained from the steady state probabilities as fol-

lows

p(b) = πππ(b, R, T,O)1, 1 ≤ b ≤ Q. (4.11)

4.5 Numerical Results and Application

In this section, we present selected numerical examples to demonstrate

the significance of our developed queuing analytic model. As a potential
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application of our developed queuing analytic model for a CAC decision in

CRN, we provide an example. We also compare the performance of the con-

sidered random transmission protocol with the deterministic transmission

protocol. All the presented numerical results are validated via computer

simulation. In our numerical results, we assume that the maximum buffer

size of each SU, Q=20, the number of channel states, Z=4 and PUs’ activ-

ity, ρ=0.6. We also assume that the average packet arrival rate of each SU,

β′=0.3, false alarm probability, Pf=0.3, miss-detection probability, Pd=0.3

and Nakagami fading parameter, m = 1.1.

4.5.1 Numerical Results

In Fig. 4.2, we have plotted collision probability for different number of

SUs in the CRN. As the number of SUs increases, the collision probability

increases. This can be explained as follows. As the number of SUs increases,

the overall transmission probability increases due to multiuser diversity [18].

But due to the miss-detection, the increased transmission probability leads

to a higher collision probability. Fig. 4.2 also shows that the effect of P1 and

P2 of random transmission protocol on the collision probability. According

to the random transmission protocol, the CR BS transmits with probabil-

ity, P1 if the channel is sensed as busy. Therefore, a decreased value of P1

leads to a less aggressive transmission. As such a lower value of P1 decreases

the collision probability. Similarly, when there is a certain miss-detection, a

decreased value of P2 leads to a lower collision probability. So, a CRN can

decrease the collision probability by reducing the values of P1 and P2.
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Figure 4.2: Effect of transmission probabilities, (P1,P2) and number of SUs,
(K) on the collision probability.

Fig. 4.3 shows the effect of SUs on packet loss probability of the tagged

SU. As the number of SUs increases, the transmission opportunity of each

SU reduces. Therefore, the packet loss probability of each SU increases.

In Fig. 4.4, we have plotted the effect of SUs on average queuing delay of

the tagged SU which shows similar behavior as the packet loss probability

plotted in Fig. 4.3. In Figs. 4.3 and 4.4, there are a negligible gap between

the simulation and theoretical result. This can happen due to the numerical

calculation of the steady state probabilities.
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Figure 4.3: Effect of transmission probabilities, (P1, P2) and number of SUs,
(K) on the packet loss probability.

Table 4.1: Transmission probabilities (P1, P2) vs. number of SUs for given
QoS requirements (pt,col = 0.07, pt,ploss = 0.14 and Dt,avg = 77 (time slots))

(P1, P2) Kpt,ploss KDt,avg Kpt,col Ks

(0,0.9) 6 9 15 6
(0,1) 7 11 13 7

(0.1,1) 8 12 8 8

4.5.2 Application of Our Developed Analytic Model

In what follows, we explain an application of our developed queuing an-

alytic model. In general, PUs can tolerate a certain probability of collision

determined by the PUs’ QoS requirement [71]. Let us assume that the PU

system has specified a collision probability, pt,col of 0.07 as a threshold limit.
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Figure 4.4: Effect of transmission probabilities, (P1,P2) and number of SUs,
(K) on average queuing delay.

Let us consider that each SU has a target packet loss probability, pt,ploss of

0.14 and average queuing delay, Dt,avg of 77 (time slots). Given other operat-

ing parameters, in order to maintain the above mentioned QoS requirements,

the CRN can support a certain number of SUs for given values of P1 and P2.

Let us use Kpt,col to denote the maximum number of SUs that can be

supported to maintain pt,col for given values of (P1, P2). From Fig. 4.2 one

can obtain the value of Kpt,col for given values of (P1, P2). Similarly, let us

use Kpt,ploss and KDt,avg to denote, the maximum number of SUs that can

be supported to satisfy pt,ploss and Dt,avg, respectively for particular values
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of (P1, P2). The values of Kpt,ploss and KDt,avg can be obtained from Figs.

4.3 and 4.4, respectively. For example, different values of P1, P2 and corre-

sponding Kpt,ploss , KDt,avg , Kpt,col are listed in Table 4.1. For given values

of P1 and P2, the maximum number of SUs that can be supported in order

to satisfy all three QoS requirements is equal to the minimum of Kpt,ploss ,

KDt,avg and Kpt,col i.e., Ks = min(Kpt,ploss ,KDt,avg ,Kpt,col) which is listed in

the last column of Table 4.1.

From Table 4.1, it is obvious that CRN should choose the transmission

probabilities of P1 = 0.1 and P2 = 1 as it can support the maximum number

of SUs for the given QoS requirements and other operating parameters.

From the column 5 of Table 4.1 it is clear that CRN can admit at most 8

SUs. It is important to note that the deterministic transmission protocol

(i.e., P1 = 0 and P2 = 1) can support maximum 7 SUs. Interestingly, the

random transmission protocol with probability P1 = 0.1 and P2 = 1 can

support one more SU than the deterministic protocol.
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Chapter 5

Conclusion and Future

Works

5.1 Conclusion

In this thesis, we have made two major contributions. In the first part

of this thesis, we have studied rate allocation mechanisms that allocate rate

between two different classes of services namely BE and DS services of a

particular SU. Specifically, we have formulated the optimal rate allocation

mechanism as a MDP and the optimal rate allocation mechanism has been

formulated using LP technique. We have also proposed a low-complexity

suboptimal rate allocation mechanism. A queuing analytic model for the

proposed suboptimal rate allocation mechanism has been developed in or-

der to measure packet-level performance parameters. Selected numerical

results have shown that the performance of the suboptimal rate mechanism

is quite similar to the optimal rate allocation mechanism for considered op-

erating parameters and QoS requirements. Our queuing analytic model for

suboptimal mechanism is useful in making a CAC decision in CRN for spe-

cific QoS requirements for two different classes of services.
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In the second part, we have developed a queuing analytic model for a

random transmission protocol that incorporated sensing errors into account

in order to measure packet-level performance parameters as well as collision

probability with PUs’ transmission. The analytic model is useful for a CAC

decision in CRN for specific QoS requirements in presence of sensing errors.

We have also compared the performance of the random transmission protocol

with the deterministic transmission protocol. Presented numerical results

have shown that by properly selecting the transmission probabilities of the

random transmission protocol, CRN can support a higher number of SUs

than the deterministic transmission protocol while satisfying specified QoS

requirements. In particular, for the case presented in this thesis, the random

transmission protocol can support about 15% more SUs compared to the

deterministic transmission protocol.

5.2 Future Works

This thesis has opened up some interesting research problems that may

be pursued as future works.

− The analytic model presented in Chapter 3 is based on the assumption

that the channels are perfectly sensed. It is interesting to extend the

model with imperfect channel sensing.

− The analytic model presented in Chapter 4 is developed for a single

channel CRN. Further research is needed to develop analytic model

for a multi-channel CRN.
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− In this thesis, we have not prioritized SUs at the user level. It is

interesting to develop rate allocation mechanism for prioritized SUs

where each SU supports different classes of services.
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Appendices

Appendix A

Let us use W to denote the maximum number of packet(s) to be trans-

mitted from BE service buffer when action a(t) is taken i.e., W = Y − a(t)

where a(t) ∈ A and Y is the maximum transmission rate. Let us consider a

set of sub matrices V(x)(0 ≤ x ≤ bWr c) and it can be written as follows

V
(x)
i,j =

 Si,j if i = x

0 if i 6= x
, (1)

where 0 ≤ i, j ≤ bWr c and Si,j denotes the transition probability of trans-

mission rate from state i to state j. Eq. (1) can be rewrite as follows

V
(x)
i,j =



0 0 · · · 0

...
... · · ·

...

Sx,0 Sx,1 · · · Sx,Y
...

... · · ·
...


. (2)

Please note that for any value e.g., V
(e)
k,j = 0 if e /∈ x, αp = 0 if p /∈ M

and βq = 0 if q /∈ N . The transition probability matrix for optimal rate
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allocation mechanism when action a(t) is taken can be expressed as eq. (3).

where B
(j)
i− represents the net decrement of i packet(s) from the BE

buffer when the buffer had j packet(s), B
(j)
i+

represents the net increment

of i packet(s) from the BE buffer when the buffer had j packet(s), Bi−

represents the net decrement of i packet(s) from the BE buffer and Bi+

represents the net increment of i packet(s) from the BE buffer. For finite

buffer sizes, eq. (3) can be expressed as follows

P(o,a(t)) =

0

1

2

3

...

XX − 1

XX



A C

D E F0

F2 F1 F0

F2 F1 F0

. . .
. . .

. . .

F2 F1 F′0

F′2 F′1



, (4)

where XX = bQ
(b)

W c.

B
(o,a(t))

=



H
(0)
0 H

(0)

1+
· · · H

(0)

N+

H
(1)

1−
H

(1)
0 H

(1)

1+
· · · H

(1)

N+

.

.

.
. .
.

. .
.

H
(a(t))

a(t)− · · · · · · · · · H
(a(t))

(N)+

.
. .

.
. .

.

.

.

H
(Q(d)−q)

a(t)− · · · · · · · · · H′(Q
(d)−q)

(q−1)+

.
.
.

.
.
.

.

.

.

H
(Q(d))

a(t)− · · · · · · H′(Q
(d))

(0)



, (5)
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P
(
o
,a

(
t
)
)

in
f

=

                                      

B
(
0
)

0
B

(
0
)

1
+

··
·

B
(
0
)

M
+

B
(
1
)

1
−

B
(
1
)

0
B

(
1
)

1
+

··
·

B
(
1
)

M
+

. . .

. . .
. .
.

B
(
W
−

M
+

1
)

(
W
−

M
+

1
)
−

B
(
W
−

M
+

1
)

(
W
−

M
)
−

··
·

B
0

B
(
W
−

M
+

1
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(
1
)
+

B
(
W
−

M
+

1
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(
M
−

1
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+

B
M
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. . .
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B
(
W
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W
−

B
(
W

)

(
W
−

1
)
−

··
·

··
·

B
(
W

)

(
1
)
−

B
0

B
1
+

··
·

B
M

+

B
W
−

··
·

··
·

··
·

B
1
−

B
0

B
1
+

··
·

B
M

+

. .
.

. . .

. . .
. .
.

B
W
−

B
(
W
−

M
+

1
)
−

B
(
W
−

M
)
−

··
·

··
·

··
·

B
(
M
−

1
)
+

B
M

+

. .
.

. . .

. . .
. .
.

. . .

. . .
B

W
−

B
(
W
−

1
)
−

··
·

··
·

B
1
−

B
0

B
1
+

··
·

. .
.

. .
.

                                      ,

(3
)
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where H
(j)
i− represents net decrement of i packet(s) from the DS buffer

when the buffer had j packet(s), H
(j)
i+

represents net increment of i packet(s)

from the DS buffer when the buffer had j packet(s). Using eqs. (1) and (5),

the inner sub matrices of eq. (4) can be written as follows

BL− =


H

(e)
l = β|a(t)−l|

∑
0≤j≤M

j+L+a(t) mod r=0

αjV
(j+L+a(t))

H′q = (1−
∑

0≤j≤a(t)+q−1
βj)

∑
0≤j≤M

j+L+a(t) mod r=0

αjV
(j+L+a(t)),

(6)

BL =


H

(e)
l = β|a(t)−l|

∑
0≤j≤M−L

j+a(t) mod r=0

αj+LV(j+a(t))

H′q = (1−
∑

0≤j≤a(t)+q−1
βj)

∑
0≤j≤M−L

j+a(t) mod r=0

αj+LV(j+a(t)),

(7)

B
(0)
L =



if e = a(t)

H
(e)
l = β|a(t)−l|αL

∑
da(t)

r
e≤j≤NpZ

V(j)

H′q = (1−
∑

0≤j≤a(t)+q−1
βj)αL

∑
da(t)

r
e≤j≤NpZ

V(j)

if e > a(t)

H
(e)
l = β|a(t)−l|αLV(a(t))

H′q = (1−
∑

0≤j≤a(t)+q−1
βj)αLV(a(t)),

(8)
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B
(E)
L =



if e = a(t)

H
(e)
l = β|a(t)−l|{

∑
0≤j≤E

j+a(t) mod r=0

αj+LV(j+a(t))

+ αL+E
∑

da
(t)+E+1

r
e≤k≤NpZ

V(k)}

H′q = (1−
∑

0≤j≤a(t)+q−1
βj){

∑
0≤j≤E

j+a(t) mod r=0

αj+LV(j+a(t))

+ αL+E
∑

da
(t)+E+1

r
e≤k≤NpZ

V(k)}

if e > a(t)

H
(e)
l = β|a(t)−l|

∑
0≤j≤E

j+a(t) mod r=0

αj+LV(j+a(t))

H′q = (1−
∑

0≤j≤a(t)+q−1
βj)

∑
0≤j≤E

j+a(t) mod r=0

αj+LV(j+a(t))

(9)
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B
(E)
L− =



if e = a(t)

H
(e)
l = β|a(t)−l|{

∑
0≤j≤E−L

j+a(t)+L mod r=0

αjV
(j+a(t)+L)

+ αE−L
∑

da
(t)+E+1

r
e≤k≤NpZ

V(k)}

H′q = (1−
∑

0≤j≤a(t)+q−1
βj){

∑
0≤j≤E−L

j+a(t)+L mod r=0

αjV
(j+a(t)+L)

+αE−L
∑

da
(t)+E+1

r
e≤k≤NpZ

V(k)}

if e > a(t)

H
(e)
l = β|a(t)−l|

∑
0≤j≤E−L

j+a(t)+L mod r=0

αjV
(j+a(t)+L)

H′q = (1−
∑

0≤j≤a(t)+q−1
βj)

∑
0≤j≤E−L

j+a(t)+L mod r=0

αjV
(j+a(t)+L)

(10)

B′k =


H

(e)
l = β|a(t)−l|

∑
k≤j≤M

∑
k≤h≤j

h+a(t) mod r=0

αjV
(h+a(t))

H′q = (1−
∑

0≤j≤a(t)+q−1
βj)

∑
k≤j≤M

∑
k≤h≤j

h+a(t) mod r=0

αjV
(h+a(t))

(11)

F
′
1 =



B0 B
1+

· · · B
M+

B
1− B0 B

1+
· · · B

M+

.

.

.
.
.
.

.
.
.

B
(W−M+XX′)− · · · · · · · · · B′

(M−1)+

.

.

.
.
.
.

.

.

.

B
W− · · · · · · · · · · · · B′

(XX′−1)+

.
.
.

.
.
.

.

.

.

B
W− · · · · · · B′(0)



, , (12)

96



Appendix A

F′0 =

[
F0 0((Q(d)+1)×WZ)×((Q(d)+1)×XX′Z)

]
, (13)

F′2 =

 F2

0((Q(d)+1)×XX′Z)×((Q(d)+1)×WZ)

 , (14)

where 0 ≤ q ≤ N − a(t) − 1, 0 ≤ k ≤ M − 1, 0 ≤ L ≤ M , 1 ≤ L− ≤ W ,

−a(t) ≤ l ≤ −a(t) + N , 1 ≤ E ≤ Q(b), 0 ≤ e ≤ Q(d) and XX ′ = Q(b) −

bQ
(b)

W c ×W . After obtaining transition probability of all actions of eq. (4),

one can get the transition probability matrix for the optimal rate allocation

mechanism, P (o) as follows

P(o) =



P(o,a(0))

P(o,a(r))

P(o,a(2r))

...

P(o,a(Y ))


. (15)
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Appendix B

Let us consider a set of sub matrices U(x)(0 ≤ x ≤ NpZ) and it can be

written as follows

U
(x)
k,j =

 Sk,j if k = x

0 if k 6= x
, (16)

where 0 ≤ k, j ≤ NpZ and Sk,j denotes the transition probability from state

k to state j. Please note that for any value e.g., U
(e)
k,j = 0 if e /∈ x, αp = 0 if

p /∈M and βq = 0 if q /∈ N .

B =



H
(0)
0 H

(0)

1+
· · · H

(0)

N+

H
(1)

1−
H

(1)
0 H

(1)

1+
· · · H

(1)

N+

.

.

.
.
.
.

.
.
.

H
(Y )

Y−
· · · · · · · · · H

(Y )

(N)+

.
.
.

.
.
.

.

.

.

H
(Q(d)−q)

Y−
· · · · · · · · · H′(Q

(d)−q)

(q−1)+

.
.
.

.
.
.

.

.

.

H
(Q(d))

Y−
· · · · · · H′(Q

(d))
(0)



, (17)

where H
(j)
i− represents the net decrement of i packet(s) from the DS

buffer when the buffer had j packet(s), H
(j)
i+

represents the net increment of

i packet(s) from the DS buffer when the buffer had j packet(s). Using eqs.

(16) and (17), the inner sub matrices of the queuing model can be defined
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as follows

B
(E)
L− =



H
(e)
l = α0β|e−l|

∑
dL+e

r
e≤j≤NpZ

U(j), if E=L

H
(e)
l = β|e−l|{

∑
0≤j≤E−L−1

j+L+e mod r=0

αjU
( j+L+e

r
)

+ αE−L
∑

dE+e
r
e≤j≤NpZ

U(j)}

, (18)

B
(0)
L =



H
(0)
l = βlαLS

H
(e)
0 = αL

∑
0≤j≤N

j mod r=0

βjU
( j
r
)

+ βeαL
∑

d e+1
r
e≤j≤NpZ

U(j)

H
(e)
l+ = αL

∑
l≤j≤N

j−l mod r=0

βjU
( j−l

r
)

H′q = αL
∑

q≤j≤N

∑
0≤h≤j−q
h mod r=0

βjU
(h
r
)

H
(e)
l− =



αLβ0
∑

d l
r
e≤j≤NpZ

U(j), if l=e

αL
∑

0≤j≤N
j+l mod r=0

βjU
( j+l

r
)

+αLβe−l
∑

d e+1
r
e≤j≤NpZ

U(j)

, (19)
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B
(E)
L =



H
(0)
l = βl{

∑
0≤j≤E−1
j mod r=0

αj+LU( j
r
)

+ αE+L
∑

dE
r
e≤j≤NpZ

U(j)}

H′q = αL
∑

q≤j≤N

∑
0≤h≤j−q
h mod r=0

βjU
(h
r
)

H
(e)
l+ = αL

∑
l≤j≤N

j−l mod r=0

βjU
( j−l

r
)

H
(e)
0 = βe{

∑
1≤j≤E

j+e mod r=0

αj+LU( j+e
r

)

+ αE+L
∑

dE+e+1
r
e≤j≤NpZ

U(j)}

+ αL
∑

0≤j≤N
j mod r=0

βjU
( j
r
)

H
(e)
l− =



β0{
∑

0≤j≤E
j+e mod r=0

αj+LU( j+e
r

)

+αE+L
∑

dE+e+1
r
e≤j≤NpZ

U(j)},

if l=e

βe−l{
∑

1≤j≤E
j+e mod r=0

αj+LU( j+e
r

)

+αE+L
∑

dE+e+1
r
e≤j≤NpZ

U(j)}

+αL
∑

0≤j≤N
j+l mod r=0

βjU
( j+l

r
)

, (20)

BL− =

{
H

(e)
l = β|e−l|

∑
0≤j≤M

j+L+e mod r=0

αjU
( j+L+e

r
), (21)

100



Appendix B

BL =



H
(0)
l = βl{

∑
0≤j≤M−L
j mod r=0

αj+LU( j
r
)

H′q = αL
∑

q≤j≤N

∑
0≤h≤j−q
h mod r=0

βjU
(h
r
)

H
(e)
l+ = αL

∑
l≤j≤N

j−l mod r=0

βjU
( j−l

r
)

H
(e)
0 = βe

∑
L+e≤j≤M
j mod r=0

αjU
( j
r
)

+ αL
∑

0≤j≤N
j mod r=0

βjU
( j
r
)

H
(e)
l− =



β0
∑

0≤j≤M−L
j+e mod r=0

αj+LU( j+e
r

),

if l=e

βe−l
∑

L+1≤j≤M−L−1
j+e mod r=0

αjU
( j+e

r
)

+αL
∑

0≤j≤N
j+l mod r=0

βjU
( j+l

r
)

, (22)

J′0 =

[
J0 0((Q(d)+1)×Y Z)×((Q(d)+1)×X′Z)

]
, (23)

J′2 =

 J2

0((Q(d)+1)×X′Z)×((Q(d)+1)×Y Z)

 , (24)
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B′k =



H
(0)
l = βd

∑
k≤j≤M

∑
k≤h≤j

h mod r=0

αjU
(h
r
)

H
(e)
0 = (1−

∑
0≤j≤k−1

αj)
∑

0≤j≤N
j mod r=0

βjU
( j
r
)

+ βe
∑

e+k≤j≤M

∑
e≤h≤j−k

h+e mod r=0

αjU
(h+e

r
)

H′q = (1−
∑

0≤j≤k−1
αj)

∑
q≤j≤N∑

0≤h≤j−q
h mod r=0

βjU
(h
r
)

H
(e)
l+ = (1−

∑
0≤j≤k−1

αj)∑
l≤j≤N

j−l mod r=0

βjU
( j−l

r
)

H
(e)
l− =



βl
∑

k≤j≤M

∑
k≤h≤j

h+e mod r=0

αjU
(h+e

r
),

if l=e

(1−
∑

0≤j≤k−1
αj)∑

0≤j≤N
j+l mod r=0

βjU
( j+l

r
)

+βe−l
∑

k≤j≤M∑
k≤h≤j

h+e mod r=0

αjU
(h+e

r
)

, (25)
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J
′
1 =



B0 B
1+

· · · B
M+

B
1− B0 B

1+
· · · B

M+

.

.

.
. .
.

. .
.

B
(Y−M+X′)− · · · · · · · · · B′

(M−1)+

.

.

.
.
.
.

.

.

.

B
Y− · · · · · · · · · · · · B′

(X′−1)+

.
.
.

.
.
.

.

.

.

B
Y− · · · · · · B′(0)



, , (26)

where 0 ≤ k ≤ M − 1, 0 ≤ L ≤ M , 1 ≤ L− ≤ Y , 0 ≤ l ≤ N ,

1 ≤ l+ ≤ N , 1 ≤ l− ≤ Y , 0 ≤ q ≤ N − 1, 1 ≤ E ≤ Q(b), 1 ≤ e ≤ Q(d) and

X ′ = Q(b) − bQ
(b)

Y c × Y .
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Appendix C

Let us consider a set of sub matrices U(x)(0 ≤ x ≤ Z) and M(y)(1 ≤ y ≤

4). U(x)(0 ≤ x ≤ Z) can be written as follows

U
(x)
i,j =

 Si,j if i = x

0 if i 6= x
, (27)

where 0 ≤ i, j ≤ Z and Si,j denotes the transition probability of transmission

rate from state i to state j.

Similarly, M(y)(1 ≤ y ≤ 4) can be written as follows

M
(y)
i,j =

 Ri,j if i = y

0 if i 6= y
, (28)

where 1 ≤ i, j ≤ 4 and Ri,j represents the transition probability of eq. (4.3)

from state i to state j. Using eq. (27) and eq. (28) we can define the inner

sub matrices of eq. (4.5) as follows

H
(0)
0 = β0SR; H

(0)
d+ = βd+SR, 1 ≤ d ≤ N, (29)
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H
(e)
0 =



β0U
(0)R + β0

∑
d 1
r
e≤q≤Z

U(q)
∑

1≤y≤3
M(y) +

∑
1≤p≤e

p mod r=0

βpU
(p)M(4)

+
∑

d e+1
r
e≤x≤Z

βeU
(x)M(4), for 1 ≤ e ≤ N,

β0U
(0)R + β0

∑
d 1
r
e≤q≤Z

U(q)
∑

1≤y≤3
M(y)

+
∑

1≤p≤N
p mod r=0

βpU
(p)M(4), for N < e ≤ Y,

(30)

H
(e)
d− =



β0
∑

d e
r
e≤q≤Z

U(q)M(4), if d = e

∑
0≤q≤e−d−1
q+d mod r=0

βqU
(q+d)M(4) + βe−d

∑
d e
r
e≤q≤Z

U(q)M(4),

for e−N ≤ d ≤ e− 1,∑
0≤p≤N

p+d mod r=0

βpU
(p+d)M(4), for 1 ≤ d ≤ e−N, 1 ≤ e ≤ Y − 1,

(31)

Hd+ = βdU
(0)R + βd

∑
d 1
r
e≤q≤Z

U(q)
∑

1≤y≤3
M(y) +

∑
d+1≤x≤N

x−d mod r=0

βxU
(x−d)M(4), 1 ≤ d ≤ N,

(32)

Hd− =
∑

0≤p≤N
p+d mod r=0

βpU
(p+d)M(4), 1 ≤ d ≤ Y , (33)

H
(e)
d+ = βdU

(0)R + βd
∑

d 1
r
e≤q≤Z

U(q)
∑

1≤y≤3
M(y) + β(e+d)

∑
d e
r
e≤q≤Z

U(q)M(4)

105



Appendix C

+
∑

d+1≤p≤d+e−1
p−d mod r=0

βpU
(p−d)M(4),

(34)

H0 = β0U
(0)R + β0

∑
d 1
r
e≤q≤Z

U(q)
∑

1≤y≤3
M(y) +

∑
1≤p≤N

p mod r=0

βpU
(p)M(4),

(35)

H′0 =
∑

0≤p≤N
βpU

(0)R +
∑

0‘p≤N
βp

∑
d 1
r
e≤q≤Z

U(q)
∑

1≤y≤3
M(y) (36)

+
∑

1≤j≤N

∑
1≤h≤j

h mod r=0

βjU
(h)M(4),

H′k+ =
∑

k≤p≤N
βpU

(0)R +
∑

k≤p≤N
βp

∑
d 1
r
e≤q≤Z

U(q)
∑

1≤y≤3
M(y) (37)

+
∑

k+1≤j≤N

∑
1≤h≤j−k
h mod r=0

βjU
(h)M(4),

F′2 =

 F2

0(4×X′Z)×(4×Y Z)

 , (38)

F′0 =

[
F0 0(4×Y Z)×(4×X′Z)

]
, (39)
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F
′
1 =



H0 H
1+

· · · H
N+

H
1− H0 H

1+
· · · H

N+

.

.

.
. .
.

. .
.

H
(Y−N+X′)− · · · · · · · · · H′

(N−1)+

.

.

.
.
.
.

.

.

.

H
Y− · · · · · · · · · · · · H′

(X′−1)+

.
.
.

.
.
.

.

.

.

H
Y− · · · · · · H′(0)



, (40)

where

X ′ = Q− bQ
Y
c × Y. (41)
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Using steady state probability vectors of corresponding levels, eq. (2.6)

can be written as follows

v0AG + v1DG = 0 (42)

v0CG + v1EG + v2F2G = 0 (43)

v1F0G + v2F1G + v2RQBDF2G = 0 (44)

v2RQBD
(X−4)F0G + vX−1F1G + vXF′2G = 0 (45)

vX−1F
′
0G + vXF′1G = 0 (46)

The vectors of steady state probabilities of repeating levels can be ob-

tained using so-called rate matrix, RQBD i.e., v3 = v2RQBD, v4 = v2R
2
QBD,....,vX−2 =

v2R
(X−4)
QBD [54]. In most application, RQBD is computed from an iterative al-

gorithm. One can obtain rate matrix, RQBD iteratively as follows

F0G + RQBDF1G + R2
QBDF2G = 0 (47)

Sum of all probabilities should be 1 and can be expressed as follows

v01 + v11 + v21 + v31 + ......+ v(X−2)1 + vX−11 + vX1 = 1 (48)

One can rewrite eq. (48) as follows

v01 + v11 + v2(I + RQBD + .....+ R
(X−4)
QBD )1 + vX−11 + vX1 = 1 (49)
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Eq. (49) can be expressed in terms of matrix as follows

(v0,v1,v2,vX−1,vX)



1

1

II

1

1


= 1, (50)

where, II = (I + RQBD + .....+ R
(X−4)
QBD ).

Similarly, eqs. (42)-(46) can be expressed in terms of matrix as follows

(v0,v1,v2,vX−1,vX)



AG CG 0 0 0

DG EG F0G 0 0

0 F2G F1G + RQBDF2G R
(X−4)
QBD F0G 0

0 0 0 F1G F′0G

0 0 0 F′2G F′1G


=

[
0 0 0 0 0

]
(51)

Inserting eq. (50) at the end of eq. (51) and eliminate one column that

corresponds to the repeating level, eq. (51) can be expressed as follows

(v0,v1,v2,vX−1,vX)



AG CG (0)′ 0 0 1

DG EG (F0G)′ 0 0 1

0 F2G (F1G + RQBDF2G)′ R
(X−4)
QBD F0G 0 II

0 0 (0)′ F1G F′0G 1

0 0 (0)′ F′2G F′1G 1


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=

[
0 0 0 0 1

]
(52)

Finally, steady state probability vectors can be obtained from eq. (53).

(v0,v1,v2,vX−1,vX) =

[
0 0 0 0 1

]


AG CG (0)∗ 0 0 1

DG EG (F0G)∗ 0 0 1

0 F2G (F1G + RQBDF2G)∗ R
(X−4)
QBD F0G 0 II

0 0 (0)∗ F1G F′0G 1

0 0 (0)∗ F′2G F′1G 1



−1

(53)
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