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Abstract 

This thesis had two primary goals. The first was to examine methods and procedures that 

researchers use in the process of validating the Satisfaction With Life Scale (SWLS) (Diener, 

Emmons, Larsen & Griffen, 1985).  The second was to suggest a framework to organize and 

examine validation procedures presented in support of measures found across disciplines and 

journals. A literature search using the PsycINFO database from 1985 through July 2012 was 

conducted to capture all published validation studies of the SWLS. Each article was coded for 

reliability and validity evidence (i.e., test content, response processes, internal structure, relations 

to other variables, and consequences of testing) as described in the Standards for Educational 

and Psychological Testing (AERA, APA, & NCME, 1999).  Each area was further broken down 

into elements specific to each area to account for the rationale for theoretical decisions made, 

procedures used, and the completeness of the reporting of validation procedures presented. 

Results indicate that validation studies for the SWLS focused on internal structure and relations 

to other variables. Relations to other variables evidence consisted mainly of convergent 

evidence. Where statistical analyses were conducted, criterion values for interpretation of results 

were rarely provided. A greater understanding is needed of what constitutes evidence of relations 

to other variables; how to conceptualize this evidence and provide a rationale for constructs, 

measures and variables used; and how to describe expected relationships and subsequently 

evaluate the evidence. 
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Glossary 

Definitions provided by the author except where noted. 

Consequences of Testing – Consequences of testing are when claims are made regarding the 

benefits of testing that lie beyond the direct interpretation of test scores. The social 

consequences and unintended side effects of legitimate test interpretation (Hubley & 

Zumbo, 2013) are “relevant to validity when [they] can be traced to a source of invalidity 

such as construct underrepresentation or construct-irrelevant components” (AERA et al., 

1999, p. 44). This is one of the five sources of validity evidence as outlined in The 

Standards. 

Convergent Evidence – Convergent evidence for validity is gathered by examining the pattern 

of relationships between the variable of interest and comparison variables that are 

considered to be conceptually similar. 

Criterion-related Evidence – Evidence that demonstrates “the degree to which scores obtained 

on a measure are related to a criterion. A criterion is an outcome indicator that represents 

the construct, diagnosis, or behavior that one is attempting to predict using a measure” 

(Hubley & Zumbo, 2013, p. 14). 

Discriminant Evidence – Discriminant evidence for validity is gathered by examining the 

pattern of relationships between the variable of interest and comparison variables that are 

considered to be conceptually unrelated. 

Factor Analysis – This is “a statistical method used to (a) discover how many factors 

(representing the latent variables) are being tapped by the items in a test (i.e., exploratory 

factor analysis) or (b) confirm whether the test items measure the factors as intended (i.e., 

confirmatory factor analysis)” (Hubley & Zumbo, 2013, p. 12). 
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Fit Index – This is an index used to determine how well a statistical model, specified a priori, 

represents the sample data being analyzed. Examples of fit indices referred to in this 

thesis include: the Comparative Fit Index (CFI) and the Goodness of Fit Index (GFI).  

There are a number of fit indices available and each is statistically tailored to different 

aspects of the model being examined.  Generally, researchers use a number of fit indices 

in their analysis.  The greater the number of indices demonstrating a good model fit, the 

more confident one can be that the model is a good representation of the data. 

Internal Structure – This refers to “evidence that explores or confirms the structure or 

dimensionality of a measure. The structure of a measure may be posited to be 

unidimensional, multidimensional, or hierarchical in structure; this structure may be 

examined using analyses such as exploratory, confirmatory, or higher order factor 

analytic techniques. If the items or components of a test are designed to be of increasing 

difficulty, this may be examined using item response theory modelling. Whether total 

scores, subscale scores, or items are meant to function similarly or differently across 

groups, such theoretical assumptions can be tested using measurement invariance or 

differential item functioning techniques” (A. M. Hubley, personal communication, 

August 30, 2013).  

Known-groups Evidence – This type of validity evidence is gathered by choosing two or more 

groups that are expected a priori to respond differently to the measure being evaluated 

based on theory or previous empirical evidence.  One evaluates the measure based on 

whether the expected differences are found. 

Life Satisfaction – This is an assessment of feelings and attitudes about one’s life at a particular 

point in time.  It is considered to be one of three components of the construct of 
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subjective well-being (positive affect, negative affect, and life satisfaction) (Diener, 

1984).   

Relations with Other Variables – One of the five sources of validity evidence as outlined in 

The Standards, this includes a variety of types of evidence discussed in this thesis, 

including convergent evidence, discriminant evidence, criterion-related evidence, and 

known-groups evidence. 

Reliability – Reliability refers to “the degree to which test scores are repeatable or consistent, or 

the extent to which test scores are free from measurement error” (Hubley & Zumbo, 

2013, p. 13). 

Research Synthesis – This is a type of literature review whose primary intention is to assess the 

quality of information available, to determine whether research findings are consistent 

and generalizable across populations, and to determine the extent to which findings vary 

across studies and populations. 

Response Processes – One of the five sources of validity evidence as outlined in The Standards, 

response processes refer to an examination of the cognitive processes that individuals use 

when responding to test items.  

Subjective Well-being – This is an individual’s overall affective and cognitive evaluation of 

their life (Diener, 2008). 

Test Content – One of the five sources of validity evidence as outlined in The Standards, this 

refers to evidence based on judgments about “the adequacy with which the test content 

represents the content domain” (AERA et al., 1999, p. 11). 

Validation – Validation is “the process or method used to support validity and to explain 

variation in test scores” (Hubley & Zumbo, 2013, p. 11).  



 xiii 

Validity – Validity is an “integrated evaluative judgment of the degree to which empirical 

evidence and theoretical rationales support the adequacy and appropriateness of 

interpretations and actions based on test scores or other modes of assessment” (Messick, 

1989, p. 13). 
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Chapter 1: Introduction 

When exploring any topic, researchers face a vast number of studies reporting a variety 

of results.  Olkin (1996) identified a roughly ten-fold increase in the number of research 

publications between 1940 and 1990; from 2,300 to 25,000 biomedical journals, 91 to 1,100 

journals in psychology, and from 91 to 920 journals in mathematics. The amount of information 

available creates a formidable challenge to researchers and practitioners needing to gather, 

assimilate, and critically assess the volume of scientific information available to them.  As well, 

Cooper (2009) suggested that the increasing volume of knowledge has led to a narrowing of 

specialties within scientific fields and thus an increasing reliance by researchers on literature 

reviews to stay current with developments in their fields. 

      The terms ‘research synthesis’, ‘literature review’, and ‘systematic review’ are often used 

interchangeably (Cooper, 2010).  A research synthesis can be thought of as a type of literature 

review whose primary intention is to assess the quality of information available, to determine 

whether research findings are consistent and generalizable across populations, and to determine 

the extent to which findings vary across studies and populations (Mulrow, 1994).  Manten (1973) 

adds that literature reviews are “not based primarily on new facts and findings, but on 

publications containing such primary information whereby the latter is digested, sifted, 

classified, simplified, and synthesized” (p.75). What further distinguishes a research synthesis 

from a literature review is the specific identification of what is to be examined within a literature, 

and a methodology for examination that can be replicated.  Key elements of a research synthesis 

include: 1) a clearly stated set of objectives, 2) pre-set eligibility criteria for articles used in the 

study, 3) methodology that can be replicated, 4) a systematic search to identify studies that meet 
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the eligibility criteria, 5) an assessment of the soundness of all findings, and 6) a systematic 

presentation of the results of all studies included in the analysis (Cochrane Institute, 2012). 

      A research synthesis of validation practices seeks to examine the methods and procedures 

researchers use to evaluate measures and determine whether inferences made about respondents 

are appropriate. Validity is a fundamental concern to measurement specialists and practitioners 

who use tests to inform and justify social policy decisions, medical and psychological 

assessments, and/or an individual’s placement, training, and licensing within educational and 

professional contexts. The Standards for Educational and Psychological Testing (American 

Educational Research Association, American Psychological Association, and National Council 

on Measurement in Education [AERA, APA, & NCME], 1999) assert that validity is ‘‘the most 

fundamental consideration in developing and evaluating tests’’ (p. 9).  

      Messick (1989) defined validity as “an integrated evaluative judgment of the degree to 

which empirical evidence and theoretical rationales support the adequacy and appropriateness of 

inferences and actions based on test scores” (p. 13). Inherent in this definition is the distinction 

between validity evidence and the process of validation. Zumbo (1999) states that the validation 

process “begins at the construct definition stage before items are written or a measure is selected, 

continues through item analysis (even if one is adopting a known measure), and needs to 

continue when the measure is in use” (p. 11). Validity evidence can be thought of as the tools 

that researchers use to build their argument and justification for the appropriateness and use of 

the measure being examined.   

     The debate as to what researchers believe, understand, or identify to be sufficient evidence to 

justify the use of a given measure remains. As Cizek, Bowen, and Church (2008) note,  
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Although broad agreement exists about the importance of validity and major tenets of 

modern validity theory, disagreements persist regarding the definition and boundaries 

of the concept, and regarding what sources of validity evidence are desirable or 

necessary for sustaining defensible inference based on test scores (p. 398).  

The validity evidence required for a given test is context specific and depends on the inferences 

to be drawn from the test administered and the assumptions implicit in the subsequent 

interpretations (Kane, 2008).  For example, the intention of some employment tests, used during 

the hiring process, is to predict future job performance (predictive validity) while the intention of 

other employment measures may be to evaluate job performance on persons presently employed 

(concurrent validity) (Biddle, 2010).  Face validity (the degree to which a measure appears to be 

related to a specific construct) may be important in the context of achievement tests, but not 

necessarily wanted in measures designed to detect malingering.  Furthermore, for achievement 

tests, content validity is critical to establish an individual has mastered the skill being evaluated. 

However, Kane (2008) points out that achievement tests often have an additional predictive 

component in that they are “assumed to reflect readiness for something (e.g., college, work); if 

they have no implications beyond achievement on a domain of test items, why bother?” (p. 79).   

     There is still disagreement regarding what sources of validity evidence are “desirable or 

necessary for sustaining defensible inferences based on test scores” (Cizek et al., 2008, p. 398).  

Kane (2009) suggests that “different interpretations/uses will require different kinds and different 

amounts of evidence” (p. 49). For example, many employment measures aim to predict a 

potential applicant’s future job performance and thus the process of validation may focus on 

establishing a given measure’s predictive validity.  For educational measures, it is suggested that 

content validity is of primary importance, e.g. that the items generated for an algebra test are 
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relevant and representative of knowledge and understanding of algebraic procedures.  At the 

same time, if that same algebra test is being used to dictate an individual’s access to an advanced 

course, then one would need to determine whether the skills being assessed are indeed necessary 

prerequisites, that test scores remain uninfluenced by other extraneous variables, that success in 

the advanced course is accurately assessed, and that those individuals with high scores do 

perform better in advanced courses than those who score lower on the test (AERA, APA, & 

NCME, 1999).  Thus, judgments “about the appropriate sources and quantity of evidence for 

validation efforts depend on the nature, breadth, and complexity of the intended inference; the 

relative seriousness of inaccurate inferences; and the resources available for the validation effort” 

(Cizek et al., 2008, p. 11). A research synthesis of validation practices can determine in what 

contexts a given measure is being used, what evidence is presented in support of its use, and how 

researchers conceptualize and conduct the process of validation within the context that the 

measure will be used. 

     Research syntheses of approaches to test validation are, at present, relatively new with 

no clear methodology identified.  To date, there are eight notable published studies.  Meijer and 

Davis (1990) focused on the Journal of Counseling Psychology to examine the reporting of 

validity evidence in all articles published in 1967, 1977, and 1987.   They found that researchers 

rarely provided psychometric data about measures and a subsequent lack of reporting of validity 

evidence and validation practices.  Hogan and Agnello (2004) investigated validity reporting 

practices in a sample of 696 research reports, encompassing a wide range of disciplines, listed in 

the APA’s Directory of Unpublished Experimental Mental Measures. They found that just over 

half of the reports documented included validity evidence with no report providing more than 

two sources of evidence. The majority of those reports (approximately 90%) simply provided 
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correlations with other variables without identifying the comparative variables or providing a 

context in which to interpret the correlations presented and rarely used approaches to validation 

practices described by test standards.  As well, they found no reporting of response processes or 

content validity evidence (which was particularly striking in the case of achievement tests 

examined). Cizek et al. (2008) focused on the lack of validity reporting regarding test 

consequences and proposed a restructuring of validity theory whereby consequences of testing 

not be considered “an integral part of validity theory and practice“ (p. 410).  In a follow-up 

article, Cizek, Bowen and Church (2010) examined, over a 10-year period, articles published in 

applied educational assessment and education policy journals. Similar to previous research, they 

found that validity evidence regarding test consequences was non-existent and further proposed 

that examination of test consequences be treated rigorously but distinct from the process of 

validation used to support the inferences drawn from test scores. 

Other studies examined the relationship (or lack thereof) between validity theory and 

validation practice. Jonson and Plake (1998) examined the relationship between changes in 

validity theory and validation evidence presented for a single achievement test over a 50-year 

period (1954 through 1985). They compared the developments in validity theory, as expressed 

through changes outlined in the AERA, APA, and NCME published test standards and 

recommendations, to the evidence presented in test reviews by measurement professionals. In 

their aim to determine whether changes in theory caused changes in practice, changes in practice 

informed validity theory, or if a relationship between theory and practice even existed, they 

found that while test standards inform professionals’ conceptual knowledge of validity, in 

practice “they are not as influential in determining the actual validity requirements that should be 

applied” (p. 751). Cizek et al. (2008) examined sources of validity evidence for all tests 
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contained within a single edition of the Mental Measurements Yearbook using the types of 

validation approaches outlined in the 1999 Standards  (AERA, APA & NCME).  They also found 

that, within their sample tests, developers and measurement specialists rarely incorporated these 

perspectives into their test evaluations. In addition, Slaney, Tkatchouk, Gabriel, and Maraun 

(2009) found a distinct disconnect between validity theory and validation practices in their 

examination of 2004 articles, published in the journals Educational and Psychological 

Measurement, Psychological Assessment, Journal of Personality Assessment, and Personality 

and Individual Differences. Barry, Chaney, Piazza-Gardener, and Chavarria (2013), in their 

study analyzing seven journals in the area of health education and health behavior, examined 

articles involving scales used in both primary data collection and secondary data analysis to 

determine what reliability and validity statistics were presented and how they were assessed.  

They also found there was a disconnect between current practice and recommended testing 

practices, and asserted the “need for reporting of psychometric properties to be explicitly 

outlined as a requirement for publication” (Barry et al., 2013, p. 6).  Qualls and Moss (1996) 

sought to determine whether researchers presenting reliability and validity evidence conduct 

their practices according to those procedures proposed by The Standards.  They examined all 

articles in 22 out of 25 APA journals published in 1992 and found that “a disconcerting number 

of authors are not complying with various standards dealing with testing” (Qualls & Moss, 1996, 

p. 214).  

Beyond the published literature, a Validity Symposium presented at the 2012 American 

Education Research Association Conference presented the empirical findings of seven research 

syntheses of validity evidence reported across areas in education, psychology, and the health 

sciences.  Following the Standards (AERA, APA, &NCME, 1999), the papers focused on the 
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reporting of five sources of validity evidence (content-related, response processes, internal 

structure, associations with other variables, and consequences) and sought to determine whether 

validity theory informed validation practice (Shear & Zumbo, 2012).  A meta-synthesis of the 

presented studies indicated that, amongst additional findings, reliability indices and other internal 

consistency analyses are cited as validation evidence; evidence of relationships and comparisons 

with other variables are reported although there is confusion regarding terminology; there is 

large variation in the use of content-related evidence in validation research; evidence related to 

internal structure has increased, and validity evidence based on response processes and 

consequences is essentially non-existent (Lyons-Thomas, Liu, Olivera, & Zumbo, 2012). 

      Previous research has focused on the relationship between changes in validity theory and 

validation evidence presented over time, and sources of validity evidence reported in research 

studies and test reviews across a wide range of disciplines. The present thesis is a methodological 

study that aims to examine methods and procedures that researchers use in the process of 

validating a single, well-known measure, the Satisfaction With Life Scale (SWLS) (Diener, 

Emmons, Larsen & Griffen, 1985).  The SWLS, as shown in Appendix A, is a widely used 

measure in that 1) it is used cross-culturally and has been translated into many languages, 2) data 

has been collected across a broad range of samples such as older adults, prisoners, individuals 

under inpatient care for alcohol abuse, abused women, psychotherapy clients, elderly caregivers 

of demented spouses, and persons with physical disabilities, and college student samples, 3) 

studies across cultures and samples have examined reliability, internal consistency, and 

correlations with other constructs and variables, 4) it is asserted that it shows promise for clinical 

applications and may be used in conjunction with economic and social indictors to inform public 

policy (Pavot & Diener, 1993).  This study aims to examine all validation studies of the SWLS 
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contained in the database PsycINFO using psychometric search terms or identified in the 

reference sections of these articles. This study will contribute to the small, but growing, literature 

on validation synthesis; suggest a framework that can be used for future examination of 

published findings for measures used across disciplines and journals; and provide a foundation 

upon which further validation evidence for the SWLS can be built.  
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Chapter 2: Methods 

2.1 Data Source and Collection 

         We conducted a literature search for articles on the SWLS containing psychometric or 

validation evidence using the PsycINFO database.  Because the SWLS is used in a variety of 

disciplines and cultural contexts and has been translated into several languages, PsycINFO was 

considered to be the optimal data source. It is the largest resource devoted to peer-reviewed 

literature in behavioral science and mental health and includes roughly 2,500 international 

periodicals, publications from more than 50 countries and journals in 20 languages (The 

American Psychological Association, 2013).  The search history included publications from 

1985 (publication date of the SWLS) to July, 2012.  A literature search using the search terms  

“Satisfaction With Life Scale” and “valid*’, “reliability”, “psychometrics”, “factor analysis” 

“measurement”, or “measurement invariance” was used to capture studies whose purpose was to 

provide validity and reliability evidence for the SWLS. Because ‘satisfaction with life’ is a 

general and widely used term, “Satisfaction With Life Scale” was used as a title search term 

alongside the other terms listed above. Reference sections of identified articles were also used as 

a data source to ensure all relevant articles were identified.  All studies identified were screened 

to determine that: 1) the intent of the study was to provide reliability or validity evidence for the 

SWLS (as opposed to it being used as a comparison measure or assessment tool in differing 

research contexts), 2) no modified versions of the scale were used, and 3) studies were peer-

reviewed. 
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2.2 Method 

      I developed a detailed coding sheet, as shown in Appendix B, to identify and record 

validation procedures used in each study.  The coding sheet was organized according to the 

sources of validity evidence as outlined in the 1999 Standards;  (1) test content, (2) internal 

structure, (3) relations to other variables, (4) response processes, and (5) test consequences. As 

my intention was to provide a detailed account of the reasoning behind the evidence presented, 

each category was further broken down to document the rationale for steps taken, criteria used, 

and the logic adopted for the process involved for each procedure. Two additional sections were 

added to document reliability evidence and translation methods.  Reliability may not constitute 

evidence of validity on its own but it is a necessary condition for validity (Hubley & Zumbo, 

2013). Therefore, it is relevant to examine whether a validation study provided any indication of 

the reliability of the SWLS within the context specific to the population. Translation methods 

were also considered given the relatively large number of translated versions of the SWLS that 

appeared in our search. As each translation is, in essence, a creation of a new measure, it is 

important that researchers identify the methods used in the creation of this measure.  Details 

regarding the coding of each section are as follows: 

2.3 Reliability 

      Two reliability estimates were coded dichotomously: internal consistency estimates and 

test-retest reliability estimates.  Alternate forms reliability was not included as there are no 

alternate forms of the SWLS scale. Where an internal consistency estimate was provided, I noted 

what estimate was used, and dichotomously coded for the presence of a criterion for the estimate 

presented. In addition, I coded for whether item-total correlations and inter-item correlations 

were reported in the study. Where a test-retest reliability estimate was provided, I dichotomously 
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coded for whether the test interval used was reported and whether a rationale for the test interval 

was provided. If a test interval was provided, I recorded the length of the interval.  

2.4 Sources of Validity Evidence 

Each study was analyzed to determine the sources of validity evidence provided.  I 

dichotomously coded according to the following sources of evidence outlined in the 1999 

Standards:  (a) test content, (b) internal structure, (c) relations to other variables, (d) response 

processes, and (e) test consequences.  Each category was further subdivided into further 

categories as follows: 

2.4.1 Test Content 

The 1999 Standards dictate that “item selection, response formats, and test administration 

procedures should be selected based on the purposes of the test, the domain to be measured, and 

the intended test takers.” (AERA et al., 1999, p. 44).  To determine that inferences drawn from 

test scores are applicable across groups being tested, evidence must be presented to indicate that 

the construct being examined is clearly defined, the items chosen accurately represent the 

construct, the process used in generating and evaluating test items is documented and reported, 

and results of all empirical analyses conducted in the test development and review process are 

presented. I descriptively coded to determine if a) the construct being examined was clearly 

defined, b) items were generated based on a literature search, other measures of life satisfaction 

or related constructs (e.g., well-being, quality of life), or feedback from experiential experts 

and/or a target population (i.e., experiential experts), and c) subject matter experts (SMEs) or 

experiential experts (EEs) were consulted to examine elements of the measure, and d) whether 

any reference was made to item representation ( i.e., the degree that items in the measure 
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represent the full range of the construct of life satisfaction), construct underrepresentation, and 

construct irrelevant variance. 

2.4.2 Internal Structure 

 To demonstrate that the interpretation of a test reflects the construct it proposes to 

measure, evidence of its internal structure must be presented.  Multivariate statistical techniques 

are used to examine whether “score variability attributable to one dimension was much greater 

than the score variability attributable to any other dimension scores obtained from one group” 

(AERA et al., 1999, p. 20). I identified the type of analysis conducted (CFA, EFA, other).  

Where EFA was conducted, I noted the type of EFA used and dichotomously coded for the 

following procedural steps: criteria stated for number of factors found, what criteria was reported 

(e.g., eigenvalues > 1, scree plot, percentage of variance explained), whether factor loadings 

were reported, and the criterion for factor loadings reported.  Where CFA was the type of 

analysis conducted, I noted the type of software used and dichotomously coded to determine if 

researchers reported the number of factors expected, the fit indices used, and the rationale and 

criteria for the fit indices chosen.   For those studies examining measurement invariance, the type 

of invariance examined (e.g., gender invariance) and the procedures and rationale for those 

procedures were descriptively recorded (i.e., structural equation modeling, fit indices used, 

rationale). 

2.4.3 Relations to Other Variables 

Where comparisons with constructs (variables) are presented as validity evidence, the 

theoretical rationales behind the selection of those constructs (variables) and “evidence 

concerning the constructs represented by the other variables as well as their technical properties, 

should be presented or cited” (AERA et al., 1999, p. 20). Where measures are chosen to 
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determine relationships between similar and dissimilar constructs (convergent and discriminant 

evidence), questions regarding the degree of association between the measure being examined 

and comparison measures must be addressed and shown to be consistent with theoretical 

expectations (AERA et al., 1999, p.14).  Where evidence presented involves assessing 

relationships with criterion variables, “information about the suitability and technical quality of 

the criteria should be reported” (AERA et al., 1999, p. 21).  For this section, I recorded: 1) how 

researchers described the validation process (e.g. relations to other variables, construct validity), 

2) did they identify the purpose for the measures chosen and state their expectations clearly (e.g., 

convergent evidence/similarities to construct vs. discriminant evidence/dissimilarities to 

construct), 3) did they use technical terminology and, if so, was it used appropriately (e.g. 

confusing criterion evidence with convergent evidence), 4) was the rationale for their choice of 

measures clearly stated, 5) was reliability evidence (based on the current sample) reported for the 

measures chosen, and 6) how did researchers conclude that the evidence found supported validity 

(e.g. magnitude/direction/statistical significance of correlations). 

2.4.4 Response Processes 

For those tests involving interpretations that presume underlying psychological or 

cognitive processes used by individuals being examined, “empirical evidence in support of those 

premises should be provided” (AERA et al., 1999, p. 20).  Similarly, if those same processes are 

used by observers or scorers involved in testing procedures, supporting evidence should also be 

provided.  Descriptions of the following were recorded: questions and probing responses to items 

(e.g., think-aloud protocols, cognitive interviewing), documenting or recording responses to 

items, indication of time needed to complete questionnaire, and post-test questionnaires or 

interviews. 
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2.4.5 Test Consequences 

The social consequences and unintended side effects (Hubley & Zumbo, 2013) of 

legitimate test interpretation are “relevant to validity when it can be traced to a source of 

invalidity such as construct underrepresentation or construct-irrelevant components” (AERA et 

al., 1999, p. 44). When claims are made regarding the benefits of testing beyond the direct 

interpretation of test scores, evidence is also needed. Descriptions of the following were 

recorded: use of the words “consequences”, “consequential validity”, “effects of”, “impact of”, 

“implications”, and “clinical implications”. Instances where consequences were misunderstood 

as test misuse and any citations related to consequences (Messick, The Standards, Kane) were 

also recorded. 

2.5 Translations and Adaptations of Measures 

As many studies examined in this validation synthesis of the SWLS involved translated 

versions of the scale, a section examining information about translation methods and procedures 

was included.  I devised a coding system consisting of ‘Yes’,  ‘No’,  ‘Partially’ and ‘Unclear’ to 

identify whether a previously translated measure or a newly translated measure was used.  Where 

a newly translated/adapted measure was used, I coded for the method of translation used, 

qualifications of the translators, and whether any pre-tests or pilot tests were conducted.   
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Chapter 3: Analysis and Results 

3.1 General Summary 

Our literature search yielded 36 articles that fit the criteria for inclusion in our study. In 

several cases, the authors conducted multiple studies using different samples within a single 

article. For example, a single journal article may have included a group of university students to 

examine internal structure, a different group of university students to examine dimensionality, 

and a third group using adolescents to examine relations to other variables. In these cases, each 

study was treated as an independent study and coded accordingly. This resulted in an overall 

number of studies examined of N = 46. As shown in Table 1, of those studies, 31/46 (67.4%) 

involved translated versions of the SWLS. In terms of reliability evidence and the broad 

categories of sources of validity evidence as outlined in The Standards, 36/46 (78.3%) conducted 

reliability analyses, 39/46 (84.8%) examined internal structure, and 21/46 (45.7%) examined 

relations to other variables. Only one study out of the 46 studies (2.2%) made reference to 

response processes. No studies examined test content or consequences of testing.   
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Table 1 – Reliability and Validity Evidence Across Studies 

Sources of Evidence 

 

Article Language Reliability Internal 
Structure 

Relations 
to Other 

Variables 
Response 
Processes 

1985 Diener et al. [Study 1]  English     
1985 Diener et al. [Study 2]  English     
1985 Diener et al. [Study 3]  English     
1991 Pavot et al. [Study 1] English     
1991 Pavot et al. [Study 2]  English     
1991 Arrindell et al.  Dutch     
1993 Neto Portuguese     
1994 Shevlin & Bunting English     
1995 Lewis et al.  English     
1998 Shevlin et al. English     
1998 Abdallah  Arabic     
1999 Lewis et al. Czech     
1999 Arrindell et al. Dutch     
2000 Pons et al.  Spanish     
2003 Atienza et al. Spanish     
2003 Westaway et al.  English     
2004 Vautier  French     
2005 Vitterso et al.  Norwegian/Greenlandic     
2006 Tucker et al.  Russian/English     
2006 Wu & Yao  Taiwanese     
2006 Navratil & Lewis  Czech     
2007 Kveton et al. Czech     
2008 Gouveia et al.  Brazilian/Portuguese      
2008 Siedlecki English     
2008 Hultell & Gustavsson  Swedish     
2008 Wu & Wu [Study 1] Taiwanese     
2008 Wu & Wu [Study 2]  Taiwanese     
2009 Slocum-Gori et al. English     
2009 Wu et al. [Study1]  Taiwanese     
2009 Wu et al.  [Study 2]  Taiwanese     
2009 Swami et al. Malay     
2009 Laranjeira [Study 1] Portuguese     
2009 Laranjeira [Study 2]  Portuguese     
2009 Laranjeira [Study 3]  Portuguese     
2010 Anaby et al.  Hebrew     
2010 Durak et al. [Study 1] Turkish     
2010 Durak et al. [Study 2] Turkish     
2010 Durak et al. [Study 3] Turkish     
2010 Howell [Study 1] English     
2010 Howell [Study 2]  English     
2010 Howell [Study 3] English     
2011 Clench-Aas  Norwegian     
2011 Bai et al.  Chinese     
2011 Glaesmer et al.  German     
2012 Sancho et al.  Portuguese     
2012 Athay  English     

TOTAL 36 39 21 1 
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3.2 Rater Discrepancy 

I examined rater agreement to evaluate how well the coding sheet served as a tool to 

identify and record validation procedures used in each study. The coding sheet was designed to 

serve as both a detailed checklist for the kinds of evidence, rationales, and criteria that might be 

provided and as guide that even those with a moderate understanding of validation procedures 

could follow.  This was particularly challenging in that the level of detail I felt needed to be 

addressed often required a fairly high level of understanding of measurement and statistical 

methods.  As well, the utility of a document involving the accounting of more subtle concepts, 

particularly relations to other variables, an area that appears to be poorly understood by even 

seasoned researchers, needed to be evaluated.  

To assure that each area of evidence was sufficiently represented by the studies chosen, I 

coded each study according to the broad categories of validation evidence as reflected in the 

coding sheet.  Reliability was further divided into two categories (internal consistency and test-

retest); internal structure was divided into the categories of EFA, CFA, and measurement 

invariance; and relations to other variables was further divided into convergent and discriminant 

evidence as these were the primary types of relationships examined. I then found the area with 

the least number of studies reporting that evidence (i.e., only five studies examined test-retest 

reliability and only two studies provided discriminant evidence). As there were only two 

discriminant validity studies, I automatically included those studies in the inter-rater agreement 

analysis. I randomly selected three out of the five test-retest reliability studies. For the remaining 

areas, I randomly selected studies until we achieved a sample where each category was reviewed 

by the second rater a minimum of four times. My goal was to sample anywhere from 10-15 

articles overall to be coded by a second rater. As a result of the selection procedure, I 
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implemented, a second rater recoded a total of 12/46 (26%) articles from the original sample. 

The second rater is presently pursuing a Master’s program in Counselling Psychology at The 

University of British Columbia.  She completed a graduate level course in Basic Principles of 

Measurement and is also involved as a research assistant in another validation study.  The 

articles sampled, and the areas of evidence reported per article, are shown in Table 2. 

    Within each broad category of evidence, I coded for a number of elements, i.e., each area 

of evidence was further broken down into elements to document the rationale for steps taken, 

criteria used, and the logic adopted for the process involved for each procedure as shown in 

Appendix A. For example, coding for reliability involved an examination of 14 elements related 

to reliability, coding for EFA involved coding for the reporting of 24 elements, etc. My intention 

was to identify areas where our coding sheet may not have clearly indicated to the coder what 

precisely constituted as adequate reporting for any given element. For example, if I found there 

were many discrepancies regarding providing a rationale for fit indices used in CFA, I sought to 

determine whether this was due to poor reporting by study authors, lack of knowledge on the part 

of the coder, and/or whether the coding sheet itself was the source of confusion.  Where 

consensus between coders could not be reached, my supervisor, an expert in measurement and 

validation, was consulted to determine the final decision.
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Table 2 – Articles Sampled for Rater Discrepancy Analysis and Topics Covered!

Study IC 

Rel 
Test-
Retest 

IS  
EFA 

IS  
CFA 

IS  
MI RV 

1985 Diener 1 1 1 1    
1985 Diener 2      1 
1985 Diener 3      1 
1998 Abdallah  1 1 1   1 
1999 Arrindell et al. 1  1   1 
2000 Pons    1 1  
2006 Tucker et al.    1 1  
2009 Swami et al. 1   1 1  
2008 Gouveia et al. 1  1 1 1 1 
2009 Laranjeira 2  1     
2010 Durak et al. 1 1   1  1 
2011 Bai et al 1   1 1  
       
                 Total 7 3 4 6 5 6 
!"#$#!%&'(%)*#"+%,-,&'%./0#1'*#$#1'*-)2-*-&/0#!3#$#!%&'(%)*#3&(4.&4('0#567#$#589*+()&+(/#6).&+(#
7%)*/,-,0#"67#$#"+%:-(;)&+(/#6).&+(#7%)*/,-,0#<!#$#<'),4(';'%&#!%=)(-)%.'0#1>#$#
1'*)&-+%,#&+#?&@'(#>)(-)2*',#
 

There were no discrepancies in coding any of the elements involved in test-retest 

reliability, the presence of measurement invariance, or the two studies providing discriminant 

validity evidence. Of the seven reliability studies, the only discrepancies occurred within two 

studies when coding for the interpretation of item-total correlations as reliability evidence. 

Additionally, there was one case where coders disagreed as to whether researchers reported 

average inter-item correlations and one case where there was disagreement as to what type of 

internal consistency estimate was provided. Generally, discrepancies regarding numerical values 

reported occurred where reporting was unclear (e.g., inter-item correlations reported in a table 

but not referenced or discussed in the body of the article, and a numerical value for a reliability 

estimate was provided but not clearly identified as such). For the four studies involving EFA, in 

one study there was one disagreement regarding the reporting of a criterion for factor loadings, 

and another disagreement regarding the criterion for the number of factors found. The source for 
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this discrepancy seemed to be due to both a lack of technical knowledge on the part of the coder 

and poor reporting by study authors. As was indicated in our study overall, there is general 

confusion regarding the distinction between reporting variance explained and providing a 

criterion for variance explained as a decision point for deciding the number of factors to retain. 

Disagreements in CFA coding occurred in five out of 13 studies and involved whether 

researchers stated the number of factors expected (two studies) and whether criteria for fit 

indices were reported (three studies). Regarding the number of factors, it was often assumed, but 

not stated, that one factor was being explored. Disagreements regarding criteria occurred when 

researchers provided a list of fit indices but criteria were not identified for all fit indices. For the 

seven studies involving translations, discrepancies occurred regarding what constitutes clear 

reporting of methodology (two studies), and what qualifies as translator qualifications (i.e., 

describing who translated the SWLS versus what their qualifications were; three studies). These 

discrepancies regarding methodology perhaps occurred because of a lack of clarification on my 

part regarding what qualifies as a clear reporting of methodology. In an additional case, the 

discrepancy was directly the result of poor reporting in that the article did not clearly state 

whether a new or previously translated version of the SWLS scale was used.   

      For the ‘Relations to Other Variables’ section, inconsistency in reporting by researchers 

made efforts to code this section in a systematic manner highly problematic. As discussed earlier, 

confusion regarding terminology, along with the lack of a clear rationale indicating why 

measures or constructs were used, was the source of many discrepancies. Rarely was a clear 

rationale presented or expectations stated, results often consisted of interpreting the meaning of 

correlations post-analysis, and a discussion regarding the relative magnitude of the correlations 

found was lacking. Therefore, it was not possible to, for example, simply record the presence or 
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absence of any value or criteria as we were able to do in the other areas above described. In 

general, it was difficult, regardless of the information provided, to discern what type of analysis 

was conducted and what forms of evidence were being pursued to provide support for the 

interpretations of SWLS test scores.   

 To summarize, it appears that where a straightforward accounting of numerical values 

was involved (e.g., what type of internal consistency was used or what fit indices were reported), 

the coding sheet was adequate. Where an argument, hypothesis, rationale, or interpretation of 

relative comparisons were required (e.g., discussing convergent and discriminant evidence in 

relation to each other) or might be assumed or implied, discrepancies were greater. To the extent 

the discrepancies were a reflection of our coding system versus poor reporting or comprehension 

of validation procedures on the part of researchers, is difficult to determine. 

3.3 Translations and Adaptations of Measures  

As noted, 31 out of 46 (67.4%) studies sampled involved translated versions of the 

SWLS, which includes translations into Arabic, Brazilian-Portuguese, Chinese, Czech, Dutch, 

French, German, Greenlandic, Hebrew, Malay, Norwegian, Portuguese, Spanish, Swedish, 

Taiwanese, and Turkish. Of these, 15/31 (48.4%) studies involved newly translated versions of 

the SWLS and 10/31 studies (32.3%) used a pre-existing translated version of the scale. Five 

studies (16.1%) provided no information about the version used. In these cases, we assumed the 

test was administered in the sample population’s dominant language. For example, if the study 

was conducted on “community members living in China”, and no reference to a translation was 

provided, we assumed that a non-English version of the SWLS was used. Finally, one study  

(3.2%) described who translated the scale and provided a fairly detailed description of 

transcription process used, but then directed readers to a previously translated version of the 
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scale published eight years prior to their present study. Whether they used the previously 

translated version and were simply re-iterating the translation process used by the initial author, 

or actually provided a new translated version of the scale was unclear. In 11 of the 31 (35.5%) 

studies, it was described who did the translations but none of the studies specified the translator’s 

qualifications. Seven of the 31 studies (22.6%) identified guidelines used in the translation 

process. Of these, the guidelines proposed by Brislin (1970, 1980, 1986) were the most 

commonly cited. One study referenced guidelines proposed by de Figueiredo and Lemkau 

(1980). Four of the 31 studies (12.9%) conducted pilot tests but provided only the sample size 

and a rudimentary description of the groups taking the test. 

Overall, the process and methods used to create translated versions of the SWLS were 

briefly and poorly described. In 15/31 studies (48.3%), brief descriptions were provided of the 

translation procedures used although, in some cases, procedural terms were not clearly defined.  

In 11 of the studies (69%), it was described who did the translations but none specified their 

qualifications. Four studies (12.9%) conducted pilot tests but provided only the sample size and a 

rudimentary description of the groups taking the test. 

3.4 Reliability 

       Thirty-six of the 46 (78.3%) studies provided reliability estimates. Of those studies 

providing reliability evidence, 33 studies (out of 36 studies; 91.7%) provided an internal 

consistency estimate. The most commonly identified internal consistency estimate was 

Cronbach’s alpha (27/33 studies; 82%). Four of the 33 studies (12.1%) provided an internal 

consistency reliability coefficient but were not clear as to which estimate was used, e.g., “internal 

consistency coefficient” (Neto, 1993, p. 129; Durak et al., 2010, p. 417). It should be noted that 

three of these studies were contained within a single article wherein the author conducted 
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reliability analyses on three different samples. One study 1/33 (3%) provided, in addition to 

Cronbach’s alpha, a second estimate identified as model-based omega. Finally, one study (out of 

33 studies; 3.0%) assessed reliability using parameters estimated from CFA models and one 

study conducted an IRT analysis (3.0%). The three studies (out of 33 studies; 9.1%) that did not 

provide an internal consistency estimate intended to examine test-retest reliability only. We also 

examined whether criterion values for internal consistency were cited. One study made reference 

to ‘acceptable’ or ‘satisfactory’ alphas of .80 and cited Cronbach’s (1951) article, but it is 

unclear whether a criterion was being listed or the obtained alphas were simply being described. 

(Navratil & Lewis, 2006). No other studies provided a criterion for what was deemed an 

acceptable reliability coefficient.  

Three studies (out of 36 studies; 8.3%) reported inter-item correlations and another three 

studies (8.3%) reported average inter-item correlations. Twenty out of 36 studies (55.6%) 

reported item-total, or corrected item-total, correlations but none provided an acceptable value or 

general range of values for evaluating these. 

Seven studies (out of 36 studies; 19.4%) examined test-retest reliability; all reported the 

time interval between administrations. Intervals examined were 1-2 days, 1 week, 2 weeks, 4 

weeks, one month, and two months. One study examined both two-week and one-month 

intervals. Three studies examined a time interval of two months, with two of these studies 

contained within a single article. Three of the seven studies (42.9%) provided a rationale for the 

time interval chosen.  

 The studies that did not provide reliability evidence (10/46; 21.7%) either focused on the 

internal structure of the SWLS using CFA and/or examined measurement invariance.    
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3.5 Internal Structure 

Thirty-nine out of 46 studies (84.8%) examined internal structure.  Of those 39 studies, 

12 studies (30.8%) conducted exploratory factor analysis, 23 studies (59.0%) used confirmatory 

factor analysis methods, three studies (7.7%) used both methods, and one study (2.6%) was 

unclear as to which approach was used1.  

3.5.1 EFA 

Of the 15 studies conducting EFA (i.e., 12 studies using EFA + 3 studies using both EFA 

and CFA), 10 studies (66.7%) used Principal Components Analysis (PCA), four studies (26.7%) 

used common factor analysis (FA), and one study (6.7%) did not identify the method used. Of 

the four studies using FA, three studies (75.0%) used Principal Axis Factoring as the type of 

extraction method and one study (25.0%) used Maximum Likelihood (ML). No studies stated 

any criteria up front for identifying the number of factors. Seven of the 15 studies (46.7%) used 

‘eigenvalues greater than one’ as a criterion, four used scree plots (26.7%), and three studies 

(20%) used a combination of both. All studies reported the amount of variance explained by the 

single factor found, but no studies used a criterion value for the amount of variance explained to 

decide the number of factors. All but one study reported factor loadings (14/15; 93.3%) but no 

studies identified a criterion for factor loadings (e.g., >.30, >.35, >.40) to determine if each item 

loaded on the factor. Because no study reported more than one factor found, other EFA 

considerations, such as factor rotation, were not explored.  

                                                

1 The focus of this methodological article was on steps to identify essential unidimensionality 
that could be used with either EFA or CFA. SWLS data was used in the example. Because it was 
unclear as to whether the researchers actually used CFA or EFA analyses with this data, this 
study was not included in the base rate counts in subsequent internal structure sections. 
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3.5.2 CFA 

      Of the twenty-six studies conducting CFA (i.e., 23 studies using CFA + 3 studies using 

both EFA and CFA), 24 studies (92.3%) specified the software used for analysis. LISREL 8.0 

was the program predominantly used in studies published between 1985 and 2008 (11/14; 

78.6%).  From 2009 through 2012, software programs identified were Amos, M Plus, EQS 5.7, 

and SAS. Twenty-four studies (out of 26 studies; 92.3%) specified the number of factors 

expected. All but two studies (out of 26 studies; 7.7%) specified fit indices used to assess their 

respective models. For a detailed breakdown of fit indices used across studies, see Table 3. The 

most commonly used fit indices were the Comparative Fit Index (CFI), Chi-Squared test (!2), 

Root Mean Squared Error of Approximation (RMSEA), and Standardized Root Mean Square 

Residual (SRMR). For the fit indices identified, citing the criteria for the range of acceptable 

values per index varied across the 26 studies: 15 studies (57.7%) provided criteria for all indices 

used, five studies (19.2%) provided criteria for some fit indices but not others, and six studies 

(23.1%) provided no criteria. Only one study (3.8%) stated the rationale for the fit indices 

chosen. Seven out of 26 studies (26.9%) conducted a factor analysis to explore potential two-

factor models, two studies (7.7%) examined a modified one factor model (with items 4 and 5 

allowed to correlate), and one study (3.8%) examined both a two-factor model with items 1, 2, 

and 3 loading on one factor and items 4 and 5 loading on a second factor, and a 

hierarchical/second order model with two factors explained by a general factor.
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Table 3 – Fit Indices Used Across Studies 

 
!2 GFI PGFI AGFI IFI NFI 

NNFI/
TLI 

RMSEA SRMR RMSR CFI AIC CAIC RMR CN "!2 !2/df Software 
Total 

per study 

Shevlin & Bunting (1994) 1 1  1      1        Lisrel 7.0 4 
Lewis, et al.  (1995) 1 1  1      1        Lisrel 7.0 4 
Shevlin, et al.  (1998) 1                 Lisrel 8.0 1 
Lewis, et al. (1999) 1 1    1            Lisrel 8.0 3 
Pons, et al. (2000)           1     1 1 Lisrel 8.0 2 
Atienza, et al. (2003)        1   1      1 Lisrel 8.0 3 
Vautier (2004) 1       1 1  1       EQS 5.7 4 
Tucker, et al. (2006)  1     1 1   1       not ident 4 
Wu & Yao (2006) 1     1 1 1   1 1 1 1    Lisrel 8.0 7 
Gouveia, et al. (2008) 1 1     1 1 1  1       Lisrel 8.0 6 
Hultell & Gustavsson (2008)        1 1  1       Lisrel 8.0 3 
Siedlecki et al. (2008) 1      1 1   1       Not ident 4 
Wu & Wu [1] (2008) 1      1 1 1  1       Lisrel 8.0 5 
Wu & Wu [2] (2008) 1      1 1 1  1       Lisrel 8.0 5 
Wu, et al. [1] (2009) 1      1 1 1  1       M Plus 5 
Wu, et al. [2] (2009) 1      1 1 1  1       M Plus 5 
Swami, et al. (2009) 1 1 1     1   1 1  1 1   Amos 4.0 8 
Anaby, et al. (2010)        1   1       EQS 6.1 2 
Durak, et al. [1] (2010) 1    1  1 1 1  1     1 1 Amos 7.0 8 
Durak, et al. [2] (2010) 1    1  1 1 1  1     1 1 Amos 7.0 8 
Durak, et al. [3] (2010) 1    1  1 1 1  1     1 1 Amos 7.0 8 
Glaesmer et al. (2011)  1    1 1 1   1       Amos 6.0 5 
Clench-Aas (2011)   1 1   1 1   1       Amos 7.0 5 
Bai et al (2011)       1 1   1       M Plus 3 
Athay (2012)  1       1  1       SAS 9.2 3 
Sancho et al (2012) 1 1      1 1  1       EQS 5.7 5 
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!2 GFI PGFI AGFI IFI NFI 

NNFI/
TLI 

RMSEA SRMR RMSR CFI AIC CAIC RMR CN "!2 !2/df Software 
Total 

per study 

Total per indices 18 9 2 3 3 2 14 18 11 2 21 2 1 2 1 4 5   
 
!2  = Chi Square, GFI = Goodness of Fit Index,  PGFI = Parsimony Goodness-of-Fit Indicator,  AGFI = Adjusted Goodness of Fit 
Index, IFI = Incremental Fit Index,  NFI = Normed Fit Index, NNFI = Non-normed Fit Index,, RMSEA = Root Mean Squared Error of 
Approximation, SRMR = Standardized Root Mean Square Residual,  RMSR = Root Mean Square Residual,  CFI = Comparative Fit 
Index, TLI = Tucker Lewis Index , AIC = Akaike’s Information Criterion , CAIC = Consistent Akaike Information Criterion, RMR = 
Root Mean Square Residual, CN = Hoelter’s Critical N , "!2 = Chi-Square change, !2/df = Chi-Square change/Degrees of freedom.
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 Measurement Invariance. Fifteen of 33 studies (45.5%) examined measurement 

invariance.  The majority of comparisons were made across gender and age.     

3.6 Relations to Other Variables 

3.6.1 Providing a Rationale for Selection of Comparative Constructs, Measures, and 

Variables 

Twenty out of the 46 studies (43.5%) included in this synthesis examined relations to 

other variables. The Standards state that, when comparisons with other variables are presented as 

validity evidence, the rationale behind the selection of those variables and “evidence concerning 

the constructs represented by the other variables…should be presented or cited” (AERA et al., 

1999, p. 20). This means that researchers need to clearly state the rationale for both the construct 

selected and any variables used to represent that construct.  

Regarding a rationale for constructs used, seven out of 20 studies (35%) provided a 

rationale for all constructs used and six of 20 studies (30%) provided no rationale.  Seven studies 

(35%) provided a rationale for some constructs but not others.  Where the rationale for constructs 

was not explicitly stated, it was implied in that those constructs were used in previous research or 

involved the construct of subjective well-being (SWB) (i.e., to explicitly state a rationale would 

be redundant). Regarding a rationale for measures, no studies provided a rationale as to why they 

selected the specific measures chosen. With respect to demographic variables used, there were 

six cases (out of 20 studies; 30%) in which the way numbers were assigned to a given variable 

could both influence the construct being examined  (e.g., categorizing age across 10 year periods 

as opposed to 20 year periods) and statistical results. None of these studies provided a rationale 

as to why they structured their demographic variables as they did. 
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3.6.2 Convergent and Discriminant Evidence 

One type of validity evidence is gathered by examining the pattern of relationships 

between the variable of interest and comparison variables that are considered to be conceptually 

similar (i.e., convergent evidence). A second type of evidence is gathered by examining the 

pattern of relationships between the variable of interest and comparison variables where 

“Discriminant measures may consist of theoretically unrelated constructs (e.g., depression and 

intelligence) or constructs between which one wants to distinguish (e.g., depression from 

anxiety)” (Hubley & Zumbo, 2013, p. 15); this is known as discriminant evidence.  When 

providing convergent and discriminant evidence, researchers need to: 1) identify the type of 

evidence they seek to obtain, i.e., how comparison variables are related to the variable of interest, 

2) indicate, in advance of any analysis, an expectation of the direction and relative strength of the 

relationship that theory or previous empirical research would suggest, 3) interpret both types of 

evidence in relation to each other, and 4) report reliability evidence for all comparison measures 

used. 

The total number of measures used per study ranged from one to 20 (M=8.3, SD=6.5). 

Overall, researchers poorly articulated their intentions as to what evidence they intended to 

provide. Thirteen of 20 studies (65%) did not identify which variables/measures were to be used 

to provide convergent evidence, and which were to be used to provide discriminant evidence. 

Three out of 20 studies (15%) suggested all measures used were convergent measures but 

referred to them as providing concurrent validity.  One out of 20 studies (5%) initially indicated 

that measures used were providing evidence of convergent validity but concluded that some of 

those measures provided evidence of discriminant validity.  One study (5%) did not indicate 

convergent or discriminant measures/variables but referred to all of the measures generally as 
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measures of SWB, suggesting their intention was to provide convergent evidence only.  Two out 

of 20 studies (10%) clearly stated their intention to provide convergent evidence only.    

Regarding stating in advance an expected relationship among variables, 14 out of 20 

studies (70%) did not indicate any expected findings. Five of 20 studies (25%) were vague in 

that the expected findings were not explicitly stated by researchers but implied in that they were 

based on findings in previous literature. One out of 20 studies (5%) study clearly identified the 

direction and relative strength of the relationship they expect to find among the variables chosen.  

Two of the 20 studies mentioned above appeared to use measures to provide both discriminant 

and convergent evidence.  One of these studies clearly identified their discriminant measure, but 

mistakenly identified their convergent measures as being indicative of concurrent validity, and 

the other appeared to use both convergent and discriminant measures but do not make this clear.  

Neither study interpreted both types of evidence in relation to each other. Additionally, two of 

the above studies stated the intention to provide criterion validity but, in fact, were providing 

convergent evidence.  In both cases, the studies were included in the overall count reflecting 

those studies providing convergent evidence. 

Eleven out of 20 studies (55%) provided no reliability evidence for the comparative 

measures used; six studies (30%) provided reliability estimates for all measures used, and two 

studies (10%) provided reliability estimates for some measures used but not others. Finally, one 

study (5%) provided reliability estimates but it was unclear whether estimates were based on the 

study sample. 

It should be noted that two studies stated their intention to assess discriminant validity but 

both studies actually intended to provide known-groups validity evidence.  These studies were 
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not included in the summary counts.  The issue of misidentifying evidence will be directly 

addressed in the Discussion section of this thesis. 

3.7 Response Processes 

Two of 46 studies (4.3%) examined response processes.  One study (2.2%) analyzed 

participant responses using IRT methods, and one study (2.2%) examined the mean time to 

complete the scale. 
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Chapter 4: Discussion 

The primary goal of this thesis was to examine methods and procedures that researchers 

use in the process of validating the SWLS. From this, we aimed to establish a foundation upon 

which further validation evidence for the SWLS can be built. On a broader level, I also aimed to 

suggest a framework to organize and examine validation procedures presented in support of 

measures found across disciplines and journals and also contribute to the small but growing 

literature on validation synthesis. Thus my intentions are aimed at 1) validation researchers and 

those individuals who use measures and wish to discern and understand the validation 

procedures used to support the inferences drawn from test scores, 2) researchers interested in the 

SWLS, and 3) measurement specialists. 

4.1 Framework for Conducting a Validation Synthesis 

I created a framework to examine published findings for measures used across disciplines 

and journals. Using The Standards and several resources as guides to good validation practice 

(e.g., Hubley & Zumbo, 2013; Furr & Bacharach, 2008), I devised a coding sheet that reflects 

this framework and can be used as a “check-list” of sorts to document the rationale for decisions 

made in the studies selected, the practices that are conducted, and the completeness of the 

reporting of that information.   

The structure of the coding sheet outlines broad sources of validation evidence, and 

within each source area is a list of procedures specific to each area. The sources of validity 

evidence are those outlined in the The Standards: (1) test content, (2) internal structure, (3) 

relations to other variables, (4) response processes, and (5) test consequences. In applying the 

checklist to an individual study, it allows one to determine the gaps in procedures and reporting 

that may have occurred (e.g., where researchers may have in essence applied good validation 
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practice but may not have reported it well or where misunderstandings about validation practice 

may occur). When applied to more than one study, it allows one to readily synthesize 

information across a range of studies to glean an overall view of, for example, what areas need 

further investigation or what areas have been adequately addressed and are consistent (or not) 

over time, and how procedures used have evolved (or not) over time.   

While others may have used The Standards and the five sources of validation evidence as 

an inspiration or guide for conducting validation synthesis in the past (e.g., Cizek, 2008; Hogan 

& Agnello, 2004; Jonson & Plake, 1998; Shear & Zumbo, 2012), the detailed documentation of 

procedures and rationales involved in validation practice provided in this thesis appears to be the 

first of its kind and adds to the debate about what researchers believe, understand, or identify to 

be sufficient evidence to justify a given interpretation and use of a particular measure. If the 

validation process “begins at the construct definition stage before items are written or a measure 

is selected, continues through item analysis (even if one is adopting a known measure), and 

needs to continue when the measure is in use” (Zumbo, 1999, p. 11), then a detailed account over 

time of procedures used, specific to a given test and within the areas outlined by The Standards, 

is needed. 

4.2 SWLS Translations and Reliability Evidence 

Before examining each of the sources of validation evidence, we considered two other 

types of information: translations of the SWLS and reliability evidence for the SWLS scores.  

Translation. Generally, the process and methods used to create translated versions of the 

SWLS are not well reported. Specifically, the reporting of guidelines and methodology used for 

translating the SWLS lack clarity and explanation of terms used to describe translation 

procedures.  Of the studies that identified guidelines used in the translation process, those 
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proposed by Brislin (1970, 1980, 1986) were most commonly cited. Interestingly, the lack of 

definitions regarding terminology was often found where guidelines were proposed, suggesting 

that stating adherence to an established protocol was the only information researchers thought 

was necessary to report. Furthermore, even within the studies citing Brislin, different procedures 

were reported for different studies. For example, one study reported conducting only a “back 

translation” (Swami et al., 2009, p. 28) whereas another reported conducting “independent 

(blind), back and educated translation” (Neto, 1993, p. 127). Little information is provided about 

the individuals who conducted the translation and no study appeared to use professional 

translators. Little use of pilot testing appears to have taken place. With different studies using 

different methods of translation, and some studies not clearly specifying and defining the 

translation procedures used, it is difficult to determine whether there is consistency in translation 

methods across studies, or to comment on the quality of the translations being used.  

Reliability. Reliability is a necessary condition for validity and thus worth examining 

before addressing validation practice. For the SWLS, reliability evidence is documented well and 

consistently reported across studies. Internal consistency is examined most often. The internal 

consistency estimate most commonly used was Cronbach’s alpha, which shows that classical test 

theory approaches to reliability still dominate, at least with respect to the SWLS. The weakest 

area of reporting is that no study clearly stated a criterion for an acceptable reliability estimate. 

Test-retest reliability studies all provided a test interval but, in a majority of cases, did not 

provide a rationale for the length of interval chosen. This rationale is an important element 

needed to assess test-retest reliability results. Examining test-retest reliability involves specific 

decisions regarding the amount of time between the intervals being chosen. With the SWLS, it 

would be important to choose a time interval length not so short that one might recall one’s 
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responses but, more importantly, not so long that one might anticipate changes to occur in the 

construct (i.e., satisfaction with life) being examined. Put another way, it is crucial to an 

assessment of test-retest reliability to be able to determine whether an obtained low stability 

estimate is more likely due to the measure demonstrating low reliability or the influence of 

change over time in an individual’s satisfaction with life.   

Another weakness in terms of reliability evidence is researchers’ failure to discuss 

acceptable values for, the role of, or how to interpret, either inter-item correlations or (corrected) 

item-total correlations. Inter-item correlations indicate the degree to which items correlate with 

one another.  They are particularly useful in item and test construction to identify whether an 

item correlates poorly with other items in a test, or whether an item correlates strongly with some 

items but not others.  Both patterns suggest that you may be tapping into another construct 

altogether (construct irrelevant variance), or that some items tap into another aspect of the 

construct that the other items are not tapping into (either construct irrelevant variance or 

construct underrepresentation).  Very few studies examined inter-item correlations. Three studies 

provided inter-item correlations in a table with no discussion of their relationship to internal 

consistency or how to interpret them (i.e., they did not provide any values suggesting what value 

is needed for an item to be deemed a “good” or a “bad” item).  Similarly, three studies provided 

average inter-item correlations. All concluded their results were acceptable, but none indicated 

why or what constitutes an acceptable value despite the availability of such guidelines. For 

example, Clark and Watson (1995) suggest that, for higher order constructs (such as the SWLS), 

a mean correlation between .15 -.20 is deemed acceptable. For those constructs that are more 

narrowly defined (e.g., talkativeness), a higher mean inter-correlation (i.e., .40-.50 range) would 

be needed. 
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It has been suggested by others (e.g., Netemeyer, Bearden & Sharma, 2003; Clark & 

Watson, 1995) that the little attention paid to inter-item/average inter-item correlations may be 

problematic, and that an average inter-item correlation provides a more useful index of internal 

consistency than does coefficient alpha, the predominant estimate reported in the studies 

examined. Because coefficient alpha is a function of the number of items in a test and the 

average inter-correlation among test items, it is possible to achieve a high internal consistency 

reliability estimate by: 1) having a large number of items, 2) having items that are highly 

correlated, or 3) a combination of the two.  Similarly, Cortina (1993) suggests that coefficient 

alpha is problematic for scales using more than 40 items. In such cases, coefficient alpha may be 

driven by the number of items, not the correlations among items where the result can be a high 

internal consistency estimate for a test with items that may, in essence, correlate poorly with one 

another. Alternatively, because the small number of items comprising the SWLS limits their 

influence on the value of coefficient alpha, the latter will, in this case, be driven by the inter-item 

correlations and, therefore, can arguably be considered a more straightforward indicator of 

internal consistency.  Thus, with measures consisting of a small number of items, there is little 

issue with using coefficient alpha as the number of items will not bias an internal consistency 

estimate. However, more attention should be paid to inter-item correlations or average inter-item 

correlations, particularly when examining measures with large numbers of items.   

The other problematic area within reliability for reporting involved (corrected) item-total 

correlations. Item-total correlations are computed by correlating the score for a single item with 

the total score on a scale, and corrected-item total correlations are computed by correlating the 

score of a single item with the total score on a scale based on the remainder of the items. Some 

indication of what values are considered acceptable would be helpful in interpreting the results 
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presented. As a general rule, low or near zero correlations indicate problematic items (Hubley & 

Zumbo, 2013). Generally, values of .50 and above are found to be acceptable values (Netemeyer 

et al., 2003).  

The most information is provided when both (corrected) item-total correlations and inter-

item correlations are presented. One can think of (corrected) item-total correlations as a 

photograph and inter-item correlations as a sort of zoom lens allowing a more detailed 

examination of the items in question. In the case of the SWLS, few studies provided either of 

these values, and no studies provided both.  

4.3 Sources of Validity Evidence  

In terms of the five sources of validity evidence as outlined in The Standards, only three 

sources of evidence have been presented for the SWLS. The two primary sources consisted of 

internal structure and relations to other variables. Two studies examined response processes. No 

studies examined content validity or consequences of testing. 

Internal Structure. Internal structure is the most common type of evidence examined for 

the SWLS. The majority of the studies examining internal structure used CFA. The number of 

factors expected, fit indices used, the criteria for the range of accepted values per indices, and 

software used for analysis were, overall, well reported. All but two studies reported the type of 

software used for analysis. The number of fit indices used per study ranged from one to eight. 

Information needed, but lacking, involves the rationale for fit indices chosen, and, in some cases, 

criterion values for the fit indices chosen. When conducting CFA, a rationale for the fit indices 

used should be provided. Once a model is chosen and estimated, the “fit” of the model must be 

determined. The fit of a model is largely influenced by sample size and assumptions regarding 

score distributions and independence assumptions (Tabachnik & Fiddell, 2013). Though there 
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are a number of indices to choose from, as a general rule, consistency in results across indices 

indicate a good fitting model (Tabachnik & Fiddell, 2013). However, because what fit indices 

you use influence the results obtained, it is informative to report a rationale for those indices. 

Tabachnik and Fiddell (2013) note that where “numerous measures of model fit have been 

proposed. In fact, this is a lively area of research with new indices seemingly developed daily” 

(p. 720). To provide a rationale for the selected fit indices not only indicates that the researcher 

has considered the influence of details specific to the sample being examined, it also provides a 

context for other researchers using or developing new indices.  

Fewer, but still a significant number of, studies used EFA. Of these, the predominant 

method used was principal components analysis (PCA) rather than common factor analysis (FA). 

There appeared to be no association between the time (e.g., in which decade) a study was 

conducted and the EFA method used. With so few FA studies, it is difficult to make any further 

conclusions about each of these EFA methods. Therefore, for the remainder of this discussion, 

we will consider EFA studies as a whole. All EFA studies conducted found evidence to support a 

one-factor model. Eigenvalues were most commonly used to identify the number of factors, 

followed by scree plots. A small number of studies provided both. One recommended criterion is 

to use loadings obtained from a parallel analysis as a standard against which obtained loading 

values can be compared (Hayton, Allen & Scarpello, 2004). This procedure involves comparing 

the eigenvalues found against those eigenvalues that would be obtained from random numbers 

generated from a data set that is equivalent in sample size and consists of the same number of 

variables (Ledesma & Valero-Mora, 2007).  If the eigenvalues obtained exceed those that are 

randomly generated, then those components can be retained. None of the SWLS studies used this 

criterion. All but one study reported factor loadings. Surprisingly, no study stated the criterion 
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used to determine if an item loaded on a factor. This information is important regardless of the 

number of factors identified as underlying scores on a measure. As well, all studies reported the 

amount of variance explained by the single factor found, but no studies used a criterion value to 

decide the number of factors. For example, no one explicitly stated that a given factor must 

explain a minimum of 25% of the variance explained in order for a factor to be retained.  

Relations to Other Variables. Validity evidence based on relationships to other variables 

describes the extent to which there is a relationship between the variable of interest (i.e., scores 

on the SWLS) and other variables (whether demographic variables or scores from measures or 

other variables). Just under half of the studies addressed relations to other variables; the majority 

of comparisons were with conceptually related measures. There is a lack of clarity, however, in 

terms of what constitutes convergent versus discriminant variables, what is expected in terms of 

relationships, the appropriate terms to use, and how to evaluate this evidence appropriately or 

clearly. Although it was fairly clear that convergent evidence was most commonly examined, I 

could not confidently establish a precise count of how many studies included convergent versus 

discriminant evidence. Greater inclusion of conceptually unrelated variables is needed, however, 

as is more comparison between correlations with convergent versus discriminant variables when 

evaluating evidence.   

A clearly stated rationale for why constructs and variables were chosen is generally 

missing or, at best, very unclear. The Standards state that, when comparisons with other 

variables are presented as validity evidence, the rationale behind the selection of those variables 

and “evidence concerning the constructs represented by the other variables…should be presented 

or cited” (AERA et al., 1999, p. 20). This means that researchers need to clearly state the 

rationale for both the construct selected and any variables used to represent that construct. For 
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example, if you are examining the relationship between the SWLS and neuroticism, you need to 

provide a rationale for why you are using the construct of neuroticism as well as state a rationale 

for the specific measure of neuroticism you have chosen (e.g., the Big Five Inventory subscale of 

neuroticism). When comparing measures representing the same construct (e.g., life satisfaction 

or even subjective well-being), there seems to be little point in providing a rationale for why you 

selected that construct. However, a rationale for the variable(s) used to measure the construct is 

needed (e.g., why was a particular single-item measure of life satisfaction chosen for use as 

opposed to another measure of life satisfaction?). In the case of demographic variables, it is less 

clear whether a rationale is needed for why researchers have assigned the numbers the way they 

did. On the one hand, because gender, for example, tends to be clearly defined, it may not be 

necessary to justify the variable once you have justified the construct. On the other hand, a 

variable such as age can have numbers assigned in many different ways (e.g., 1=20-49 yrs. 

(young), 2=50+ yrs. (old) versus 1=20-49 yrs. (young), 2=50-69 yrs. (middle aged), and 3=70+ 

yrs. (old)). Where the assigning of numbers can alter the construct being examined, the decision 

about how to categorize the variable may require justification (e.g., why is old = 50+years in one 

case vs. 70+ years in another case?).  

      As noted earlier, “when validity evidence includes empirical analyses of test responses 

together with data on other variables, the rationale for selecting the additional variables should 

be provided” (AERA, 1999, p. 20). However, The Standards do not explicitly articulate or 

provide a detailed explanation as to what constitutes a rationale. It is noted that the relationships 

between scores on the variable of interest and other variables “should be consistent with 

theoretical expectations” (AERA, 1999, p. 20). It is also noted that these variables “might 

include intended measures of the same construct or of different constructs” (AERA, 1999, p. 21). 
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This implies that the rationale requires some theoretical explanation to support why the selected 

variable (or construct) should or should not be related to the variable (or construct) of interest. 

Alternatively, or in addition, the rationale could include consistently found empirical evidence of 

a relationship between the variable of interest and other variables. 

      The constructs most often used for comparison with the SWLS were subjective well-

being (SWB) (including positive and negative affect), personality (particularly neuroticism and 

extroversion), and psychological constructs (e.g. self-esteem, depressiveness). Of these 

constructs, SWB was clearly and consistently defined, possibly because the definition is inherent 

when describing what the SWLS is designed to measure. Most researchers provided a rationale 

by virtue of explaining how the SWLS is designed to measure the cognitive aspect of life 

satisfaction. In further situating life satisfaction within SWB, the construct of SWB was fairly 

well described. Other constructs such as psychological functioning, perceived health, personality 

traits, and mental health constructs such as depression and self-esteem were commonly used but 

the rationale provided for their use was not clearly articulated. This leaves the reader to wonder 

why those constructs were chosen, and, necessarily, if the researchers themselves had a clear 

reason for choosing them. For example, researchers would state the comparisons would be made 

with “psychiatric symptomology” or “personality factors” but not clearly indicate why or how 

those constructs are relevant to life satisfaction (Arrindell, 1999; Neto, 1993). Some researchers 

made mention of relationships to variables without discussing the constructs those variables were 

designed to capture. An example of a brief and explicit rationale for why a given construct was 

used for comparison can be found in Howell et al. (2010) and Siedlecki et al. (2008); the former 

study cites a meta-analysis to support the use of neuroticism as a construct of comparison and the 
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latter study succinctly cites prior literature and provides a clear argument in support of positive 

and negative affect as components of life satisfaction.  

      The argument in support of the use of constructs is distinct from the rationale used in 

support of the variables representing those constructs. The Standards state that “evidence 

concerning the constructs represented by the other variables as well as their technical properties, 

should be presented or cited” (AERA et al., 1999, p. 20). To demand that empirical evidence in 

support of every variable (measure) chosen be presented may be unmanageable due to page or 

word restrictions dictated by journals and their editors or place an unreasonable burden on 

researchers. As well, such information may overwhelm rather than inform the reader. However, 

some indication as to why the variable was chosen and what construct it was intended to 

represent is needed. Without some logic to orient the reader as to where constructs and variables 

fit within existing literature and a nomological network for the construct and measure of interest, 

and without the distinction between the two clearly articulated, constructs risk being 

inconsistently defined. Measures are designed to capture specifically defined constructs. If the 

definition of the construct varies (or remains undefined) across multiple studies, then the validity 

of the inferences made from the variables (measures) cannot be determined and comparisons 

across studies cannot be evaluated. As well, information regarding the ability of a measure to 

consistently capture the intended construct is also compromised. 

The demographic variables used in the studies examined encompassed sex, age, marital 

status, educational level, employment status, monthly income, health insurance, and 

sociocultural level. For variables common to many studies, it is important to know how and why 

researchers constructed the variable as they did to determine comparability across studies.  
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      In the studies examined, the distinction between construct and variable was often blurred, 

making it difficult to discern arguments in support of a rationale for constructs from rationales in 

support of a variable. For many studies, the rationale for other measures used was implied in that 

they were, for example, measures of SWB or personality variables found in previous studies that 

researchers expected to be related. But the rationale behind the specific choice of measures was 

not identified and no indication was given as to which variables were meant to reflect which 

construct. Some studies provided a rationale for some variables but not for others and a few 

studies provided no rationale for the other measures. Only one study offered a rationale 

justifying all constructs and measures included in their respective studies.   

Relations to other variables includes more than just convergent and discriminant 

evidence. Another type of evidence is gathered by examining the pattern of relationships 

between test scores and a criterion variable. A criterion may be defined as “an outcome indicator 

that represents the construct, diagnosis, or behavior that one is attempting to predict” (Hubley & 

Zumbo, 2013, p. 14). Criterion-related evidence can be described as either predictive or 

concurrent. Concurrent validity refers to the degree to which test scores are correlated with other 

relevant variables that are measured at the same time as the primary test of interest, and 

predictive validity is the degree to which test scores are correlated with other relevant variables 

that are measured at a future point in time as the primary test of interest (Hubley & Zumbo, 

2013; Bacharach & Furr, 2008). Choosing a criterion can be challenging in that there may not be 

a strong or easily identifiable criterion against which to evaluate your measure (e.g., your 

construct may theoretically be the first and only one of its kind) (Hubley & Zumbo, 2013).  For 

example, due to the complexity and subjective quality of the construct “life satisfaction”, one 

would be hard pressed to come up with a standard “indicator” that could be applied to any given 
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individual’s satisfaction with their life. It should be noted that where there is a lack of a criterion 

for a given construct, criterion evidence and convergent evidence are often confused. For 

example, one study claimed to establish criterion-related validity by correlating life satisfaction 

with constructs “theoretically linked to this factor in the literature,” a definition that applies to 

convergent evidence (Sancho, 2012, p. 6). In another study, researchers asserted that a given 

measure, the brief World Health Organization Quality of Life Assessment (WHOQOL-BREF), 

was a criterion measure but offered no argument as to why it constituted a criterion; in fact, the 

measure used qualified as a convergent measure  (Wu & Wu, 2008). Another study sought to 

examine the criterion-related validity of the SWLS but the measures used (Portuguese versions 

of both the General Health Questionnaire (GHQ-12) and the Positive and Negative Affect Scale, 

translated by the author) qualified as convergent measures (Gouveia, 2008). 

One issue that arose with validation evidence for the SWLS was that two studies stated 

their intention to assess discriminant validity but both studies actually intended to provide 

known-groups validity evidence. In a known-groups validation study, researchers choose two or 

more groups that are expected a priori to respond differently to the measure being evaluated 

based on theory or previous empirical evidence. One evaluates the measure based on whether the 

expected differences are found. When it is known that two groups differ on a specific construct 

and these differences are not found in one's study, then the validity of inferences drawn from the 

measure of interest must be questioned.  For example, Laranjeira (2009) examined differences in 

mean SWLS scores between arthritis patients and university students/health professionals. 

Though differences were found between the two groups, the researchers provided no theory or 

prior empirical evidence to support the assumption that each group can be expected to respond 

differently on life satisfaction.  
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     In addition to researchers’ choice of variables/measures and the rationale they provide 

for their use, a hypothesis should be provided regarding an expectation of how variables are 

related to the measure being examined and the relative strength of the relationship that theory or 

previous empirical research suggests. A hypothesis should include a stated expectation regarding 

both the direction and relative magnitude of the expected relationship between variables and 

should be stated in advance of analysis. Where the direction of the relationship between the 

variables chosen and the primary variable of interest provide a conceptual basis for the use of the 

measures chosen, indicating the relative magnitude that is expected is needed to provide values 

against which to evaluate the associations found.  Just as statistical procedures used in other 

areas of evidence (reliability estimates, factor loadings for internal structure) demand criterion 

values as a means to interpret results obtained, relations to other variables also demands criterion 

values as a means to interpret the correlations obtained.  In essence, researchers in this area must 

provide their own criterion by stating a priori the relationships they expect to find. Without 

clearly stating this expectation, one is left with a series of correlations of varying magnitudes but 

no context in which to interpret the immediate study results, their relative standing in relation to 

a proposed theory, or to the results found in other studies examining similar variables. In the 

absence of expected values for interpretation, there is no link between results obtained and 

conclusions drawn. 

One of the greatest obstacles in reviewing these studies was the confusion regarding 

terminology used to describe validation procedures, particularly regarding relations to other 

variables. We initially attempted to code according to what the researcher intended given the 

terms used to describe the evidence presented.  But how the researcher defined their intentions 

did not always reflect how their study was ultimately conducted.  For example, in one study the 
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researchers intended to examine concurrent validity, which they defined as the “the correlation of 

SWLS with other measures assessing conceptually related constructs”, confusing concurrent 

validity with convergent validity (Durak et al, 2010. p. 419). Terminology often morphed 

throughout the study; for example, one study stated the intention to establish construct validity in 

its abstract, which became concurrent validity in its introduction, and then concluded with an 

analysis of convergent and discriminant evidence in its discussion section (Arrindell, 1991).  

The confusion regarding terminology creates two problems. The first problem is that if 

one were to do a search regarding concurrent evidence of the SWLS, a close examination of the 

studies would indicate the evidence presented indicated relationships to constructs that are 

conceptually related, not the degree to which test scores are correlated with outcome or criterion 

variables that are measured at the same time as the primary measure of interest. Alternatively, if 

one were to seek studies examining convergent evidence, some studies may be overlooked due to 

the inaccurate use of terminology. Additionally, studies that accurately described the validation 

process in the absence of formal terminology (e.g., described the intention to examine variables 

that consist of theoretically unrelated constructs without specifically using the term discriminant 

validity) may be missed in a literature search attempting to capture studies relevant to a specific 

area of validation evidence (i.e., concurrent vs. criterion vs. convergent evidence). On a more 

pedestrian level, those readers who may not be measurement specialists (or are new to validation 

procedures) and are reading the literature for educational purposes (e.g., how one approaches test 

validation in an applied context as opposed to a conceptual framework found in textbooks), will 

likely find themselves confused by the procedures presented rather than informed by a 

clarification of subtle concepts that, until an applied example is presented, remain elusive. 
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Overall, a much greater understanding of what constitutes evidence of relations to other 

variables; how to conceptualize this evidence and provide a rationale for constructs, measures 

and variables used; how to describe expected relationships and subsequently evaluate the 

evidence is sorely needed.  

Test content.  It is not surprising that content validation is unexamined by researchers. 

The lack of evidence provided is an excellent way to address the debate as to what type of 

evidence is necessary in support of inferences generated from test scores. A content analysis of 

any measure addresses such areas as a clearly defined construct definition, item representation, 

and the process used to generate and evaluate test items. Evaluation of test content generally 

involves feedback from experiential experts and subject matter experts. This area of evidence is 

particularly relevant in the areas of large-scale assessment where, for example, it is imperative 

that a math test reflects the content it is intended to assess (Furr & Bacharach, 2008).  For such a 

construct as life satisfaction, the procedure to evaluate test content is less clear.  No matter how 

clearly the construct of life satisfaction is defined, how to demonstrate the question of whether 

the item reflects that construct is not so easily accomplished.  It may be difficult to identify who 

qualifies as an expert on what constitutes life satisfaction.  That the SWLS was designed to 

capture an individual’s own judgment leaves the realm of content up to the individual’s own 

perception.  In the case of the SWLS, I suggest that establishing test content as proposed by The 

Standards is not relevant in this case; examining how people respond to SWLS items is perhaps 

a more appropriate indication of whether the SWLS adequately reflects the construct, i.e. the 

cognitive component of life satisfaction.  

Response Processes.  The SWLS is intended to capture the judgmental component of life 

satisfaction (Diener, et al., 1985).  Where there is a presumption that individuals being examined 
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are using an underlying psychological or cognitive process when responding to test items, The 

Standards recommend that “empirical evidence in support of those premises should be provided” 

(AERA et al., 1999, p. 20). Though Diener (2013, p. 500) generally concludes that a high 

response rate regarding questions relating to how happy one feels indicates that “people 

understand the subjective well-being questions and can readily answer them,” whether or not 

participants using the SWLS across samples use a similar cognitive process remains 

unexamined. Of the two studies that addressed response processes, one of those simply examined 

the mean time to complete the SWLS, important information that, nonetheless, does not attempt 

to capture the underlying process used when responding to the SWLS (Laranjeira, 2009).  The 

second study used IRT methods and concluded that “the meaning of the SWLS items diverge 

both within and between cultures” (Vitterso, 2005, p. 345).  For an excellent example for 

exploring responses processes, see Gaderman, Guhn, and Zumbo’s (2011) examination of how 

children respond to the Satisfaction With Life Scale Adapted for Children (SWLS-C). 

Consequences of testing. No studies addressed consequences of testing.  Shear and 

Zumbo (2013) suggest this could be due to the difficulty in finding an example of a framework 

or study that incorporates consequences of testing into a validation study.  Cizek et al. (2008) and 

others argue that consequences of testing have no place in the process of validation. It is difficult 

to imagine a context where the SWLS would be used as an indication of something other than an 

individual’s rating of their own life satisfaction or well-being (e.g., where scores on the SWLS 

would be used as an indication of an individual’s compatibility, and thus placement, in a job 

setting). To our knowledge, the SWLS has not been used in this way. Diener et al. (2013) do 

suggest that measures of well-being are being considered as a source of information for 

policymakers, particularly in the areas of health and economics.  However, they add the caveat 



 49 

that there may be “specific instances where life satisfaction measures can help illuminate current 

policy debates, but being able to tie the scores to factors that bear on policy is essential” (Diener 

et al., 2013, p. 521).  

4.4  Overarching Areas of Concern 

Within each source of validation evidence as outlined in The Standards, researchers need 

to provide a rationale where an argument in support of theory has been asserted or where 

analytical choices are made. 

Providing a Rationale for Decisions. The lack of a rationale was pervasive across all 

studies and within all areas of evidence.  Rationales specific to areas of evidence are as follows:  

for reliability, the area of concern is test-retest reliability where a rationale for the time interval 

should be provided. EFA analyses require, if needed, a rationale for the extraction method 

chosen.  CFA analyses require a rationale for the number of factors expected and, if more than 

one factor, which items load on which factor, and fit indices used. Relations to other variables 

need a rationale for constructs chosen, the specific measures used to represent those constructs, 

and, where the assigning of numbers to demographic variables potentially alters the construct 

being examined, why the variable was constructed and categorized as such.  

Values Needed for Interpretation. Possibly the weakest area of reporting involved 

researchers not providing any information as to what are acceptable criterion values, information 

that is needed to interpret the results obtained. This occurred in all studies and across all areas of 

evidence.  On a broad level, this raises the question as to whether researchers understand the 

relationship of these values to the area of evidence being examined.  On a more specific level, 

without providing acceptable values for comparison (i.e., context) it is not possible to properly 

evaluate and interpret the obtained results.  
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For reliability, where an internal consistency estimate, inter-item or average inter-item 

correlations, and item total/corrected item total correlations are provided, the criterion for what 

constitutes an acceptable value is needed to interpret the obtained values.  For CFA studies of 

internal structure, criteria for cut-offs for the fit indices used are needed.  For EFA studies of 

internal structure, criterion values are needed for identifying the number of factors chosen 

(eigenvalues, % of variance explained) and what constitutes an acceptable factor loading. For 

relations to variables, the expected relationships between the measure of interest and comparison 

variables (measures) should be stated in advance of the analysis, and these values referenced 

when analyzing and discussing results.  

4.5 Recommendations and Future Directions 

This thesis was directed at researchers conducting validation studies, researchers 

interested in the SWLS specifically, and measurement specialists.  What follows are suggestions 

relevant to each of these groups. 

4.5.1 Researchers Conducting Validation Studies 

Validation is “the process of developing and testing the explanation” for inferences 

drawn from test scores (Zumbo, 2009, p. 69). Without a guiding rationale indicating why you 

chose the methods you did, the quantitative validation tests you conduct are merely descriptive 

(Zumbo, 2009). Where statistical procedures are undertaken, criterion values for those 

procedures are necessary to provide a context in which to interpret obtained results.  When 

examining relations to other constructs and variables, 1) provide a rationale for why you chose 

the comparison constructs and measures, and, where applicable, how and why you constructed 

demographic variables as you did, and 2) state the relationships you expect based on prior 

research or your own theory. Similar to the criterion values for statistical procedures, these are 
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the only values that provide a context and means to interpret the obtained results. Without a 

rationale, criterion values, and expected relationships presented a priori, there is no relationship 

between obtained results and conclusions drawn.   

4.5.2 Researchers Examining the Satisfaction With Life Scale 

If you are translating a version of the SWLS, more than a simple translation is required.  

A detailed reporting of translation methods used are needed, as well as input from professional 

translators.  For researchers using a translated version of the SWLS, be aware that there appears 

to be little reliability and validity evidence in support of those versions and thus they should be 

used with caution.  Response processes is an area that is under-researched.  As well, research 

specifically and clearly examining the SWLS and comparison constructs and variables used to 

date is needed. 

4.5.3 Measurement Specialists 

There appears to be a great disconnect between validity theory and validation practices.  

This is particularly striking in that there is a widely accepted resource, The Standards, which, 

over time, is written to reflect changes in validity theory and the process of validation.  Presently, 

The Standards defines five sources validation evidence and provides guidelines to demonstrate 

what constitutes the validity of inferences drawn from test scores pertaining to each area of 

evidence. I would suggest that The Standards do not provide clear guidelines for researchers and 

thus may be the reason that practices are poorly reported and techniques appear poorly 

understood.  It is easy to demand that journal editors specify what constitutes adequate reporting 

of validity evidence, and simple to assert that the lack of evidence presented reflects either a 

misunderstanding of the procedures required to demonstrate the quality of evidence presented or 

disagreement as to what constitutes validation evidence overall.  If the source itself, i.e. The 
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Standards, written by measurement specialists is unclear, then perhaps measurement specialists 

need to direct their attention to articulating a clearer understanding of validation procedures, and 

a user-friendly guide to conducting those procedures.  Within measurement programs the 

importance of integrating quantitative test validation practices with a guiding rationale that 

supports the methods chosen needs to be emphasized.  The results of this study suggest that, at 

best, this connection is not being made.  As well, further instruction in measurement across 

disciplines, not just within measurement programs, would be useful for all professions and 

researchers involved in the development, evaluation, and use of tests and measures.    

4.6 Strengths and Limitations 

Strengths of this study are that first, we sought to examine all peer-reviewed and 

published validation studies regarding the SWLS. Where other studies used a random sample of 

studies to examine validation procedures, we have sought to examine all published validation 

studies found in PsycInfo, one of the largest resources of peer-reviewed literature in behavioral 

science and mental health. Secondly, we sought to ground our analysis in procedures proposed 

by The Standards (AERA et al., 1999), a widely accepted resource for validation procedures.  

Third, where past studies have coded according to the broad areas of evidence, as outlined in The 

Standards, we sought to examine each of those areas in detail to identify the specific methods 

and procedures that researchers use in the process of validating the SWLS. In applying a coding 

sheet structured on specific procedures proposed by The Standards across each area of evidence, 

we have laid the groundwork for future examination of any given measure across publications.   

Specifically, we provided a thorough summary of validation procedures used to date regarding 

the SWLS. 
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Limitations are that the chosen search criteria rule out any studies that did not use the 

above stated search terms or those studies where researchers implicitly intended to conduct a 

validation study but did not explicitly identify it as such. Another limitation is that the level of 

detail addressed required a fairly high level of understanding of statistical methods used in the 

analysis of measures may have affected the accuracy of coding those areas.  There was a great 

deal of subjective judgment when determining what types of evidence were provided in regards 

to relations to other variables, particularly due to the confusion with terminology and lack of a 

clear framework presented by researchers.   
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Chapter 5: Conclusion 

Reliability is well and consistently reported across studies and populations, suggesting 

that researchers understand its relationship (necessary but not in and of itself sufficient) to 

validity.  Where statistical results are provided, criterion values for interpretation of these values 

are lacking.  Validation studies for the SWLS focused largely on internal structure and relations 

to conceptually related variables. Procedures used to examine internal structure consisted of 

mostly CFA and EFA. Whereas statistical methods and technical procedures are well reported, 

providing criterion values to interpret results was lacking.  Relations to other variables evidence 

consisted mainly of relationships to conceptually related variables. However, a clear accounting 

of procedures used and evidence examined is difficult to determine due to: 1) lack of a clear 

rationale provided for the selection of comparison constructs, measures and variables, 2) 

confusion regarding terminology, and 3) lack of values/expected values needed for interpreting 

results.   

Evidence regarding response processes is inadequate.  Messick (1995) suggested that 

empirical evidence regarding how and why individuals respond to a measurement task is needed 

to assure that respondents are actually engaged in the processes one presumes the task is 

capturing. It is argued that test content validation as outlined in The Standards (AERA et al., 

1999) is not directly applicable to the SWLS and that examining response processes is a more 

appropriate means to explore the extent to which the SWLS captures an individual’s cognitive 

judgment of their life satisfaction. While there is no evidence regarding consequences of testing, 

it is suggested that, at present, the SWLS is not used in contexts other than to determine an 

individual’s judgment of their own level of life satisfaction, and thus that consequences of testing 

need not be explored.  It is further suggested that The Standards needs to provide clearer 
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guidelines regarding procedures needed to present evidence in support of the inferences drawn 

from test scores. 
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