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Abstract

Ultrasonography offers subcutaneous imaging at a fraction of the cost of magnetic

resonance imaging (MRI) and without the ionizing radiation of X-ray or computed

tomography (CT) imaging. In addition, ultrasound imaging machines are compact

and portable, and do not require any sort of specialized environment to function.

Ultrasonography is, however, limited by the relatively slow speed of sound and

standard beamforming can only achieve low imaging frame rates (20 - 80 frames

per second). This restricts its use in a number of applications that would otherwise

benefit greatly from its use. For example, transient elastography, 3-dimensional

volumetric imaging, and Doppler sonography would all benefit from higher frame

rates.

This thesis presents two new variations of fast imaging methods. The first

is by combining two existing fast-imaging techniques, plane wave (PW) and syn-

thetic aperture (SA), using an adaptive weighting algorithm to compound images

generated from the techniques individually. This method improves image resolu-

tion and signal-to-noise ratio (SNR) without losing the higher frame rate of each,

which is successfully demonstrated through experiments on a physical commer-

cial ultrasound system. The second method for increasing frame rate involves two

extensions on a spatial encoding technique proposed by Fredrik Gran and Jørgen

Arendt Jensen in 2008; these extensions entailed implementing a compressed sens-

ing algorithm to reduce the code length requirement presented in their paper and

removing the non-imagable “deadzone” region that their method produces. These

extensions are applicable for scenarios requiring high definition for a small set

of high-reflectivity points in an otherwise dark region, such as intra-spinal needle

guidance, and are demonstrated using the Field II ultrasound simulation software.
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Chapter 1

Introduction

A relatively mature technology, ultrasound imaging has seen a strong resurgence in

new research over the past decade. In the face of rising medical costs, ultrasonog-

raphy offers subcutaneous imaging at a fraction of the cost of magnetic resonance

imaging (MRI) and without the ionizing radiation of X-ray or computed tomogra-

phy (CT) imaging. It provides portable, real-time imaging capability without the

need for a specialized environment. As opposed to X-ray or CT, which require

radiation shielding, and MRI, which requires multi-million dollar equipment and a

metal-free environment, ultrasonography can be performed at extremely low cost

in nearly any situation.

Unfortunately, due to the relatively slow speed of sound, ultrasonography suf-

fers from low image frame rates. Images are acquired in vertical sections, which

are then combined to form a full frame. To avoid interference only one of these

sections can be acquired at a time, necessitating a long data acquisition phase.

Depending on the specific technique used and the imaging depth, the frame rate

generally falls in the 20 - 80 frames per second (FPS) range. This restriction ham-

pers a number of potential applications that require higher frame rates to be fully

functional, including 3-dimensional imaging, elastography, and Doppler sonogra-

phy.

3-dimensional volumetric imaging, usually generated by the sweeping of a 1-

D transducer array over a 2-D plane, generates an image from a number of 2-D

“slices” which are combined into the final 3-D volume. As each 2-D slice must be

1



generated individually, this drastically reduces the frame rate of a 3-D volume gen-

erated from 20 - 80 slices to around 1 FPS, which is insufficient for imaging nearly

any form of internal motion. For this technique of 3-D imaging to be fully effective,

significantly higher frame rates than conventional systems offer are required.

Elastography is a technique for detecting hard tissue within soft tissue (usually

for tumor detection)[1]. The tissue is vibrated at approximately 60 - 150 FPS and

is imaged with ultrasound simultaneously. Hard tissue will remain rigid, while

soft tissue surrounding it will compress with the vibrations. The strain on sections

of tissue are measured to detect the rigid regions, which signify a possible tumor

[24]. As specified by the Nyquist sampling theorem, in order to reconstruct the

tissue vibration the sampling (imaging) must be conducted at twice the vibration

rate (120 - 300 FPS). Improvements in ultrasound frame rate are often required to

achieve this goal.

Doppler sonography is a technique for assessing the motion of structures (often

blood) through tissue, specifically their velocity relative to the transducer. Modern

ultrasound machines use pulsed Doppler, where the frequency shift is determined

from the phase changes of a given sample between pulses (frequency is the change

of phase over time). The frequency shift can then be used to determine the speed

and direction of the movement of that sample, which is then visualized by a colour

overlay on the ultrasound image. Pulsed Doppler can suffer from aliasing when

the frequency of the motion being observed is greater than the frame rate of the

ultrasound imaging, which can result in misleading or missing information. A

higher frame rate ultrasonography method would be of great benefit for use with

Doppler imaging.

Frame rate also determines the time required to generate a single image frame.

This has drastic implications even on techniques that do not require a high frame

rate. For imaging of fast-moving organs, such as the heart, if an image frame

takes a long duration to create then the organ will have moved during data collec-

tion. For techniques that acquire frames in sections, such as conventional transmit

beamforming (Section 2.1.5), this means that part of the frame will have been gen-

erated while the organ is in a specific position and orientation, while other parts

of will have been generated after the organ has moved. This effect makes gener-

ating high-resolution images without blurring significantly more difficult. Higher
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frame rate ultrasound methods mean that organs will move less during the imag-

ing period, therefore providing a higher quality image with fewer restrictions on

stationarity.

The frame rate of conventional ultrasound imaging is dependent on a number

of factors and can be defined as, in frames per second,

Frame Rate =
c

2md
, (1.1)

where d is the depth of the region to be imaged, m is the number independent

transmit events per frame, and c is the speed of sound in the imaged tissue (which

averages 1540 m/s in human tissue). For a given region of tissue to image c and

d are constant, so methods to improve frame rate focus on decreasing the value of

m. m can be reduced in two ways: (1) reduce the number of transmits required to

form a full frame, or (2) have multiple transmits occur simultaneously to reduce

the total time required.

Previously proposed methods for reducing the number or required transmits

per frame (1) include plane wave (PW) imaging (Section 2.2.2) and synthetic aper-

ture (SA) imaging (Section 2.2.1). The PW technique activates all elements of a

transducer simultaneously to produce a planar acoustic wave instead of a conven-

tional focused beam, which illuminates the entire region in a single transmit (up to

128x increase in frame rate). The SA technique activates only a single element at

a time which allows for dynamic transmit beamforming as well as receive beam-

forming, thereby giving a substantially greater accuracy in image reconstruction.

The higher accuracy and unfocused nature of the single element activation allow

for image generation with far fewer transmits than conventional. Both of these,

however, have significant disadvantages that do not allow them to be a complete

replacement for conventional imaging (discussed in detail in their respective sec-

tions).

One previously proposed method for using multiple transmits simultaneously

(2) is spatial encoding of ultrasound pulses (Section 2.2.3). Spatial encoding, a.k.a.

coded excitation, is a method that allows for simultaneous transmit events that are

activated with unique coded pulses. The received signals can then be separated

using a decoding matrix to isolate the echoes that originated from each individual
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transmit.

1.1 Thesis Objectives
The goal of the work in this thesis is to improve the frame rate of ultrasound imag-

ing without significantly decreasing the image quality. This is achieved with two

separate methods:

1. Combining existing PW and SA fast-imaging techniques using an adaptive

weighting algorithm to compound images generated from the techniques in-

dividually, giving an improvement in image resolution and signal-to-noise

ratio (SNR) without losing the higher frame rate.

2. Improving on Gran and Jensen’s spatial encoding technique [9] to eliminate

“deadzones” (non-imageable regions due to the half-duplex constraint of ul-

trasound transducers) by implementing a compressed sensing with partial

decoding method. Compressed sensing allows for a drastic reduction in en-

coded pulse length, and partial decoding allows for estimation of reflectors

in the deadzone.

1.2 Thesis Structure
The outline of this thesis is as follows: Chapter 2 provides a detailed and compre-

hensive background on ultrasound imaging, as well as a number of techniques that

have been attempted in order to improve frame rate. Chapter 3 details the equip-

ment and software used in the course of this research, including the Ultrasonix

Research Platform (SONIXRP), the Ultrasonix Data Acquisition Card (SONIXDAQ)

and the Field II ultrasound simulation software. Chapter 4 presents an original

method for improving image quality of existing high frame rate methods (PW and

SA) by adaptively combining them. Chapter 5 presents two original extensions of

the work done by Gran and Jensen on spatial encoding for fast imaging [9]. Their

method is enhanced by implementing compressed sensing algorithms with partial

decoding to remove the “deadzone” caused by the ultrasound transducer element

half-duplex constraint. Finally, Chapter 6 presents the conclusions of this thesis

and describes the direction of future work on the subject.
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Chapter 2

Background

The following chapter provides an overview to current conventional ultrasound

imaging systems as well as an introduction to proposed fast-imaging techniques,

as a basis for the original work described in Chapter 4 and Chapter 5.

2.1 Conventional Ultrasound Basics

2.1.1 Acoustic Wave Generation

Sound waves are generated from piezoelectric elements (devices that vibrate when

a voltage is applied) arranged in a 1-D array, encased in a housing (the “trans-

ducer”). These elements are excited at the desired frequency by an impulse gener-

ator in the ultrasound machine. Imaging frequencies are generally selected on the

basis of type and depth of tissue to be imaged, with higher frequencies giving better

resolution but poorer tissue penetration than lower frequencies. A given transducer

consists of elements that have a natural central frequency, usually in the range of

2 - 20 MHz (with exceptions for highly specialized applications). The frequency

of the impulse generator is generally selected to correspond with the transducer’s

central frequency, with some leeway to force a specific frequency slightly higher or

lower if desired. The impulses provided by the impulse generator can be positive or

negative, with variable power levels available depending on the equipment (in the

sense that the power level of the entire impulse sequence can be adjusted, but not
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individual impulses within a transmit). Pre-programmed series of positive and neg-

ative impulses can be used to generate a specific pulse shape in the waveform, with

applications for encoded transmits (coded excitation). The impulses received by

the elements cause them to vibrate, thereby transmitting an acoustic wave into the

tissue they are placed against. A specialized gel is used in between the transducer

and tissue surface to minimize reflections from the transition.

2.1.2 Transducer Designs

Ultrasound transducers are available in a wide variety of designs for specific appli-

cations. Most commonly used for external imaging (where the transducer is against

an exterior surface of the body) are convex (Figure 2.1a) and linear (Figure 2.1b)

transducers. Convex transducers form an image with a wide field of view that in-

creases with depth, but decreases in resolution (Figure 2.1c). Linear transducers

form a rectangular image with more consistent resolution (Figure 2.1d), and are

used exclusively for the experiments (both physical and simulated) described in

this thesis.

2.1.3 Transmit Beamforming

Modern ultrasound machines use phased array transducers, which allow each ele-

ments to be fired independently with varying time delays [34, 46]. By varying the

delays on each element, the ultrasound beam can be shaped or steered to focus on

a given point. This is known as fixed transmit focusing. Doing so drastically in-

creases the ratio of energy focused on that point versus all other points in the tissue,

which simplifies the image formation calculations and provides higher accuracy.

For each focused transmit, a transmit aperture is defined (i.e., the number of

elements transmitting). The transmit aperture is generally user-adjustable, depend-

ing on the application. A narrow aperture will provide a narrower beam above

and below the focal point, while a wider aperture will have a wider beam but will

provide more acoustic power at the focal point.

Conventional ultrasonography, commonly known as delay-and-sum (DAS) ul-

trasound, uses at least one transmit focused vertically on each element column. For

each of these transmits, a small vertical section of the final image is generated, and
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(a)
(b)

(c) (d)

Figure 2.1: (a) An Ultrasonix C7-3 convex transducer. (b) An Ultrasonix
L14-5 linear transducer. (c) Image generated by a convex transducer.
(d) Image generated by a linear transducer. Images courtesy of Ultra-
sonix Medical Corp.

combined/stitched horizontally with the image sections from each other transmit.

Depending on the depth of the region of interest and level of quality desired,

multiple transmit focuses may be done for each element column, with various focal

depths. This results in image sections being combined/stitched both horizontally

and vertically.

2.1.4 Echo Reception

Reflected sound waves are received in the reverse way that they are transmitted.

Echoes transfer from the tissue into the transducer elements, causing them to vi-

brate and produce an electrical signal. The signal passes through analog-to-digital
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conversion (ADC) hardware and the ultrasound machine captures the resultant dig-

ital signal and records it for use in generating the final image. The received signal

is known as the radio-frequency (RF).

As acoustic waves travel through tissue, their power is attenuated. Therefore,

received echoes that originated from reflectors at a lower depth will have a lower

power than echoes that originated from reflectors of the same strength at a shal-

lower depth. This effect is minimized by using time-gain compensation (TGC)

which artificially increases the power of reflections based on the time they take to

arrive at the receiving element [39], providing a more uniform and accurate bright-

ness in the image.

2.1.5 Receive Beamforming and Aperture

When a transmitted acoustic wave is reflected by a point in the tissue, it scatters,

meaning that the echo will be received by multiple elements in the transducer.

Receive beamforming is the re-focusing of the received echoes for each point in the

image being generated. For each point (x,z) in the image, the temporal coordinate

of the corresponding signal in the received RF of a column-beamformed transmit

(i.e., the transmit beam is perpendicular to the transducer face, and not steered) is

given by

τ(xr,x,z) =
z+
√

z2 +(x− xr)2

c
, (2.1)

where x is also the lateral position of the transmit focus and xr is the lateral position

of the receiving element. For each given depth z (generally given in increments

of the sampling interval) in each element column x, the corresponding temporal

coordinate of the RF from each receiving element is calculated using Equation 2.1

and are then summed together to find the total value for that point in the image.

The piezoelectric elements used in ultrasound transducers are most receptive

to vibrations traveling directly perpendicular to the surface of the element (axi-

ally), and the receptiveness decreases as the angle of the incoming reflected wave

increases. Therefore, only elements within a certain distance from the element col-

umn the transmit is focused on are useful in receiving. To compensate for this, the

receive aperture (i.e., the elements of the transducer that are used to contribute to
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a given point (x,z) in the image) is determined by the depth (z) of that point. The

width of the receive aperture is given by

D = Nz, (2.2)

where D is the width of the aperture and N is the F-number. The F-number is

simply the ratio of the focal length to the aperture width, and is usually (and for

all experiments in this thesis) set to 0.5 with user-adjustability on ultrasound ma-

chines.

2.1.6 Image Formation

After receive beamforming is completed and the values for each point in the image

have been summed, the RF is envelope-detected using a Hilbert transform to pro-

vide a displayable greyscale image. The image is often also logarithmically com-

pressed to display a greater dynamic range and increase the visibility of smaller

differences in reflection amplitude.

2.2 Fast Imaging Methods
A number of alternative imaging methods have been proposed and studied, with

the intention of achieving a higher frame rate than conventional imaging.

2.2.1 Synthetic Aperture

SA imaging [18], based on the technique for radar systems [35], synthesizes an

aperture by using a single element, moving it over the region of interest, and com-

bining the resultant datasets. This technique offers the benefit of extremely high

resolution; as only one element is transmitting at once, it is known exactly where

a given reflection originated (as opposed to conventional transmit beamforming

where a reflected signal could have come from any element in the transmit aper-

ture), known as dynamic transmit focusing. Because of this high precision, the

same resolution as conventional imaging can be achieved with fewer transmits,

e.g., with transmits on every second element instead of a focus for each element

with conventional. Fewer transmits translates to a higher frame rate, as shown in
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Figure 2.2: Time delays for an SA transmit from element at position xt to a
point (x,z) and received by element at position xr.

Equation 1.1. The use of SA imaging for medical applications was first considered

in the 1970s and 80s [2, 5, 27], and was developed with more advanced techniques

over the following decades [14, 22, 23, 28].

The drawback to this method is that due to single-element transmits, and there-

fore the lower amount of acoustic energy entering the tissue per transmit, the re-

ceived RF SNR is significantly lower than that of conventional imaging (i.e., details

of the tissue being imaged are less visible among the background noise). Several

methods have been proposed for overcoming this issue, which are described in

Section 4.2.1.

2.2.2 Plane Wave

One method for obtaining high frame rates is that of PW imaging (Figure 2.3)[32,

33], where all transducer elements are fired together to create a quasi-planar wave.

Due to the large number of elements firing per transmit, and therefore the large

amount of energy illuminating the tissue, this method offers a relatively high SNR.

On receive dynamic beamforming, reflections are assumed to have originated from

the leading edge of the plane wave. Firing all elements simultaneously as opposed
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Figure 2.3: Time delays for a plane wave to a point (x,z) and received by
element at position xr.

to sequential focused columns allows an entire image to be generated from a single

transmit event, leading to a frame rate over 100 times higher than conventional

imaging (7500+ FPS for a 10cm deep image), making it particularly well suited for

techniques requiring dynamic motion tracking such as transient elastography for

cancer detection [1].

However, the lack of a transmit focus results in drastically lower resolution

than conventional transmit beamforming techniques offer. Work has been done in

the field to improve this drawback, as detailed in Section 4.2.2.

2.2.3 Coded Excitation

A more recent method for improving ultrasound frame rate, and one of the main

foci of this thesis, is the use of coded excitation. In conventional ultrasound, only

one group of elements is activated at a time, where “group” is defined as a set

of elements that are programmed to have a common focal point. If more than

one group is activated, then the origin of received echoes becomes ambiguous and

causes a drastic drop in image quality. The theory behind coded excitation is based

on the idea that it should be possible to have multiple transmits simultaneously

that each transmit an individual code, which can be decoded and isolated in the
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received RF. After isolation, they are treated in processing as if they were entirely

separate.

Coded excitation presents the benefit of requiring 1
K as many transmits per

image as conventional imaging, where K is the number of groups transmitting si-

multaneously with encoded pulse sequences. This directly translates to K times

the frame rate as the equivalent conventional imaging, but with the drawback of

decreased image quality due to the non-linear nature of tissue, as well as what

is referred to in this thesis as a “deadzone”, where tissue cannot be imaged due

to the half duplex constraint of the transducer and the required length of encoded

pulse sequences. These drawbacks and the proposed methods for minimizing or

removing them (one of the objectives of this thesis) are described in Chapter 5.
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Chapter 3

Equipment and Software

In this chapter are details and specifications for the equipment (SONIXRP and

SONIXDAQ) used to perform the physical experiments in Chapter 4, and an overview

of the software (Field II) used to perform the simulations in Chapter 5.

3.1 SonixRP

3.1.1 Specifications

The SONIXRP is a diagnostic ultrasound system from Ultrasonix Medical Corpora-

tion. The operating system consists of a customized version of Microsoft Windows

XP, allowing for use of the machine in a PC-type manner. The SONIXRP supports

128-element transducers, with 256 transmit channels and 32 receive channels. The

ultrasound system runs on a 40 MHz internal clock, and utilizes 10-bit ADC hard-

ware.

3.1.2 Research Interface

The SONIXRP comes packaged with a research interface. The research interface

and other special research tools on the RP allow for the the following additional

functionality (as listed in Ultrasonix’s documentation [45]):

1. The use of operational modes not available on a purely clinical system
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Figure 3.1: The Ultrasonix Research Platform (SONIXRP). Image courtesy of
Ultrasonix Medical Corp.

2. The retrieval and modification of low-level parameters used to generate ul-

trasound images

3. The acquisition and storage of raw data in a variety of formats

4. Transducer prototyping

5. Connecting to the system through a network for parameter setting and data

capture

6. Low-level ultrasound beam sequencing and control

7. Development of commercial ultrasound applications running on the Sonix

platform
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For the research in this thesis, the most important of these were 2 and 6. Run-

ning experiments using SA and PW imaging requires control over the individual

elements in the transducer and their parameters, including apertures, time delays,

power, excitation pulse shapes, and TGC. Access to the entire operating system

in research mode is also required for data collection using the SONIXDAQ, as de-

scribed in Section 3.2, and for post-processing of said data using external applica-

tions such as Matlab or custom C++ applications.

3.2 SonixDAQ

3.2.1 Specifications

The Ultrasonix Data Acquisition Card (SONIXDAQ) is a device from Ultrasonix

Medical Corporation that is designed to integrate with their ultrasound research

platforms (Figure 3.2a). Where the research interface in the SONIXRP will allow

the capture of receive beamformed RF data that is a summation of the individual

channels, the SONIXDAQ captures the raw (pre-beamformed) RF data received by

each individual element. It is a receive-only device that does not effect the imaging

sequence in any way, but captures the data as it is gathered and stores it in inter-

nal memory. Raw RF data is processed through ADC hardware, high-pass filtered,

packed into a usable format, and stored in memory. After the imaging sequence

is complete, the raw RF data can be downloaded from the SONIXDAQ’s internal

memory to the SONIXRP’s internal hard disk via a USB cable (Figure 3.2b). The

SONIXDAQ supports 128 parallel receive channels (each with an independent ADC)

and contains 16 GB of internal memory to store the RF data. It uses a 40 MHz

internal clock, with support for both 40 MHz sampling (with 12-bit ADC) and 80

MHz sampling (with 10-bit ADC). It connects to one of the transducer ports on

the ultrasound machine for transfer of the RF data (Figure 3.2d), and to an exter-

nal trigger port on the ultrasound machine for synchronized data acquisition (the

SONIXDAQ begins recording a new frame when the ultrasound machine signals that

a new transmission has begun).
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(a)
(b)

(c)

(d)

Figure 3.2: (a) A SONIXDAQ module. (b) A high-level block diagram show-
ing the design of the SONIXDAQ. (c) The internal circuitry of the
SONIXDAQ. (d) The SONIXDAQ installed on a SONIXRP ultrasound ma-
chine. Images courtesy of Ultrasonix Medical Corp.

16



3.2.2 Reasons for Requirement

Because the experiments in this thesis use element parameters and firing sequences

that are entirely different than the conventional (default) ones for the SONIXRP, the

raw RF data must be receive beamformed and processed in a different manner. This

means that the beamformed RF data that is captured and stored by the SONIXRP is

insufficient, and the SONIXDAQ module is therefore required for all of the experi-

ments described in Chapter 4.

3.3 Field II
Field II is an ultrasound simulation program for use in Matlab, written by Jørgen

Arendt Jensen, the first version of which was published in 1996 [17]. Field II

runs simulations on a matrix representation of a phantom (an object specifically

designed for use in medical imaging tests) which consists of a series of (x,y,z)

coordinates of point reflectors, each with an accompanying reflection amplitude.

Transducer specifications (including element width, kerf, depth, height, central fre-

quency, impulse response, and number of elements) are given to model a physical

transducer and its elements. Details of the simulation process can be found in the

program’s documentation [15], but a summary is given here. The software, built

on a basis of linear systems theory, calculates the spatial impulse response for each

given point in space as a function of time using the given transducer parameters

and phantom matrix (this is based on research presented in [43], [37], and [36]).

This spatial impulse response is initially calculated assuming a Dirac delta func-

tion is used as an excitation for the transducer elements. For other excitations, such

as the coded excitations used in Chapter 5, the spatial impulse response from the

Dirac excitation is simply convolved with the given excitation to find the new spa-

tial impulse response. To calculate the final received RF, this new spatial impulse

response is convolved with the impulse response of the receiving element and ad-

justed to compensate for the electro-mechanical transfer function of the transducer.

Jensen cites proofs of this theory found in [38] and [31]. Apodization of elements

(edges vibrating differently than the centre) is emulated by dividing the elements

into squares, for each of which the received RF is calculated independently. The

sum of the responses for these sub-elements gives the response of the entire ele-
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ment. Further background on the theory behind Field II can be found in [16].
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Chapter 4

Adaptive Compounding of
Synthetic Aperture and
Compounded Plane-Wave
Imaging for Fast
Ultrasonography

In this chapter, a novel technique is presented that combines two previously pro-

posed fast-imaging techniques to achieve high frame rate ultrasonography with

finer resolution and higher SNR than conventional imaging. The technique is tested

on a physical ultrasound system to demonstrate its viability.

4.1 Background
Several imaging techniques have been proposed that provide for a higher physical

frame rate limit by requiring fewer transmits per image frame. As described in Sec-

tion 2.2.1, synthetic aperture (SA) imaging [18] synthesizes an aperture by using a

single element, moving it over the region of interest, and combining the resultant

datasets. Although the ability to dynamically focus in transmit provides a large

boost in resolution SA suffers from an inherently low SNR due to the low num-
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ber of element firings per frame, and therefore lower amount of acoustic energy

entering the tissue, compared to conventional focused transmit beamforming.

Another method for obtaining high frame rates is that of plane wave (PW) imag-

ing [32, 33], where all transducer elements are fired together to create a quasi-

planar wave. As described in Section 2.2.2, due to the large number of elements

firing per transmit this method offers a high SNR but the lack of a transmit focus

results in significantly lower resolution than conventional transmit beamforming

techniques offer. Nevertheless, the exceptionally high frame rates (7500+ FPS for

a 10cm deep image) make it especially useful for dynamic motion tracking [1].

There is a need for combining the benefits of synthetic aperture and plane-

wave imaging without compromising frame rate. It is anticipated that adaptively

compounding the results of the two methods can maximize the resolution con-

tributed by SA and the SNR contributed by PW without incorporating the negative

side-effects of each.

4.2 Previous Research

4.2.1 Synthetic Aperture Imaging

Several methods have been proposed for overcoming the issue of low SNR with

SA imaging. In [19], several transducer elements of a transducer phased array (as

opposed to the standard single element) are pulsed with “defocusing” time delays

to simulate a virtual point source originating behind the transducer surface while

increasing the signal power. In [40], a technique is described that improves SNR

by pulsing each element at a different frequency. Another method under extensive

investigation is transmit coding [3, 4, 6, 7, 10, 25, 29], where excitation pulses are

encoded or modulated to allow for longer pulses (greater signal energy) without

loss in resolution.

4.2.2 Plane Wave Imaging

One of the most successful attempts to improve the resolution of PW imaging was

by Montaldo et al. [26], who described a system for coherently compounding re-

ceived signals from a number of plane waves transmitted at various angles called

20



compounded plane wave (CPW). In doing so, they achieved a resolution compara-

ble to that of conventional transmit beamforming but still below that of SA imaging,

while maintaining an exceptionally high SNR.

4.3 Experimental Design
Our proposed method is based on combining the strengths of SA and CPW imaging

while minimizing the drawbacks. In doing so, better resolution and contrast are

created without limiting the system to a lower frame rate than either method would

provide individually. Frame rate is defined by

Frame Rate =
c

2md
, (4.1)

where d is the depth of the region to be imaged, m is the number of transmits per

frame, and c is the speed of sound in the imaged tissue. In this thesis, the pro-

posed 128-transmit adaptively compounded (AC) method is compared against 128-

transmit SA-only and CPW-only methods, as well as against a 256-transmit (two

focal depths per element) conventional DAS beamformed transmit method. The

final compounded image would be expected to improve lateral and axial resolution

compared to CPW and increase SNR compared to SA imaging. Both resolution and

SNR would be expected to be better than the conventional DAS technique at two

focus depths, but with twice the frame rate.

4.3.1 Image Generation

To generate a compounded image, sparse images are first obtained from CPW and

SA methods individually. The CPW image is formed by compounding the data of 64

PW transmits at varying steering angles, evenly distributed over a 33◦ range. The

received signals are delay-and-sum beamformed, with the transmit-scatterer(x,z)-

receiver delay defined as

τ(α,xr,x,z) =
zcosα + xsinα

c
+

√
z2 +(x− xr)2

c
, (4.2)

where α is the plane wave steering angle and xr is the lateral position of the receiv-

ing element. This is the sum of the wave-to-scatterer travel time and the scatterer-
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(a) (b)

Figure 4.1: (a) Time delays for a plane wave of angle α to a point (x,z) and
received by element at position xr. (b) Time delays for an SA trans-
mit from element at position xt to a scatterer at (x,z) and received by
element at position xr.

to-receiver travel time, as can be seen in Figure 4.1a.

The SA image is then formed by compounding the data of 64 virtual-point-

source transmits from evenly spaced transmit points across the transducer. This

step uses the multi-element aperture method suggested in [19], where a defocused

time delay curve simulates a point source behind the transducer. The time delay

before firing of an element n in the aperture is defined as

τn =
x2

n

2zdc
, (4.3)

where xn is the distance of the nth element from the aperture centre, zd is the dis-

tance of the defocal point behind the aperture centre, and c is the speed of sound

in the imaged tissue. As also suggested in [19], zd is chosen to be dKt/2, where

d is the inter-element spacing and Kt is the aperture width (selected as 10 for this

comparison). The received signals are then DAS receive beamformed, with the

transmit-scatterer(x,z)-receiver delay defined as

τ(xt ,xr,zd ,x,z) =

√
(z+ zd)2 +(x− xt)2

c
+

√
z2 +(x− xr)2

c
, (4.4)

where xt is the lateral position of the virtual point source. This is the sum of the

transmitter-to-scatterer travel time and the scatterer-to-receiver travel time, as can

22



be seen in Figure 4.1b.

The data from each of these images then undergoes standard post-processing,

including a bandpass filter centered around the transmit frequency to remove back-

ground noise, and a Hilbert transform for envelope detection.

4.3.2 Adaptive Image Data Compounding

Once the sparse CPW and SA images have been obtained, they are compounded

into a single high-quality frame. The objective is to retain the high SNR of the

CPW image, while also retaining the high resolution of the SA image. This is done

using an adaptive weighted averaging technique, where the CPW image is given

preference for low-reflectivity regions (where SNR and contrast are most crucial)

and the SA image is given preference for high-reflectivity regions (where sharply

defined, highly reflective edges give strong echoes that are easily captured by SA).

Each point v(x,z) in the final image is generated according to the equation

v(x,z) =
CPW (x,z)
CPWmax

SA(x,z)+
(

1−CPW (x,z)
CPWmax

)
CPW (x,z), (4.5)

where CPWmax is the highest intensity point in the CPW image.

4.3.3 Physical Implementation

This system was implemented on a SONIXRP with a SONIXDAQ for capturing full-

frame raw RF signals. The element transmit sequences were programmed using

the Ultrasonix “Texo” software development kit for a 6 cm image at a frequency

of 9.5 MHz, and the sequence was used on a CIRS General Purpose Multi-Tissue

Ultrasound Phantom, Model 40 (CIRS, Norfolk, Virginia), as seen in Figure 4.2.

Once RF data were captured for all transmit sequences, they were processed offline

on a dual-core desktop workstation in a C++ application.
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Figure 4.2: Structure of the CIRS General Purpose Multi-Tissue Ultrasound
Phantom, Model 40.

4.4 Results and Discussion
The resulting images of the CPW, SA, AC, and conventional DAS (with focus depths

at 2 cm and 4 cm) techniques, as seen in Figure 4.3, were compared according to

their resolution in the near, mid, and far field, and their SNR in the occlusion regions

of the phantom.

4.4.1 Resolution

The lateral and axial resolution of the techniques was measured at the full width

at half maximum on the point spread response from the wire targets. Since the

phantom background exhibited significant and variable speckle, the point spread

function was defined as the width at half maximum of the values in the region of
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(a) (b)

(c) (d)

Figure 4.3: (a) B-mode conventional DAS transmit beamforming with 2 focal
depths, 128 transmits each (256 total). (b) 128-transmit CPW with 128-
element aperture. (c) 128-transmit SA with 10-element aperture. (d)
Adaptively compounded 64-transmit CPW and 64-transmit SA.
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interest minus the average value in the surrounding area. The function was applied

in lateral and axial directions for each of 16 distinguishable point scatterers fully

contained within the frame. These points were then divided into near, mid, and far

fields, as seen in Figure 4.2. Tables 4.1 and 4.2 show the mean results for each

field in the lateral and axial directions, respectively. As expected, the resolution

of the compounded technique fell between those of the CPW and SA techniques,

with an overall 14.5% gain over CPW, 12.8% gain over conventional, and 17% loss

from SA in lateral resolution, and an overall 7.5% gain over CPW, 2.7% gain over

conventional, and 14.7% loss from SA in axial resolution.

Table 4.1: Lateral Resolution (mm)

DAS CPW SA AC
Near Field 1.32 1.32 1.01 1.16
Mid Field 1.73 1.70 1.40 1.43
Far Field 2.02 2.16 1.37 1.83
Mean 1.69 1.72 1.26 1.47

Table 4.2: Axial Resolution (mm)

DAS CPW SA AC
Near Field 0.61 0.64 0.53 0.59
Mid Field 0.69 0.70 0.628 0.69
Far Field 0.72 0.78 0.56 0.69
Mean 0.67 0.71 0.57 0.66

4.4.2 Signal-to-Noise Ratio

The SNR of each technique was measured by comparing the values inside an oc-

clusion to the values outside the occlusion, according to the equation

SNR(dB) = 10log10
|µin−µout |√

σinσout
, (4.6)

where µin and σin are the mean value and standard deviation inside the occlusion,

and µout and σout are the mean value and standard deviation in the area surround-

ing the occlusion. This function was applied to each of the five occlusions in the
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imaged region (three high reflectivity, two low reflectivity). Table 4.3 shows the

results. As expected, the occlusion SNR of the compounded technique fell between

those of the CPW and SA techniques, with an overall 14.54 dB gain over SA, 4.85

dB gain over conventional, and 2.01 dB loss from CPW.

Table 4.3: Occlusion Imaging SNR (dB)

DAS CPW SA AC
Occlusion 1 3.45 4.79 -33.71 3.40
Occlusion 2 2.76 1.62 1.31 -0.04
Occlusion 3 -8.35 5.25 -21.98 4.44
Occlusion 4 -0.78 2.28 -0.44 1.16
Occlusion 5 -17.20 0.29 -13.71 -4.80
Mean -4.02 2.84 -13.71 0.83

4.4.3 Statistical Significance

The resolution and SNR results were compared using a one-tailed Mann-Whitney

U test to determine their significance. Table 4.4 shows the p-values for the com-

pounded method’s improvements over CPW in resolution, SA in SNR, and conven-

tional DAS in both (p-values of decreases in quality shown in parentheses). As the

values show, the improvement in lateral resolution over PW and DAS was statisti-

cally significant (p < 0.05), as was the improvement in SNR over SA. The losses

in lateral resolution and SNR compared to SA and CPW, respectively, were not sta-

tistically significant. This demonstrates that the improvements of the compounded

method significantly outweigh the losses. Results could possibly be improved fur-

ther yet by implementing a more advanced weighting algorithm (for Equation 4.5)

that is more resilient to the effects of outliers in the CPW image.

Table 4.4: Significance p-values: comparison of resolution and SNR of adap-
tively compounded (AC) method vs. others

DAS CPW SA
AC Lat. Res. 0.0202 0.0269 (0.1198)
AC Ax. Res. 0.3385 0.1216 (0.0051)
AC SNR 0.2103 (0.1548) 0.0476
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4.5 Summary
The proposed technique has been implemented and validated using an Ultrasonix

Medical Corporation SONIXRP and SONIXDAQ for testing on a tissue-mimicking

gel phantom, showing a 14.5% gain in lateral resolution over CPW, a 7.5% gain in

axial resolution over CPW, and a 14.5 dB gain in SNR over SA. Each of DAS, CPW,

and SA performed poorly in one or more tests. CPW performed worst in lateral

and axial resolution, and SA performed worst in occlusion SNR. Conventional DAS

performed second worst in all three tests. Only the adaptive compounded method

performed well in all three tests, while still maintaining a frame rate of at least

double that of the tested conventional imaging technique. This method improves

the general applicability of high frame rate imaging, as it is the only one of the

three tested techniques that outperforms conventional DAS imaging in all aspects.
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Chapter 5

Compressed Sensing and Partial
Decoding for Receive-Side
Separation of Multiple
Simultaneous Transmit Events

This chapter describes a method for high frame rate ultrasonography through spa-

tially coded excitation. The work is presented as two novel extensions of work

completed by Fredrik Gran and Jørgen Arendt Jensen.

5.1 Background
As detailed in Section 2.2.1, SA images are formed by conducting a series of single

element transmits, usually one for each element in the transducer. These pulses

are run sequentially in order to avoid cross-talk and interference between separate

transmit events. If pulses from separate elements were transmitted simultaneously,

ambiguity would be introduced in the receive beamforming step (Section 2.1.5) as

to where a given RF echo originated in the tissue. In a SA transmit pulse from an

element at xt , the signal received by an element at xr at a given time τ could have

originated from a set of points in the tissue, i.e., any coordinate (x,z) where the

following holds true:
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√
z2 +(x− xt)2 +

√
z2 +(x− xr)2 = τ. (5.1)

The effect of this can be seen for two different transmit elements at xt1 and xt2 in

Figure 5.1a and Figure 5.1b; the RF value at time τ could have originated from

any point along an arc. This is compensated for in receive beamforming, where

the received signals from multiple elements are adjusted and combined to reduce

the arc to a single point. When two elements (at xt1 and xt2, respectively) transmit

simultaneously, however, the ambiguity is greatly amplified. The RF value received

by an element at xr at a given time τ could have originated from twice as many

possible tissue points, i.e., from any point (x,z) where the following holds true:

(
√

z2 +(x− xt1)2+
√

z2 +(x− xr)2 = τ)∨(
√

z2 +(x− xt2)2+
√

z2 +(x− xr)2 = τ).

(5.2)

This will cause two arcs of possible reflection points (Figure 5.1c), which can no

longer be compensated for with receive beamforming. Therefore, conventional

ultrasound imaging has continued to use only a single element transmit at a time.

If a method could be devised, however, that can reliably transmit with K ele-

ments simultaneously and isolate their signals in the received RF, the frame rate of

that technique could be increase K-fold over the same technique without multiple

simultaneous transmits. One technique under research for solving this problem is

known as “spatial encoding” where element excitation pulse sequences consist of a

code, with a unique code for each element transmitting simultaneously. This chap-

ter details the previous research in this area and the author’s proposed methods and

results.
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(a) (b)

(c)

Figure 5.1: (a) Possible echo sources with transmission from xt1 received by
xr. (b) Possible echo sources with transmission from xt2 received by xr.
(c) Possible echo sources with simultaneous transmission from xt1 and
xt2 received by xr.

5.2 Previous Research
Spatial encoding was originally proposed to combat the inherently low SNR of

SA imaging by transmitting with multiple elements simultaneously to increase the

total acoustic energy entering the tissue. In [4] and [25] the authors suggest a

Hadamard encoding scheme, where excitation pulse waveforms on each element

transmitting simultaneously is multiplied by a column of a Hadamard encoding

matrix. However, this design has the requirement that as many transmit events

must be fired as there are simultaneous transmitters before the received RF can be
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decoded, e.g., if 4 elements are set to fire simultaneously, they must do so 4 times

before decoding. While this accomplishes the task of increasing the total acoustic

energy entering the tissue in the same amount of time without losing resolution,

it does not offer any advantage in higher frame rates. In [3], Chiao and Thomas

suggest using orthogonal Golay codes in place of Hadamard codes, but this method

faces the same drawback of requiring as many transmissions as active simultaneous

transmitting elements.

An alternate approach to encoding was proposed by Gran and Jensen in [7],

who expanded on the topic in [10]. In a typical ultrasound transducer, elements

have an available frequency range in which they can transmit (e.g., the Ultrasonix

L14-5 linear probe has a frequency range of 5 - 14 MHz [44]). Gran and Jensen

separated this available bandwidth into disjoint subbands, each of which was as-

signed to one element of a simultaneously transmitting set. Received RF signals

were isolated using simple frequency filters, determining which element the signal

originated from. To gather information from the full possible frequency bandwidth

of a given element, however, multiple transmits at different subbands had to be

conducted to synthesize the full spectrum. Therefore, this approach also did not

result in a net frame rate increase.

In 2008, Gran and Jensen proposed a spatial encoding technique with the main

purpose of reducing the total number of transmission events required to form a

full ultrasound image, achieved by devising an encoding technique that allows for

decoding from a single transmission [9]. This paper was based on their previous

research ([8, 11]), where pseudo-random encoding sequences are proposed. Sec-

tion 5.3 presents an summary of the technique, as it is the essential basis for the

original work presented later in this chapter. Greater detail can be found in [9].

5.3 Spatial Encoding with Code Division
This section is an overview of the key points of Gran and Jensen’s paper [9], where

full details can be found.

A single ultrasound transmit event with K simultaneous transmitting elements

and Q receiving elements can be modeled, assuming that the system is fully linear,

as
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yk
q(t) =

{
P

∑
p=1

sp(~rp)he(~rk,~rp, t)∗hr(~rp,~rq, t)

}
∗ xk(t), (5.3)

where P is the number of scatterers in the medium (possibly infinite in tissue) and

sp(~rp) is the strength of the pth scatterer. he(~rk,~rp, t) is the spatial impulse response

from the kth transmitting element to the pth scatterer, ∗ denotes convolution in the

time domain, and hr(~rp,~rq, t) is the spatial impulse response from the pth scatterer

to the qth receiving element.~rp is the position of the pth scatterer,~rk is the position

of the kth transmitting element, and~rq is the position of the qth receiving element.

xk(t) is the code sequence transmitted by the kth transmitting element. Because the

spatial impulse response represents the entire transformation of the acoustic wave,

including attenuation and the electromechanical transfer function of the transducer

elements, a scattering function for an acoustic wave from the kth transmitting ele-

ment to the qth receiving element can be written

hkq(t) =
P

∑
p=1

sp(~rp)he(~rk,~rp, t)∗hr(~rp,~rq, t). (5.4)

For the total received signal at the qth receiving element, Equation 5.3 can be com-

bined into

yq(t) =
K

∑
k=1

hkq(t)∗ xk(t). (5.5)

After passing through the ADC, and considering vq(n) to be the digitized noise

process from the qth (assumed Gaussian distribution with zero mean), Equation 5.5

becomes

yq(n) =
K

∑
k=1

hkq(n)∗ xk(n)+ vq(n), (5.6)

where hkq(n) and xk(n) (with N samples) are the digitized versions of the scattering

function hkq(t) and code sequence xk(t), respectively. Because the acoustic wave

will decay as it travels through the medium, it can be modeled as a finite impulse

response (FIR) process, where the transfer function of the digitized version the

scattering function Equation 5.4 can be written as
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Hkq(z−1) =
M−1

∑
m=0

hkq(m)z−m, (5.7)

where M is the length of the impulse responses and z−1 is the unit backward-shift

operator. Therefore, the output at the qth receiving element becomes

yq(n) =
K

∑
k=1

M−1

∑
m=0

hkq(m)xk(n−m)+ vq(n). (5.8)

yq(n) and hkq(n) are now written as column vectors

yq =
(

yq(0) yq(1) · · · yq(N +M−2)
)T

(5.9)

hkq =
(

hkq(0) hkq(1) · · · hkq(M−1)
)T

(5.10)

so the convolution between the waveform transmitted by the kth element and the

scattering function can be written as

yq =
K

∑
k=1

Xkhkq +vq, (5.11)

where

Xk =



xk(0) 0 · · · 0

xk(1) xk(0)
. . . 0

...
. . . . . .

...

xk(N−1)
. . . . . . xk(0)

0 xk(N−1)
. . . xk(1)

...
. . . . . .

...

0 0 · · · xk(N−1)


(5.12)

with dimensions (M+N)×M and vq is a zero mean noise process with Gaussian

probability distribution and autocovariance matrix

E[vqvT
q ] = Qv. (5.13)
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The signal matricies Xk of the k transmitting elements can be grouped to write a

more compact version of Equation 5.11

yq =
(

X1 X2 · · · XK

)
︸ ︷︷ ︸

X


h1q

h2q
...

hKq


︸ ︷︷ ︸

hq

+vq. (5.14)

To find the most likely estimate of the scattering function vector hq, which can be

used to generate the final image, the probability distribution of receiving output

y given a set of scattering functions must first be calculated. This distribution is

given by

pyq|hq (yq|hq) =
1√

(2π)N+M−1 det(Qv)
× exp

(
−1

2
(yq−Xhq)

T Q−1
v (yq−Xhq)

)
(5.15)

as the only stochastic part of the scattering function is the noise, which is as-

sumed to be Gaussian distributed. The scattering functions hq that maximize Equa-

tion 5.15 must now be found, such that

ĥq = argmax
hq

pyq|hq(yq|hq). (5.16)

The solution to this optimization problem is taken from [21]:

(
XT Q−1

v X
)

ĥq = XT Q−1
v yq (5.17)

which, when considering that the noise process is white with variance σ2
v (i.e.,

Qv = σ2
v I), becomes

(
XT X

)
ĥq = XT yq. (5.18)

Assuming that X is full-rank, i.e., we select a code xk(n) of length N such that

N ≥ (K−1)M+1, (5.19)
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then the maximum likelihood estimate of hq can be found:

ĥq =
(
XT X

)−1 XT yq. (5.20)

Because

hq =
(

h1q h2q · · · hKq

)T
, (5.21)

as seen in Equation 5.14, ĥkq can be isolated for every value k. Since ĥkq repre-

sents an estimate of the signal that would have been received by the qth receiving

element had it transmitted alone and without a code, it can now be used for re-

ceive beamforming and image generation. Beamforming is conducted in the same

SA method described in Section 2.1.5, but with a different value for τ (defined in

Equation 5.28).

Gran and Jensen’s work in this field, while achieving acceptable results in reso-

lution and SNR, causes a significant drawback. For the received RF to be decodable,

i.e., matrix X must be full-rank, Equation 5.19 must be observed. This means that

for a region of interest M samples deep, a code length N of (K−1)M+1 samples

must be transmitted into the tissue. Commercially available ultrasound imaging

systems are limited by the half-duplex constraint, meaning that no elements can

receive RF signals while any other element is transmitting. For a transmit sequence

of N samples, then, the first N samples that would have been received by the re-

ceiving elements are lost. Therefore, the first N samples of the medium cannot be

imaged. Furthermore, that region must also be completely void of scatters so as not

to introduce artifacts into the received RF vector yq. For example, a medium to be

imaged 5cm deep with two simultaneously active transmitting elements must have

a 5cm empty area between it and the transducer. Although this fact is not specifi-

cally stated in Gran and Jensen’s paper [9], the effect can be seen in Figure 4 of that

paper where an imaging region of 2cm begins at 2.5cm, so there is 2.5cm of void

space above the imaging region. In this chapter, the void space region is known as

the “deadzone”. To utilize Gran and Jensen’s technique on a medium that does not

have a natural deadzone like their test medium does, a device known as a standoff

pad could be used (Figure 5.2). A standoff pad is an acoustically transparent device

that sits between the transducer and the medium surface, thereby creating an empty
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Figure 5.2: Reusable acoustic standoff pads. Image courtesy of CIVCO Med-
ical Solutions.

area above the image. As ultrasound image quality decreases with depth, however,

the requirement for a standoff pad that adds depth leads to images of poorer overall

quality than those without standoffs.

5.4 Compressed Sensing
The original work presented in this chapter was completed as an extension of the

spatial encoding method described in Section 5.3. To reduce and possibly remove

the restriction of a deadzone, an alternate decoding scheme is proposed.

Many diagnostic and surgical procedures that require ultrasound imaging, such

as intra-spinal needle guidance, generate RF data with a small set of very bright

points in an otherwise dark region. In the intra-spinal needle guidance example, the

needle and spine outline would generate extremely powerful reflections in compar-

ison to the surrounding soft tissue (the acoustic wave does not effectively penetrate

bone, and so only the spine outline would show). In such a scenario it can be as-

sumed that the received RF is relatively sparse, where the soft tissue reflections are
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near-zero in comparison to the bone and needle reflections.

Because of the sparsity of the received RF vector, an alternative decoding

method known as “compressed sensing” can be used. Compressed sensing, as a

general signal processing term, refers to the reconstruction of a signal by solving an

underdetermined linear system by taking advantage of sparsity or compressibility

in the system. This is done by formulating the decoding as a convex optimization

problem, which can then be solved using a number of open-source or commer-

cial programming toolboxes. The capability to solve an underdetermined linear

system means that the code matrix X in Equation 5.20 no longer needs to be full-

rank to estimate a solution, and therefore Equation 5.19 no longer needs to hold

true. Removing that restriction on the code length N reduces the required depth of

the deadzone, thereby removing the requirement for a standoff pad and bringing

the medium closer to the transducer surface for an improvement in quality. In the

following sections, experiments and results are described where the “compression

ratio”, i.e., the ratio of M imaged samples to N code samples for a 2-element si-

multaneous transmit, is reduced from < 1 requirement described in Equation 5.19

to as high as 5.

As a further extension, a technique titled “partial decoding” is presented in

Section 5.5.2 where the half-duplex constraint is entirely removed by expanding the

dimensions of code matrix X to estimate the medium’s spatial impulse response hkq

from the tail end of the code that is received immediately after transmission ceases.

5.5 Experimental Design
An initial experiment was designed to replicate the results of the paper published

by Gran and Jensen [9], described in Section 5.3. A Field II (Section 3.3) sim-

ulation was created using the same parameters for the transducer and ultrasound

system: 7 MHz linear array with 0.208mm pitch, 0.035mm kerf, 4.5mm element

height, 128 elements divided into groups of two for transmit with single elements

on receive, and a 120 MHz ADC sampling rate. The element excitation pulse, how-

ever, was set as a single Dirac impulse instead of a sinusoid; this was changed

to more accurately emulate the capabilities of a commercial ultrasound machine,

which cannot transmit with variable power within a given excitation code.
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40 sets of simulations were run with varying parameters. 20 sets were run on

each of two phantoms, the first with six point scatters vertically spaced 5mm apart

(“point phantom”, similar to that used for simulations in [9] but with 2 extra point

scatterers) and the second with six occlusions (three high-reflectivity and three

low-reflectivity) set in a homogeneous tissue below skin and fat layers (“tissue

phantom”), represented with 200,000 individual point scatterers. On each phan-

tom, simulation sets were run for every combination of compression ratios of 0.9,

1, 3, and 5 and standoff pads of thickness 2 mm, 5 mm, 15 mm, 30 mm, and 50

mm. Each set consisted of the following:

1. “reference” simulation, where all transmit groups fired individually and with-

out a coded excitation to simulate what conventional non-coded SA imaging

would produce.

2. “Gran decoded” simulation, where two transmit groups fired simultaneously

and the received RF was decoded using the method in Section 5.3.

3. “compressed decoded” simulation, where two transmit groups fired simulta-

neously and the received RF was decoded using a compressed sensing algo-

rithm.

4. “compressed partial decoded” simulation, with the same transmit sequence

and decoding as “compressed decoded” but with the code matrix X extended

to estimate impulse responses from scatters in the deadzone by using only

the tail of the received echo.

For the simulations that used coding (items 2, 3, and 4) 18-bit codes the same

as in [9] was used:

x1 =
(

1 −1 −1 −1 −1 −1 −1 −1 1 1 −1 1 1 1 −1 −1 −1 1
)

(5.22)

x2 =
(

1 1 −1 −1 −1 −1 1 −1 1 1 1 1 1 1 −1 1 1 1
)
, (5.23)

which were then oversampled to create a sparse code of length N. In [9] this

oversampled code was then convolved with a sinusoidal excitation wave, but as the
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excitation in this experiment was set as a Dirac impulse to emulate the capabilities

of a physical ultrasound machine the convolution resulted in no change.

Simulations were run on a computer with dual Intel X5650 processors at 2.67

GHz and 24 GB random access memory running Windows 7 and using Matlab

R2012b. Each simulation returned a set of received RF vectors hq for every element

q for each of the transmit groups in the reference simulation (item 1, independent

transmits, no coding), and a set of received RF vectors yq for every receiving ele-

ment q for each of the transmit group pairs in the coded simulations (items 2, 3, and

4, two groups transmitting simultaneously). To find the vectors ĥq for item 2 (Gran

decoded), the vectors y were decoded using the process described in Section 5.3.

5.5.1 Compressed Sensing

To find the vectors ĥq for item 3 (compressed decoded), yq was decoded by formu-

lating the system as a convex optimization problem and solving using the SDPT3

solver [41] in the CVX modeling system for Matlab [12, 13]. In theory, the objec-

tive of this problem would be to find the value for hq such that

ĥq = argmin
hq
‖hq‖0 s.t. yq = Xhq. (5.24)

In the presence of noise, this is revised to be

ĥq = argmin
hq
‖hq‖0 s.t. ‖yq−Xhq‖2 < ε, (5.25)

where ε is a user-definable error value dependent on the expected noise level of

the system [42]. Using the 0-norm, however, this problem is NP-hard. To reduce

it to a quadratic problem, we relax it using the 1-norm as an approximation. The

problem then becomes

ĥq = argmin
hq
‖hq‖1 s.t. ‖yq−Xhq‖2 < ε, (5.26)

which is then solved using the CVX library. In these experiments, the value of ε

was determined by imaging the tissue phantom with conventional SA imaging (all

transmit events are independent) and taking the average response value within one
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of the occlusions that, in theory, should be entirely zero values.

5.5.2 Compressed Sensing with Partial Decoding

To find the vectors hq for item 4 (compressed partial decoded), the same processed

was used as in Section 5.5.1 but with an extended code matrix X. Instead of that

presented in Equation 5.12, the code matrix was defined as

Xk =



xk(N−1) xk(N−2) · · · xk(1) xk(0) 0 · · · 0

0 xk(N−1)
. . . xk(2) xk(1) xk(0)

. . . 0
... 0

. . .
...

...
. . . . . .

...
...

...
. . . xk(N−1)

...
. . . . . . xk(0)

...
...

. . . 0 xk(N−1)
. . . . . . xk(1)

...
...

. . .
... 0 xk(N−1)

. . .
...

...
...

. . .
...

...
. . . . . .

...

0 0 · · · 0 0 0 · · · xk(N−1)


(5.27)

with dimensions (M +N)× (M +N − 1). When decoding with this matrix, the

given hkq is of length M+N−1, as opposed to length M in the Section 5.3 method.

The extra N − 1 samples represent the spatial impulse responses from scatterers

within the deadzone. Although the estimated values for these scatters are less ac-

curate than those outside of the deadzone (which can be solved using the full length

code instead of a partial one), they nevertheless entirely remove the requirement for

a standoff pad.

5.5.3 Receive Beamforming

After the vectors ĥq have been determined, they are then dynamically receive

beamformed and combined to generate full frames. Beamforming is performed

in the same way as described in Section 2.1.5, but with τ defined as

τ(xk,xq,x,z) =

√
z2 +(x− xk)2

c
+

√
z2 +(x− xq)2

c
(5.28)
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for a scatterer at (x,z), where xk is the lateral position of the transmitting element

and xq is the lateral position of the receiving element.

After the vectors ĥq have been beamformed independently for each separate

transmit group, the resultant beamformed sets are then summed to create the final

frame.

5.5.4 Image Generation

After full frames were compiled through receive beamforming, the RF data was

converted into a human-viewable format. This was done through the following

steps:

1. Envelope detection: the envelope of the receive beamformed RF data was

found by taking the absolute value of the Hilbert transform [30] of each

column in the frame.

2. Logarithmic compression: to display greater detail in regions of low-power

reflections, the image is logarimically compressed with a 50 dB dynamic

range.

3. Interpolation: as the frame is much higher resolution vertically (thousands

of samples) than horizontally (128 elements), the image is interpolated in the

horizontal direction by a factor of 10.

4. The final data is scaled to provide an image that is the width of the transducer

wide and as deep as the region that was imaged.

5.6 Results
The resulting images from each of the 20 simulation sets on the point phantom,

shown in Appendix A, were compared according to their resolution. The images

from each of the 20 simulation sets on the tissue phantom, shown in Appendix B,

were compared according to their SNR at the occlusions.
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5.6.1 Resolution

The lateral and axial resolution of each of the four techniques in Section 5.5 in

each of the 20 simulation sets were measured at the full width at half maximum on

the point spread response from the point scatterers. This is defined as the distance

between the points on each side of the scatterer that are half the value of the highest

value for that scatterer. These resolutions are presented in the tables Table 5.1

through Table 5.4. For point scatterers that were not visible, not detectable in the

noise, or not fully defined, the resolution has been denoted as ’N/A’.

5.6.2 Signal-to-Noise Ratio

The SNR of each technique was measured by comparing the values inside an oc-

clusion to the values outside the occlusion, according to the equation

SNR(dB) = 10log10
|µin−µout |√

σinσout
, (5.29)

where µin and σin are the mean value and standard deviation inside the occlusion,

and µout and σout are the mean value and standard deviation in the area surrounding

the occlusion. The “inner” region was defined as a 4 mm diameter circle centred

on the occlusion’s centre, while the “outer” region was defined as the area within a

8 mm wide square centered on the occlusion’s centre (excluding the inner region).

This function was applied to each of the six occlusions in the imaged region (three

high reflectivity, three low reflectivity). The results are presented in Table 5.5

through Table 5.8.
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Table 5.1: Lateral and Axial Width-Half-Max (mm) of Point Spread Response for Compression Ratio of 0.9

Standoff
Pad

(mm)

Scatterer
Depth
(mm)

Reference Gran Decoded
Compressed

Decoded

Compressed
Partial

Decoded
Lateral Axial Lateral Axial Lateral Axial Lateral Axial

2
(Figure A.1)

2 1.226 0.430 N/A N/A N/A N/A N/A N/A
7 0.997 0.423 N/A N/A N/A N/A N/A N/A

12 0.893 0.423 N/A N/A N/A N/A 0.914 0.423
17 0.893 0.417 N/A N/A N/A N/A 0.956 0.417
22 0.893 0.423 2.223 1.617 N/A N/A 0.914 0.423
27 0.872 0.423 2.389 0.648 N/A N/A 0.872 0.423

5
(Figure A.2)

5 0.893 0.417 N/A N/A N/A N/A N/A N/A
10 0.872 0.417 N/A N/A N/A N/A 0.872 0.417
15 0.893 0.423 N/A N/A N/A N/A N/A N/A
20 0.914 0.423 N/A N/A N/A N/A 0.914 0.423
25 0.872 0.423 1.641 0.732 N/A N/A 0.872 0.423
30 0.893 0.423 1.226 0.892 N/A N/A 0.893 0.423

15
(Figure A.3)

15 0.893 0.423 N/A N/A N/A N/A 0.893 0.423
20 0.914 0.423 N/A N/A N/A N/A 0.914 0.423
25 0.872 0.423 0.914 0.423 N/A N/A 0.872 0.423
30 0.893 0.423 0.935 0.449 N/A N/A 0.893 0.423
35 0.893 0.430 2.555 0.475 N/A N/A 0.893 0.430
40 0.893 0.423 0.893 0.622 N/A N/A 0.893 0.423

30
(Figure A.4)

30 0.893 0.423 N/A N/A N/A N/A 0.893 0.423
35 0.893 0.430 N/A N/A N/A N/A 0.893 0.430
40 0.893 0.423 0.914 0.423 N/A N/A 0.893 0.423
45 0.852 0.423 0.872 0.423 N/A N/A 0.852 0.423
50 0.872 0.423 0.893 0.545 N/A N/A 0.872 0.423
55 0.914 0.423 0.997 0.475 N/A N/A 0.914 0.423

50
(Figure A.5)

50 0.872 0.423 0.893 0.423 0.893 0.423 0.872 0.423
55 0.914 0.423 0.914 0.423 0.914 0.423 0.914 0.423
60 1.039 0.417 1.039 0.417 1.039 0.417 1.039 0.417
65 1.080 0.417 1.122 0.417 1.122 0.417 1.080 0.417
70 1.163 0.411 1.163 0.411 1.163 0.411 1.163 0.411
75 1.205 0.411 1.205 0.411 1.205 0.411 1.205 0.411
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Table 5.2: Lateral and Axial Width-Half-Max (mm) of Point Spread Response for Compression Ratio of 1

Standoff
Pad

(mm)

Scatterer
Depth
(mm)

Reference Gran Decoded
Compressed

Decoded

Compressed
Partial

Decoded
Lateral Axial Lateral Axial Lateral Axial Lateral Axial

2
(Figure A.6)

2 1.226 0.430 N/A N/A N/A N/A N/A N/A
7 0.997 0.423 N/A N/A N/A N/A N/A N/A

12 0.893 0.423 N/A N/A N/A N/A N/A N/A
17 0.893 0.417 N/A N/A N/A N/A 0.935 0.423
22 0.893 0.423 N/A N/A N/A N/A 0.914 0.423
27 0.872 0.423 N/A N/A N/A N/A 0.893 0.423

5
(Figure A.7)

5 0.893 0.417 N/A N/A N/A N/A N/A N/A
10 0.872 0.417 N/A N/A N/A N/A 0.872 0.417
15 0.893 0.423 N/A N/A N/A N/A 0.893 0.423
20 0.914 0.423 N/A N/A N/A N/A 0.914 0.423
25 0.872 0.423 N/A N/A N/A N/A 0.872 0.423
30 0.893 0.423 N/A N/A N/A N/A 0.893 0.423

15
(Figure A.8)

15 0.893 0.423 N/A N/A N/A N/A 0.893 0.423
20 0.914 0.423 N/A N/A N/A N/A 0.914 0.423
25 0.872 0.423 N/A N/A N/A N/A 0.872 0.423
30 0.893 0.423 1.496 0.507 N/A N/A 0.893 0.423
35 0.893 0.430 N/A N/A N/A N/A 0.893 0.430
40 0.893 0.423 1.143 0.622 N/A N/A 0.893 0.423

30
(Figure A.9)

30 0.893 0.423 N/A N/A N/A N/A 0.893 0.423
35 0.893 0.430 1.641 0.520 N/A N/A 0.893 0.430
40 0.893 0.423 N/A N/A N/A N/A 0.893 0.423
45 0.852 0.423 0.872 0.648 N/A N/A 0.852 0.423
50 0.872 0.423 0.872 0.430 N/A N/A 0.872 0.423
55 0.914 0.423 0.914 0.423 N/A N/A 0.914 0.423

50
(Figure A.10)

50 0.872 0.423 0.893 0.423 0.893 0.423 0.872 0.423
55 0.914 0.423 0.914 0.423 0.914 0.423 0.914 0.423
60 1.039 0.417 1.080 0.417 1.039 0.417 1.039 0.417
65 1.080 0.417 1.143 0.423 1.122 0.417 1.080 0.417
70 1.163 0.411 1.163 0.411 1.163 0.411 1.163 0.411
75 1.205 0.411 1.205 0.411 1.205 0.411 1.205 0.411
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Table 5.3: Lateral and Axial Width-Half-Max (mm) of Point Spread Response for Compression Ratio of 3

Standoff
Pad

(mm)

Scatterer
Depth
(mm)

Reference Gran Decoded
Compressed

Decoded

Compressed
Partial

Decoded
Lateral Axial Lateral Axial Lateral Axial Lateral Axial

2
(Figure A.11)

2 1.226 0.430 N/A N/A N/A N/A N/A N/A
7 0.997 0.423 N/A N/A N/A N/A N/A N/A

12 0.893 0.423 N/A N/A N/A N/A 0.893 0.423
17 0.893 0.417 N/A N/A N/A N/A 0.893 0.417
22 0.893 0.423 N/A N/A N/A N/A 0.893 0.423
27 0.872 0.423 N/A N/A N/A N/A 0.872 0.423

5
(Figure A.12)

5 0.893 0.417 N/A N/A N/A N/A 0.893 0.417
10 0.872 0.417 N/A N/A N/A N/A 0.872 0.417
15 0.893 0.423 N/A N/A N/A N/A 0.893 0.423
20 0.914 0.423 N/A N/A N/A N/A 0.914 0.423
25 0.872 0.423 N/A N/A N/A N/A 0.872 0.423
30 0.893 0.423 N/A N/A N/A N/A 0.893 0.423

15
(Figure A.13)

15 0.893 0.423 N/A N/A 0.893 0.423 0.893 0.423
20 0.914 0.423 N/A N/A 0.914 0.423 0.914 0.423
25 0.872 0.423 N/A N/A 0.893 0.423 0.872 0.423
30 0.893 0.423 N/A N/A 0.893 0.423 0.893 0.423
35 0.893 0.430 N/A N/A 0.893 0.430 0.893 0.430
40 0.893 0.423 N/A N/A 0.893 0.423 0.893 0.423

30
(Figure A.14)

30 0.893 0.423 N/A N/A 0.893 0.423 0.893 0.423
35 0.893 0.430 N/A N/A 0.893 0.430 0.893 0.430
40 0.893 0.423 N/A N/A 0.893 0.423 0.893 0.423
45 0.852 0.423 N/A N/A 0.872 0.423 0.852 0.423
50 0.872 0.423 N/A N/A 0.872 0.423 0.872 0.423
55 0.914 0.423 N/A N/A 0.914 0.423 0.914 0.423

50
(Figure A.15)

50 0.872 0.423 N/A N/A 0.893 0.423 0.872 0.423
55 0.914 0.423 N/A N/A 0.914 0.423 0.914 0.423
60 1.039 0.417 N/A N/A 1.039 0.417 1.039 0.417
65 1.080 0.417 N/A N/A 1.122 0.417 1.080 0.417
70 1.163 0.411 N/A N/A 1.163 0.411 1.163 0.411
75 1.205 0.411 N/A N/A 1.205 0.411 1.205 0.411
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Table 5.4: Lateral and Axial Width-Half-Max (mm) of Point Spread Response for Compression Ratio of 5

Standoff
Pad

(mm)

Scatterer
Depth
(mm)

Reference Gran Decoded
Compressed

Decoded

Compressed
Partial

Decoded
Lateral Axial Lateral Axial Lateral Axial Lateral Axial

2
(Figure A.16)

2 1.226 0.430 N/A N/A N/A N/A 1.226 0.430
7 0.997 0.423 N/A N/A N/A N/A 0.997 0.423

12 0.893 0.423 N/A N/A N/A N/A 0.893 0.423
17 0.893 0.417 N/A N/A N/A N/A 0.893 0.417
22 0.893 0.423 N/A N/A N/A N/A 0.893 0.423
27 0.872 0.423 N/A N/A N/A N/A 0.872 0.423

5
(Figure A.17)

5 0.893 0.417 N/A N/A N/A N/A 0.893 0.417
10 0.872 0.417 N/A N/A N/A N/A 0.872 0.417
15 0.893 0.423 N/A N/A N/A N/A 0.893 0.423
20 0.914 0.423 N/A N/A N/A N/A 0.914 0.423
25 0.872 0.423 N/A N/A N/A N/A 0.872 0.423
30 0.893 0.423 N/A N/A N/A N/A 0.893 0.423

15
(Figure A.18)

15 0.893 0.423 N/A N/A 0.893 0.423 0.893 0.423
20 0.914 0.423 N/A N/A 0.914 0.423 0.914 0.423
25 0.872 0.423 N/A N/A 0.893 0.423 0.872 0.423
30 0.893 0.423 N/A N/A 0.893 0.423 0.893 0.423
35 0.893 0.430 N/A N/A 0.893 0.430 0.893 0.430
40 0.893 0.423 N/A N/A 0.893 0.423 0.893 0.423

30
(Figure A.19)

30 0.893 0.423 N/A N/A 0.893 0.423 0.893 0.423
35 0.893 0.430 N/A N/A 0.893 0.430 0.893 0.430
40 0.893 0.423 N/A N/A 0.893 0.423 0.893 0.423
45 0.852 0.423 N/A N/A 0.872 0.423 0.852 0.423
50 0.872 0.423 N/A N/A 0.872 0.423 0.872 0.423
55 0.914 0.423 N/A N/A 0.914 0.423 0.914 0.423

50
(Figure A.20)

50 0.872 0.423 N/A N/A 0.893 0.423 0.872 0.423
55 0.914 0.423 N/A N/A 0.914 0.423 0.914 0.423
60 1.039 0.417 N/A N/A 1.039 0.417 1.039 0.417
65 1.080 0.417 N/A N/A 1.122 0.417 1.080 0.417
70 1.163 0.411 N/A N/A 1.163 0.411 1.163 0.411
75 1.205 0.411 N/A N/A 1.205 0.411 1.205 0.411
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Table 5.5: SNR (dB) of High and Low Reflectivity Occlusions for Compression Ratio of 0.9

Standoff
Pad

(mm)

Occlusion
Depth
(mm)

Reference Gran Decoded
Compressed

Decoded
Compressed

Partial Decoded
High Low High Low High Low High Low

2
(Figure B.1)

2 4.029 2.847 N/A N/A N/A N/A 2.736 -5.312
7 4.342 3.599 N/A N/A N/A N/A 3.551 -5.430

12 4.967 4.037 2.339 0.093 -0.501 0.548 4.629 1.227

5
(Figure B.2)

5 4.109 3.506 N/A N/A N/A N/A 3.092 -7.705
10 4.419 3.825 N/A N/A N/A N/A 3.790 -0.369
15 5.035 4.239 0.755 -4.716 -17.078 -4.903 4.894 1.889

15
(Figure B.3)

15 4.751 3.982 N/A N/A N/A N/A 4.801 0.990
20 4.710 3.808 2.408 -0.813 -1.509 -13.742 4.724 1.985
25 5.138 4.391 1.137 -7.177 -12.450 -5.716 5.239 2.702

30
(Figure B.4)

30 4.811 4.044 1.991 -7.300 -5.081 -11.752 4.982 3.422
35 4.839 3.747 1.422 -7.227 -7.892 -6.431 5.100 2.685
40 5.291 4.328 1.165 -2.021 -4.068 -4.006 5.390 3.608

50
(Figure B.5)

50 4.887 4.094 4.889 4.103 4.889 4.103 5.123 3.664
55 4.888 3.834 4.886 3.805 4.886 3.805 5.094 3.496
60 5.390 4.094 5.390 4.073 5.390 4.073 5.493 3.822
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Table 5.6: SNR (dB) of High and Low Reflectivity Occlusions for Compression Ratio of 1

Standoff
Pad

(mm)

Occlusion
Depth
(mm)

Reference Gran Decoded
Compressed

Decoded
Compressed

Partial Decoded
High Low High Low High Low High Low

2
(Figure B.6)

2 4.029 2.847 N/A N/A N/A N/A 2.766 -5.241
7 4.342 3.599 N/A N/A N/A N/A 3.331 -6.303

12 4.967 4.037 0.408 -2.533 -0.480 -2.543 4.717 1.659

5
(Figure B.7)

5 4.109 3.506 N/A N/A N/A N/A 3.112 -14.005
10 4.419 3.825 4.365 6.720 5.368 5.263 4.002 -1.640
15 5.035 4.239 -1.641 -8.300 -9.005 -2.866 4.951 1.886

15
(Figure B.8)

15 4.751 3.982 N/A N/A N/A N/A 4.678 0.984
20 4.710 3.808 0.494 -1.897 -0.095 -0.655 4.610 2.108
25 5.138 4.391 -2.123 -8.759 -14.070 -13.136 5.142 2.977

30
(Figure B.9)

30 4.811 4.044 -0.976 -4.864 -1.025 -5.013 5.019 3.112
35 4.839 3.747 -1.765 -7.869 -1.783 -7.943 4.961 2.698
40 5.291 4.328 -1.877 -1.225 -1.868 -1.238 5.423 3.630

50
(Figure B.10)

50 4.887 4.094 4.767 3.730 4.889 4.103 5.107 3.673
55 4.888 3.834 4.686 3.735 4.887 3.803 5.031 3.291
60 5.390 4.094 5.180 3.852 5.391 4.072 5.523 3.932
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Table 5.7: SNR (dB) of High and Low Reflectivity Occlusions for Compression Ratio of 3

Standoff
Pad

(mm)

Occlusion
Depth
(mm)

Reference Gran Decoded
Compressed

Decoded
Compressed

Partial Decoded
High Low High Low High Low High Low

2
(Figure B.11)

2 4.029 2.847 -3.795 -20.825 -5.230 -6.264 3.400 -1.742
7 4.342 3.599 -4.887 -13.745 -4.188 -10.720 3.909 0.701

12 4.967 4.037 -4.561 -0.662 0.764 -11.192 4.682 1.271

5
(Figure B.12)

5 4.109 3.506 -5.756 -8.189 -2.553 -11.283 3.621 -0.940
10 4.419 3.825 -4.431 -10.371 -2.721 -4.697 4.262 1.627
15 5.035 4.239 -9.123 -17.546 2.294 -8.622 4.861 1.425

15
(Figure B.13)

15 4.751 3.982 -1.433 -8.257 4.915 2.539 4.628 1.564
20 4.710 3.808 -8.311 -1.009 4.681 2.258 4.634 2.163
25 5.138 4.391 -11.112 -5.151 5.146 2.757 5.119 2.547

30
(Figure B.14)

30 4.811 4.044 -4.740 -7.861 4.798 2.226 4.656 1.615
35 4.839 3.747 -4.897 -19.505 5.079 1.775 5.074 1.863
40 5.291 4.328 -0.722 -6.025 5.364 3.075 5.345 3.026

50
(Figure B.15)

50 4.887 4.094 -4.350 -11.268 5.040 2.465 4.968 1.851
55 4.888 3.834 -1.455 -12.222 4.958 1.330 4.895 1.312
60 5.390 4.094 -4.114 -8.792 5.333 2.990 5.313 2.977
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Table 5.8: SNR (dB) of High and Low Reflectivity Occlusions for Compression Ratio of 5

Standoff
Pad

(mm)

Occlusion
Depth
(mm)

Reference Gran Decoded
Compressed

Decoded
Compressed

Partial Decoded
High Low High Low High Low High Low

2
(Figure B.16)

2 4.029 2.847 -6.809 -5.978 -4.780 -7.780 3.617 0.108
7 4.342 3.599 -3.854 -7.240 -0.282 -10.124 3.886 1.410

12 4.967 4.037 -9.262 -8.948 4.876 1.356 4.814 0.584

5
(Figure B.17)

5 4.109 3.506 -6.188 -7.338 -7.761 -5.791 3.635 0.800
10 4.419 3.825 -12.921 -9.221 1.568 -0.595 4.025 0.977
15 5.035 4.239 -6.007 -6.489 4.732 1.330 4.592 1.080

15
(Figure B.18)

15 4.751 3.982 -7.357 -4.022 4.375 0.763 4.243 0.735
20 4.710 3.808 -16.305 -7.266 4.186 0.988 4.163 0.946
25 5.138 4.391 -5.518 -6.040 4.804 1.270 4.794 1.209

30
(Figure B.19)

30 4.811 4.044 -4.268 -6.408 4.485 0.784 4.426 0.619
35 4.839 3.747 -2.185 -16.081 4.504 0.805 4.487 0.822
40 5.291 4.328 -6.225 -11.858 5.115 1.836 5.111 1.840

50
(Figure B.20)

50 4.887 4.094 1.325 -2.893 4.873 0.721 4.854 0.588
55 4.888 3.834 -0.234 -8.125 4.941 1.174 4.935 1.156
60 5.390 4.094 0.134 -4.737 5.356 2.409 5.359 2.418
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5.7 Discussion

5.7.1 Gran Decoding

As stated Equation 5.19, for a two-element simultaneous transmit N ≥M+1 code

matrix X to be full-rank. In the simulations, this value is modified as

N =
M+1

C
, (5.30)

where C is the compression ratio. Due to the half-duplex constraint of elements

being unable to receive while transmitting, this results in a deadzone of depth N

samples. The effects of this deadzone can be seen in the simulation images and

resolution/SNR results. For a compression ratio of 1 the deadzone will be roughly

half the depth of the entire image. As seen by the ‘N/A’ results in Table 5.2 this

will result in any scatterer within that region being undetectable, with the additional

effect of scatterers below it being significantly distorted.

As the Gran Decoded method requires a full-rank code matrix to function, the

results rapidly deteriorate as C is increased and the code matrix becomes underde-

termined, even for points that were entirely outside the deadzone. This effect can

be seen in Table 5.3 and Table 5.4, where the Gran decoding method was unable to

distinguish a point scatterer at any depth.

5.7.2 Compressed Sensing Decoding

In simulations where scatterers fall within the deadzone, the compressed sensing

decoding method is shown to perform worse than the Gran technique with signif-

icantly more distortion (Table 5.2 fourth row, Figure A.9). At higher compression

ratios, however, the deadzone decreases in size and allows for a smaller standoff

pad to be used (less void space required). For simulations at a compression ratio

greater than 1 and with no scatterers within the deadzone, the compressed sens-

ing method is shown to outperform the Gran decoding method in every case, with

equal resolutions for scatterers detected by both methods and far more scatterers

detected in general.

The resolution of this method is shown to be comparable to that of conven-
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tional non-coded SA imaging for all cases with no scatterers in the deadzone (e.g.,

Table 5.4 rows 3-5). For high-reflectivity regions, the SNR is also comparable.

It does, however, suffer from a significant drop in SNR for low-reflectivity occlu-

sions in non-sparse media (the tissue phantom) at high compression ratios (e.g.,

Table 5.8, rows 3-5). This is a result of the required assumption for compressed

sensing that the only points of interest are those with high reflectivity.

5.7.3 Compressed Sensing with Partial Decoding

This method shows a distinct advantage in scenarios where scatterers fall within

the deadzone. In Table 5.4 (first row), it can be seen that the partial decoding

method allows for detection of scatterers that neither the Gran decoding or ba-

sic compressed sensing decoding could, and at an equivalent resolution to that of

the reference simulation. In Table 5.8 (rows 1-2) the partial decoding method also

shows a drastic improvement in SNR over that of the Gran decoded and compressed

decoded methods for both high- and low-reflectivity occlusions (although still sig-

nificantly lower for low-reflectivity occlusions than the reference simulation).

5.7.4 Summary

The compressed sensing with partial decoding method shows to be superior to

both Gran decoding and basic compressed sensing in all regards. It allows for

detection of scatterers within the deadzone, as well as the best resolution and SNR

of the three coded excitation methods. With 32 transmit events required for each of

the simulations conducted, it offers an 8-fold increase in FPS over the default 256

transmit settings of a conventional ultrasound machine.

Although an improvement over other coded excitation methods, compressed

sensing with partial decoding suffers from the drawback of poor SNR for low-

reflectivity regions in non-sparse media. This is in line with the expectations de-

scribed in Section 5.4, and shows promise for applications that require the reliable

detection of only the high-reflectivity scatterers.
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Chapter 6

Conclusions

High frame rate ultrasound imaging has the potential to allow for advanced imaging

techniques at a exceptionally low cost and with no known patient risk. 3-D vol-

umetric imaging, transient elastography, and fast Doppler sonography are several

of the tools that would benefit most from a fully capable fast-imaging ultrasound

technique. In addition, fast ultrasonography reduces motion blur when imaging

quick-moving organs such as the heart.

One method for increasing ultrasound frame rate without loss of resolution or

SNR has been proposed where the previously designed techniques of synthetic aper-

ture (SA) and compounded plane wave (CPW) are adaptively combined to achieve

an imaging method that integrates the benefit of each without the drawbacks. A

second method has also been proposed where the work of Gran and Jensen [9] in

spatial encoding is extended to vastly improve the applicability of the method and

remove the limitations.

6.1 Thesis Contributions
• Synthetic aperture (SA) and compounded plane wave (CPW) techniques pre-

viously only performed in simulations or on dedicated research equipment

were implemented on commercially available ultrasound equipment. The

methods were performed using the SONIXRP and SONIXDAQ hardware from

Ultrasonix Medical Corporation and using the Texo software development
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kit for sequence control. This low-cost physical implementation allows for

further research in the area with minimal difficulty and expense.

• An adaptive compounding technique was developed that combines the reso-

lution of SA imaging with the SNR of CPW imaging. The technique allows

for a higher frame rate than conventional fixed transmit beamforming imag-

ing (double the frame rate in the experiments conducted) while maintaining

an improvement in both axial and lateral resolution as well as SNR.

• An extension on the spatial encoding method developed in [9] was proposed

and tested, which removes the full-rank requirement for the code matrix by

implementing a compressed sensing technique. Reducing the rank of the

code matrix allows for a reduction in the size of the deadzone produced by

the half-duplex constraint on the transducer elements (cannot receive while

transmitting). Experiments were conducted with a compression ratio (ratio

of imaged samples to code length) ranging from 0.9 to 5, and showed a

marked improvement over the Gran decoding technique [9] in all cases with

a compression ratio greater than 1 where there were no scatterers located in

the deadzone. This method is targeted for applications requiring detection of

high-reflectivity scatterers only, as the SNR for low-reflectivity scatterers is

poorer than that of conventional non-coded SA imaging.

• A further extension on the compressed sensing technique was proposed and

tested, which extends the code matrix to allow for decoding of the tails of re-

flections originating in the deadzone (partial codes). This technique allows

for imaging of scatterers within the deadzone, and eliminates the negative

effect they have on scatterers below the deadzone. It shows an improve-

ment over both the Gran decoding method and the basic compressed sensing

method in lateral resolution, axial resolution, and SNR for both high- and

low-reflectivity occlusions. The SNR for low-reflectivity occlusions at high

compression ratios is poorer then that of non-coded SA imaging, and as such

is targeted for applications requiring detection of high-reflectivity scatterers

only.
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6.2 Future Work
For the adaptive compounding method described in Chapter 4, future work will

focus on testing the technique in vivo (on living tissue). Although the physical

implementation on the Ultrasonix equipment is a large step towards clinical appli-

cations, the method may need to be modified to handle motion within the tissue

during imaging. Future work may also focus on improving the adaptive weighting

algorithm (Equation 4.5) to be more resilient to outliers in the strength of the RF

data of the CPW image.

For the compressed sensing spatial encoding method described in Chapter 5,

future work will focus primarily on implementing the technique on a physical ul-

trasound platform with quality assurance phantoms to determine its effectiveness

outside of simulations. Eventually, that would be extended to tests on in vivo me-

dia. Currently, physical implementation is limited by the incapability of the Ultra-

sonix platforms to excite multiple elements simultaneously with individual exci-

tation pulses, but that feature is expected to be available in the future. Additional

work may focus on developing an application-specific convex optimization algo-

rithm to improve the accuracy of the decoded result and the speed at which it is

found.

Both techniques require a variety of user-definable parameters, including SA

transmit aperture width, CPW angles, compression ratio, and excitation pulse shape/power.

Although the selected values of these parameters are heavily dependent upon the

medium being imaged, it may be possible to develop self-adjusting algorithms for

determining their optimal values.

Due to hardware limitations and processing requirements, the proposed tech-

niques in both Chapter 4 and Chapter 5 are currently only capable of being run in an

offline mode, i.e., they cannot be run as real-time imaging. Future improvements

in computer processing ability, coupled with implementation of data processing

on a graphics processing unit (GPU) for massive multi-threading, will allow for

real-time processing.
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Appendix A

Compressed Sensing Point
Phantom Images

This appendix contains the resulting images from the 20 simulations conducted on

the point phantom (Section 5.5) for each combination of compression ratios 0.9, 1,

3, 5 and standoff pad thicknesses of 2mm, 5mm, 15mm, 30mm, 50mm.

63



(a) (b) (c) (d)

Figure A.1: Point phantom simulation with compression ratio of 0.9 and
standoff pad thickness of 2 mm. (a) Reference simulation. (b) Gran
Decoded. (c) Compressed Sensing Decoded. (d) Compressed Sensing
Partial Decoded.

(a) (b) (c) (d)

Figure A.2: Point phantom simulation with compression ratio of 0.9 and
standoff pad thickness of 5 mm. (a) Reference simulation. (b) Gran
Decoded. (c) Compressed Sensing Decoded. (d) Compressed Sensing
Partial Decoded.
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(a) (b) (c) (d)

Figure A.3: Point phantom simulation with compression ratio of 0.9 and
standoff pad thickness of 15 mm. (a) Reference simulation. (b) Gran
Decoded. (c) Compressed Sensing Decoded. (d) Compressed Sensing
Partial Decoded.

(a) (b) (c) (d)

Figure A.4: Point phantom simulation with compression ratio of 0.9 and
standoff pad thickness of 30 mm. (a) Reference simulation. (b) Gran
Decoded. (c) Compressed Sensing Decoded. (d) Compressed Sensing
Partial Decoded.
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(a) (b) (c) (d)

Figure A.5: Point phantom simulation with compression ratio of 0.9 and
standoff pad thickness of 50 mm. (a) Reference simulation. (b) Gran
Decoded. (c) Compressed Sensing Decoded. (d) Compressed Sensing
Partial Decoded.

(a) (b) (c) (d)

Figure A.6: Point phantom simulation with compression ratio of 1 and stand-
off pad thickness of 2 mm. (a) Reference simulation. (b) Gran De-
coded. (c) Compressed Sensing Decoded. (d) Compressed Sensing
Partial Decoded.
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(a) (b) (c) (d)

Figure A.7: Point phantom simulation with compression ratio of 1 and stand-
off pad thickness of 5 mm. (a) Reference simulation. (b) Gran De-
coded. (c) Compressed Sensing Decoded. (d) Compressed Sensing
Partial Decoded.

(a) (b) (c) (d)

Figure A.8: Point phantom simulation with compression ratio of 1 and stand-
off pad thickness of 15 mm. (a) Reference simulation. (b) Gran De-
coded. (c) Compressed Sensing Decoded. (d) Compressed Sensing
Partial Decoded.
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(a) (b) (c) (d)

Figure A.9: Point phantom simulation with compression ratio of 1 and stand-
off pad thickness of 30 mm. (a) Reference simulation. (b) Gran De-
coded. (c) Compressed Sensing Decoded. (d) Compressed Sensing
Partial Decoded.
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(a) (b) (c) (d)

Figure A.10: Point phantom simulation with compression ratio of 1 and
standoff pad thickness of 50 mm. (a) Reference simulation. (b) Gran
Decoded. (c) Compressed Sensing Decoded. (d) Compressed Sensing
Partial Decoded.

(a) (b) (c) (d)

Figure A.11: Point phantom simulation with compression ratio of 3 and
standoff pad thickness of 2 mm. (a) Reference simulation. (b) Gran
Decoded. (c) Compressed Sensing Decoded. (d) Compressed Sensing
Partial Decoded.
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(a) (b) (c) (d)

Figure A.12: Point phantom simulation with compression ratio of 3 and
standoff pad thickness of 5 mm. (a) Reference simulation. (b) Gran
Decoded. (c) Compressed Sensing Decoded. (d) Compressed Sensing
Partial Decoded.

(a) (b) (c) (d)

Figure A.13: Point phantom simulation with compression ratio of 3 and
standoff pad thickness of 15 mm. (a) Reference simulation. (b) Gran
Decoded. (c) Compressed Sensing Decoded. (d) Compressed Sensing
Partial Decoded.
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(a) (b) (c) (d)

Figure A.14: Point phantom simulation with compression ratio of 3 and
standoff pad thickness of 30 mm. (a) Reference simulation. (b) Gran
Decoded. (c) Compressed Sensing Decoded. (d) Compressed Sensing
Partial Decoded.
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(a) (b) (c) (d)

Figure A.15: Point phantom simulation with compression ratio of 3 and
standoff pad thickness of 50 mm. (a) Reference simulation. (b) Gran
Decoded. (c) Compressed Sensing Decoded. (d) Compressed Sensing
Partial Decoded.

(a) (b) (c) (d)

Figure A.16: Point phantom simulation with compression ratio of 5 and
standoff pad thickness of 2 mm. (a) Reference simulation. (b) Gran
Decoded. (c) Compressed Sensing Decoded. (d) Compressed Sensing
Partial Decoded.
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(a) (b) (c) (d)

Figure A.17: Point phantom simulation with compression ratio of 5 and
standoff pad thickness of 5 mm. (a) Reference simulation. (b) Gran
Decoded. (c) Compressed Sensing Decoded. (d) Compressed Sensing
Partial Decoded.

(a) (b) (c) (d)

Figure A.18: Point phantom simulation with compression ratio of 5 and
standoff pad thickness of 15 mm. (a) Reference simulation. (b) Gran
Decoded. (c) Compressed Sensing Decoded. (d) Compressed Sensing
Partial Decoded.
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(a) (b) (c) (d)

Figure A.19: Point phantom simulation with compression ratio of 5 and
standoff pad thickness of 30 mm. (a) Reference simulation. (b) Gran
Decoded. (c) Compressed Sensing Decoded. (d) Compressed Sensing
Partial Decoded.
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(a) (b) (c) (d)

Figure A.20: Point phantom simulation with compression ratio of 5 and
standoff pad thickness of 50 mm. (a) Reference simulation. (b) Gran
Decoded. (c) Compressed Sensing Decoded. (d) Compressed Sensing
Partial Decoded.
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Appendix B

Compressed Sensing Tissue
Phantom Images

This appendix contains the resulting images from the 20 simulations conducted on

the tissue phantom (Section 5.5) for each combination of compression ratios 0.9,

1, 3, 5 and standoff pad thicknesses of 2mm, 5mm, 15mm, 30mm, 50mm.
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(a) (b) (c) (d)

Figure B.1: Tissue phantom simulation with compression ratio of 0.9 and
standoff pad thickness of 2 mm. (a) Reference simulation. (b) Gran
Decoded. (c) Compressed Sensing Decoded. (d) Compressed Sensing
Partial Decoded.

(a) (b) (c) (d)

Figure B.2: Tissue phantom simulation with compression ratio of 0.9 and
standoff pad thickness of 5 mm. (a) Reference simulation. (b) Gran
Decoded. (c) Compressed Sensing Decoded. (d) Compressed Sensing
Partial Decoded.
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(a) (b) (c) (d)

Figure B.3: Tissue phantom simulation with compression ratio of 0.9 and
standoff pad thickness of 15 mm. (a) Reference simulation. (b) Gran
Decoded. (c) Compressed Sensing Decoded. (d) Compressed Sensing
Partial Decoded.

(a) (b) (c) (d)

Figure B.4: Tissue phantom simulation with compression ratio of 0.9 and
standoff pad thickness of 30 mm. (a) Reference simulation. (b) Gran
Decoded. (c) Compressed Sensing Decoded. (d) Compressed Sensing
Partial Decoded.
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(a) (b) (c) (d)

Figure B.5: Tissue phantom simulation with compression ratio of 0.9 and
standoff pad thickness of 50 mm. (a) Reference simulation. (b) Gran
Decoded. (c) Compressed Sensing Decoded. (d) Compressed Sensing
Partial Decoded.

(a) (b) (c) (d)

Figure B.6: Tissue phantom simulation with compression ratio of 1 and
standoff pad thickness of 2 mm. (a) Reference simulation. (b) Gran
Decoded. (c) Compressed Sensing Decoded. (d) Compressed Sensing
Partial Decoded.
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(a) (b) (c) (d)

Figure B.7: Tissue phantom simulation with compression ratio of 1 and
standoff pad thickness of 5 mm. (a) Reference simulation. (b) Gran
Decoded. (c) Compressed Sensing Decoded. (d) Compressed Sensing
Partial Decoded.

(a) (b) (c) (d)

Figure B.8: Tissue phantom simulation with compression ratio of 1 and
standoff pad thickness of 15 mm. (a) Reference simulation. (b) Gran
Decoded. (c) Compressed Sensing Decoded. (d) Compressed Sensing
Partial Decoded.
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(a) (b) (c) (d)

Figure B.9: Tissue phantom simulation with compression ratio of 1 and
standoff pad thickness of 30 mm. (a) Reference simulation. (b) Gran
Decoded. (c) Compressed Sensing Decoded. (d) Compressed Sensing
Partial Decoded.
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(a) (b) (c) (d)

Figure B.10: Tissue phantom simulation with compression ratio of 1 and
standoff pad thickness of 50 mm. (a) Reference simulation. (b) Gran
Decoded. (c) Compressed Sensing Decoded. (d) Compressed Sensing
Partial Decoded.

(a) (b) (c) (d)

Figure B.11: Tissue phantom simulation with compression ratio of 3 and
standoff pad thickness of 2 mm. (a) Reference simulation. (b) Gran
Decoded. (c) Compressed Sensing Decoded. (d) Compressed Sensing
Partial Decoded.
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(a) (b) (c) (d)

Figure B.12: Tissue phantom simulation with compression ratio of 3 and
standoff pad thickness of 5 mm. (a) Reference simulation. (b) Gran
Decoded. (c) Compressed Sensing Decoded. (d) Compressed Sensing
Partial Decoded.

(a) (b) (c) (d)

Figure B.13: Tissue phantom simulation with compression ratio of 3 and
standoff pad thickness of 15 mm. (a) Reference simulation. (b) Gran
Decoded. (c) Compressed Sensing Decoded. (d) Compressed Sensing
Partial Decoded.
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(a) (b) (c) (d)

Figure B.14: Tissue phantom simulation with compression ratio of 3 and
standoff pad thickness of 30 mm. (a) Reference simulation. (b) Gran
Decoded. (c) Compressed Sensing Decoded. (d) Compressed Sensing
Partial Decoded.
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(a) (b) (c) (d)

Figure B.15: Tissue phantom simulation with compression ratio of 3 and
standoff pad thickness of 50 mm. (a) Reference simulation. (b) Gran
Decoded. (c) Compressed Sensing Decoded. (d) Compressed Sensing
Partial Decoded.

(a) (b) (c) (d)

Figure B.16: Tissue phantom simulation with compression ratio of 5 and
standoff pad thickness of 2 mm. (a) Reference simulation. (b) Gran
Decoded. (c) Compressed Sensing Decoded. (d) Compressed Sensing
Partial Decoded.
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(a) (b) (c) (d)

Figure B.17: Tissue phantom simulation with compression ratio of 5 and
standoff pad thickness of 5 mm. (a) Reference simulation. (b) Gran
Decoded. (c) Compressed Sensing Decoded. (d) Compressed Sensing
Partial Decoded.

(a) (b) (c) (d)

Figure B.18: Tissue phantom simulation with compression ratio of 5 and
standoff pad thickness of 15 mm. (a) Reference simulation. (b) Gran
Decoded. (c) Compressed Sensing Decoded. (d) Compressed Sensing
Partial Decoded.
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(a) (b) (c) (d)

Figure B.19: Tissue phantom simulation with compression ratio of 5 and
standoff pad thickness of 30 mm. (a) Reference simulation. (b) Gran
Decoded. (c) Compressed Sensing Decoded. (d) Compressed Sensing
Partial Decoded.
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(a) (b) (c) (d)

Figure B.20: Tissue phantom simulation with compression ratio of 5 and
standoff pad thickness of 50 mm. (a) Reference simulation. (b) Gran
Decoded. (c) Compressed Sensing Decoded. (d) Compressed Sensing
Partial Decoded.
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