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Abstract

The main results of this thesis concern the spatial decomposition of Gaussian fields
and the structural stability of a class of dynamical systems near a non-hyperbolic
fixed point. These are two problems that arise in a renormalization group method
for random fields and self-avoiding walks developed by Brydges and Slade. This
renormalization group program is outlined in the introduction of this thesis with
emphasis on the relevance of the problems studied subsequently.

The first original result is a new and simple method to decompose the Green
functions corresponding to a large class of interesting symmetric Dirichlet forms
into integrals over symmetric positive semi-definite and finite range (properly sup-
ported) forms that are smoother than the original Green function. This result gives
rise to multiscale decompositions of the associated free fields into sums of inde-
pendent smoother Gaussian fields with spatially localized correlations. Suchde-
compositions are the point of departure for renormalization group analysis. The
novelty of the result is the use of the finite propagation speed of the wave equa-
tion and a related property of Chebyshev polynomials. The result improvesseveral
existing results and also gives simpler proofs.

The second result concerns structural stability, with respect to contractive third-
order perturbations, of a certain class of dynamical systems near a non-hyperbolic
fixed point. We reformulate the stability problem in terms of the well-posedness of
an infinite-dimensional nonlinear ordinary differential equation in a Banach space
of carefully weighted sequences. Using this, we prove the existence andregularity
of flows of the dynamical system which obey mixed initial and final boundary
conditions. This result can be applied to the renormalization group map of Brydges
and Slade, and is an ingredient in the analysis of the long-distance behavior of four
dimensional weakly self-avoiding walks using this approach.
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Preface

Chapter 1 is an introduction and motivation for the problems studied in the remain-
der of the thesis. No originality is claimed and, to give an informative exposition,
we explain a number of ideas from a number of references mentioned, butwithout
explicit reference to the origin of each single idea.

Chapter 2, in slightly modified form, has been accepted for publication in the
journalProbability Theory and Related Fields; see reference [8].

Chapter 3 is based on joint work with David Brydges and Gordon Slade; a ver-
sion of it has been accepted for publication in the journalAnnales Henri Poincaré;
see reference [11].

Chapter 4 discusses ideas developed together with David Brydges and Gordon
Slade.
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Chapter 1

Introduction

1.1 Outline and preliminaries

1.1.1 Outline

The main results of this thesis concern the spatial decomposition of Gaussian fields
and the structural stability of a class of dynamical systems near a non-hyperbolic
fixed point, and are given in Chapters 2 and Chapter 3, respectively. The primary
motivation for the study of the these problems is an application to arenormaliza-
tion group methodfor the analysis of four-dimensional weakly self-avoiding walks
developed by Brydges and Slade. However, the results of Chapter 2–3are not spe-
cific to the application to self-avoiding walks, and we expect that they may alsobe
useful for renormalization group analysis of other models.

The aim of the present chapter is to sketch the background of the problems
studied in Chapter 2–3, in particular their advent in the renormalization groupcon-
text. In Section 1.2, some aspects of random polymer models are introduced;these
models of phenomena from polymer chemistry are our primary motivation. Their
relation to the problems studied in this thesis is indirect, however, via random fields
which are introduced in Section 1.3. Random fields are related to a broad range of
models of statistical mechanics, for example the description of interfaces describ-
ing phase separation and models for ferromagnetism. In the description of random
polymers, they appear as the local time of a perturbed Markov process. The main
results of this thesis are discussed in Section 1.4.

In statistical mechanics, the behavior atlarge distancesof a model is of main
interest. For random polymer and random field models, the large distance behavior
is notoriously difficult to study, however, because both classes of models involve a
large number of strongly coupled degrees of freedom. The renormalization group,
which is discussed in Section 1.4, is a program to study the large-distance behavior
of random fields, pioneered in this sense by the theoretical physicist Wilson. The
mathematical realization of Wilson’s ideas has been a major challenge since their
seminal proposal. We discuss some of the difficulties involved in it, and then sketch
important aspects of one of several approaches to resolve these difficulties, initi-
ated by Brydges and Yau, and much generalized and improved in recent work of
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1.1. Outline and preliminaries

Brydges and Slade, based on work of many others. The emphasis of this discussion
is on how, specifically, the problems studied in the main part of this thesis pertain
to this program, but we also aim to give an introduction to the general ideas.

1.1.2 Preliminaries

General notation. We use the usualLandau notation:

f (t) = o(g(t)) ast → T if lim
t→T

f (t)/g(t) → 0; (1.1)

f (t) = O(g(t)) ast → T if lim sup
t→T

| f (t)/g(t) | < ∞; (1.2)

and also the usualasymptotic notation:

f ∼ g ast → T if f (t) = g(t)(1+ o(1)) ast → T (1.3)

whereT is often 0 or∞.
Limits are abbreviated byf (t±) = lims→t± f (s). The indicator function 1z is

given by 1z = 1 if conditionz is satisfied and 1z = 0 otherwise. The symbolsC and
c will mostly denote constants whose values are allowed to change between two
occurances. The dependence of a constant on a parameter is sometimes emphasized
by a subscript. The letterd is reserved for the dimension of the relevant physical
space, i.e., ofZd orRd , and for metrics (which of the two should be clear from the
context). The expectation value of a random variable,φ, is denoted byE(φ).

Graphs. It will be convenient at various places to use the language of graphs, but
we do not use any non-trivial results from graph theory. We sayΓ = (X, E) is a
(simple)graphif X is a finite or countable set ofverticesandE ⊂ P2(X) is a set of
(undirected)edges, whereP2(X) denotes the set of subsets ofX with exactly two
elements. The words simple and undirected will be implicit from now on. Vertices
will typically be denoted by the lettersx andy and edges by the lettere. The edge
connecting two verticesx andy is written asxy = yx = {x, y}. Thegraph distance
d(x, y) between two verticesx, y ∈ X is the number of edges of the shortest path
between two verticesx andy, if there is one, and∞ otherwise. Thatx andy are
neighbors,xy ∈ E, is denoted byx ∼ y. All graphs will be assumed to be locally
finite, i.e., for anyx ∈ X there are only finitely manyy ∈ X with x ∼ y.

The graphs of primary relevance for this thesis arelattice graphswhich can be
embedded inRd or in the torusTd = Rd/Zd . The most important examples are the
Euclidean (or hypercubic) latticeZd with nearest-neighbor edges, i.e.,xy ∈ E(Zd )
if |xi − yi | = 1 for exactly onei ∈ {1, . . . , d} and otherwise|xi − yi | = 0, and the
discrete torus of side lengthn, denotedZdn , for which xy ∈ E(Zdn ) if |xi − yi | = 1
mod n for exactly onei ∈ {1, . . . , d} and otherwise|xi − yi | = 0 modn.

2



1.2. Random polymers

1.2 Random polymers

1.2.1 The simple random walk

Let Γ = (X, E) be a graph. Awalk on Γ of lengtht ∈ (0,∞] is a right-continuous
pathw : [0, t) → X with finitely many jumps in finite intervals, i.e.,d(ws ,ws−) ≤
1 for all s ∈ (0, t) with equality for only finitely manys in each bounded subinter-
val of (0, t). Let Wt denote the set of all walks of lengtht. An important subclass
of walks arediscrete walks, denotedW∗

t ⊂ Wt , for which a jump happens ats if
and only if s is an integer and 0< s < t. For t < ∞, each walkw ∈ Wt can be
specified uniquely by an integern ≥ 0, a finite sequencet0 = 0 < t1 < t2 < · · · <
tn < tn+1 = t, and an elementw∗ ∈W∗

n as

ws = w
∗
n if s ∈ [tn , tn+1). (1.4)

The walkw∗ is called theskeleton walkof w and (t1, . . . , tn ) are thejump times.
Let Wx ,t = {w ∈ Wt : w0 = x} andW∗

x ,t = W∗
t ∩Wx ,t be the sets of (contin-

uous and discrete) walks starting atx. There are several natural probability mea-
sures onWx ,t that arise as restrictions of measures onWx ,∞ andW∗

x ,∞ (stochastic
processes). Thesimple random walkis the discrete Markov process which chooses
uniformly from its neighbors at each step. The constant-speed simple random walk
is a continuous Markov process with skeleton walk given by the simple random
walk and the times between two jumps distributed independently with exponential
distribution with parameter 1. The variable-speed simple random walk likewise
has the simple random walk as skeleton walk, but the waiting times between two
jumps now have exponential distribution with parameter given by the degree of the
vertex before the jump. This can also be interpreted as that each edge hasa supply
of exponential clocks with parameter 1 and that the next jump is along the edge
whose clock rings first. The two continuous processes only differ by rescaling of
the time when the graph is regular, i.e., when all vertices have the same degreeas
is in particular the case for the graph of main interest,Γ= Zd .

To illustrate what is understood, consider (any of) the simple random walkson
Z
d . Then, for anyt ≥ 0,

λ−1/2
wλt → Nt (λ → ∞) (1.5)

where the convergence is in distribution andNt is a vector of independent Gaussian
random variables with mean 0 and variancet (or 2dt for the variable-speed walk).
This result is essentially the classical central limit theorem. It shows thatwt grows
typically like

√
t ast → ∞. A less precise way of measuring this is the statement

thatE|wt |2 ∼ t ast → ∞. But much more is understood. It is also a well-known
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1.2. Random polymers

result that if (Bt )t is theWiener process, a continuous random path [0,∞) → Rd
(thus not inW∞) with Gaussian distribution defined byB0 = 0, E(Bt ) = 0, and
E(Bi

t B
j
s ) = δi j min{s, t} for i , j ∈ {1, . . . , d}, that then the convergence of (1.5)

holds on a space of paths [0,∞) → Rd , i.e., for all t simultaneously in a sense.
Proofs of the latter result, Donsker’s invariance principle, can be found in many
textbooks on advanced probability theory; see e.g. reference [105].It describes the
behavior atlarge distancesof the paths of (wt )t .

1.2.2 Polymers and local time

In polymer science, alinear polymeris a long chain of molecules (monomers).
The simplest mathematical model for a linear polymer is theuniform ensemble,
the uniform probability measures onW∗

x ,t , for some graph (in particular forZd),
but it is not a well motivated approximation. For example, polymers should notbe
able to intersect themselves due to the finite extent of each molecule. A model that
takes this into consideration is thestrictly self-avoiding walk, the uniform measure
on (discrete) walks conditioned on the event that walks do not intersect themselves.

For regular graphs, the uniform ensemble and the simple random walk are the
same. This has turned out to be an important observation for the study of random
polymers. Moreover, in some aspects, the continuous-time random walks have fa-
vorable analytic properties over the discrete-time random walk. For regular graphs,
the constant- and variable-speed walks are identical, up to rescaling of time by the
constant vertex degree, their jump sequences are Poisson processes, and the skele-
ton walks are simple random walks, thus uniform when conditioned on the number
of jumps. In view of the last aspect, the continuous-time random walks are natural
variants of the uniform ensemble.

In reference [43], den Hollander gives a broad overview of mathematical mod-
els forrandom polymers. Like the strictly self-avoiding walk, these polymer mod-
els for example suppress self-intersections by giving smaller weight to intersecting
paths with respect to a reference measure. Natural choices for the reference mea-
sureP0

x ,t are any of the simple random walk models on the regular graphsZ
d where

d = 1, 2, . . . . These models are then defined by an energy orHamilton function,
Ht : Wt → R, assigning an energy cost to every path, as a probability measurePH

x ,t

onWx ,t by

PH
x ,t (dw) =

1
Z

e−Ht (w) P0
x ,t (dw) (1.6)

whereZ = ZH
x ,t is a normalizing constant, called thepartition function. The mea-

surePH
x ,t can be viewed as a kind ofGibbs measureon walks. For a number of

interesting models, the energy function is a functional of thelocal time. The local
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1.2. Random polymers

Figure 1.1: Polymer with one self-intersection and several self-contacts.

time of a walkw is given by:

Lt
x (w) =

∫ t

0
1ws=x ds. (1.7)

where we recall the indicator function: 1a=b = 1 if a = b and 1a=b = 0 otherwise.
To say thatH is a functional of the local time means that there isH : M+(X) → R,
whereM+(X) = {m : X → R+ :

∑

x∈X mx < ∞}, such that1

Ht (w) = H (Lt (w)) (w ∈Wt ). (1.8)

For example, an interesting class of Hamilton functions is given by

Hβ,γ (L) = β
∑

x∈X

L2
x − γ

∑

x∈X

∑

y∈X :y∼x

LxLy (β, γ ≥ 0). (1.9)

This model is known under a number of names. Ifγ = 0, it is called theweakly self-
avoiding walk, soft polymer, discrete Edwards model, andDomb-Joyce model[15,
43, 88], andwith self-attractionis added to the name ifγ > 0 [43]. The repulsive
force (β > 0) models the effect that polymers should not intersect themselves by
suppressing self-intersections of walks, as can be seen from the elementary identity

∑

x∈X

Lt
x (w)2 =

∫ t

0

∫ t

0
1ws1=ws2

ds1 ds2. (1.10)

The (optional) attractive force (γ > 0) models the effect of a solution in which the
polymer is immersed, by making it energetically beneficial for a polymer to be in
contact with itself (rather than the solution). This can be understood from

∑

x∈X

∑

y∈X :y∼x

Lt
x (w)Lt

y (w) =
∫ t

0

∫ t

0
1ws1∼ws2

ds1 ds2. (1.11)

1Observe that
∑

x∈X Lt
x (w) = t < ∞ for w ∈Wt and thusLt (Wt ) ⊂ M+(X).
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1.2. Random polymers

Note that thestrictly self-avoiding walkis obtained in the limitγ = 0, β → ∞
of the discrete-parameter version of (1.6); see e.g. references [82,88]. It can also be
related to the continuous-parameter model, but then the relation is more subtle [26].

Figure 1.2: A trapped self-avoiding walk.

Unlike the simple random walks, random polymer models like (1.6) are almost
never stochastic processes. For example, it is easy to see that strictly self-avoiding
walks can get trapped as shown in Figure 1.2. The parametert of the measuresPH

x ,t

can thereforenot be interpreted astime, but it is rather a measure of thelengthsof
the polymers described by the measures. In analogy to the classical theoryof gases
in statistical mechanics, the measuresPH

x ,t describeensemblesof walks (which
take the role of particle configurations of a gas) with fixed length (taking the role
of a fixed number of particles in the gas).

As a consequence, the standard tools for the analysis of stochastic process are
not available to study the measures (1.6), making their analysis decidedly more
difficult than that of simple random walks. It turns out that random polymer models
depend sensitively on the presence of an interaction given as in (1.6). For example,
it is believed (but only proved in dimensiond = 1 so far; but see Section 4.2) that
even arbitrarily small values ofβ > 0 can change the asymptotic behavior of the
walks drastically compared to the caseβ = 0. On the other hand, the behavior for
all β > 0 is believed to be similar.

1.2.3 Asymptotic behavior and universality

From now on, the discussion will be restricted to polymer models on the Euclidean
latticeZd ; we also consider only spatially homogeneous interactions, i.e., interac-
tions that are invariant under translations like (1.9). To simplify the notation, we
then set the starting point to 0 and drop it from the notation, for example in (1.6).

The perhaps most interesting mathematical problem about random polymers is
to determine the typical growth of the distance between the starting and endpoint
with its length,t. For the simple random walk, this, and almost any other question,
are very well understood, for example by (1.5). However, forself-interactingran-

6



1.2. Random polymers

dom polymers (H , 0), it is in general a difficult (open) problem to determine the
growth of theend-to-end distanceEt |wt |2. It is a general conjecture that the end-
to-end distance is asymptotically described by a power law, i.e., that forβ, γ ≥ 0,
there are constantsc > 0 andν ≥ 0 such that

EH
t |wt |2 ∼ ct2ν ast → ∞ (1.12)

whereEH
t (F) is the expectation value of a random variableF = F (w) underPH

t .
For the simple random walk, the exponent isν = 1

2, in any dimension. It is believed
that, for general polymers, the constantc > 0 depends on all ofd, β, andγ, but
that the exponentν is universal, i.e., constant for appropriate ranges ofβ andγ and
also independent of the lattice of a given dimensiond. It does in general depend on
d. In Figure 1.3, the conjectured phase diagram for the weakly self-avoiding walk
with self-attraction is shown; it was conjectured by v.d. Hofstad and Klenke[110].

γ

β

ν = 1/d

ν = 1/(1+ d)

ν = 0

ν = νθ

ν = νSAW

Figure 1.3: The phase diagram conjectured (for discrete-time) ind ≥ 2, from [110]

The kind of universality described in the last paragraph is one of the paradigms
in equilibrium statistical mechanics, yet in general only understood in few specific
examples mathematically. For the self-avoiding walk, without self-attraction, sem-
inal results by Brydges and Spencer [20] and by Hara and Slade [73–75] provide
an essentially complete picture in dimensions five and higher. In particular, these
results include the resultEH

t |wt |2 ∼ ct which is the same behavior as for the simple
random walk, except for the constant. In dimension two, there is strong evidence

7



1.2. Random polymers

that the long-distance behavior of (strictly) self-avoiding walks is described by the
so-calledSchramm-Loewner-Evolution[83]. This is a subject of intense research,
but proofs are not known at the time this thesis is written. Theweaklyself-avoiding
walk, even without self-attraction, seems even more difficult to understand in two
dimensions, but it is believed to be in the sameuniversality classas the strictly
self-avoiding walk in any dimension. The termuniversality classrefers to the class
of models that share the same scaling limit (or at least the samecritical exponents).
The validity of the former conjecture is known only for dimension one [111] and,
as discussed, in dimensions five and above without self-attraction. For thephysi-
cally most interesting dimension three, only numerical estimates of the values for
the critical exponents are known [41]. Dimension four is expected to becritical, in
the sense that the behavior of self-avoiding walks changes from behavior similar to
that of the simple random walk to complex behavior asd gets smaller through 4.

The critical dimension. Many models of discrete equilibrium statistical mechan-
ics can be defined, by the “same” specification like (1.9), on an (essentially) arbi-
trary graph. It is a paradigm of statistical mechanics that when such modelsare
defined onZd , there is a critical dimension,dc , such that ford < dc , the behavior
is complex, meaning for self-avoiding walks, for example, that it is different from
that of the simple random walk, while ford > dc , the model has the so-called
mean-fieldbehavior, meaning for self-avoiding walks that the behavior is the same
as that of the simple random walk. The termmean-fieldstems from analogy with
models of ferromagnetism, but it is standard terminology for more general models.
For self-avoiding walk models, there is overwhelming evidence that the critical di-
mension isdc = 4. In the critical dimension, the behavior is expected to be that
of the mean-field model with universallogarithmic corrections. For example, for
self-avoiding walks (with additional small self-attraction allowed), it is conjectured
that, ind = 4, in the phase whereβ > 0, γ ≪ β,

EH
t |wt |2 ∼ ct(log t)

1
4 (t → ∞); (1.13)

see e.g. references [17,28,29,50,88]. The exponent1
4 is expected not to depend on

the “details” of the model. Brydges and Slade have developed methods by which
a proof of (1.13) seems within reach (but not reached, see also Section4.2). The
work of this thesis is a contribution to this program which we will therefore discuss
in some detail.

8



1.2. Random polymers

1.2.4 The two-point function as a Laplace transform

Let Ea (F) be the expectation value of a random variableF = F (w) with respect
to the simple random walk probability distributionP0

a on walks starting ata, let

cHt (a, b) = Ea (e−H (Lt )1wt=b ) (a, b ∈ X) (1.14)

be theprobability weight functionof the endpointb for the ensemble of walks of
lengtht that start ata, and setcHt (x) = cHt (0, x) onZd . The main goal in the study
of random polymers is to understand this function “very well,” in the limitt → ∞.
For example, this would enable one to understand

EH
t |wt |2 =

∑

x cHt (x) |x|2
∑

x cHt (x)
. (1.15)

An approach to understandingcHt (x) is via its Laplace transform int,

GH
µ (x) =

∫ ∞

0
E(e−H (Lt )1wt=x )e−µt dt (µ ∈ R), (1.16)

which is called thetwo-point functionfor the random polymer described by Hamil-
tonianH. To recover information aboutct (x), ast → ∞, from Gµ (x), it is partic-
ularly important to understandGµ (x) as the minimal value,µ = µc , above which
the Laplace transform converges is approached.

To illustrate this, it is instructive to consider the simple random walk with, say,
variable-speed. In this case, the two-point function is theGreen functionof −∆+ µ
where∆ is the graph Laplace operator given by

∆ f (x) =
∑

y:y∼x

( f (y) − f (x)). (1.17)

By use of the Fourier transform, it is straightforward to establish the exactrelations

∑

x

Gµ (x) =
1
µ
,

∑

x

|x|2Gµ (x) =
2d

µ2
(µ > 0). (1.18)

In particular,µc = 0 and the Laplace transforms of the numerator and the denomi-
nator in (1.15) can be inverted explicitly to obtain

Et |wt |2 = 2d · t (1.19)

as explained in [28, p. 526]. Even though it may not be the most efficient way to
computeEt |wt |2 for the simple random walk by analysis of the two-point function,

9



1.3. Random fields and local time

as the result is elementary there, this approach has proven fruitful for the analysis
of interacting models as we will explain (see also [28,29]).

The two-point function is however also of independent interest. For the simple
random walk, it is possible to determine the asymptotic behavior of the two-point
function for fixed value ofµ. For reference, we record from [64] that if2 d > 2,

Gµ (x) ∼























c

|x|d−2
(µ = 0)

cµ
|x|(d−1)/2

e−M (µ)b(x/ |x |)·x (µ > 0)
(|x| → ∞). (1.20)

whereb : Sd−1→ Rd and the rate of exponential decay satisfiesM = M (µ) ∼ √µ
asµ ↓ 0. It is related to the divergence of (1.18); see e.g. [88, Appendix A].The
parameterµ ≥ 0 is also called thekilling rate of the simple random walk because it
has an interpretation in terms of random walks that die (stop) after a finite random
time, if µ > 0. In the context of the next section,µ is also called the square of the
massand we writeµ = m2 also in the context of the simple random walks.

It turns out that questions about random polymers are related to questions about
random fields.

1.3 Random fields and local time

1.3.1 Generalities

Let X be a countable set. It should be thought of as a spatial configuration of points;
in the main examples, it is the vertex set of a graph,Γ= (X, E). Let us call any map
φ : X → R a real-valuedfield on X. It is also of interest to consider vector-valued
fields or more generally mapsφ : X → M that take values in a manifoldM, but
most of the discussion will be restricted to the simplest case of real-valued fields,
M = R. The space of fields isMX = {φ : X → M }.

Random fields, or probability measures onMX , are one of the main structures
of interest in equilibrium statistical mechanics, in particular withX an infinite set or
in the limit whenX tends to an infinite set. Examples of random fields in statistical
mechanics include spin models, i.e., models of ferromagnetism in which a random
field describes spins of particles located at the vertices of a graph, the description
of dislocations of particles from a crystal, the modelling of phase interfaces, height
functions of some configuration models (e.g. dimers), the local time of Markov(or
more general random) processes, and more.

2The formula forµ > 0 also holds ford = 2, but forµ = 0, the homogeneous function 1/|x|d−2

is replaced by− log |x|. For simplicity, we restrict tod > 2.
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1.3. Random fields and local time

In general, it is non-trivial to define random fields on an infinite setX so that
their definition often proceeds through an approximation by finite sets.

1.3.2 Gaussian fields

A class of random fields of fundamental importance areGaussian fields. These are
special in many ways: they can be defined essentially directly on infinite sets (and
also in the continuum), many properties are accessible by elementary calculations,
and they play an important role in the study of a number of non-Gaussian fields.

Let X be afiniteset andC = (Cxy )x ,y∈X be a symmetric positive semi-definite
matrix with real entries indexed byX, i.e.,Cxy = Cyx for all x, y ∈ X and

∑

x ,y∈X

f xCxy fy ≥ 0 for all f ∈ RX . (1.21)

The Gaussian measurePC onRX with mean0 andcovariance Cis uniquely de-
fined by the Fourier transform:

∫

eiφ f PC (dφ) = e−
1
2 f C f for all f ∈ RX (1.22)

where
φ f =

∑

x∈X

f xφx , f C f =
∑

x ,y∈X

f xCxy fy . (1.23)

In particular, whenC is a strictly positive definite matrix, i.e., if equality in (1.21)
holds only if f x = 0 for all x ∈ X, then the inverse matrixL = C−1 exists and the
Gaussian measurePC is equivalently given by the density

PC (dφ) =
e−

1
2φLφ

√
det(2πC)

λX (dφ) (1.24)

whereλX denotes the|X |-dimensional Lebesgue measure onRX . We then say that
PC is a non-degenerate Gaussian measure. The matrixC is the covariance matrix
or two-point function ofPC in the sense that

EC (φxφy ) :=
∫

φxφy PC (dφ) = Cxy (1.25)

where we have introduced the notationEC (F) for the integral orexpectationof a
random variableF with respect to the Gaussian measurePC .
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1.3. Random fields and local time

Wick’s formula

The moments ofPC are given explicitly in terms ofC by:

EC

















2p
∏

i=1

φxi

















=
∑

P

p
∏

j=1

Cxn j
xmj

(1.26)

where the sum ranges over all pairingsP of 1, . . . , 2p into p distinct unordered
pairs{n1,m1}, . . . , {np ,mp }; the odd moments vanish [104, Proposition 1.2].

Consistency

Gaussian fields are consistent, in the sense that ifφ is a Gaussian field onX with
covariance matrixC = (Cxy )x ,y∈X , then for any subsetY ⊂ X, the restriction ofφ
to Y is also a Gaussian field with covariance (Cxy )x ,y∈Y ; this follows from (1.22).

The consistency implies the existence of Gaussian fields on infinite index sets.
A matrix C on an infinite index setX is positive definite if, for every finite subset
Y ⊂ X, the restriction ofC to Y is positive definite. For any positive definite ma-
trix C indexed by a setX, Kolmogorov’s extension theorem [61, Theorem 10.18]
implies that there exists a random fieldφ on X such that, for each finiteY ⊂ X, the
restriction ofφ to Y is a Gaussian field with covariance the restriction ofC to Y.

Free fields

Now suppose thatX is the vertex set of a graphΓ = (X, E). A random fieldφ on
X is called aMarkov fieldon Γ if, for any A ⊂ X, {φx : x ∈ A} is independent
of {φx : d(A, x) > 1} conditionally on{φx : d(x, A) = 1}. Markov random
fields play an important role in statistical mechanics because the Markov property
describeslocal interactions. It is not difficult to see that a non-degenerate Gaussian
field on a finite graph is Markovian if and only if the matrixL = C−1 is local in the
sense thatLxy = 0 if d(x, y) > 1; see e.g. [98, Theorems 2.1–2.2].

LetE(φ, φ) = φLφ denote the quadratic form associated to such anL. Note that
every quadratic form compatible with the locality requirement is given by functions
α : E→ R andµ : X → R as

E(φ, φ) = φLφ =
∑

e∈E

αe (∇φ)2
e +

∑

x∈X

µxφ
2
x (1.27)

(

= 2
∑

xy∈E

αxyφxφy +
∑

x∈X

(

µx + 2
∑

y:y∼x

αxy

)

φ2
x

)

where
(∇φ)2

xy = (φx − φy )2. (1.28)
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1.3. Random fields and local time

A quadratic form of this form is called aDirichlet form on X whenα, µ ≥ 0, but
there are also interesting situations in which the last requirement is relaxed and only
positive definiteness ofE is required [3, 4]. The inverse matrixC = L−1 is called
theGreen functionof E. A Gaussian field whose covariance is the Green function
of a Dirichlet formE is called thefree fieldassociated toE. Much interest is already
in the simplest case whereα andµ are both constant, say,αe = 1 for all e ∈ E and
µx = m2 ≥ 0 for all x ∈ X. Then such a field is called the discrete free field onΓ
with massm. This terminology has its roots in quantum field theory [104].

Local perturbations of Gaussian fields

It turns out that a number of interesting problems can be studied through (approx-
imately) local perturbationsof Gaussian fields, in particular local perturbations of
free fields. By a local perturbation, we shall understand a random fieldgiven on a
finite graphby a measure of the form

PC ,Z0(dφ) =
1
Z

Z0(φ) PC (dφ) (1.29)

wherelocal means thatZ0 is a product oflocal field functionals3,

Z0(φ) =
∏

x∈X

Z0,x (φ), (1.30)

i.e., Z0,x depends on{φy : d(x, y) ≤ 1} only. The most interesting examples are
given by homogeneous perturbations for whichZ0,x is the same functional for all
x which is analogous to the requirement thatα andµ are constant in (1.27).

The term “perturbation” might suggests that fields described by such measures
are very similar to free fields, in particular when “Z0,x ≈ 1,” but it turns out that the
large distance behavior can be drastically different, in a way very much analogous
to the behavior of polymer models discussed in the last paragraph of Section1.2.2.
This is no coincidence. In Section 1.3.3, we will sketch how, in terms of a general-
ized notion of Gaussian field, random polymers are models that can be described in
terms of such local perturbations. This description is closely related tospin models,
subsequently discussed briefly in Section 1.3.4.

3We use the termfield functionalrather than random variable for several reasons. It emphasizes
the point of view that the former are defined on the fields themselves rather than a probability space.
For example, it will become useful to evaluate field functionals on deterministic fields. The second
reason is that, in a generalized context involving differential forms (Fermions) introduced later, the
notion of random variable does not exist while the notion of field functionalstill does.
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1.3. Random fields and local time

1.3.3 Local time of Markov processes and free fields

The local time of a Markov process on a graphΓ= (X, E) is a random field onX,
given (for everyt ≥ 0) by (1.7). It is of considerable interest for random polymers.
For example, the ratio of weight functionscHt (a, b)/c0

t (a, b) of Section 1.2.4 is the
expectation of a functional of the random fieldLt under the conditional probability
distributionPa ( · |wt = b) of the simple random walk.

The distribution of the local time of a Markov process is difficult to study di-
rectly, but it is known that, for continuous-time Markov processes, the local time4 is
closely related to the free field associated to the Dirichlet form of the Markovpro-
cess. (The connection of Dirichlet forms and Markov processes is discussed in the
next subsection.) These relations go back to Symanzik [107], Brydges,Fröhlich,
and Spencer [18], and Dynkin [51–54], and there are also a number of more recent
results [108]. For example, Dynkin’s so-calledisomorphism theoremstates [108]

EC (φaφbF ( 1
2φ

2)) =
∫ ∞

0
(EC ⊗ Ea )(F ( 1

2φ
2 + Lt )1wt=b )e−µt dt (1.31)

whereC is the covariance of the free fieldφ with massm2 = µ > 0, i.e., the
Green function of the variable-speed simple random walkwt killed at rateµ, EC

is the expectation functional of the fieldφ, andEa is the expectation of the simple
random walkwt started atw0 = a.

Parisi and Sourlas [92,93] and McKane [89] discovered a more direct relation-
ship involvingsupersymmetry; see also Luttinger [87]. In notation to be introduced
below, the so-calledτ-isomorphism[17,30] can be stated as

EC (φ̄aφbF (φ̄φ + ψ̄ψ)) =
∫ ∞

0
Ea (F (Lt )1wt=b )e−µt dt (1.32)

where the pair (φ, ψ) asupersymmetricGaussian field with the same covarianceC.
Thus, if the square of the free field is replaced by the square of the supersymmetric
field on the left-hand side,12φ

2 + Lt is replaced by onlyLt on the right-hand side.
Thesupersymmetric partnerψ of the complex free fieldφ decouples the two sides.

Dirichlet forms, random walks, and free fields

The theory ofDirichlet formsis concerned with far-reaching generalizations of the
quadratic form (1.27); see reference [63]. Dirichlet forms stand in close connection
to continuous-parameter Markov processes. For example, the Dirichlet form (1.27)
with constant coefficients,αe = 1, µx = m2 ≥ 0, is associated to the variable-speed

4For continuous-time Markov processes, the local time is also often called the occupation time to
distinguish it from the local time of the skeleton Markov chain.
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1.3. Random fields and local time

simple random walk on the graphΓ. Indeed, (αe )e∈E with αe = 1 can be viewed
as the adjacency matrix (Axy )x ,y∈X of Γ, defined by

Axy = 1xy∈E =















1 (xy ∈ E),

0 (xy < E).
(1.33)

Let Dxx =
∑

y∼x Axy be the number of neighbors of the vertexx, and setDxy = 0
if x , y. The generator of the form (1.27) withm2 = 0 can then be written as the
graph Laplace operator

L = −∆ = D − A. (1.34)

Standard theory of Markov process implies that there is a Markov process (wt )t≥0

on X with Ex (1wt=y ) = [e−Lt ]xy . The two-point function of this process is

Gm2(x, y) =
∫ ∞

0
Ex (1wt=y )e−m2t dt

=

∫ ∞

0

[

e(∆−m2)t
]

xy
dt =

[

(−∆ +m2)−1
]

xy
. (1.35)

Thus the two-point functions of the simple random walk and the two-point function
of the free field are the same. The connections between a Markov process and the
corresponding free field go much further, however.

Complex and supersymmetric Gaussian fields

A natural variant of (real) Gaussian fields arecomplex Gaussian fields. In general,
a complex field is merely a two-component real field, but we restrict tosymmetric
complex Gaussian fields which means that the real and imaginary parts of the field
are independent real Gaussian fields with the same covariance [79]. The symmetric
complex field is then determined by

E(φ̄xφy ) = Cxy , E(φxφy ) = E(φ̄x φ̄y ) = 0 (1.36)

andC is called its covariance. (The real and imaginary components ofφ both have
covariance1

2C in the usual sense.)
Let us consider the symmetric complex Gaussian measure onC

X with strictly
positive definite covariance matrixC for a finite setX. Then, withL = C−1, the
expectation of a random variableF : CX → C is given by

EC (F (φ)) =
1

det(2πiC)

∫

CX

F (φ) exp

















−
∑

x ,y∈X

φxLxy φ̄y

















dφ̄ dφ (1.37)
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1.3. Random fields and local time

which is interpreted as follows: in terms of two real fields,u andv, φ and φ̄ are
given byφx = ux + ivx andφ̄x = ux − ivx , and the measuredφ̄ dφ is a shorthand
for dφ̄x1 dφx1 · · · dφ̄xn dφxn , if X = {x1, . . . , xn }, where

dφ̄i dφi = 2i dux dvx (1.38)

with dux dvx the usual Lebesgue measures onC � R2.
Now observe that the probability density of the complex Gaussian measure is

thetop degree partof the differential form

γC = exp

















−
∑

x ,y∈X

φxLxy φ̄y −
1

2πi

∑

x ,y∈X

dφxLxydφ̄y

















. (1.39)

Here differential forms are multiplied with the anticommuting wedge product (sup-
pressed in the notation above), and the exponential function is defined by expansion
into a power series (which is unambiguous because the argument has evendegree).
An interesting property of this formula is that the normalization factor of the mea-
sure does not appear explicitly. The expectation (1.37) can now be writtenas

EC (F (φ)) =
∫

CX

FγC (1.40)

with the convention that the integral of a differential form is the integral of the top
degree part of the form only, in the usual sense of integrals of differential forms.

Observe that, while equation (1.37) only has an interpretation for ordinaryran-
dom variablesF (φ), i.e., differential forms of degree 0, equation (1.40) has a natu-
ral interpretation whenF is a more general differential form, namely as the integral
of the top degree part of the differential formFγC . Differential forms can then be
viewed as functionals of the fieldφx and the differential formψx = (2πi )−1/2dφx .5

φx andψx appear in a (formally) symmetric way in the formula forγC . In
the terminology of quantum mechanics,φ has the interpretation of aBosonfield,
while ψ can be interpreted as aFermionfield. The formal symmetry betweenφ
andψ is called asupersymmetryand has several fascinating implications which
we will not discuss, but see references [17, 30]. We still call the pair (φx , ψx ) the
supersymmetric Gaussian fieldwith covarianceC. The identification of Fermion
fields with differential forms in this context is due to Le Jan [85,86].

To exemplify in which ways supersymmetric Gaussian fields behave like ordi-
nary Gaussian fields, let us mention that the sum of two supersymmetric Gaussian
fields can again be interpreted as a supersymmetric Gaussian field whose covari-
ance is the sum of the covariances [34, Proposition 2.6]. The covariance is

E(φ̄xφy ) = E(ψ̄xψy ) = −E(ψy ψ̄x ) = Cxy . (1.41)

5The complex square root function is fixed in an arbitrary way.
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1.3. Random fields and local time

This can be generalized to a version ofWick’s formulafor the moments:

EC

















p
∏

i=1

φ̄xiφyi

q
∏

j=1

ψ̄u j
ψv j

















=



















∑

π∈Sp

p
∏

i=1

Cxi yπ (i)





































∑

π∈Sq

(−1)|π |
q

∏

j=1

Cu j vπ ( j )



















(1.42)
whereSn is the symmetric group of ordern, and (−1)|π | is the sign of a permutation
π ∈ Sn. More details are given in [29,30], but the upshot is that again, as in (1.26),
all moments can be calculated in a simple way in terms of the covariance.

Local time and supersymmetry

Finally, we can discuss the connection between random walks and supersymmetry,
discovered by Parisi and Sourlas [92, 93] and McKane [89], in the form stated in
reference [33]. To explain it, define differential formsτx , x ∈ X, onCX by

τx = φ̄xφx +
1

2πi
dφ̄xdφx = φ̄xφx + ψ̄xψx . (1.43)

For F : RX → R smooth, it is natural to define a differential formF (τ) as thefinite
Taylor series around the degree 0 part ofτ which is φ̄φ = |φ|2:

F (τ) =
|X |
∑

m=1

1
m!

∑

x1,... ,xm∈X

Fx1···xm (φ̄φ)
m
∏

j=1

1
2πi

dφ̄x j
dφx j

(1.44)

whereFx1···xm (t) is the mth derivative ofF (t) in direction (ex1 , . . . , exm ). The
Taylor series is finite because differential forms on a finite dimensional space have
a maximal degree (the dimension of the space). It is unambiguous because the
differential formτ is even.

Theorem 1.3.1.Let X be a finite set,(wt )t≥0 be a continuous-time Markov process
on X, and C be the Green function of(wt )t≥0 with killing rate m2 > 0:

Cxy =

∫ ∞

0
Ex (1wt=y )e−m2t dt. (1.45)

Then, for any smooth F: RX
+ → R that does not grow too rapidly,

∫ ∞

0
Ex (F (Lt )1wt=y )e−m2t dt = EC (F (τ)φ̄xφy ). (1.46)

Proof. See [30, Propositions 2.7 and 4.4]. �

17



1.3. Random fields and local time

Theorem 1.3.1 withF =
∏

x e−gτ2
x−(µ−m2)τx for somem2 > 0 implies that the

two-point function of the continuous-time weakly self-avoiding walk on a finite
graph is equal to the two-point function of a local perturbation of the supersym-
metric free field on the same graph, in the sense of Section 1.3.2 with the Gaussian
measurePC replaced by the supersymmetric Gaussian “measure”γC . If we write
g instead ofβ and setγ = 0, the two-point function (1.16) is thus, more explicitly,

Gµ (a, b) = EC (φ̄aφbZ0) (1.47)

whereC = [−∆ +m2]−1 and

Z0 =
∏

x∈X

e−gτ2
x−(µ−m2)τx (1.48)

is a local perturbation. In fact, there is some flexibility in the split of perturbation
and Gaussian measure, for example, by choice ofm2. It turns out that this split can
be made use of in the context of the renormalization group, and that then, it isalso
necessary to consider a more general splitting,C = (1+ z)[−∆ +m2]−1 with

Z0 =
∏

x∈X

e−gτ2
x−(µ−zm2)τx−zτ∆x (1.49)

and

τ∆,x =
1
2

[

φx (∆φ̄)x + (∆φx )φ̄x + ψx (∆ψ)x + (∆ψ)x ψ̄x

]

. (1.50)

The study of the perturbation (1.48) is actually also very interesting when the
Fermionic (differential form) part ofτ is dropped, and then such perturbations have
been studied extensively, asspin modelswhich are models of ferromagnetism.

1.3.4 Spin models

Let Γ = (X, E) be a finite graph. Aspin modelon Γ is real- or vector-valued
random field onΓ with distribution given by [60]

P(dφ) =
1
Z

e−H (φ)
∏

x∈X

ρ(dφx ) (1.51)

whereZ is a normalizing constant,ρ is a probability measure onRN calleda priori
measureof the spin model,α : E→ [0,∞) arepair interactions, and

H (φ) = −
∑

xy∈E

αxy φx · φy . (1.52)
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1.3. Random fields and local time

The best-known case is whenα is constant, i.e.,αe = α > 0, and the a priori
measure is given by the uniform (surface) measure of the unit sphereSN−1 ⊂ RN .
These so-calledN-vector modelsinclude theIsing model(N = 1), therotor or XY
model(N = 2), and theHeisenberg model(N = 3). Much attention has also been
devoted to theφ4 models, given byαe = 1 and a priori measure

ρ(dφx ) = e−g |φx |
4−s |φx |

2
. (1.53)

Theφ4 models include theN-vector models as limits withg → ∞ ands ∝ −g; see
references [60,100]. They can be written in exact analogy to (1.48) as

dP=
1
Z

Z0 dPC , Z0 =
∏

x∈X

e−g |φx |
4−µ |φx |

2
. (1.54)

wherePC is the Gaussian measure with covariance6 given byC = [−∆ + m2]−1

andµ = s− 1− m2.

Spin models and walks

The relation (1.54) withN = 2 components is the same as (1.46) withτx replaced
by its 0-degree part,|φx |2. Thus the weakly self-avoiding walk model is a super-
symmetric version of the two-componentφ4-model. It is known that spin models
also have interpretations in terms of walks, but with additional loops [18, 60]. In
fact, the discovery of the relations between walks and fields departed from this
direction in the study of field theories in terms walks and loops [107].

De Gennes [42] also argued that the self-avoiding walk is described by the limit
N → 0 of the N-vector model (also see [30, 88]), but this limit does not have a
meaning at the level of probability measures. The supersymmetric version is away
of giving rigorous meaning to it, in the context of the weakly self-avoiding walk.
The essential idea is that the Fermion components ofτ count, in a sense,negatively
to the number of components due to the minus sign in equation (1.42), in this sense
giving “N = 2− 2 = 0.” For a more complete discussion, see reference [30].

Behavior of spin models

In view of the connection between spin models and interacting walks (with loops),
it is not surprising that many qualitative features of the weakly self-avoiding walk
are shared by the spin models. In the context of spin models, the critical value µc
has an instructive interpretation. For example, consider theφ4 model withN = 1

6Each component is an independent Gaussian field with this covariance, inthe vector-valued case.
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andg > 0 fixed (or the Ising model). It is known, see e.g. reference [6], that there
is µc > −∞ such that its infinite volume limits onZd , d ≥ 2, satisfy

χ(µ) =
∑

x

|E(φ0φx ) |














< ∞ (µ > µc ),

= ∞ (µ < µc ).
(1.55)

The fieldφx can be interpreted as a kind ofspinof a particle (an arrow) located at
vertexx. For µ < µc , (1.55) means that the spins areordered. This corresponds to
the ferromagnetic phase of a magnet in which most spins point in the same direc-
tion. On the other hand, the caseµ > µc corresponds to a disordered phase. The
variation ofµ corresponds to a variation in inverse temperature. Thecritical point
µ = µc corresponds to the critical temperature of the phase transition between the
ordered and the disordered phase. ForN > 1, the picture is similar, but much more
delicate due to thecontinuous O(N)-symmetry of the model on finite graphs. This
continuous symmetry is “spontaneously” broken in the ordered phase in theinfinite
volume limit [62], giving a different magnitude of difficulty to the problem.

1.4 The renormalization group

1.4.1 The concept of renormalization in statistical mechanics

Random polymer models on the Euclidean lattice are expected to havescaling lim-
its. The fundamental example of this is the convergence of the simple random walk
to the Wiener process (1.5). This is a statement about large distances and times
related by diffusive scaling. The basic idea ofrenormalizationis to study the large-
distance behavior of a model by reduction of the degrees of freedom ofthe model
by a version ofcoarse graining, i.e., disregarding information about the behavior
at small distances, say, smaller than 0≪ L ≪ ∞. The fundamental hypothesis
of the renormalization idea is that, after coarse graining and rescaling, the model
should be similar to the original model with modified parameters. The combination
of the two operations of coarse graining and rescaling is called arenormalization
group transformation. However, concrete formulations of such transformations for
models of self-avoiding walks on the Euclidean lattices, in any dimension, defined
directly in terms of walks and amenable to analysis, seem not to be understood.7

The renormalization group concept is, however, much better understoodin the
context of (near)critical random fields, in particular if these arelocal perturbations

7On hierarchical groups, the work of Brydges, Evans, and Imbrie [17,28,29] has an interpretation
in terms of walks, and there is also work in preparation by Ohno in which renormalization of self-
avoiding walks on hierarchical lattices is studied directly in terms of walks.
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of a Gaussian field onZd , i.e., described in finite volume by measures

PC ,Z0(dφ) =
1
Z

Z0(φ) PC (dφ) (1.56)

wherePC is a Gaussian measure onZd , Z0(φ) is a local perturbation, in the sense
discussed in Section 1.3.4, andZ is the normalization constantZ = EC (Z0). In this
context (but not only in this), the renormalization group has been used successfully
to study the long-distance behavior of a number of such models. It also provides
an approach to a renormalization group study of random polymers via (1.46). The
termcritical random field refers, for example, to a spin model at the critical point;
see Section 1.3.4. In the context of models of walks, the near critical behavior is
related to the behavior oflongpolymers as discussed in Section 1.2.4.

Let us mention two historically important ideas for the renormalization group
study of random fields: Kadanoff [80] proposed the intuitively appealing idea to
replace a random field in anL × L × · · · × L block of points inZd by an effective
block spinfield, constructed for example by averaging the field in that block. He
claimed that this block spin field should behave in a similar way as the original
field, but did not provide arguments to justify such an approximation. Wilson later
argued, still non-rigorously but with deep insight, how a variant of this idea may be
justified. He was awarded the Nobel Prize in Physics in 1982 for his contributions
[113]. Following the introduction of [1], let us sometimes refer to the mathematical
realization of Wilson’s ideas asWilson’s program. There has been quite remarkable
progress in the realization of approaches like Wilson’s renormalization group. We
do not attempt to provide a comprehensive list of references, but let usonly mention
a few relevant references: Benfatto et al. [13], Feldman et al. [58],Gawedzki and
Kupiainen [67], and Brydges and Yau [22]. Unfortunately, these works all involve
numerous technical challenges, and it seems unlikely that the full capacity of the
renormalization group idea has been attained yet. Nonetheless, it is one of the most
powerful tools available for the study of random fields.

We will give a short heuristic account of our interpretation of the challenges
of Wilson’s program and also sketch very briefly aspects of the approach initi-
ated by Brydges and Yau [22], in a further developed form of Brydges and Slade
[10, 34–38]. The latter authors conceptualized, simplified, and generalized the ap-
proach in significant aspects to study weakly self-avoiding walks via (1.46). The
method of Brydges and Yau has, however, also been applied to a number of other
models, including the dipole and Coulomb gases [44–46, 48, 49, 55], gradient in-
terface models [3], as well as problems from quantum field theory [1, 16,32, 47].
Introductions to concepts of the method are given in [12, 24, 25, 106]. Our dis-
cussion is inspired by many of the references previously mentioned and bythe
general expositions on the renormalization group [14, 67, 100, 113]. The focus of
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our discussion is on the relation to the problems studied in this thesis.

1.4.2 Progressive integration, dynamical systems, and coordinates

Let us consider a random field that is a local perturbation of the free field, (1.56),
with covariance given by the Green functionC = [−∆+m2]−1 of the graph Laplace
operator onΛ ⊂ Zd . The perturbationZ0 makes sense only if it depends on a finite
setΛ and thenm2 > 0 may be required, but the goal is to analyze such measures
PC ,Z0 in the limitΛ→ Zd andm2 ↓ 0; we will, however, not devote much attention
to the details of these limits.

In principle, the measurePC ,Z0 can of course be studied in terms of

EC (FZ0), (1.57)

for enough field functionalsF which we callobservables. For instance, withF = 1,
(1.57) expresses the normalization factor in (1.56), and withF = φaφb , it gives the
unnormalized two-point function. It is well-known, however, that it can be useful to
study a measure in terms of a transform, e.g., its Laplace or Fourier transformation.
Let us denote the Laplace transform of theunnormalizedmeasureZ0 dPC by

Z f := EC (e−φ f Z0(φ)) =: EC (Z f

0 (φ)). (1.58)

To study thelarge distance behaviorof the field, the class of test functionsf should
be insensitive to fluctuations at short distances. For example, ascaling limitwould
be determined by increasinglysmooth f= f ε given by f εx = ε

α f̄ (εx), (x ∈ Zd ),
for some exponentα > 0 and f̄ ∈ C∞

c (Rd ), in the limit ε ↓ 0. It is, however, also
interesting to consider pointwise asymptotics of correlation functions, for example
with f = f ab = σaδa +σbδb asd(a, b) → ∞, whereσc are constants (c = a, b),
and (δc )x = 1 if c = x and (δc )x = 0 otherwise. Then the normalized two-point
function is the derivative of logZ f with respect toσa andσb .

The accurate analysis of expectations like (1.57)–(1.58) is however highly non-
trivial because the free field isstrongly correlated: for example, see (1.20), (1.18),

EC ((φx − EC (φx )(φy − EC (φy ))) = EC (φxφy ) → 0 (1.59)

so slowly that
∑

y |EC (φxφy ) | → ∞ asΛ → Zd andm ↓ 0. The crucial property
that will facilitate the analysis is that the perturbationZ0 is local, i.e., a product

Z0 =
∏

x∈Λ

Z0,x (1.60)

where eachZ0,x is a local field functional; see Section 1.3.2. This factorization
property provides the important structure, as we will sketch, for the iterative anal-
ysis of such expectations by a particular form of coarse graining.
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The fundamental idea is to decompose the free fieldφ into a sum of two in-
dependent Gaussian fields,φ = φs + φl , corresponding tosmall and large dis-
tances. The coarse graining step is then implemented by taking the expectation of
the fieldφs which is called thefluctuation fieldbecause it captures the small dis-
tance fluctuations that are to be eliminated. Wilson’s renormalization group pro-
gram involves iteration of this procedure and rescaling of the underlying physical
space after each step. The motivation is that thisrenormalization group transfor-
mation, the combination of coarse graining and rescaling, should bring acritical
model approximately back to its original form so that the transformation can be
iterated to obtain an effective description for increasingly large distances.

In practice, it can be convenient to omit the rescaling step and instead consider
“increasingly smooth” test functions, as discussed below (1.58). Furthermore, the
iterated decomposition of the Gaussian field, or equivalently of its covariance, into
small and large distance contributions can be implemented bya priori decomposi-
tion of the initial covariance,

C = C1 +C2 + · · · (1.61)

into a sum of covariances corresponding to geometrically increasing lengthscales.
This idea goes back to Wilson, but was perhaps first explicitly formulated byBen-
fatto et al. [13]. The somewhat vague termlengthor distance scalemeans that each
Cj should account for the fluctuations of the free field in an exponential range of
distancesL j−1

. |x| . L j for a fixedL > 1. This is discussed in the next section.
From a pragmatic point of view, the covariance decompositionC = C1+C2+· · ·

allows to evaluate the expectationEC (Z f

0 (φ)) progressively, in terms of a sequence

of field functionalsZ f

j
which are integrated with respect to the Gaussian fields with

covarianceCj+1 + · · · , defined by

Z f

j+1(φ) := Ej+1Z f

j
(φ) := Eφ′

C j+1

(

Z f

j
(φ + φ′)

)

, (1.62)

where the expectation on the right-hand side is that of the fluctuation fieldφ′. Ej is
thus theconvolution operatorof the Gaussian measure with covarianceCj . It then
follows that the expectation is given by8

Z f = Z f
∞ (0) := lim

j→∞
Z f

j
(0). (1.63)

The progressive integration (Ej ) can be regarded as atime-dependentdynami-
cal system, with the scale parameterj in the role of “time:” if N is an appropriate

8The limit requires some mild assumptions on the decomposition. Moreover,in practice, it can be
more convenient to stop the iteration after finitely many steps, when the decomposition has reached
the size of the finite setΛ; we will ignore such details.
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space of field functionals andN j ⊂ N a subspace of field functionals which are
integrable with respect to the Gaussian measure with covarianceCj + Cj+1 + · · · ,
thenEj+1 : N j → N j+1 ⊆ N. This picture, in itself, is not a simplification of the
problem since the dynamical system (Ej ) j is enormously complicated and time-
dependent, and it must be understood in the limitΛ → Zd . To analyze particular
aspects of this dynamical system, one must find appropriate coordinates in which
an aspect of consideration becomes tractable, uniformly inΛ.

In particular, it is natural to consider the evolution of the perturbationZ0 only,
without f . For example, by an elementary calculation for Gaussian measures,

Z f = Z f
∞ (0) = ef C f Z∞ (C f ) (1.64)

whereZ∞ on the right-hand side does not have a superscriptf . Thus, in principle,
i.e., given sufficient knowledge aboutZ∞, the general case can be reduced to it.

The goal of the next subsections is to outline howcoordinates xj can be found
in which the action of the Gaussian convolution with covarianceCj+1 on Zj is
expressed in a much simpler form by a mapΦ j acting onx j :

Ej+1(Ẑj (x j )) = Ẑj+1(Φ j (x j )) (1.65)

for some coordinate mapŝZj that map an “abstract” coordinatex j to a field func-
tional Ẑj (x j ) = Ẑj (x j , φ). In his pioneering work, Wilson argued how this should
be possible and, with the previously mentioned rescaling step, his dynamical sys-
tem is approximately autonomous. In the rigorous approach of Brydges and Slade
[10,34–37], it has turned out useful to allow the coordinate spaces to depend on the
scalej . Thus there is a sequence of spacesXj such thatx j ∈ Xj and the evolution
maps are given asΦ j : Xj → Xj+1, but approximate invariance under rescaling
must, of course, still play a role. Finding such coordinatesx j , rigorously, is at the
heart of the difficulties of the renormalization group.

Let us mention again, with the more specific context that has now been intro-
duced, that the main results of this thesis are the following.

• Chapter 2 provides a new method for decomposition of Green functions that
give decompositions of free fields with particularly useful properties forthe
analysis of the renormalization group transformations that they induce.

• Chapter 3 is the analysis of a class of general dynamical systemsΦ = (Φ j )
that arise as coordinates of the renormalization group map for four-dimen-
sional weakly self-avoiding walks [10,37].

The outline of this subsection will be expanded with further details in the following
subsections. In Appendix A, we provide some concrete details how the covariance
decomposition of Chapter 2 gives rise to the assumptions of Chapter 3.
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1.4.3 Decomposition of the free field

The starting point for the renormalization group, in the form discussed in theprevi-
ous section, is a decomposition of the free field, or equivalently the decomposition
of its covarianceC, into distance scales:

C = C1 +C2 + · · · . (1.66)

The covariance should here be regarded as an infinite (in the limitΛ → Zd) sym-
metric matrix (Cxy )x ,y∈Zd that ispositive definitein the sense that

∑

x ,y∈Zd

f xCxy fy ≥ 0 for all finitely supportedf : Zd → R. (1.67)

The decomposition (1.66) must be such that each termCj satisfies (1.67), in order
for theCj to be the covariances associated to Gaussian fields, and, at the same time,
the covariancesCj must “capture” the distance scalesL j−1

. |x| . L j for some
fixed L > 1, whereL j = L × · · · × L. These are two competing constraints.

In Chapter 2, in particular in Theorem 2.1.2 and Example 2.1.3, we prove that,
if C is the Green function of a quadratic form in general class (containing Dirichlet
forms on a general graph, not necessarilyZd), then a strong form of the decompo-
sition of the above kind is possible. There existsφt (x, y), t > 0 such that

Cxy =

∫ ∞

0
φt (x, y)

dt
t

(1.68)

whereφt is positive definite, for eacht > 0. The use of the scale-invariant measure
dt/t on [0,∞) in (1.68), rather than the Lebesgue measuredt, is not important but
a natural choice. The kernelφt satisfies thefinite range property

φt (x, y) = 0 if d(x, y) > t, (1.69)

andnatural estimates. For example, ifC is the Green function associated to the
lattice Laplace operator, then, for all multi-indicesl x , l y ∈ N{±1,... ,±d}

0 ,

∣

∣

∣∇lxx ∇lyy φt (x, y)
∣

∣

∣ ≤ Ct−(d−2)−|lx |1−|ly |1 (1.70)

where negative components ofl denote discrete gradients in the negative coordinate
directions and|l |1 =

∑d
i=1(l i + l−i ). Moreover,φt is then also translation-invariant,

i.e.,φt (x, y) = φt (0, y − x), and symmetric, i.e.,φt (0, x) = φt (0, −x).
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To obtain a discrete decomposition, as in (1.66), the integral (1.68) can be split
into integrals over finite intervals. For example, for anyL > 1, set

[Cj ]xy =



































∫ 1
2L

0
φt (x, y)

dt
t

( j = 1),

∫ 1
2L

j

1
2L

j−1
φt (x, y)

dt
t

( j > 1).

(1.71)

The properties ofφt immediately imply






































Cj is positive definite;

Cj has the finite range property: [Cj ]xy = 0 if d(x, y) > 1
2L j ;

Cj is translation-invariant: [Cj ]x+a ,y+a = [Cj ]xy ;

Cj satisfies|[∇lxx ∇lyy Cj ]xy | ≤ O(L−(d−2+|lx |1+|ly |1)( j−1)).

(1.72)

In addition, we show that theφ of the Euclidean lattice has ascaling limit. For
the discrete decomposition, this means that there existsc ∈ C∞

c (B1
2
(0)) such that

[Cj ]xy = L−(d−2) jc(L− j (x − y)) +O(L−(d−2+1) j ). (1.73)

An analogous result also holds for all discrete gradients ofCj . The existence of the
scaling limit implies that certain functions ofCj can be computed very precisely in
the limit j → ∞, as illustrated in Appendix A.

As hinted at, the two constraints thatCj is positive definite and finite range are
non-trivial to satisfy simultaneously. It is a natural question if covariancedecom-
positions in whichCj is localized exponentially, e.g., for somec > 0,

|[Cj ]xy | ≤ O(L−(d−2)(j−1)e−cL
− ( j−1) |x−y | ), (1.74)

would be equally useful. It is much easier to find decompositions with this relaxed
localization property. The answer is that such decompositions are almost asuseful,
and, in fact, they have been used in earlier results on the renormalization group, see
in particular [13, 65]. The use of the finite range property, originally proposed by
Brydges [90], leads to simplifications of the method and, in some aspects, slightly
better results.

1.4.4 Formal perturbation theory

Physicists have long understood that the evolutionZj → Zj+1 = Ej+1Zj becomes
formally simple when expressed as an exponential function. LetṼj = − log Zj be
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theeffective potential. In particular, for the weakly self-avoiding walk model, by
(1.49),

Ṽ0 =
∑

x∈Λ

(g0τ
2
x + µ0τx + z0τ∆,x ) (1.75)

is parametrized by the threecoupling constants(g0, µ0, z0). Formally, by which
we mean by expanding the exponential function into a power series without paying
attention to its convergence,

Ṽj+1 = − log(Ej+1(exp(−Ṽj )))

≈ Ej+1(Ṽj ) + 1
2 (Ej+1(Ṽj )

2 − Ej+1(Ṽ2
j )) + · · · (1.76)

where≈ means in the sense of a formal power series inṼj . This relation is called
thecumulant expansionand alsoperturbation expansionin the physics literature.

If Ṽj was a polynomial (or formal power series) of the field, as forṼ0 in (1.75),
then the terms of each order of on the right-hand side of (1.76) could be calculated
explicitly in terms of the covariance by Wick’s formula (1.42). Ignoring a number
of problems with (1.76), Wilson observed that in this formal series of monomialsof
the field, a few terms seem to be much more important than the others. He argued
that, in dimensions four and above9, Ṽj can be approximated by a polynomial of the
same form as̃V0. Effectively, this reduces the complexity from an infinite number
of variables to three variables, (gj , µ j , zj ), parametrizingṼj as in (1.75).

First-order perturbation theory and local field monomials

To explain Wilson’s argument, some terminology is convenient. A field functional
M is a local field monomial, localized atx ∈ Λ, if M can be expressed as a mono-
mial in φx and∇φx , and corresponding terms in other fields (such as the Fermionic
field ψ). Moreover,P is a local field polynomialif there isX ⊂ Λ and local field
monomialsMx for x ∈ X such thatP =

∑

x∈X Mx . For example,φ2
x is a local field

monomial and
∑

x∈Λ φ
2
x is a local field polynomial. In particular,̃V0 is a local field

polynomial.
Then, to explain a fundamental idea, suppose thatṼj+1 is given by the first term

of the right-hand side of (1.76) only, i.e.,Ṽj+1 = Ej+1Ṽj . Observe that

Ej (τx ) = τx , (1.77)

Ej (τ
2
x ) = τ2

x + 2[Cj ]xxτx = τ
2
x + 2[Cj ]00τx , (1.78)

Ej (τ∆,x ) = τ∆,x , (1.79)

9In fact, he also considers dimension “4− ε,” but we will not be concerned with this case. Below
we outline the considerations in general dimensiond, but for field theories with “quadric interac-
tions,” these will only be useful ind ≥ 4 which is our main interest.
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by the definitions ofτ andτ∆, (1.43) and (1.50), Wick’s formula (1.42), and transla-
tion-invariance ofCj , i.e., [Cj ]xx = [Cj ]00. The exact expressions of the right-hand
sides in (1.77) rely on the differential form parts ofτx andτ∆,x , but for many other
purposes one can think ofτx and τ∆,x simply as their degree 0 parts,̄φxφx and
1
2 (φ̄x (∆φ)x + (∆φ̄)xφx ), and we will then do so, and also replace the complex
field by a real field if the distinction is not important.10 It follows that, in the
linear approximation, all̃Vj are local field monomials of the same form asṼ0 with
(g0, µ0, z0) replaced by ( ˜gj , µ̃ j , z̃j ) determined by the recursion relation

(g̃j+1, µ̃ j+1, z̃j+1) = (g̃j , µ̃ j + 2[Cj+1]00g̃j , z̃j ). (1.80)

Now observe that, according to the discussion about the decomposition of the
Green function in the previous section,

Var(∇lxφ j+1,x ) = [∇lx∇lyCj+1]xy
∣

∣

∣

x=y
≈ cL−(d−2+2|l |1) j = cL−2([φ]+|l |1) j (1.81)

for any multi-indexl . The constant [φ] := 1
2 (d− 2) on the right-hand side is called

thedimensionof φ. A measure of thetypical magnitudeof a field is the square root
of its variance and, in this sense,

|φ j+1,x | ≈ L−[φ] j . (1.82)

Moreover, by (1.81), each discrete derivative∇ of φ j+1 decreases this typical mag-
nitude by an additional factor ofL− j (up to an absolute constant). Thedimension
[M] of a local field monomialM is defined so that|M (φ j+1) | ≈ L−[M ] j according
to this heuristic, i.e., by adding a summand [φ] for each factor ofφ and a summand
of 1 for each discrete gradient∇. For example,

[φ4] = 4[φ] = 2(d − 2), [(∇φ)2] = 2[φ] + 2 = d. (1.83)

In dimensionsd > 2, the typical magnitude of a fluctuation field decreases asj
increases, by (1.82), but at the same time its range increases likeL j . For a scaling
limit, the natural “effective size” of a field monomial is that of its sum over a block
B of approximate diameterL j , i.e.,

∑

x∈B

|M (φ j+1,x ) | ≈ L(d−[M ]) j . (1.84)

This gives rise to the following classification of local field monomials:

10The expressions with differential forms are simpler than those of their degree 0 parts alone. This
is because of cancellations due tosupersymmetry. It corresponds to the cancellation of “loops” in the
random walk representation; see Section 1.3.4.
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• if [ M] > d, the heuristic magnitude ofM contracts(M is irrelevant);

• if [ M] < d, the heuristic magnitude ofM expands(M is relevant);

• if [ M] = d, the heuristic magnitude ofM remains the same(M is marginal).

It is therefore natural to consider the coupling constants (gj , µ j , zj ) with respect
to the “normalized” field monomials11 L(d−4) jτ2

x , L−2jτx , andτ∆,x . In the formal
first order approximation, the evolution of these is given by:

(gj+1, µ j+1, zj+1) = (L−(d−4)
gj , L

2(µ j − 2L2j [Cj+1]00gj ), zj ). (1.85)

These heuristic considerations lead to the following predictions for the large
distance behavior of the perturbed field. In dimension five and higher, the only non-
contracting local field monomials compatible with the symmetries12 of the model
areτ andτ∆; in particulargj → 0, and the large distance behavior is expected to
be that of the free field. In dimension three and lower, there are severalrelevant
local field monomials, finitely many in dimension three, for exampleτ andτ2, and
infinitely many in dimension two, and in both cases the large distance behavior is
expected to be non-trivial (different from the free field). In dimension four, there is
only one relevant field monomial,τ, and only two marginal field monomials,τ2 and
τ∆, and the first-order approximation is not sufficient to (heuristically) determine
the long-distance behavior. A second-order analysis reveals that the long distance
behavior should be like that of the free field, but in a much more subtle way than
in dimensions above four.

Higher-order perturbation theory and approximation by local polyn omials

The immediate difficulty encountered when trying toformally include higher-order
terms of (1.76) in the previously described heuristic procedure is that such terms
are not local field monomials. For example, an (important, as it will turn out) term
arising at second-order is

−g2
j

∑

x ,y

[Cj+1]2
xy φ̄xφx φ̄yφy . (1.86)

This term involvesφx andφy with d(x, y) ≈ L j+1 and is therefore not alocal field
polynomial. However, such terms which arise in (1.76) can always be replaced by

11For simplicity, we refer to, e.g.,τx = φ̄xφx + ψ̄xψx as a “monomial,” even though it is actually
a sum of two monomials in the fields in the previously introduced terminology.

12 The model is symmetric under Euclidean transformation that preserve the lattice and under a
so-called supersymmetry [10,35].
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a local field polynomial and acontractingnon-local remainder term. For example,
for the above term, one can make the replacement

∑

x ,y

[Cj+1]2
xy φ̄xφx φ̄yφy  C(2)

j+1

∑

x

(φ̄xφx )2 (1.87)

where we have introduced the abbreviation

C(2)
j
=

∑

y

[Cj ]
2
xy (1.88)

which is independent ofx, by translation-invariance ofCj . The right-hand side of
(1.87) is again a local field monomial and, as such, it can be included as a second-
order correction to the flow of coupling constants (gj , µ j , zj ) 7→ (gj+1, µ j+1, zj+1).
The above term results in a contribution togj+1 like gj+1 = gj − β jg

2
j
+ · · · with

β j > 0. More details of the resulting equations are given in Appendix A.
The difference between the right- and left-hand sides of (1.87) is

∑

x ,y

[Cj+1]2
xy (φ̄xφx )(φ̄yφy − φ̄xφx ). (1.89)

This term “contracts” in dimensionsd ≥ 4, roughly, since the difference between a
local field monomial at two points decays faster than the individual monomials, by
(1.72), if the distance between the points remains fixed. To illustrate this, consider
(1.89) with y = x + re wheree is a unit lattice vector andr an integer with|r | ≤
O(L j+1); the latter restriction onr is because of the finite range condition that
Cj (x, y) = 0 if d(x, y) ≥ cLj . Then

φ̄xφx (φ̄yφy − φ̄xφx ) =
r−1
∑

k=0

φ̄xφx (∇e (φ̄φ))x+ke . (1.90)

This term, at scalel > j , i.e., if tested with fluctuation covarianceCl , has the effec-
tive sizeO(rL (d−4[φ]−1)l ) = O(L−(l− j ) L(d−4[φ]) l ) which decreases exponentially
in l (becauser and thereforej remain fixed). This argument can be made for each
term appearing in (1.76). Brydges and Slade developed a systematic treatment [35].

1.4.5 Dynamical systems

That the space of relevant and marginal spatially homogeneous local fieldpolyno-
mials hasfinite dimension(in dimension four and above), and that every term in
(1.76) can be approximated by such a local field polynomial with a “contracting er-
ror,” is the principal idea of Wilson’s renormalization group. Wilson argues [113]
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that the contractive terms should not influence thecritical behaviorof the model,
determined by the evolution of the relevant and marginal terms, in our example,
the three dimensional system (gj , zj , µ j ) 7→ (gj+1, zj+1, µ j+1).

There are numerous mathematical difficulties encountered when trying to jus-
tify this picture given by formal perturbation theory; these are discussed(in part) in
Section 1.4.6. Formal perturbation theory suggests that there should becoordinates
x j = (K j ,Vj ) determiningZj whereVj = (gj , zj , µ j ) is the three dimensional vec-
tor describing the marginal and relevant monomials of formal perturbation theory
andK j is an infinite-dimensional vector capturing all of the irrelevant directions.
The evolution ofVj should approximately be given by a “localized” version of
(1.76) as illustrated in (1.87), whileK j should be contractive in some sense.

In Chapter 3, the following abstract version of this set-up is considered.We
assume that there is a sequence of Banach spacesK j such thatK j ∈ K j , that the
joint evolution of (K j ,Vj ) is described by an evolution map

Φ j : K j × R3 7→ K j+1 × R3 (1.91)

of the form
Φ j (K j ,Vj ) = (ψ j (K j ,Vj ), ϕ̄ j (Vj ) + ρ j (K j ,Vj )) (1.92)

with ψ j and ρ j contractivein K j andthird-order in Vj , andϕ̄ j a quadraticpoly-
nomial ofVj . The quadratic polynomials ¯ϕ j describe the formal second-order per-
turbation theory of the relevant and marginal directions and therefore depend onVj

only; ρ j describes higher-order contributions which can either be due to the rele-
vant and marginal coordinates or due to the contracting directions. The mapsΦ j

are allowed to have aweakscale-dependence. In addition, we assume that the ¯ϕ do
not have constant parts which allows for the interpretationΦ j (0, 0) = (0, 0) such
that 0= (0, 0) can be considered a kind offixed point13 of the dynamical system
Φ = (Φ j ) j . This corresponds to the fact that the evolution ofZj is trivial if Z0 = 1.

The main interest is in the long-time behavior of this dynamical system, as
this is related to the large distance behavior of the fields. For a dynamical system
near ahyperbolicfixed point, the structure of the flows near the fixed point are well
understood. A dynamical systemΦ : X → X on a Banach spaceX has a hyperbolic
fixed point 0 if the spectrum ofDΦ(0) is bounded away from 1. Informally stated,
thestable manifold theorem[99, Theorem 6.1] asserts that ifΦ is a hyperbolicCr

map (for some integerr > 0), then there exists a decompositionX = Xs ⊕ Xu such
that, near 0, the domain of attractionM ⊂ X is the graph of aCr mapXs → Xu ,
and that the convergence under iteration ofΦ of points onM to 0 is exponentially

130 is a different element in every spaceXj = K j ×R3, but we will neglect this point in the present
discussion.
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1.4. The renormalization group

fast. This gives rise to a schematic phase portrait as shown in Figure 1.4. In the
context of the renormalization group, the choice ofV0 on the stable manifold of a
fixed point corresponds to acritical model, whose scaling limit is the same as that
of the perturbed Gaussian measure. (This is known asinfrared asymptotic freedom
in the physics literature. It will be discussed again in Section 1.4.8.)

stable manifold fixed point

unstable manifold

Figure 1.4: Schematic phase portrait of the renormalization group.

The “fixed point” of the dynamical system arising in the renormalization group
analysis of the four dimensional weakly self-avoiding walk, outlined above, is not
hyperbolic; the reason is thatτ2 is marginal. The analysis of the (local) long-time
behavior of non-hyperbolic fixed points is more subtle than that of hyperbolic ones
and depends on specific properties of the dynamical system. For example,a small
change of the value of a single coefficient of the quadratic term ¯ϕ above can change
the long-time behavior in an important way; see e.g. Example 3.1.6.

In Chapter 3, we study dynamical systems of the form (1.92), and prove that,
for the class of dynamical systems considered, an analog of a stable manifold the-
orem holds. The exponentially fast convergence along the stable trajectory of the
stable manifold theorem is replaced in our result by a polynomial bound with log-
arithmic correction (which is likely optimal). Informally said, we show that, for
sufficiently smallV0 andK0, there is a codimension two manifold of (K0,V0) such
that the solution to (K j+1,Vj+1) = Φ j (K j ,Vj ) exists for all j ∈ N and is a pertur-
bation of the solution to the analogous two dimensional manifold for the recursion
V̄j+1 = ϕ̄ j (V̄j ) which can be studied by elementary means.

In Appendix A, we provide the explicit expression of the quadratic part,ϕpt, of
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the dynamical system that arises in the renormalization group map for the weakly
self-avoiding walk [10]. It is expressed in terms of the covariance decomposition of
Chapter 2. It turns out thatϕpt is not exactly of the form of ¯ϕ studied in Chapter 3.
We provide an explicit transformation which expressesϕpt in terms of a map ¯ϕ to
which the result of Chapter 3 can be applied.

1.4.6 The error coordinate and polymer gases

Finally, we provide some indication how the error coordinateK j can be found. This
is, of course, the major mathematical difficulty in implementing Wilson’s program.
In essence, this amounts to obtaining an approximate version of (1.76) with auseful
remainder estimate.

This was first achieved for theφ4 model, in a somewhat different formulation,
by Gawedzki and Kupiainen [65–67]; this model has also been studied bydifferent
approaches, see e.g. [58]. An infamous difficulty, known as thelarge field problem,
is that (1.76) can only be a good approximation whenV and, thusφ, are small. This
problem, in its simplest form, is already present in perturbations of the standard
one-dimensional Gaussian measure. For example,

I (g) =
∫

R

e−gt4
e−πt

2
dt (1.93)

is a singular function ofg atg = 0 becausee−gt4
is not integrable forg < 0. Large

fields turn out to cause difficulties for the applicability of certain expansion meth-
ods, but their probability is very small (in a large deviation sense). The solution of
Gawedzki and Kupiainen to the large field problem involves a separate treatment
of small and large fields, in which the small field contribution gives rise to similar
effective action as the formal analysis of Section 1.4.4, while the large field contri-
bution is very small. Brydges and Yau [22] developed a different solution in which
no distinction between small and large fields has to be made, by use of well-chosen
weights on the space of field functionals.

The main issue, however, is that the perturbationsZj involve an unbounded
number of variables (asΛ → Zd) and that it is difficult to estimate the error to a
formal approximation like (1.76) in a uniform way. This difficulty has historically
been handled bycluster expansions[22,65–67]. There, an important role is played
by apolymer gas14 which, informally said, can describe the irrelevant directions of
the formal analysis. The previously mentioned references use covariance decom-
positionsC = C1+ · · · in which theCj are only exponentially localized, rather than

14As a warning, we emphasize that the polymers that appear in the polymer gas are not the same
kind of polymers as in Section 1.2.
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finite range, discussed in Section 1.4.3. The use of the finite range property allows
a simplified treatment without cluster expansion [25,27,90].

Polymer gases

The simplest version of apolymer gasis defined as follows; see [23,68]. LetP0(Λ)
be the set of finite subsets ofΛ; for later convenience, we include the empty set∅
in P0(Λ) although, at the moment, it would be more natural not to do so. Suppose
that, for eachpolymer Y∈ P0(Λ), there is a weightK (Y), calledpolymer activity.
The partition function of the polymer gas with activityK is given by

Z =
∞
∑

N=0

1
N!

∑

Y1,... ,YN ∈P0
disjoint,Yi,∅

K (Y1) · · · K (YN )

=

∞
∑

N=0

1
N!

∑

Y1,... ,YN ∈P0

K (Y1) · · · K (YN )
∏

i, j

e−v (Yi ,Yj ) , (1.94)

with the hard core interaction

v(Yi ,Yj ) =















0 (Yi ∩Yj = ∅),
∞ (otherwise).

(1.95)

K (Y) appears in analogy to the activity of the “particle” atY in the grand canonical
partition function of a gas, which is why it is called polymer activity.

A simplification is theconnected polymer gaswith configuration space given
by connectedpolymersCP0 ⊂ P0. This requires a notion of connected polymer
with the property that eachY ∈ P0 has a unique disjoint decompositionY = Y1 ∪
· · · ∪ YN into connected polymers inCP0. The activitiesK can then naturally be
extended fromCP0 to P0 by

K (Y) = K (Y1) · · · K (YN ) (1.96)

with the conventionK (∅) = 1. We identify polymer activities defined onCP0 with
such defined onP0 satisfying (1.96) and call themconnected polymer activities.
The partition function (1.94) withP0 replaced byCP0 then has the simple form

Z = 1+
∑

Y ∈P0,Y,∅

K (Y) =
∑

Y ∈P0

K (Y). (1.97)

The first expression shows that “Z ≈ 1” if K is “small,” but observe thatP0 has 2|Λ|

elements, so that, for the sum to be small,K (X) must be very small for mostX.
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For the further development, it turns out convenient to introduce an algebraic
structure on polymer activities, introduced in [22, 25]. Define a commutativeand
associative product on polymer activities by

(F ◦G)(X) =
∑

Y ∈P0(X )

F (Y)G(X \Y) (1.98)

whereP0(X) denotes the polymers contained inX. Let 1 denote the constant
polymer activity given by 1(Y) = 1 for all Y ∈ P0. Then the partition function of a
connected polymer gas is given by

Z = (K ◦ 1)(Λ). (1.99)

1.4.7 Polymer representation

In the use of polymer gases to control the renormalization group, the polymeractiv-
ities K (X) arelocal field functionals. More precisely, the space of field functionals
N is considered a commutative algebra with subalgebrasN0(Y) ⊂ N of field func-
tionals that only depend on the field inY ∈ P0 and a “small neighborhood” ofY.
The polymer activities are thenlocal in the sense thatK (Y) ∈ N0(Y).

The simplest example is thetrivial polymer activity, denotedK = 1∅, and
defined by 1∅ (X) = 1 if X = ∅ and 1∅ (X) = 0 else. 1∅ is the unit of the product◦.
The initial partition function can then be written as

Z0 = I0(Λ) = (1∅ ◦ I0)(Λ) (1.100)

whereI0 : P0→ N is given byI (X) =
∏

x e−V0,x .
If the covariance decomposition has the finite range property, see Section1.4.3,

it turns out that allZj can be expressed in a similar way, but to obtain a useful
representation, the class of polymers must be restricted to reflect the increasingly
long range nature of the remaining fluctuation fields. More specifically, ifΛ is a
finite torus or cube of side lengthLN for some integersL and N, let B j (Λ) be a
set of mutuallydisjoint blocksof side lengthL j with the property that their union
equalsΛ. Let Pj (Λ) be the set of finite unions of blocks inB j (Λ); these are called
scalej polymers. Then everything discussed in the previous section about polymer
gases has a straightforward scalej generalization, given by replacingP0 with Pj ,
andN0(Y) with N j (Y) which are field functionals that are allowed to depend onY
and a small neighborhood of blocks inB j nearY. In particular, the circle product
◦ then depends onj , although we will not emphasize this in the notation.

Brydges and Slade [25,37] show that, if the finite range decomposition is given
in terms of the same parameterL > 1, thenZj can be written as

Zj = (K j ◦ I j )(Λ) = I j (Λ) +
∑

X∈Pj (Λ) ,X,∅

K j (X)I j (Λ \ X) (1.101)
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whereI j andK j and◦ are defined on scalej polymers,I j is to second order es-
sentially given by (1.76), andK j represents all of the higher order terms of formal
perturbation theory in a rigorous fashion. To understand the significance that poly-
mers must be at the correct length scale, observe thatnth order terms of the formal
approximation (1.76) have rangeO(nLj ). This is easily understood by the example
of the the second-order term (1.86). The polymer gas description becomes useful
if it can be arranged in such a way thatnth order terms correspond, approximately,
to polymer activitiesK (X) on polymers withO(n) blocks so thatK (X) can be
expected to be smaller and smaller whenX is large. This compensates “loss of
locality” by smallness.

Finite range property

To illustrate how the finite range property is helpful in obtaining the representation
(1.101), we recall that the finite range property [Cj ]xy = 0 if d(x, y) ≥ cLj has the
consequence that, ifφ j = (φ j ,x )x is a Gaussian field with such a covariance, then
φ j ,x andφ j ,y are independentif d(x, y) ≥ cLj . In particular, ifY1, . . . ,YN ∈ Pj

do not touch each other, then

Ej

N
∏

i=1

K (Yi ) =
N
∏

i=1

EjK (Yi ). (1.102)

Now suppose that a local field functionalI1,x = I1,x (φ2+φ3+· · · ), independent
of the first fluctuation field,φ1, is given in some way, and letδI0,x = I0,x − I1,x

whereI0,x = I0,x (φ1 + φ2 + · · · ) does depend onφ1. Then

Z0 = I0(Λ) =
∏

x∈Λ

I0,x =
∏

x∈Λ

(I1,x + δI0,x ) = (δI0 ◦ I1)(Λ). (1.103)

The expectation ofZ0 with respect toC1 can be written as

Z1 = E1Z0 =
∑

X∈P0(Λ)

















∏

x∈Λ\X

I1,x

















E1















∏

x∈X

δI0,x















= (K̃1 ◦ I1)(Λ), (1.104)

where

I1(X) =
∏

x∈X

I1,x , K̃1(X) = E1















∏

x∈X

δI0,x















(1.105)

and the product◦ on scale 0. However,̃K1(X) depends on the field in a neighbor-
hood ofX of rangeO(L1) (or more generallyO(L j ) at scalej ). To write (1.104)
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in terms of scale 1 polymers, one can restrictI1 to B1 and “coarsen”K̃1 by setting

K1(U) =
∑

X∈P0(U ):X=U

















∏

x∈U\X

I1,x

















E1















∏

x∈X

δI0,x















(1.106)

for U ∈ P1, where the closureX ∈ Pj+1 of a polymerX ∈ Pj is the smallest scale
j +1 polymer such thatX ⊇ X. The finite range property ofE1 implies thatK1(U)
only depends on the field inU and inB1-blocks touchingU; the appropriate choice
of N j is such thatK1(U) ∈ N1(U).

The representationZj = K j ◦ I j is far from unique. There are many choices of
K j andI j that satisfyZj = K j ◦ I j . It is crucial to choose theI j correctly to capture
the important directions, and theK j such thatK j+1 contracts compared toK j in an
appropriate norm. The details of this are quite delicate [25,37]. The representation
Zj = K j ◦ I j bridges between the representations as an effective action, i.e., as an
exponential and as a polymer gas. It resembles the expressione−Vj+K j sufficiently
well to serve as a replacement, but gives at the same time the flexibility to measure
the non-locality of the error.

1.4.8 Conclusion

The renormalization group, in the sense sketched in the previous subsections, can
provide a complete description of the evolution of a local perturbation of a Gaus-
sian field,Zj+1 = Ej+1Zj , induced by a finite range decomposition of its covariance

C = C1 +C2 + · · · , (1.107)

in terms of tractable coordinatesx j = (K j ,Vj ) defining field functionalŝZj (K j ,Vj )
such that, withVj = (gj , µ j , zj ),

Ej · · · E1Z0(V0) = Ẑj (K j ,Vj ) ≈
∏

x∈Λ

e−g jτ
2
x−µ jτx−z jτ∆,x . (1.108)

The coordinatesx j lie on the trajectory of a dynamical systemΦ,

Φ j (K j ,Vj ) = (K j+1,Vj+1). (1.109)

The long-time properties of the dynamical systemΦ can be used to establish
properties of the large distance behavior of the fields. For example, ifV0 is chosen
carefully, the flowVj converges to the fixed point 0; this choice describescritical
models. The phenomenonVj → 0 is calledinfrared asymptotic freedom. The
term infrared means that it concerns the large distance (short “wavelength”) limit,
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while freedomrefers to the fact thatV = 0 describes a free field. Together with
detailed estimates onK j , guaranteeing that its contribution is sufficiently small, the
convergenceVj → 0 can, for example, be used to prove that the critical model has
the same scaling limit as the perturbed Gaussian field (in an appropriate sense). In
addition, the trajectories ofΦ close to the criticalV0 reveal information about the
approach of the critical point, again with appropriate (non-trivial) estimateson the
remainder partK j .

In the next two chapters, two aspects of this program are studied in detail, the
decomposition of Gaussian fields and the analysis of a class of dynamical systems
that arises in the renormalization group study of the weakly self-avoiding walk. As
mentioned, we provide some explicit details of the connection between the results
of Chapter 2 and Chapter 3 in Appendix A.
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Chapter 2

Decomposition of free fields

2.1 Introduction and main result

2.1.1 The Newtonian potential

Let us place the result of this chapter into context via an example. Considerthe
Newtonian potential, the Green function of the Laplace operator onR

d given by

Φ(x) = Cd















|x|−(d−2) (d ≥ 3)

log 1/|x| (d = 2)
for all x ∈ Rd , x , 0. (2.1)

For d ≥ 3 andanymeasurable functionϕ : [0,∞) → R such thattd−3ϕ(t) is
integrable, the Newtonian potential can be written, up to a constant, as

|x|−(d−2) =

∫ ∞

0
t−(d−2) ϕ(|x|/t) dt

t
for all x ∈ Rd , x , 0. (2.2)

This is true because both sides are radially symmetric and homogeneous of degree
−(d−2), where homogeneity of the right-hand side simply follows from the change
of variables formula. In particular,ϕ can be chosen smooth with compact support
and such thatϕ(|x|) is a positive semi-definite function onRd . The last condition
means thatϕ(|x|) is positive as a quadratic form: for anyf ∈ C∞

c (Rd ), that is,
f : Rd → R smooth with compact support,

Φt ( f , f ) :=
∫

Rd ×Rd
ϕ(|x − y |/t) f (x) f (y) dx dy ≥ 0. (2.3)

Similarly, if d = 2, andϕ : [0,∞) → R is any absolutely continuous function
with ϕ(0) = 1 and such thatϕ′(t) is integrable, then

log 1/|x| =
∫ ∞

0
(ϕ(|x|/t) − ϕ(1/t))

dt
t

for all x ∈ R2, x , 0. (2.4)

Indeed, forx , 0,

log 1/|x| = ϕ(0) log 1/|x| = −
∫ ∞

0
ϕ′(s) log 1/|x| ds

=

∫ ∞

0
ϕ′(s)

∫ s

s/ |x |

dt
t

ds, (2.5)
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and thus, sinceϕ′ is integrable, by Fubini’s theorem,

log 1/|x| =
∫ ∞

0

∫ t |x |

t

ϕ′(s) ds
dt
t
=

∫ ∞

0
(ϕ(t |x|) − ϕ(t))

dt
t
, (2.6)

showing (2.4) after the change of variablest 7→ 1/t. Now suppose again thatϕ
is chosen such thatϕ(|x|) is a positive semi-definite function onR2. Then the
functionR2 ∋ x 7→ ϕ(|x|/t) − ϕ(1/t) is positive as a quadratic form on the domain
of smooth and compactly supported functions with vanishing integral:

Φt ( f , f ) :=
∫

R2×R2
(ϕ(|x − y |/t) − ϕ(1/t)) f (x) f (y) dx dy (2.7)

=

∫

R2×R2
ϕ(|x − y |/t) f (x) f (y) dx dy ≥ 0

for all f ∈ C∞
c (R2) with

∫

f dx = 0.
The above shows that the Newtonian potentials (2.1) can be decomposed into

integrals of compactly supported and positive semi-definite functions, with theap-
propriate restriction of the domain ford = 2.

Let us recall at this point that the positivity of a quadratic form has the impor-
tant implication that it entails the existence of a corresponding Gaussian process,
discussed briefly in Section 2.1.4. However, it is also of interest in mathematical
physics for different reasons [71].

2.1.2 Finite range decompositions of quadratic forms

It is an open problem to characterize the class of positive quadratic forms, S :
D(S) × D(S) → R, that admit decompositions into integrals (or sums) of positive
quadratic forms of finite range: for allf , g ∈ D(S), t > 0,



















































S( f , g) =
∫ ∞

0
St ( f , g)

dt
t
,

St : D(S) × D(S) → R,
St ( f , f ) ≥ 0,

St ( f , g) = 0 if d(supp(f ), supp(g)) > θ(t),

(2.8)

whereθ : (0,∞) → (0,∞) is increasing andd is a distance function. The condition
of finite range, the last condition in (2.8), generalizes the property of compact
support of the functionϕ in (2.3) to quadratic forms that are not defined by a
convolution kernel. The difficulty in decomposing quadratic forms in such a way
is to achieve the two conditions of positivity and finite range simultaneously. Note
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that by splitting up the integral, one can obtain a decomposition into a sum from
(2.8), and conversely, a decomposition into a sum can be written as an integral
(without regularity int).

For applications, not only the existence, but also the regularity of the decom-
position (2.8) is important. Let (X, µ) be a metric measure space, i.e., a locally
compact complete separable metric spaceX with a Radon measureµ on X with
full support (i.e.,µ is strictly positive),Cc (X) the space of continuous functions
on X with compact support, andCb (X) the space of bounded and continuous func-
tions onX. Let us say that the decomposition (2.8) is regular ifCc (X) ∩ D(S) is
S-dense inD(S) and if everySt has a bounded continuous kernelst ∈ Cb (X × X):

St ( f , g) =
∫

st (x, y) f (x)g(y) dµ(x) dµ(y) for all f , g ∈ Cc (X) ∩ D(S).

(2.9)
For the decompositions (2.2), (2.4), the kernels are of course given in terms of

the smooth functionϕ by the explicit formula

φt (x, y) = t−(d−2)ϕ(|x − y |/t) for all x, y ∈ Rd , t > 0. (2.10)

Note that ford = 2 the second term in (2.4) could be omitted by (2.7), with the
understanding that the quadratic form is restricted to functions with vanishing in-
tegral. It follows in particular that

|φt (x, y) | ≤ Ct−(d−2) uniformly in all x, y ∈ Rd . (2.11)

This reflects the decay of the Newtonian potential. Moreover, for all integers
l x , l y ≥ 0, the derivatives of the kernelφt decay according to

|Dlx
x Dly

y φt (x, y) | ≤ Cl t
−(d−2)t−lx−ly , (2.12)

reflecting that|Dl
Φ(x) | ≤ Cl |x|−(d−2−l ) for all x ∈ Rd , x , 0.

The main result of this chapter is a rather simple construction of decomposi-
tions (2.8) with estimates like (2.11) for quadratic forms that arise by duality with
Dirichlet forms in a large class. We call such formsGreen forms, motivated by the
Newtonian potential, or Green function, that is a special case; this is explained in
Section 2.1.3.

The main idea of our method is that (2.8) can be achieved by applying formulae
like (2.2) to the spectral representation of the Green form, and then exploiting finite
propagation speed properties of appropriate wave flows. These are generalizations
of the fact that ifu(t , x) is a solution to

∂2
t u − ∆u = 0, u(0, x) = u0(x), ∂tu(0, x) = 0 (2.13)
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with compactly supported initial datau0 that then

supp(u(t , ·)) ⊆ Nt (supp(u0)) (2.14)

whereNt (U) = {x ∈ X : d(x,U) ≤ t} for anyU ⊂ X.
The idea of exploiting properties of the wave equation in the context of proba-

bility theory is not new. For example, Varopoulos [112] used the finite propagation
speed of the wave equation to obtain Gaussian bounds on the heat kernelof gen-
eral Markov chains, by decomposing it into an integral over compactly supported
parts. Our objective is slightly different in that we are interested in the constraint
of positive definite decompositions.

Decompositions of singular functions into sums or integrals of smooth and
compactly supported functions have a history in analysis. For example, Feffer-
man’s celebrated proof of pointwise almost everywhere convergence of the Fourier
series [56] uses a decomposition of 1/x onR like (2.2), albeit without using positive
semi-definiteness. Hainzl and Seiringer [71], motivated by applications to quantum
mechanics such as [57], decompose general radially symmetric functions,without
assuming a priori that they are positive definite, into weighted integrals overtent
functions. These, likeϕ(|x|) in (2.2), are positive semi-definite. They state suffi-
cient conditions for the weight to be non-negative, and thus obtain decompositions
like (2.2) for a class of radially symmetric potentials includinge−m |x |/|x| onR3.
Special cases and similar results have also appeared in earlier works of Pólya [94]
and of Gneiting [69,70].

These results, like (2.2), make essential use of radial symmetry. One example
of particular interest for probability theory—where radial symmetry is not given—
is the Green function of the discrete Laplace operator:

∆Zdu(x) =
∑

e∈Zd :|e |1=1

(u(x + e) − u(x)) for anyu : Zd → R, x ∈ Zd . (2.15)

Brydges, Guadagni, and Mitter [27] showed that also in this discrete case, the
corresponding Green function, or more generally the resolvent, admits a decompo-
sition like (2.8) into a sum (instead of an integral) of positive semi-definite lattice
functions with estimates analogous to (2.12). Brydges and Talarczyck [21] gave a
related construction which applies to quite general elliptic operators on domains in
R
d , but estimates on the kernels of this decomposition are only known when the

coefficients are constant. Their construction was adapted by Adams, Kotecký, and
Müller [4] to show that the Green functions of constant coefficient discrete ellip-
tic systems onZd admit decompositions with estimates analogous to (2.12) and
that the decomposition obtained this way is analytic as a function of the (constant)
coefficients. These results are based on constructions that average Poissonkernels.
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Our method, sketched earlier, is different from that of [4,21,27,31] and yields
simpler proofs of their results about constant coefficient elliptic operators—both in
discrete and continuous context. It furthermore naturally yields a decomposition
into an integral instead of a sum (with integrand smooth int), and gives effective
estimates for decompositions of Green functions of variable coefficient operators.

2.1.3 Duality and spectral representation of the Green form

Let us now introduce the general set-up in which our result is framed morepre-
cisely. For motivation, we first return to the quadratic forms defined by the Newto-
nian potentials (2.1):

Φ( f , g) :=
∫

Rd ×Rd
Φ(x − y) f (x)g(y) dx dy, f , g ∈ D(Φ) (2.16)

where














D(Φ) = C∞
c (Rd ) (d ≥ 3)

D(Φ) = { f ∈ C∞
c (R2) :

∫

R2 f dx = 0} (d = 2).
(2.17)

These quadratic forms are not bounded onL2(Rd ), as is most apparent whend = 2.
They are closely related to the Dirichlet forms given by

E(u, v) :=
∫

Rd

∇u · ∇v dx, u, v ∈ C∞
c (Rd ). (2.18)

The correspondence between the two isduality: for all f ∈ D(Φ),

√

Φ( f , f ) = sup

{∫

Rd

f u dx : u ∈ C∞
c (Rd ), E(u, u) ≤ 1

}

. (2.19)

This set-up admits the following natural generalization: Let (X, µ) be a metric
measure space andL2(X) be the Hilbert space of equivalence classes of real-valued
squareµ-integrable functions onX with inner product (u, v) = (u, v)L2. Let E :
D(E) × D(E) → R be a closed positive quadratic form onL2(X) with D(E) ⊆
L2(X) a dense linear subspace. It is sometimes convenient to assume thatE is
regular, i.e., thatCc (X) ∩ D(E) is E-dense inD(E). ThatE is closed means that
D(E) is a Hilbert space with inner productE(u, v) + m2(u, v)L2 for any m2 > 0.
For the example (2.18), the domain of the form closureD(E) of C∞

c (Rd ) is the
usual Sobolev spaceH1(Rd ) and (u, v)H1 = E(u, v)+ (u, v)L2 is the usual Sobolev
inner product.

It follows [96] from closedness thatE is the quadratic form associated to a
unique self-adjoint operatorL : D(L) → L2(X),

E(u, v) = (u, Lv) for u ∈ D(E), v ∈ D(L), (2.20)
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whereD(L) ⊆ D(E) is a dense linear subspace inL2(X). The self-adjointness of
L gives rise to a spectral family and functional calculus. This means in particular
that for any Borel measurableF : [0,∞) → R, there is a self-adjoint operator,
denotedF (L) : D(F (L)) → L2(X), where

F (L) :=
∫ ∞

0
F (λ) dPλ , (2.21)

D(F (L)) :=

{

u ∈ L2(X) :
∫ ∞

0
F (λ)2 d(u, Pλu) < ∞

}

(2.22)

with Pλ the spectral family associated toL, and (u, Pλu) is the spectral measure
associated toL andu ∈ L2(X). In these terms,E has the representation

E(u, u) = ‖L
1
2 u‖L2(X ) =

∫

spec(L)
λ d(u, Pλu), u ∈ D(E) = D(L

1
2 ), (2.23)

whereE(u, v) is defined by the polarization identity, ifu , v. Similarly, the corre-
sponding Green form can be defined by polarization and

Φ( f , f ) = ‖L− 1
2 f ‖L2(X ) =

∫

spec(L)
λ−1 d(u, Pλu), f ∈ D(Φ) = D(L− 1

2 ).

(2.24)
This representation will be our starting point for the decomposition of the Green
form. Before stating the result and its proof, let us sketch how the decomposition
problem arises in probability theory.

2.1.4 Gaussian fields and statistical mechanics

The linear spaceD(E) is complete under the metric induced by the inner product
E(u, v) + m2(u, v)L2 for anym2 > 0, but it is generally not complete form2 = 0.
It may however be completed to a Hilbert space abstractly; we denote this Hilbert
space by (HE , (·, ·)E). Similarly, we can complete the domainD(Φ) to a Hilbert
space under the quadratic formΦ; this Hilbert space is denoted by (HΦ , (·, ·)Φ).
HE andHΦ are dual in the following sense: TheL2 inner product can be restricted
to

〈·, ·〉 : D(Φ) × D(E) → R, 〈 f , u〉 = ( f , u) = (L− 1
2 f , L

1
2 u) (2.25)

which extends to a bounded bilinear form onHΦ × HE. L acts by definition iso-
metric fromD(E) to D(Φ), with respect to the norms ofHE andHΦ, and it extends
to an isometric isometry fromHE to HΦ. ThusHΦ is identified with the dual space
of HE naturally, via the extension of theL2 pairing〈·, ·〉.
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Remark2.1.1. To give some insight into the interpretation of the spacesHE and
HΦ, let us mention howHE can be characterized in the case of the Newtonian
potential [40]:

HE � { f : Rd → Rmeasurable :

there exists anE-Cauchy sequencefn ∈ D(E) with fn → f a.e.}/ ∼d (2.26)

where∼d is the usual identification of functions that are equal almost everywhere
whend ≥ 3. For d = 2, ∼d in contrast identifies functions that may differ by a
constant almost everywhere. (It is therefore sometimes said that the massless free
field does not exist in two dimensions, but that its gradient does. The massless
free field is the free field corresponding toΦ in the terminology explained below.)
To understand this distinction, take a smooth cut-off functionϕ1 onR2, e.g. with
ϕ1 ≡ 1 on B1(0) andϕ1 ≡ 0 on B2(0)c , setϕn (x) = ϕ1(x/n), and note that
E(ϕn , ϕn ) = nd−2

E(ϕ1, ϕ1). Thus, (ϕn ) is bounded inHE wheneverd ≤ 2, and
then (by the Banach-Alaoglu theorem) there isψ ∈ HE such thatϕn → ψ weakly
along a subsequence inHE; however,ϕn → 1 pointwise, so thatψ ≡ 1 ∈ HE. Now
E(1, 1) = 0 implies that the constant functions must be in the same equivalence
class as the zero function.

It is well-known that any separable real Hilbert space (H, (·, ·)H ) defines a
Gaussian process indexed byH [105]. This is a probability space (Ω, P) and a
unitary map f ∈ H → 〈 f , φ〉 ∈ L2(P) such that the random variables〈 f , φ〉 are
Gaussian with variance (f , f )H . Note that〈 f , φ〉 is merely a symbolic notation
for the random variable onL2(P) that corresponds tof ∈ H. It cannot in gen-
eral be interpreted as the pairing off ∈ H with a random elementφ(ω) ∈ H
defined forω ∈ Ω; see e.g. [101]. In particular, if (H, (·, ·)H ) is the Hilbert space
(HΦ , (·, ·)HΦ ), this process is called thefree fieldor theGaussian free field(corre-
sponding to Dirichlet formE or Green functionΦ).

This is a generalization of the context introduced in Section 1.3.2 whereX is a
countable set andδx ∈ H, (x ∈ X) so that the fieldφx = 〈δx , φ〉 has a pointwise
interpretation.

2.1.5 Main result

Let (X, µ) be a metric measure space. In addition, suppose thatd : X×X → [0,∞]
is an extended pseudometric onX. (Extendedmeans thatd(x, y) may be infinite
andpseudothat d(x, y) = 0 for x , y is allowed. Example 2.1.4 below gives an
example of interest whered is not the metric ofX.)

Let E : D(E) × D(E) → R be a regular closed symmetric form onL2(X)
as in Section 2.1.3 and denote byL : D(L) → L2(X) its self-adjoint generator.
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Theorem 2.1.2 assumes that (X, µ, d, E) satisfies one of the following twofinite
propagation speedconditions that we now introduce: Forγ > 0, B > 0, and an
increasing functionθ : (0,∞) → (0,∞), let us say that (X, µ, d, E) satisfies (Pγ,θ)
respectively (P∗

θ,B
) if:

supp(cos(L
1
2γt)u) ⊆ Nθ (t ) (supp(u)) for all u ∈ Cc (X), t > 0, (Pγ,θ)

respectively

E(u, u) ≤ B‖u‖L2(X ) for all u ∈ L2(X),

supp(Lnu) ⊆ Nθ (n) (supp(u)) for all u ∈ Cc (X), n ∈ N,
(P∗

θ,B
)

where as beforeNt (U) = {x ∈ X : d(x,U) ≤ t} for anyU ⊂ X. The left-hand side
of (Pγ,θ) is defined in terms of functional calculus for the self-adjoint operatorL.

Note that ifL = −∆Rd = −
∑d

i=1 ∂
2
xi

is the standard Laplace operator ofRd ,
thenu(t , x) = [cos(L

1
2 t)u0](x) is a solution to the standard wave equation (2.13),

and the condition (Pγ,θ) with γ = 1 andθ(t) = t is the finite propagation speed
property (2.14). The property holds for more general elliptic operatorsand ellip-
tic systems (not necessarily of second order), however; see Example 2.1.4 below.
Similarly, if L = −∆Zd is the discrete Laplace operator (2.15), then (P∗

θ,B
) holds

with B = 2d andθ(n) = n, sinceLu(x) only depends onu(y) whenx andy are
nearest neighbors. As for the property (Pγ,θ), the condition (P∗

θ,B
) remains true for

more general discrete Dirichlet forms; see Examples 2.1.4–2.1.5.

Let us introduce a further condition: The heat kernel bound (Hα,ω) holds when
the heat semigroup (e−t L )t>0 has continuous kernelspt for all t > 0 and there is
α > 0 and a bounded functionω : X → R+ such that

pt (x, x) ≤ ω(x)t−α/2 for all x ∈ X. (Hα,ω)

Criteria for (Hα,ω) are classic; see e.g. [91] for second-order elliptic operators and
also the discussion in the examples below.

Theorem 2.1.2. Suppose(X, µ, d, E) satisfies(Pγ,θ) or (P∗
θ,B

). Then the corre-
sponding Green form(2.24)admits a finite range decomposition(2.8)with S= Φ
and St = Φt such that theΦt are bounded quadratic forms with

|Φt ( f , g) | ≤ Cγ,Bt2/γ ‖ f ‖L2(X ) ‖g‖L2(X ) for all f , g ∈ L2(X). (2.27)

Moreover,(Hα,ω) implies that theΦt have continuous kernelsφt that satisfy

|φt (x, y) | ≤ Cα,γ,B

√

ω(x)ω(y)t−(α−2)/γ . (2.28)

46



2.1. Introduction and main result

2.1.6 Examples

Example2.1.3 (Elliptic operators with constant coefficients). Let a = (ai j )1≤i , j≤d

be a strictly positive definite matrix inRd×d and

Ea (u, v) =
d

∑

i , j=1

∫

Rd

(Diu(x))ai j (D jv(x)) dx, u, v ∈ C∞
c (Rd ), (2.29)

E
∗
a (u, v) =

d
∑

i , j=1

∑

x∈Zd

(∇iu(x))ai j (∇ jv(x)), u, v ∈ Cc (Zd ), (2.30)

whereDiu(x) is the partial derivative ofu(x) in directioni = 1, . . . , d,

∇iu(x) = u(x + ei ) − u(x) (2.31)

with ei the unit vector in the positivei th direction, andCc (Zd ) is the space of
functionsu : Zd → R with finite support. Form2 ≥ 0, further set

Ea ,m2(u, v) = Ea (u, v) +m2
∫

Rd

u(x)v(x) dx (2.32)

and defineE∗
a ,m2 analogously. Assume that the eigenvalues ofa are contained in

the interval [B2
− , B

2
+], and in the discrete case also thatm2 ∈ [0, M2

+] for some
B2
− , B

2
+ , M

2
+ > 0; these assumptions are only important for uniformity in the con-

stants below.
In the continuous context, letd be the Euclidean distance onX = Rd and µ

be the Lebesgue measure. It follows that (X, µ, d, E) satisfies (Pγ,θ) with γ = 1,
θ(t) = B+t; see Example 2.1.4 for more details. In the discrete context, letd be
the infinity distance onX = Zd , i.e., d(x, y) = maxi=1,...d |xi − yi |, andµ be the
counting measure. Then (P∗

θ,B
) holds withB = B+ + M2

+ andθ(n) = n.
Theorem 2.1.2 implies that the Green functions associated toEa ,m2 andE∗

a ,m2

admit finite range decompositions. We denote their kernels byφt (x, y; a,m2) and
φ∗t (x, y; a,m2). In addition to (2.28), it is not difficult to obtain estimates on the
decay of the derivatives ofφt and φ∗t , like (2.12), in this situation of constant
coefficients. Since these estimates are of interest for applications, we provide the
details in Section 2.3.2 (in a slightly more general context). We show that there are
constantsCl ,k > 0 depending only onB− andB+, and in the discrete case also on
M+, such that

|Dla
a Dlm2

m2 Dly
y Dlx

x φt (x, y; a,m2) | ≤ Cl ,k t−(d−2)−lx−ly+2lm2 (1+m2t2)−k (2.33)

and

|Dla
a Dlm2

m2 ∇lyy ∇lxx φ∗t (x, y, t; a,m2) | ≤ Cl ,k t−(d−2)−lx−ly+2lm2 (1+m2t2)−k (2.34)
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for all integersla, lm2, l x , l y , andk such that

lm2 < 1
2 (d + l x + l y ), (2.35)

and that the following approximation result holds: There isc > 0 such that

∇lxx ∇lyy φ∗t (x, y; a,m2) = cd−2Dlx
x Dly

y φt (cx, cy; a, c−2m2)

+O(t−(d−2)−lx−ly−1(1+m2t2)−k ). (2.36)

This reproduces and generalizes many results of [4, 27]. More precisely, we
verify that there exists a smooth function̄φ : Rd× [B2

− , B
2
+]× [0,∞) → R supported

in |x| ≤ B+ such that

φt (x, y; a,m2) = t−(d−2)φ̄

( x − y

t
; a,m2t2

)

(2.37)

which has the same structure as (2.10) whenm2 = 0; this is scale invariance.
Moreover, by (2.36), the discrete Green function has a scaling limit and theerror
is of the order of the rescaled lattice spacingO(t−1). This result improves [31].

Example2.1.4 (Elliptic operators and systems with variable coefficients). Let M ∈
N andai j : Rd → RM ×M , i , j = 1, . . . , d, be the smooth coefficients of a uni-
formly elliptic system (or in particular, ifM = 1, of a uniformly elliptic operator):

B2
− |ξ |2 ≤

M
∑

k ,l=1

d
∑

i , j=1

akl
i j (x)ξki ξ

l
j ≤ B2

+ |ξ |2 for all ξ ∈ RdM , x ∈ Rd , (2.38)

with B− , B+ > 0. Let us writeu = (u1, . . . , uM ) ∈ RdM with ui ∈ Rd , i =
1, . . . , M. Let

E(u, v) =
d

∑

i , j=1

∫

Rd

(Diuk (x))akl
i j (x)(D jul (x)) dx, u, v ∈ C∞

c (Rd ,RM )

(2.39)
and analogously in the discrete case (as in (2.29), (2.30)).

To apply Theorem 2.1.2, (X, µ, d) is defined byX = Rd × {1, . . . , M }, µ is the
product of the Lebesgue measure onRd and the counting measure on{1, . . . , M },
and the distance is given byd((x, i ), (y, j )) = d(x, y). In particular,d is only a
pseudometric onX. We may use the identification ofu : Rd → RM andu : X → R
by u(x, i ) = ui (x).

It suffices to verify the condition (P1,B+t ) for smooth, compactly supported
u0 : Rd → R

M . For such au0, set, by using spectral theory for self-adjoint
operators:

u(t) := cos((L +m2)
1
2 t)u0. (2.40)
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Then, sinceu0 is smooth,u(t , x) : R × Rd → RM is smooth jointly in (t , x), and

∂2
t u + Lu +m2u = 0, ∂tu(0) = 0, u(0) = u0 (2.41)

holds in the classical sense. IfM = 1, m2 = 0, anda is thed × d identity matrix,
(P1,t ) is the finite propagation speed of the wave equation.

Similarly, in the general situation, the property (P1,B+t ) can be deduced from
the finite propagation speed of first order hyperbolic systems. This is well-known,
but the explicit reduction for the case of (2.41) with (2.39) is difficult is to find in the
literature. Let us therefore sketch how to convert (2.41) to a hyperbolicsystem for
readers interested in this case. For example, one can definev : R × Rd → R(d+2)M

by:

vk0 = ∂tu
k , vki =

d
∑

j=1

M
∑

l=1

akl
i j ∂x j

ul , vkd+1 = muk , (2.42)

wherei = {1, . . . , d} andk ∈ {1, . . . , M }. It follows thatv satisfies

S∂tv +
d

∑

j=1

A j∂x j
v + Bv = 0, v(0) = (0, (aDu0)1, . . . , (aDu0)d ,mu0) (2.43)

whereS,A j ,B : Rd → R(d+2)M × (d+2)M are defined as the block matrices

S=



















1M ×M 0dM ×M 0M ×M

0M ×dM a−1 0M ×dM

0M ×M 0dM ×M 1M ×M



















, B =



















01×1 0d×1 m
01×d 0d×d 01×d

−m 0d×1 01×1



















⊗ 1M ×M ,

(2.44)
and

Ai =











































0 −δ1i · · · −δdi 0
−δ1i 0 . . . 0 0
...

...
. . .

... 0
−δdi 0 . . . 0 0

0 0 · · · 0 0











































⊗ 1M ×M , i = 1, . . . , d. (2.45)

It is immediate that this system is symmetric uniformly hyperbolic, by the sym-
metry and uniform ellipticity of the matrixa. The property (P1,B+t ) now follows
from the finite propagation speed of linear hyperbolic systems; see e.g. [7,84].

Nash showed [91] that (Hd ,ω ) holds whenM = 1. In [77, 81], conditions are
given for (Hd ,ω ) to hold whenM > 1. In particular, this includes the constant
coefficient case. The latter case can be treated by using the Fourier transform;see
Section 2.3.2.
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Example2.1.5 (Random walk on graphs). Let (X, E) be a (locally finite) graph,
with vertex setX and edge setE ⊂ P2(X), whereX is a countable (or finite) set
andP2(X) are the subsets ofX with two elements. Letd : X × X → [0,∞] be
the graph distance on (X, E), i.e.,d(x, y) is the (unweighted) length of the shortest
path fromx to y.

Suppose that edge weightsµxy = µyx ≥ 0, x, y ∈ X are given. These induce a
natural measure, also denotedµ, on X by:

µx =
∑

y∈X

µxy , µ(A) =
∑

x∈A

µx for all A ⊆ X. (2.46)

The associated Dirichlet form is

E(u, u) = 1
2

∑

xy∈E

µxy (u(x) − u(y))2 for all u ∈ D(E) = L2(µ) (2.47)

and its generator is given by

Lu(x) = µ−1
x

∑

y∈X

µxy (u(x)−u(y)) for all finitely supportedu : X → R. (2.48)

L is called theprobabilistic Laplace operatorassociated to the simple random walk
on the weighted graph (X, µ) with transition probabilitiesµxy/µx . Let us remark
that a probabilistic interpretation (or a maximum principle) does not hold in general
for Examples 2.1.3–2.1.4 (whena is non-diagonal or vector-valued).

The Dirichlet form (2.47) is bounded onL2(µ) with operator norm 2 so that the
property (P∗

θ,B
) holds withθ(n) = n andB = 2, and Theorem 2.1.2 is applicable.

For applications, it is often useful to add a killing rate to the random walk: The
probabilistic Green density with killing rateκ ∈ (0, 1) is defined by:

Gκ (x, y) =
∑

n≥0

pn (x, y)κn = (κL + (1− κ))−1(x, y) = (Lκ )−1(x, y) (2.49)

wherepn (x, y) is the kernel of the operatorPn on L2(µ). Note that (2.49) only
converges forκ = 0 when the random walk is transient, but thatL−1 still makes
sense as a quadratic form on its appropriate domain when the random walk isre-
current, as in (2.16), (2.17) ford = 2. Note further that spec(Lκ ) ⊆ [0, 2] for all
κ ∈ [0, 1], so that Theorem 2.1.2 is applicable uniformly inκ ∈ [0, 1].

Closely related to the killed Green functionGκ is the resolvent kernel ofL. The
resolvent ofL is defined onL2(µ) by Gm2 = (L + m2)−1 for m2 > 0. It is related
to the killed Green density by:

Gκ = κ−1G(1−κ)/κ . (2.50)

50



2.1. Introduction and main result

One difference compared with the killed Green function is thatL+m2 is not bound-
ed uniformly inm2 ≥ 0. To achieve the condition (P∗

θ,B
) for fixed B > 0, it is

therefore necessary to restrict tom2 ≤ M2
+ with M2

+ = B − 2.

Remark2.1.6. Other examples which Theorem 2.1.2 is applicable to include Dir-
ichlet spaces that satisfy a Davies-Gaffney estimate [103] such as weighted mani-
folds and quadratic forms corresponding to powers of elliptic operators like∆2.

2.1.7 Remarks

Remark2.1.7. Theorem 2.1.2 also gives the decomposition into sums as in [4, 21,
27]: Suppose that the assumptions of Theorem 2.1.2 are satisfied and, for notational
simplicity, that the resulting decomposition has a kernel. Then, for anyL > 1,

Φ(x, y) =
∑

j∈Z

Cj (x, y) for all x, y ∈ X × X (2.51)

where the functionsCj : X × X → [0,∞), j ∈ Z are given by

Cj (x, y) :=
∫ L j

L j−1
φt (x, y)

dt
t

for all x, y ∈ X. (2.52)

They satisfy the following properties:

Cj is the kernel of a positive semi-definite form, (2.53)

Cj (x, y) = 0 for all x, y ∈ X with d(x, y) ≥ L j , (2.54)

and, if (Hα,ω) holds,

|Cj (x, y) | ≤ cα (x, y)























L−(α−2)(j−1) (α > 2)

L(2−α) j (α < 2)

log(L) (α = 2)

(2.55)

with cα (x, y) is independent ofL. Thus, (Cj ) j∈Z is a finite range decomposition
into discrete scales of the Green functionΦ. Similarly, gradient estimates such as
(2.33), (2.34), (2.36) in Example 2.1.3 have obvious discrete versions.

Remark2.1.8. More generally than in Theorem 2.1.2, we may consider afamilyof
symmetric forms, (Es )s∈Y , whereY is a domain in a Banach space, with generators
Ls . Let us assume thatEs is smooth ins, in the following sense: There exists a
projection-valued measureP on a measurable spaceM and a functionV : M ×Y→
(0,∞), smooth inY, such that

F (Ls ) =
∫

spec(Ls )
F (λ) dPs

λ =

∫

M

F (V(s, τ)) dPτ . (2.56)
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2.2. Proof of main result

An example of this condition isEs ( f , f ) = E( f , f ) + s( f , f ) so thatV(s, λ) =
λ + s and (Ls )−1 is the resolvent ofL; similarly, the killed Green function of
Example 2.1.5 can be expressed in this way. Then the family of kernelsφs is
continuous ins, and if (Hα,ω) holds fors = 0, andV(λ, s) ≥ z2(s)V(λ, 0)+m2(s),
then

|φst (x, y) | ≤ Cα,γ,l

√

ω(x)ω(y)(z(s)t)−(α−2)/γ (1+ tm(s))−l . (2.57)

This can be verified by a straightforward adaption of the proof of Theorem 2.1.2.

2.2 Proof of main result

2.2.1 Spectral decomposition

The starting point for the proof is the spectral representation of the Green form
(2.24):

Φ( f , f ) =
∫

spec(L)
λ−1 d( f , Pλ f ) for all f ∈ D(Φ), (2.58)

where f ∈ D(Φ) implies that the integral can be restricted to spec(L) \ 0. The
main result follows by decomposition of the functionλ−1 : spec(L) \ 0 → R+.
Different decompositions are needed under the two conditions (Pγ,θ), (P∗

θ,B
). The

main idea of the proof is that decompositions with good properties exist. The result
that we prove after using it to deduce Theorem 2.1.2 is summarized in the following
lemma.

Lemma 2.2.1(Spectral decomposition). Suppose that L satisfies(Pγ,θ) or (P∗
θ,B

);
in the second case, we assume thatγ = 1. Then there exists a smooth family of
functions Wt ∈ C∞ (R), t > 0, such that for allλ ∈ spec(L) \ 0, t > 0, and all
integers l,

λ−1 =

∫ ∞

0
t

2
γ Wt (λ)

dt
t
, (2.59)

Wt (λ) ≥ 0, (2.60)

(1+ t
2
γ λ)lWt (λ) ≤ Cl , (2.61)

and that for all u∈ Cc (X),

supp(Wt (L)u) ⊆ Nθ (t ) (supp(u)). (2.62)
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2.2. Proof of main result

Remark2.2.2. More precisely, we will give explicit formulae forWt that imply

(1+ t2λ)lλm
∣

∣

∣

∣

∣

∂m

∂λm
Wt (λ)

∣

∣

∣

∣

∣

≤ Cl ,m (2.63)

for all m andl , improving (2.61). This improvement is used in Section 2.3.2.

Proof of Theorem 2.1.2.It follows from (2.59) that, for anyf ∈ D(Φ),

Φ( f , f ) =
∫

spec(L)

(∫ ∞

0
t

2
γ Wt (λ)

dt
t

)

d( f , Pλ f ) (2.64)

=

∫ ∞

0
t

2
γ

(∫

spec(L)
Wt (λ) d( f , Pλ f )

)

dt
t

=

∫ ∞

0
t

2
γ ( f ,Wt (L) f )

dt
t
.

The exchange of the order of the two integrals in the equation above is justi-
fied by non-negativity of the integrand, by (2.60). The latter also implies that
( f ,Wt (L) f ) ≥ 0 for all f ∈ L2(X). The polarization identity allows to recover
Φ( f , g) for all f , g ∈ D(Φ). Finally, (2.62) completes the verification of (2.8) for
Φt defined by

Φt ( f , g) = t
2
γ ( f ,Wt (L)g). (2.65)

It remains to prove that (Hα,ω) implies (2.28). The semigroup property and the
continuity ofpt imply thatpt ∈ Cb (X, L2(X)) with

‖pt (x, ·)‖L2(X ) =

∫

X

pt (x, y)pt (y, x) dµ(y) = p2t (x, x), (2.66)

‖pt (x, ·) − pt (y, ·)‖L2(X ) = p2t (x, x) + p2t (y, y) − 2p2t (x, y) → 0 asx→ y.

(2.67)

This implies thate−t L : L2(X) → Cb (X) is a bounded linear operator (e−t L f (x) =
(pt (x, ·), f )). Duality then also implies continuity ofe−t L : Cb (X)∗ → L2(X)
(with respect to the strong topology onCb (X)∗). Let M (X) ⊆ Cb (X)∗ be the
space of signed finite Radon measures onX equipped with the weak-* topology.
Let mi ∈ M (X) with mi → 0. Then:

‖e−t Lmi ‖L2(X ) =













∫

X

(∫

X

pt (x, y) dmi (y)

)2

dµ(x)













1
2

=

(∫

X

∫

X

(pt (y, ·), pt (z, ·)) dmi (y) dmi (z)

)
1
2

→ 0 (2.68)
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2.2. Proof of main result

which means thate−t L : M (X) → L2(X) is continuous (becauseX is separable
and therefore the weak-* topology ofM (X) is metrizable). This implies that (1+
t2/γL)−l : M (X) → L2(X) is likewise continuous for alll > α/4. To see this, we
use the relation

(1+ t2/γλ)−l = Γ(l )−1
∫ ∞

0
e−ssl−1e−st2/γλ ds (2.69)

which holds by the change of variables formula and the definition of Euler’sgamma
function. The spectral theorem thus implies that, for anyu ∈ L2(X),

‖(1+ t2/γL)−lu‖L2(X ) ≤ Γ(l )−1
∫ ∞

0
e−ssl−1‖e−st2/γLu‖L2(X ) ds. (2.70)

Sinceµ has full support,L2(X)∩M (X) is dense inM (X) (whereLp (X) is always
with respect toµ), and the claimed continuity of (1+ t2/γL)−l : M (X) → L2(X)
follows from (2.68). In particular, the pointwise bound forpt implies that for
l > α/4,

‖(1+ t2/γL)−lδx ‖L2(X ) ≤ Γ(l )−1
∫ ∞

0
e−ssl−1‖e−st2/γLδx ‖L2(X ) ds (2.71)

≤ Γ(l )−1
√

ω(x)t−α/2γ
∫ ∞

0
e−ssl−1−α/4 ds

= C
√

ω(x)t−α/2γ .

Let κt (λ) =Wt (λ)1/2. Then (2.61) and the spectral theorem also imply that

‖κt (L)(1+ t2/γL)l ‖L2(X )→L2(X ) = sup
λ>0

κt (λ)(1+ t2/γλ)l ≤ Cl , (2.72)

uniformly in t > 0. It follows from (2.71) thatκt (L) : M (X) → L2(X) with

‖κt (L)δx ‖L2 ≤ C
√

ω(x)t−α/2γ . (2.73)

Finally, by the Cauchy-Schwarz inequality,

|φt (x, y) | = t2/γ (κt (L)δy , κt (L)δx ) ≤ t2/γ ‖κt (L)δy ‖L2(X ) ‖κt (L)δx ‖L2(X )
(2.74)

which, with (2.73), proves (2.28). The continuity ofφt is implied by the continuity
of κt (L) : M (X) → L2(X) and ofδx in x ∈ X (in the weak-* topology). �

Remark2.2.3. The decay forφs claimed in (2.57) can be obtained by a straightfor-
ward generalization of the above argument, replacing (2.69) by

(1+ t2/γz2λ + t2/γm2)−l = Γ(l )−1
∫ ∞

0
e−ssl−1e−st2/γm2

e−sz2t2/γλ ds. (2.75)
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2.2. Proof of main result

Remark2.2.4. Furthermore, by (2.61), the operatorsWt (L) are smoothing fort >
0, in the general sense that, for anyt > 0,

Wt (L) : L2(X) → C∞ (L), whereC∞ (L) :=
∞
⋂

n=0

D(Ln ) ⊂ L2(X) (2.76)

is the set ofC∞-vectors forL; see [95]. Standard elliptic regularity estimates imply
e.g. thatC∞ (L) = C∞ (X) whenE is the quadratic form associated to an elliptic
operator with smooth coefficients.

2.2.2 Proof of Lemma 2.2.1

To complete the proof of Theorem 2.1.2, it remains to demonstrate Lemma 2.2.1.
We first prove it under condition (Pγ,θ) in Lemma 2.2.5 below; this proof is quite
straightforward using the assumption and (2.2). Then we prove Lemma 2.2.1 inthe
situation of condition (P∗

θ,B
) in Lemma 2.2.7; here additional ideas are required.

To fix conventions, let us define the Fourier transform of an integrable function
ϕ : R→ R by

ϕ̂(k) = (2π)−1
∫

R

ϕ(x)e−ik x dx for all k ∈ R. (2.77)

Lemma 2.2.5(Lemma 2.2.1 under (Pγ,θ)). For anyϕ : R→ [0,∞) such thatϕ̂ is
smooth and symmetric withsupp( ˆϕ) ⊆ [−1, 1], and for anyγ > 0, there is C> 0
such that

Wt (λ) := Cϕ(λ
1
2γt) (2.78)

satisfies(2.59), (2.60), (2.61), and also(2.63), for all λ > 0, t > 0; and if (Pγ,θ)
holds, then(Wt ) also satisfies(2.62).

Remark2.2.6. It is not difficult to see that suchϕ exist. For example, if ˆκ is a
smooth real-valued function with support in [− 1

2 ,
1
2], then ϕ = |κ |2 satisfies the

assumptions. For simplicity, let us assume sometimes in the following thatϕ is
chosen such thatC = 1 when Lemma 2.2.1 is applied.

Proof. Note that for anyϕ : [0,∞) → R with tϕ(t) integrable, there isC > 0 such
that

λ−1 = C
∫ ∞

0
t

2
γ ϕ(λ

1
2γt)

dt
t

for all λ > 0. (2.79)

This simply follows (as in (2.2)) because the right-hand side is homogeneous
in λ of degree−1, which is immediate by rescaling of the integration variable.
This shows (2.59); (2.60) is obvious by assumption; and (2.61) follows since ϕ̂
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2.2. Proof of main result

is smooth. The improved estimate (2.63) follows from the chain rule (or Faà di
Bruno’s formula) and

λm− 1
2γ

∣

∣

∣

∣

∣

∂m

∂λm
λ

1
2γ

∣

∣

∣

∣

∣

≤ Cγ,m (2.80)

for non-negative integersm, using that supp( ˆϕ) ⊆ [−1, 1] implies thatϕ is smooth.
Moreover, since supp( ˆϕ) ⊂ [−1, 1], and since ˆϕ is smooth,

Wt (L)u = C
∫ 1

−1
ϕ̂(s) cos(L

1
2γts)u ds for all u ∈ L2(X), (2.81)

where the integral is the Riemann integral, i.e., the strong limit of its Riemann sums
(with values inL2). Therefore (2.62) follows from (Pγ,θ). �

The previous proof makes essential use of the finite propagation speed of the
wave equation (Pγ,θ) to prove (2.62). This property fails for discrete Dirichlet
forms such as (2.30) where we instead know the property (P∗

θ,B
) that polynomials

of degreen of the generator have finite rangeθ(n).
This leads to the following problem. Find polynomialsW∗

t , t > 0, of degree
at mostt satisfying the properties (2.60), (2.61), (2.63) such that the decomposi-
tion formula (2.59) for 1/λ holds. In the proof of Lemma 2.2.5, the verification
of (2.61) (and (2.63)) and of the decomposition formula (2.59) are directlylinked
to the “ballistic” scaling of the wave equation:Wt (λ) = W1(λt2). To construct
polynomials satisfying such “ballistic” estimates, we are led by the following re-
markable discovery of Carne [39]: The Chebyshev polynomialsTk , k ∈ Z, defined
by

Tk (θ) = cos(k arccos(θ)) for all θ ∈ [−1, 1], k ∈ Z, (2.82)

are solutions to the discrete (in space and time) wave equation in the following
sense: Let∇+ f (n) = f (n + 1) − f (n) and∇− f (n) = f (n − 1) − f (n) be the
discrete (forward and backward) time differences. Then, as polynomials inX,

∇−∇+Tn (X) = ∇+∇−Tn (X) = 2(X − 1)Tn (X). (2.83)

In particular, when 2(X − 1) = −L or equivalentlyX = 1 − 1
2L, thenv(n, x) =

[Tn (1 − 1
2L)u](x) solves the following “Cauchy problem” for the discrete wave

equation:

−∇+∇−v + Lv = 0, v(0) = u, (∇+v − ∇−v)(0) = 0. (2.84)

The analogy between the discrete- and the continuous-time wave equations islike
that between the discrete- and the continuous-time random walk. It turns out that
the structure of Chebyshev polynomials allows to prove the following lemma.
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Lemma 2.2.7(Lemma 2.2.1 under (P∗
θ,B

)). Let ϕ : R → [0,∞) satisfy the as-
sumptions of Lemma 2.2.5. Then W∗t : [0, 4]→ [0,∞), defined by

W∗
t (λ) :=

∑

n∈Z

ϕ(arccos(1− 1
2λ)t − 2πnt) for all λ ∈ [0, 4], t > 0, (2.85)

is the restriction of a polynomial inλ of degree at most t to[0, 4], with coefficients
smooth in t, and, for anyε > 0, (2.59), (2.60), (2.61), (2.62), and (2.63)hold for
all λ ∈ (0, 4− ε], t > 0.

Proof. The proof verifies thatW∗
t as defined in (2.85) has the asserted properties.

Let
ϕ∗t (x) :=

∑

n∈Z

ϕ(xt − 2πnt) =
∑

k∈Z

t−1ϕ̂(k/t) cos(kx) (2.86)

where the second equality follows by symmetry of ˆϕ, the change of variables for-
mula, and a version of the Poisson summation formula which is easily verified, for
sufficiently niceϕ. Then the claim (2.59) can be expressed as

λ−1 =

∫ ∞

0
t2ϕ∗t (arccos(1− 1

2λ))
dt
t

for all λ ∈ (0, 4]. (2.87)

Let x = arccos(1− 1
2λ) or equivalentlyλ = 2(1−cosx) = 4 sin2( 1

2 x). In terms
of this change of variables, (2.87) and thus the claim (2.85) are then equivalent to

1
4 sin−2( 1

2 x) =
∫ ∞

0
t2ϕ∗t (x)

dt
t

for all x ∈ (0, π]. (2.88)

The left-hand side defines a meromorphic function onC with poles at 2πZ. Its
development into partial fractions is (see e.g. [5, page 204])

1
4 sin−2( 1

2 x) =
∑

n∈Z

(x − 2πn)−2 for all x ∈ C \ 2πZ. (2.89)

It follows, by (2.79) withγ = 1 andλ = (x − 2πn)2, assumingC = 1, that

1
4 sin−2( 1

2 x) =
∑

n∈Z

∫ ∞

0
t2ϕ((x − 2πn)t)

dt
t

for all x ∈ (0, π]. (2.90)

The order of the sum and the integral can be exchanged, by non-negativity of the
integrand, thus showing (2.88) and therefore (2.59).

To verify thatW∗
t is the restriction of a polynomial, we note that by (2.85),

(2.86), and supp( ˆϕ) ⊆ [−1, 1],

W∗
t (λ) = ϕ∗t (arccos(1− 1

2λ)) =
∑

k∈Z

t−1ϕ̂(k/t) cos(k arccos(1− 1
2λ)) (2.91)

=
∑

k∈Z∩[−t ,t ]

t−1ϕ̂(k/t)Tk (1− 1
2λ)
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whereTk , k ∈ Z, are the Chebyshev polynomials defined by (2.82). This shows
thatW∗

t (λ) is indeed the restriction of a polynomial inλ of degree at mostt to the
interval λ ∈ [0, 4]. In particular, (2.62) is a trivial consequence of (P∗

θ,B
) which

states that polynomials inL of degreen have range at mostθ(n).
Finally, we verify the estimate (2.63) and thus in particular (2.61). To this end,

we note that, in analogy to (2.80), forλ ∈ [0, 4− ε] and non-negative integersm,

λm− 1
2

∣

∣

∣

∣

∣

∂m

∂λm
arccos(1− 1

2λ)
∣

∣

∣

∣

∣

≤ Cε,m . (2.92)

For example, form= 1,

∂

∂λ
arccos(1− 1

2λ) = 1
2 (λ − 1

4λ
2)−

1
2 ≤ ε−

1
2 λ− 1

2 for λ ∈ [0, 4− ε]. (2.93)

Therefore (2.63) follows, by the chain rule (or Faà di Bruno’s formula), from

(1+ t2(1− cos(x))l t−m

∣

∣

∣

∣

∣

∂m

∂xm
ϕ∗t (x)

∣

∣

∣

∣

∣

≤ Cl ,m (2.94)

which we will now show. The argument is essentially a discrete version of the
classic fact that the Fourier transform acts continuously on the Schwartzspace of
smooth and rapidly decaying functions onR. To show (2.94), first note that

(1− cos(x))eik x = eik x − 1
2ei (k+1)x − 1

2ei (k−1)x =: ∆keik x (2.95)

and thus by induction, for anyl ∈ N,

(1− cos(x))leik x = (1− cos(x))l−1
∆keik x

= ∆k (1− cos(x))l−1eik x = ∆lkeik x . (2.96)

It follows by (2.86) and summation by parts that

(1+ t2(1− cos(x))l t−m ∂m

∂xm
ϕ∗t (x) =

∑

k∈Z

t−1ϕ̂(k/t)(ik/t)m[(1 + t2
∆k )leik x ]

(2.97)

=
∑

k∈Z

[(1 + t2
∆k )l t−1ϕ̂(k/t)(ik/t)m]eik x .

Let h(s) = 1
2 (|s| − 1)1|s |≤1 for s ∈ R. Then, for any smoothf : R→ R,

∆
n
k f (k) = (h∗n ∗ D2n f )(k), (2.98)
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where∗ denotes convolution of two functions onR, h∗n = h ∗ h ∗ · · · ∗ h, andD f
is the derivative off . Indeed,

∆k f (k) = − 1
2

∫ 1

0
[D f (k + t) − D f (k − t)] dt

= − 1
2

∫ 1

0

∫ t

−t

D2 f (k + s) ds dt

=

∫

R

D2 f (s)h(s− k) ds= (h ∗ D2 f )(k), (2.99)

and (2.98) then follows by induction:

∆
n+1
k f = ∆(h∗n ∗ D2n f ) = h ∗ D2(h∗n ∗ D2n f ) = h ∗ h∗n ∗ D2D2n f . (2.100)

It then follows using the facts that
∑

k∈Z |h∗n (k − s) | ≤ Cn, uniformly in s ∈ R,
and that ˆϕ is smooth and of rapid decay,

t−1
∑

k∈Z

∣

∣

∣

∣

(1+ t2
∆

2
k )l [ϕ̂(k/t)(ik/t)m]

∣

∣

∣

∣

(2.101)

=

l
∑

n=0

Cl ,nt−1
∑

k∈Z

∫

R

|h∗n (k − s) | |[D2n ((·)m ϕ̂)](s/t) | ds

≤
l

∑

n=0

Cl ,nt−1
∫

R

|[D2n ((·)m ϕ̂)](s/t) | ds

=

l
∑

n=0

Cl ,n

∫

R

|[D2n ((·)m ϕ̂)](s) | ds≤ Cm ,l

and thus (2.94), and therefore (2.63), follow from this inequality and (2.97). �

Proof of Lemma 2.2.1.Lemma 2.2.1 under (Pγ,θ) is an immediate consequence of
Lemma 2.2.5; under (P∗

θ,B
), it follows from Lemma 2.2.7 with appropriate rescal-

ing to achieveλ ≤ 3, i.e., by settingWt (λ) = c−1W∗
t (cλ) for somec > 0. �

2.3 Extensions

2.3.1 Discrete approximation

In view of the discussion about Chebyshev polynomials before Lemma 2.2.7,it
is not surprising that the functionsW∗

t of Lemma 2.2.7 approximate theWt of
Lemma 2.2.5. In Proposition 2.3.1 below, we show that this is indeed the case with
natural errorO(t−1) ast → ∞. This result is used in Section 2.3.2 to prove (2.36).

59



2.3. Extensions

Proposition 2.3.1(Discrete approximation). Letϕ be as in Lemma 2.2.5 and 2.2.7,
with associated functions Wt and W∗

t for γ = 1. Then, for any integer l,

|W∗
t (λ) −Wt (λ) | ≤ Cl (1∨ t)−1(1+ t2λ)−l for all λ ∈ [0, 4]. (2.102)

In particular, W∗
t (λ/t2) → Cϕ(λ

1
2 ) as t→ ∞.

Proof. Note that it suffices to restrict tot ≥ 1, since fort ≤ 1, the claim follows
from (2.61). The left-hand side of (2.102) is then proportional to the absolute value
of

ϕ(arccos(1− 1
2λ)t) − ϕ(λ

1
2 t) +

∑

n∈Z\{0}

ϕ(arccos(1− 1
2λ)t + 2πnt). (2.103)

We estimate the difference of the first two terms in (2.103) and the sum separately,
and show that each of them satisfies (2.102). The first two terms can be written as

ϕ(arccos(1− 1
2λ)t) − ϕ(λ

1
2 t) = (arccos(1− 1

2λ) − λ
1
2 )tζt (λ) (2.104)

with

ζt (λ) =
∫ 1

0
ϕ′(sarccos(1− 1

2λ)t + (1− s)λ
1
2 t) ds. (2.105)

The bounds
√

2λ = arccos(1− λ) +O(λ) asλ → 0+, (2.106)
√

2λ ≤ arccos(1− λ) ≤ π
2

√
2λ for all λ ∈ [0, 2], (2.107)

and the rapid decay ofϕ′ therefore imply that

|ζt (λ) | ≤ Cl (1+ λt2)−l (2.108)

and
ϕ(arccos(1− 1

2λ)t) − ϕ(λ
1
2 t) ≤ Cl t

−1(1+ t2λ)−l . (2.109)

To estimate the sum in (2.103), we can use the rapid decay ofϕ with the in-
equalityx + y ≥ 2(xy)1/2 to obtain that

∑

n∈Z\{0}

ϕ(xt + 2πnt) ≤ Cl

∑

n∈Z\{0}

(1+ xt + 2πnt)−l (2.110)

≤ Cl (1+ xt)−l/2t−l/2
∑

n>0

n−l/2 ≤ Cl (1+ xt)−l/2t−l/2

for any l > 2, with the constant changing from line to line. In particular, upon
substitutingx = arccos(1− 1

2λ), this bound and (2.107) imply
∑

n∈Z\{0}

ϕ(arccos(1− 1
2λ)t + 2πnt) ≤ Cl t

−2l (1+ t2λ)−l . (2.111)

The claim then follows by adding (2.109) and (2.111). �
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2.3.2 Estimates for systems with constant coefficients

In this section, we verify the assertions of Example 2.1.3. We work in the slightly
more general context of second-order elliptic systems (instead of operators) with
constant coefficients. These are defined as in Example 2.1.4, and we now show that
claims of Example 2.1.3 hold mutadis mutandis. The analysis is straightforward,
with aid of the Fourier transform. It reproduces several results of [4,31]. Note that
by writing L = 1

c2 [ 1
c2 L]−1 and considering1

c2 L instead ofL, we may assume that
the coefficients,a, are bounded such that (P∗

θ,B
) holds withB = 3 (for example).

Spectral measures

The spectral measures corresponding to the vector-valued case of (2.29) are given
in terms of the Fourier transform as follows. ForF : [0,∞) → R,

(v, F (L)u) =
M
∑

k ,l=1

∫

Rd

















F

















d
∑

i , j=1

ai j ξiξ j

































kl

v̂
k (ξ)ûl (ξ) dξ (2.112)

whereû = (û1, . . . , ûM ) is the Fourier transform ofu = (u1, . . . , uM ), separately
for each component,

a(ξ) :=
d

∑

i , j=1

ai j ξiξ j =

















d
∑

i , j=1

akl
i j ξiξ j

















k ,l=1,... ,M

(2.113)

are symmetric positive definiteM × M matrices, for allξ ∈ Rd , and the matrices
F (a(ξ)) are defined in terms of the spectral decomposition ofa(ξ). Similarly, for
the (vector-valued case of the) discrete Dirichlet form (2.30),

(v, F (L)u) =
M
∑

k ,l=1

∫

[−π,π]d

















F

















d
∑

i , j=1

ai j (1− eiξi )(1− e−iξ j )

































kl

v̂
k (ξ)ûl (ξ) dξ

(2.114)
where here ˆu is the component-wise discrete Fourier transform. Let us also write

a∗ (ξ) :=
d

∑

i , j=1

ai j (1−eiξi )(1−e−iξ j ) =

















d
∑

i , j=1

akl
i j (1− eiξi )(1− e−iξ j )

















k ,l=1,...,M

.

(2.115)
We will often use, without mentioning this further, that the spectra ofa(ξ) and
a∗ (ξ) are bounded from above and from below by|ξ |2.
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Estimates

Let us introduce the following notation for derivatives: For a functionu : Rd →
R, we regard thel th derivative,Dlu(x), as anl -linear form, and|Dlu(x) | is a
norm of the formDlu(x). In terms of the Fourier transform, we denote byD̂l (ξ)
the corresponding “multiplier” operator from functions tol -linear forms, and by
|D̂l (ξ) | its norm. Similarly, for a discrete functionu : Zd → R, the l th order
discrete difference inpositive coordinate directionis denoted by∇lu(x) and has
Fourier multiplier∇̂l (ξ). In particular, whenl = 1,

D̂(ξ) � (iξ1, . . . , iξd ), ∇̂(ξ) � (eiξ1 − 1, . . . , eiξd − 1). (2.116)

Furthermore,k and p will denote integers that may be chosen arbitrarily, andC
constants that can change from instance to instance and may depend onk andp, as
well asl = (l x , l y , la , lm2), B+, B−, andM+, but not onx, ξ, andm.

Proof of (2.37),(2.33),(2.34). It follows by the change of variablesξ 7→ tξ, from
the fact thata(ξ) is homogeneous of degree 2, and fromWt (λ) =W1(λt2) that

φt (x, y; a,m2) = t2
∫

Rd

Wt (a(ξ) +m2)ei (x−y)·ξ dξ (2.117)

= t−(d−2)φ̄(
x − y

t
; a,m2t2)

with

φ̄(x; a,m2) :=
∫

Rd

W1(a(ξ) +m2)ei (x−y)·ξ dξ (2.118)

which is supported in|x| ≤ B+. This verifies (2.37). Furthermore, (2.33) is a
straightforward consequence of (2.117) by differentiation and (2.63). Let us omit
the details and only verify them explicitly in the discrete case (2.34): The (deriva-
tives of the) decomposition kernelφ∗t can here be expressed as

Dla
a Dlm2

m2 ∇lxx ∇lyy φ∗t (x, y; a,m2) = t−(d−2)−lx−ly+2lm2
φ̄∗t ;l (x − y; a,m2) (2.119)

with

φ̄∗t ;l (x; a,m2) = td+lx+ly−2lm2

∫

[−π,π]d
Dla

a Dlm2
m2 W∗

t (a∗ (ξ) +m2)∇̂ly ∇̂lx ei x ·ξ dξ.

(2.120)
Thus (2.63),|∇̂(ξ) | ≤ C|ξ |, andη · a∗ (ξ)η ≥ C|ξ |2|η |2 for η ∈ RM imply

|φ̄∗t ;l (x; a,m2) | ≤ C
∫

[−π,π]d
(1+C|ξ |2t2 +m2t2)−k−p (t |ξ |)lx+ly−2lm2 tddξ

(2.121)

≤ C(1+m2t2)−k
∫

Rd

(1+C|ξ |2)−p |ξ |lx+ly−2lm2 dξ
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2.3. Extensions

and therefore that the integral converges if1
2 (d + l x + l y ) > lm2 andp is chosen

sufficiently large. It follows that

|φ̄∗t ;l (x; a,m2) | ≤ C(1+m2t2)−k (2.122)

verifying the claim. �

Proof of (2.36).

∇lxx ∇lyy φ∗t (x, y) − Dlx
x Dly

y φt (x, y) = t2
∫

[−π,π]d
W∗

t (a∗ (ξ))∇̂lx ∇̂ly eiξ ·(x−y) dξ

(2.123)

− t2
∫

Rd

Wt (a(ξ))D̂lx D̂ly eiξ ·(x−y) dξ.

To simplify notation, we will writeD̂l = D̂lx D̂ly = D̂lx ⊗ D̂ly if l = (l x , l y ),
and similarly for∇. Then the difference (2.123) may be estimated as follows.
Proposition 2.3.1 implies

∫

[−π,π]d
|W∗

t (a∗ (ξ) +m2) −Wt (a
∗ (ξ) +m2) | |D̂l (ξ) | dξ

≤ Ct−1
∫

Rd

(1+C|ξ |2t2 +m2t2)−p−k |ξ |l dξ ≤ Ct−d−l−1(1+m2t2)−k (2.124)

where we have assumed in the second inequality above thatp was chosen suffi-
ciently large so that the integral is convergent. Similarly, we may proceed forthe
other differences, always choosingp large enough in the estimates. Using (2.63)
with m = 1 and|a∗ (ξ) − a(ξ) | = O(|ξ |3), which follows from Taylor’s theorem,
we obtain

∫

[−π,π]d
|Wt (a

∗ (ξ) +m2) −Wt (a(ξ) +m2) | |D̂l (ξ) | dξ

≤ C
∫

Rd

|ξ |(1+C|ξ |2t2 +m2t2)−p−k |ξ |l dξ ≤ Ct−d−l−1(1+m2t2)−k .

(2.125)

Taylor’s theorem similarly implies|∇̂l (ξ) − D̂l (ξ) | ≤ C|ξ |l+1 so that, by (2.61),

∫

[−π,π]d
|W∗

t (a∗ (ξ) +m2) | |∇̂l (ξ) − D̂l (ξ) | dξ

≤ C
∫

Rd

(1+C|ξ |2t2 +m2t)−p−k |ξ |l+1 dξ ≤ Ct−d−l−1(1+m2t2)−k . (2.126)
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Finally, we obtain by (2.61) that

∫

Rd\[−π,π]d
|Wt (a(ξ) +m2) | |D̂l (ξ) | dξ

≤ C
∫

Rd\[−π,π]d
(1+C|ξ |2t2 +m2t2)−p−k |ξ |l dξ ≤ Ct−2p (1+m2t2)−k .

(2.127)

The combination of the previous four inequalities gives (2.36). �
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Chapter 3

Structural stability of a class of
dynamical systems

3.1 Introduction and main result

3.1.1 Introduction

Let V = R3 with elementsV ∈ V writtenV = (g, z, µ) and considered as a column
vector for matrix multiplication. For eachj ∈ N0 = {0, 1, 2, . . .}, we define the
quadratic flowϕ̄ j : V → V by

ϕ̄ j (V) =



















1 0 0
0 1 0
η j γ j λ j



















V −























VTqg

j
V

VTqz
j
V

VTqµ

j
V























, (3.1)

with the quadratic terms of the form

qg

j
=



















β j 0 0
0 0 0
0 0 0



















, qz
j
=





















θ j
1
2ζ j 0

1
2ζ j 0 0
0 0 0





















, (3.2)

and

qµ

j
=























υ
gg

j
1
2υ

gz

j
1
2υ

gµ

j
1
2υ

gz

j
υzz
j

1
2υ

zµ

j
1
2υ

gµ

j
1
2υ

zµ

j
0























. (3.3)

All entries in the above matrices are real numbers. We assume that there exists a
λ > 1 such thatλ j ≥ λ for all j , together with assumptions that ensure that for
most values ofj we haveβ j ≥ c > 0 andζ j ≤ 0. Our hypotheses on the parameters
of ϕ̄ are stated precisely in Assumptions (A1–A2) below. The significance of the
assumptionc > 0 is explained in Section 3.1.3 below.

The quadratic flow ¯ϕ defines a time-dependent discrete-time 3-dimensional dy-
namical system. It is triangular, in the sense that the equation forg does not depend
on z or µ, the equation forz depends only ong, and the equation forµ depends on
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3.1. Introduction and main result

g andz. Moreover, the equation forz is linear inz, and the equation forµ is linear
in µ. This makes the analysis of the quadratic flow elementary.

Our main result concerns structural stability of the dynamical system ¯ϕ under a
class of infinite-dimensional perturbations. Let (K j ) j∈N0 be a sequence of Banach
spaces andXj = K j ⊕ V. We writex j ∈ Xj asx j = (K j ,Vj ) = (K j , gj , zj , µ j ). A
norm onXj is given by

‖x j ‖X j
= max{‖K j ‖K j

, ‖Vj ‖V } = max{‖K j ‖K j
, |gj |, |zj |, |µ j |}. (3.4)

We identifyK j andV with subspaces ofXj , so that‖K j ‖K j
= ‖K j ‖X j

and‖V‖V =
‖V‖X j

with this norm onXj . However, we will only make use of the norm of the
K- andV-components inXj separately, but never of‖x j ‖X j

. (The reason is that
the two components will need to be re-weighted.) Suppose that we are givenmaps
ψ j : Xj → K j+1 andρ j : Xj → V. Then we defineΦ j : Xj → Xj+1 by

Φ j (K j ,Vj ) = (ψ j (K j ,Vj ), ϕ̄ j (Vj ) + ρ j (K j ,Vj )). (3.5)

This is an infinite-dimensional perturbation of the 3-dimensional quadratic flow
ϕ̄, which breaks triangularity and which involves the spacesK j in a nontrivial
way. We will impose estimates onψ j and ρ j below, which makeΦ a third-order
perturbation of ¯ϕ.

We give hypotheses under which there exists a sequence (x j ) j∈N0 with x j ∈ Xj

which is aglobal flowof Φ, in the sense that

x j+1 = Φ j (x j ) for all j ∈ N0, (3.6)

obeying the boundary conditions that (K0, g0) is fixed, zj → 0, andµ j → 0.
Moreover, within an appropriate space of sequences, this global flow isunique.

As we have discussed in more detail in Chapter 1, this result provides an essen-
tial ingredient in a renormalisation group analysis of the 4-dimensional continuous-
time weakly self-avoiding walk [9, 19, 38], where the boundary conditionµ j → 0
is the appropriate boundary condition for the study of acritical trajectory. It is this
application that provides our immediate motivation to study the dynamical system
Φ, but we expect that the methods developed here will have further applications to
dynamical systems arising in renormalisation group analyses in statistical mechan-
ics.

3.1.2 Dynamical system

We think ofΦ = (Φ j ) j∈N0 as theevolution mapof a discrete time-dependent dy-
namical system, although it is more usual in dynamical systems to have the spaces
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3.1. Introduction and main result

Xj be identical. Our application in [9, 19, 38] requires the greater generality of
j -dependent spaces.

In the case thatΦ is a time-independent dynamical system, i.e., whenΦ j = Φ

andXj = X for all j ∈ N0, its fixed points are of special interest:x∗ ∈ X is a fixed
point ofΦ if x∗ = Φ(x∗). The dynamical system is calledhyperbolicnear a fixed
point x∗ ∈ X if the spectrum ofDΦ(x∗) is disjoint from the unit circle [99]. It is a
classic result that for a hyperbolic system there exists a splittingX � Xs ⊕ Xu into
a stableand anunstable manifoldnearx∗. The stable manifold is a submanifold
Xs ⊂ X such thatx j → x∗ in X, exponentially fast, when (x j ) satisfies (3.6) and
x0 ∈ Xs . This result can be generalised without much difficulty to the situation
when theΦ j and Xj are not necessarily identical, viewing “0” as a fixed point
(although 0 is the origin in different spacesXj ). The hyperbolicity condition must
now be imposed in a uniform way [25, Theorem 2.16].

By definition, ϕ̄ j (0) = 0, and we will make assumptions below which can be
interpreted as a weak formulation of the fixed point equationΦ j (0) = 0 for the
dynamical system defined by (3.5). Despite this technical condition, will simply
refer to 0 as a fixed point ofΦ. This fixed point 0 is not hyperbolic due to the two
unit eigenvalues of the matrix in the first term of (3.1). Thus theg- andz-directions
arecentredirections, which neither contract nor expand in a linear approximation.
On the other hand, the hypothesis thatλ j ≥ λ > 1 ensures that theµ-direction is
expanding, and we will assume below thatψ j : Xj → K j+1 is such that theK-
direction iscontractivenear the fixed point 0. The behaviour of dynamical systems
near non-hyperbolic fixed points is much more subtle than for the hyperboliccase.
A general classification does not exist, and a nonlinear analysis is required.

3.1.3 Main result

In Section 3.2, we give an elementary proof that there exists a unique global flow
V̄ = (ḡ, z̄, µ̄) of the quadratic flow ¯ϕ with boundary conditions ¯g0 = g0 (always
assumed sufficiently small) and ( ¯z∞ , µ̄∞) = (0, 0), where we are writing, e.g.,
z̄∞ = lim j→∞ z̄j . Our main result is that, under the assumptions stated below,
there exists a unique global flow ofΦ with small initial conditions (K0, g0) and
final conditions (z∞ , µ∞) = (0, 0), and that this flow is a small perturbation ofV̄.

The sequence ¯g = (ḡj ) plays a prominent role in the analysis. Determined by
the sequence (β j ), it obeys

ḡj+1 = ḡj − β j ḡ2
j , ḡ0 = g0 > 0. (3.7)

We regard ¯g as a known sequence (only dependent on the initial conditiong0). The
following examples are helpful to keep in mind.
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Example3.1.1. (i) Constantβ j = b > 0. In this case, it is not difficult to show
that ḡj ∼ g0(1+ g0bj)−1 ∼ (bj)−1 as j → ∞ (e.g., by applying (3.41) below with
ψ(t) = t−2).

(ii) Abrupt cut-off, with β j = b for j ≤ J and β j = 0 for j > J, with J ≫ 1. In
this case, ¯gj is approximately the constant (bJ)−1 for j > J. In particular, ¯gj does
not go to zero asj → ∞.

Example 3.1.1 prompts us to make the following general definition of a cut-off

time for bounded sequencesβ j . Let ‖ β‖∞ = supj≥0 | β j | < ∞, and letn+ = n if
n ≥ 0 and otherwisen+ = 0. Given a fixedΩ > 1, we define theΩ-cut-off time jΩ
by

jΩ = inf {k ≥ 0 : | β j | ≤ Ω−( j−k )+ ‖ β‖∞ for all j ≥ 0}. (3.8)

The infimum of the empty set is defined to equal∞, e.g., if β j = b for all j . By
definition, jΩ ≤ jΩ′ if Ω ≤ Ω′. To abbreviate the notation, we write

χ j = Ω
−( j− jΩ)+ . (3.9)

The evolution mapsΦ j are specified by the real parametersη j , γ j , λ j , β j ,
θ j , ζ j , υαβ

j
, together with the mapsψ j and ρ j on Xj . Throughout this paper, we

fix Ω > 1 and make Assumptions (A1–A2) on the real parameters and Assump-
tion (A3) on the maps, all stated further below. The constants in all estimates are
permitted to depend on the constants in these assumptions, includingΩ, butnot on
jΩ andg0 > 0. Furthermore, we consider the situation when the parameters of ¯ϕ j

are continuous maps from a metric spaceMext of external parameters,m ∈ Mext,
into R, that the mapsψ j and ρ j similarly have continuous dependence onm, and
that jΩ is allowed to depend onm, but that Assumptions (A1–A3) hold with the
constants independent ofm. Corollary 3.1.7 below then shows that the solutions to
(3.6) constructed in Theorem 3.1.4 below also depend continuously onm.

In Section 3.2, as a preliminary result to the proof of the main result, we
prove the following Proposition 3.1.2 concerning flows of the three-dimensional
quadratic dynamical system ¯ϕ. Its proof is elementary.

Assumption (A1). The sequenceβ: The sequence (β j ) is bounded:‖ β‖∞ < ∞.
There existsc > 0 such thatβ j ≥ c for all but c−1 values ofj ≤ jΩ.

Assumption (A2). The other parameters of̄ϕ: There existsλ > 1 such thatλ j ≥ λ
for all j ≥ 0. There existsc > 0 such thatζ j ≤ 0 for all butc−1 values ofj ≤ jΩ.
Each ofζ j , η j , γ j , θ j , ζ j , υαβ

j
is bounded in absolute value byO( χ j ), with a

constant that is independent of bothj and jΩ.
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Note that whenjΩ < ∞, Assumption (A1) permits the possibility that eventu-
ally βk = 0 for largek. The simplest setting for the assumptions is in the situation
when jΩ = ∞, for which χ j = 1 for all j . Our applications include situations in
which β j approaches a positive limit asj → ∞, but also situations in whichβ j is
approximately constant inj over a long initial intervalj ≤ jΩ and then abruptly
decays to zero.

Proposition 3.1.2.Assume (A1–A2). If̄g0 > 0 is sufficiently small, then there exists
a unique global flowV̄ = (V̄) j∈N0 = (ḡj , z̄j , µ̄ j ) j∈N0 of ϕ̄ with initial condition ḡ0

and (z̄∞ , µ̄∞) = (0, 0). This flow satisfies the estimates

χ j ḡj = O

(

ḡ0

1+ ḡ0 j

)

, z̄j = O( χ j ḡj ), µ̄ j = O( χ j ḡj ), (3.10)

with constants independent of jΩ andḡ0. Furthermore, if the maps̄ϕ j depend con-
tinuously on an external parameter such that (A1–A2) hold with uniform constants,
thenV̄j is continuous in this parameter, for every j∈ N0.

We now define domainsD j ⊂ Xj on which we assume the perturbation (ψ j , ρ j )
to be defined, and an assumption which states estimates for (ψ j , ρ j ). The domain
and estimates depend on an initial conditiong0 > 0 and a possible external param-
eterm. Theorem 3.1.4 below shows existence and uniqueness of solutions to (3.6)
with this initial condition, and existence and differentiability of solutions for initial
conditions in a neighborhood ofg0.

For parametersr , u > 0 and sufficiently smallg0 > 0, let (ḡj , z̄j , µ̄ j ) j∈N0 be
the sequence determined by Proposition 3.1.2 with initial condition ¯g0 = g0, and
define the domainD j = D j (g0, r , u) ⊂ Xj by

D j = {x j ∈ Xj : ‖K j ‖K j
≤ r χ j ḡ

3
j ,

|gj − ḡj | ≤ uḡ2
j | log ḡj |,

|zj − z̄j | ≤ uχ j ḡ
2
j | log ḡj |,

|µ j − µ̄ j | ≤ uχ j ḡ
2
j | log ḡj |}. (3.11)

Note that if β j depends on an external parameterm, thenD j also depends on this
parameter through ¯gj = ḡj (m). For statements concerning continuity inm, we will
assume thatΦ j is defined on the union of these domains overm ∈ Mext.

Throughout this chapter, we denote byDαφ the Fréchet derivative of a mapφ
with respect to the componentα, and byLm (Xj , Xj+1) the space of boundedm-
linear maps fromXj to Xj+1. The following Assumption (A3) depends on positive
parameters (g0, r , u, κ,Ω, R, M).
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Assumption (A3). The perturbation:The mapsψ j : D j → K j+1 ⊂ Xj+1 andρ j :
D j → V ⊂ Xj+1 are three times continuously Fréchet differentiable, there exist
κ ∈ (0,Ω−1), R ∈ (0, r (1− κΩ)), andM > 0 such that, for allx j = (K j ,Vj ) ∈ D j ,

‖ψ j (0,Vj )‖K j+1 ≤ Rχ j+1ḡ
3
j+1, ‖ρ j (x j )‖V ≤ M χ j+1ḡ

3
j+1, (3.12)

‖DKψ j (x j )‖L(K j ,K j+1) ≤ κ, ‖DK ρ j (x j )‖L(K j ,V) ≤ M, (3.13)

and such that, for bothφ = ψ andφ = ρ and 2≤ n+m ≤ 3,

‖DV φ j (x j )‖L(V ,X j+1) ≤ M χ j ḡ
2
j+1, (3.14)

‖Dm
V Dn

Kφ j (x j )‖Ln+m (X j ,X j+1) ≤ M ( χ j ḡ
3
j+1)1−n (ḡ2

j+1| log ḡj+1|)−m . (3.15)

The bounds (3.12) guarantee thatΦ is a third-order perturbation of ¯ϕ. More-
over, sinceκ < 1, theψ-part of (3.13) ensures that theK-direction is contractive
for Φ. (3.15) imposes bounds on the second and third derivatives ofψ andρ which
permit these derivatives to be quite large.

The following elementary Lemma 3.1.3 shows that a sequence (K̄ j ) j∈N0 can be
defined inductively byK̄ j+1 = ψ j (K̄ j , V̄j ), assuming thatr is large enough. Denote
by πK D j the projection ofD j ontoK j , i.e.,

πK D j = {K j ∈ K j : ‖K j ‖K j
≤ r χ j ḡ

3
j }. (3.16)

Lemma 3.1.3.Assume Assumption (A3), let r∗ ∈ (R/(1− κΩ), r ], and assume that
g0 > 0 is sufficiently small. Thenψ j (D j (g0, r ∗ , u)) ⊆ πK D j+1(g0, r ∗ , u).

Proof. The triangle inequality and the first bounds of (3.12)–(3.13) imply

‖ψ j (K j ,Vj )‖K j+1 ≤ ‖ψ j (0,Vj )‖K j+1 + ‖ψ j (K j ,Vj ) − ψ j (0,Vj )‖K j+1

≤ Rχ j+1ḡ
3
j+1 + r ∗κΩ(1+O(g0)) χ j+1ḡ

3
j+1

≤ r ∗ χ j+1ḡ
3
j+1, (3.17)

where the last inequality uses that ¯g
3
j
/ḡ3

j+1 = 1+O(g0) whose elementary verifica-
tion is given in Lemma 3.2.1(i) below, and thatg0 > 0 is sufficiently small. �

The sequence ¯x = (K̄ j , V̄j ) j∈N0 is a flow of the dynamical system̄Φ = (ψ, ϕ̄)
in the sense of (3.6), with initial condition (̄K0, ḡ0) = (K0, g0) and final condition
(z̄∞ , µ̄∞) = (0, 0). We consider this sequence as a function ¯x : (K0, g0) 7→ x̄ =
x̄(K0, g0) of the initial condition (K0, g0). Our main result is the following Theo-
rem 3.1.4 about flowsx of the dynamical systemΦ = (ψ, ϕ̄ + ρ) = Φ̄ + (0, ρ) of
interest, as perturbations of the flows ¯x of Φ̄.
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Theorem 3.1.4.Assume (A1–A3) with parameters(g0, r , u, κ,Ω, R, M), let r∗ ∈
(R/(1−κΩ), r ), b ∈ (0, 1). There exists u∗ > 0 such that for all u≥ u∗, there exists
g∗ > 0 such that ifg0 ∈ (0, g∗] and‖K0‖K0 ≤ r∗g3

0, the following conclusions hold.

(i) There exists a global flow x= (K j ,Vj ) j∈N0 of Φ = (ψ, ϕ̄ + ρ) with initial
condition(K0, g0) and final condition(z∞ , µ∞) = (0, 0) such that, withx̄ =
x̄(K0, g0), the following estimates hold:

‖K j − K̄ j ‖K j
≤ b(r − r∗) χ j ḡ

3
j , (3.18)

|gj − ḡj | ≤ buḡ2
j | log ḡj |, (3.19)

|zj − z̄j | ≤ buχ j ḡ
2
j | log ḡj |, (3.20)

|µ j − µ̄ j | ≤ buχ j ḡ
2
j | log ḡj |. (3.21)

The sequence x is the unique solution to(3.6) which obeys the boundary
conditions and the bounds(3.18)–(3.21).

(ii) There is a neighbourhoodI = I(K0, g0) ⊂ K0 ⊕ R of (K0, g0) such that,
for initial conditions (K ′

0, g
′
0) ∈ I, there also exists a global flow x′ of Φ

with (z′∞ , µ
′
∞) = (0, 0), and (3.18)–(3.21)hold with x replaced by x′ and x̄

replaced byx̄′ = x̄(K ′
0, g

′
0). Moreover, for all j ∈ N0, the maps(K j ,Vj ) :

I→ K j ⊕ V are continuously Fréchet differentiable, and

∂z0

∂g0
= O(1),

∂µ0

∂g0
= O(1). (3.22)

Remark3.1.5. (i) For jΩ = ∞ and with (3.10), the bounds (3.18) and (3.19)–(3.21)
imply ‖K j ‖K j

= O( j −3) andVj = O( j −2 log j ), respectively. However, the latter
bounds do not reflect thatK j ,Vj → 0 asg0→ 0, while the former do. Furthermore,
(3.10) impliesχ j ḡj → 0 as j → ∞ (also whenjΩ < ∞), and thus (3.18) and
(3.20)–(3.21) implyK j → 0, zj → 0, µ j → 0 as j → ∞. More precisely, these
estimates implyzj , µ j = O( χ j ḡj ) so thatzj and µ j decay exponentially after
theΩ-cut-off time jΩ; we interpret this as indicating that the boundary condition
(z∞ , µ∞) = (0, 0) is essentially achieved already atjΩ.

(ii) We do not give a proof, but we expect that the error bounds in (3.18)–(3.21)
have optimal decay asj → ∞. Some indication of this can be found in Re-
mark 3.3.2 below.

Theorem 3.1.4 is an analogue of astable manifold theoremfor the non-hyper-
bolic dynamical system defined by (3.5). It is inspired by [25, Theorem 2.16]
which however holds only in the hyperbolic setting. Irwin [78] showed thatthe
stable manifold theorem for hyperbolic dynamical systems is a consequenceof the
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3.1. Introduction and main result

implicit function theorem in Banach spaces (see also [99, 102]). Irwin’sapproach
was inspired by Robbin [97], who showed that the local existence theorem for
ordinary differential equations is a consequence of the implicit function theorem.
By contrast, in our proof of Theorem 3.1.4, we directly apply the local existence
theorem for ODEs, without explicit mention of the implicit function theorem. This
turns out to be advantageous to deal with the lack of hyperbolicity.

Our choice of ¯ϕ in (3.1) has a specific triangular form. One reason for this is
that (3.1) accommodates what is required in our application in [9,19,38]. Asecond
reason is that additional nonzero terms in ¯ϕ can lead to the failure of Theorem 3.1.4.
The condition thatβ j is mainly non-negative is important for the sequence ¯gj of
(3.7) to remain bounded. The following example shows that for theζ j term in the
flow of z̄, our sign restriction onζ j is also important, since positiveζ j can lead to
violation of a conclusion of Theorem 3.1.4.

Example3.1.6. Suppose thatζ j = θ j = β j = 1, that ρ = 0, and that ¯g0 > 0 is
small. For this constantβ sequence,jΩ = ∞ (for anyΩ > 1) and henceχ j = 1 for
all j . As in Example 3.1.1, ¯gj ∼ j −1. By (3.1) and (3.7),

z̄j+1 = z̄j (1− ḡj ) − ḡ
2
j = z̄j

ḡj+1

ḡj

− ḡ
2
j . (3.23)

Let ȳ j = z̄j/ḡj . Since ¯gj/ḡj+1 = (1 − ḡj )−1 ≥ 1, we obtain ¯y j ≥ ȳ j+1 + ḡj and
hence

ȳ j ≥ ȳn+1 +

n
∑

l= j

ḡl . (3.24)

Suppose that ¯zj = O(ḡj ), as in (3.20). Then ¯y j = O(1) and hence by taking the
limit n→ ∞ we obtain

ȳ j ≥ lim sup
n→∞

















ȳn+1 +

n
∑

l= j

ḡl

















≥ −C +
∞
∑

l= j

ḡl . (3.25)

However, since ¯gj ∼ j −1, the last sum diverges. This contradiction implies that the
conclusion ¯zj = O(ḡj ) of (3.20) is impossible.

Because of its triangularity, an exact analysis of the flows of ¯ϕ with the bound-
ary conditions of interest is straightforward: the three equations forg, z, µ can be
solved successively and we do this in Section 3.2 below. Triangularity doesnot
hold forΦ, and we prove that the flows ofΦ with the same boundary conditions
nevertheless remain close to the flow of ¯ϕ in Section 3.3.
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3.1.4 Continuity in external parameter

The uniqueness statement of Theorem 3.1.4 implies the following Corollary 3.1.7
regarding continuous dependence on an external parameter of the solution to (3.6)
given by Theorem 3.1.4.

Corollary 3.1.7. Assume that theΦ j depend continuously on an external param-
eter m ∈ Mext and that Assumptions (A1–A3) hold uniformly in m. Let x(m) =
(K (m),V(m)) be the solution for external parameter m given by Theorem 3.1.4.
Then xj (m) is continuous in m for each j∈ N0.

Proof. Theorem 3.1.4 implies thatV0(m) is bounded uniformly inm ∈ Mext. This
implies that there exists some limit pointV∗

0 of V0(m′) as m′ → m. Let x∗
j
=

(V∗
j
, K∗

j
) be the flow ofΦ(m, ·) started with thisV∗

0 and K∗
0 = K0 independent

of m. By Proposition 3.1.2,̄V0(m) is continuous inm ∈ Mext. The continuity of
K̄ j (m) follows inductively from this and the assumed continuity of theψ j andρ j .
This continuity and (3.18)–(3.21) imply that any limit pointx∗ must satisfy

‖K∗
j − K̄ j (m)‖K j

≤ b(r − r∗) χ j (m)ḡj (m)3, (3.26)

|g∗j − ḡj (m) | ≤ buḡj (m)2| log ḡj (m) |, (3.27)

|µ∗j − µ̄ j (m) | ≤ buχ j (m)ḡj (m)2| log ḡj (m) |, (3.28)

|z∗j − z̄j (m) | ≤ buχ j (m)ḡj (m)2| log ḡj (m) |. (3.29)

The uniqueness assertion of Theorem 3.1.4 implies thatx∗
j
= x j (m), and therefore

thatV0 is continuous inm. The continuity ofx j now follows immediately from the
continuity of theΦ j . �

3.2 The quadratic flow

In this section, we prove that, for the quadratic approximation ¯ϕ, there is a unique
solutionV̄ = (V̄j ) j∈N0 = (ḡj , z̄j , µ̄ j ) j∈N0 to the flow equation

V̄j+1 = ϕ̄ j (V̄j ) with fixed smallḡ0 > 0 and with (z̄∞ , µ̄∞) = (0, 0). (3.30)

Due to the triangular nature of ¯ϕ, we can obtain very detailed information about
the sequencēV.

3.2.1 Flow ofḡ

We start with the analysis of the sequence ¯g, which obeys the recursion

ḡj+1 = ḡj − β j ḡ2
j , ḡ0 > 0. (3.31)
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3.2. The quadratic flow

The following lemma collects the information we will need about ¯g.

Lemma 3.2.1.Assume (A1). The following statements hold ifḡ0 > 0 is sufficiently
small, with all constants independent of jΩ and ḡ0.

(i) For all j, ḡj > 0,

ḡj = O( inf
k≤ j

ḡk ), and ḡj ḡ
−1
j+1 = 1+O( χ j ḡj ) = 1+O(ḡ0). (3.32)

Moreover, for any j and k,̄gj is non-increasing inβk .

(ii) For n ≥ 1 and m≥ 0, there exists Cn ,m > 0 such that for all k≥ j ≥ 0,

k
∑

l= j

χl ḡ
n
l | log ḡl |m ≤ Cn ,m















| log ḡk |m+1 n = 1

χ j ḡ
n−1
j
| log ḡj |m n > 1,

(3.33)

and there exists C> 0 such that for all j≥ 0,

χ j ḡj ≤
Cḡ0

1+ ḡ0 j
. (3.34)

(iii) (a) For γ ≥ 0 and j ≥ 0, there exist constants cj = 1+O( χ j ḡj ) (depending
onγ) such that, for all l≥ j,

l
∏

k= j

(1− γ βk ḡk )−1 =

(

ḡj

ḡl+1

)γ

(cj +O( χl ḡl )). (3.35)

(b) For ζ j ≤ 0 except for c−1 values of j≤ jΩ, ζ j = O( χ j ), and j ≤ l, (with
a constant independent of j and l),

l
∏

k= j

(1− ζk ḡk )−1 ≤ O(1). (3.36)

(iv) Suppose that̄g and g̊ each satisfy(3.31). Let δ > 0. If |g̊0 − ḡ0| ≤ δg̊0 then
|g̊j − ḡj | ≤ δg̊j (1+O(ḡ0)) for all j.

Proof. (i) By (3.31),
ḡj+1 = ḡj (1− β j ḡj ). (3.37)

Sinceβ j = O( χ j ), by (3.37) the second statement of (3.32) is a consequence the
first, so it suffices to verify the first statement of (3.32). Assume inductively that
ḡj > 0 and that ¯gj = O(inf k≤ j ḡk ). It is then immediate from (3.37) that ¯gj+1 > 0 if
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3.2. The quadratic flow

ḡ0 is sufficiently small depending on‖ β‖∞, and that ¯gj+1 ≤ ḡj if β j ≥ 0. By (A1),
there are at mostc−1 values ofj ≤ jΩ for which β j < 0. Therefore, by choosing
ḡ0 sufficiently small depending on‖ β‖∞ andc, it follows that ḡj ≤ O(inf k≤ j ḡk )
for all j ≤ jΩ with a constant that is independent ofjΩ.

To advance the inductive hypothesis forj > jΩ, we use 1− t ≤ e−t and
∑∞

l= jΩ
| βl | ≤

∑∞
n=1Ω

−n = O(1) to obtain, forj ≥ k ≥ jΩ,

ḡj ≤ ḡk exp

















−
j−1
∑

l=k

βl ḡl

















≤ ḡk exp

















Cḡk

j−1
∑

l=k

| βl |

















≤ O(ḡk ). (3.38)

This shows that ¯gj = O(inf jΩ≤k≤ j ḡk ). However, by the inductive hypothesis,
ḡjΩ = O(inf k≤ jΩ ḡk ) for j ≤ jΩ, and hence forj > jΩ we have ¯gj = O(inf k≤ j ḡk )
as claimed. This completes the verification of the first bound of (3.32) and thus, as
already noted, also of the second.

The monotonicity of ¯gj in βk can be proved as follows. Since it is obvious that
ḡj does not depend onβk if k ≥ j , we may assume thatk < j . Moreover, by
replacingj by j + k, we can assume thatk = 0. Let ḡ′

j
= ∂ḡj/∂ β0. Clearly,ḡ′0 = 0

and therefore
ḡ
′
1 = −ḡ

2
0 < 0. (3.39)

Assuming that ¯g′
j
< 0 by induction, it follows that forj ≥ 1,

ḡ
′
j+1 = ḡ

′
j (1− 2β j ḡj ) < 0, (3.40)

and the proof of monotonicity is complete.

(ii) We first show that ifψ : R+ → R is absolutely continuous, then

k
∑

l= j

βlψ(ḡl )ḡ
2
l =

∫ ḡ j

ḡk+1

ψ(t) dt +O

(∫ ḡ j

ḡk+1

t2|ψ′(t) | dt

)

. (3.41)

To prove (3.41), we apply (3.31) to obtain

k
∑

l= j

βlψ(ḡl )ḡ
2
l =

k
∑

l= j

ψ(ḡl )(ḡl − ḡl+1) =
k

∑

l= j

∫ ḡl

ḡl+1

ψ(ḡl ) dt. (3.42)

The integral can be written as

∫ ḡl

ḡl+1

ψ(ḡl ) dt =
∫ ḡl

ḡl+1

ψ(t) dt +
∫ ḡl

ḡl+1

∫ ḡl

t

ψ′(s) ds dt. (3.43)
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The first term on the right-hand side of (3.41) is then the sum overl of the first
term on the right-hand side of (3.43), so it remains to estimate the double integral.
By Fubini’s theorem,

∫ ḡl

ḡl+1

∫ ḡl

t

ψ′(s) ds dt=
∫ ḡl

ḡl+1

∫ s

ḡl+1

ψ′(s) dt ds

=

∫ ḡl

ḡl+1

(s− ḡl+1)ψ′(s) ds. (3.44)

By (3.31) and (3.32), fors ∈ [ḡl+1, ḡl ] we have

|s− ḡl+1| ≤ |ḡl − ḡl+1| = | βl |ḡ2
l ≤ (1+O(ḡ0)) | βl |ḡ2

l+1 ≤ O(s2). (3.45)

This permits us to estimate (3.44) and conclude (3.41).
Direct evaluation of the integrals in (3.41) withψ(t) = tn−2| log t |m gives

k
∑

l= j

βl ḡ
n
l | log ḡl |m ≤ Cn ,m















| log ḡk+1|m+1 n = 1

ḡ
n−1
j
| log ḡj |m n > 1.

(3.46)

To deduce (3.33), we only consider the casen > 1, as the casen = 1 is similar.
Suppose first thatj ≤ jΩ (and jΩ < ∞). Assumption (A1) implies

1 ≤ βl

c
+

(

1+
| βl |
c

)

1βl<c ≤ O(βl ) +O(1βl<c ) (3.47)

and therefore that

k
∑

l= j

χl ḡ
n
l | log ḡl |m ≤

jΩ
∑

l= j

O(βl )ḡ
n
l | log ḡl |m +

jΩ
∑

l= j

O(1βl<c )ḡnl | log ḡl |m

+

k
∑

l= jΩ+1

Ω
−(l− jΩ)+ ḡ

n
l | log ḡl |m . (3.48)

By (3.46), the first term is bounded byO(ḡn−1
j
| log ḡj |m ). The second term obeys

the same bound, by (A1) and (3.32), as does the last term due to the exponential
decay. This proves (3.33) for the casej ≤ jΩ. On the other hand, ifj > jΩ, then
again using the exponential decay ofχl and (3.32), we obtain

k
∑

l= j

χl ḡ
n
l | log ḡl |m ≤ Cχ j ḡ

n
j | log ḡj |m ≤ Cḡ0χ j ḡ

n−1
j | log ḡj |m . (3.49)

This completes the proof of (3.33) for the casen > 1.
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To prove (3.34), letc > 0 be as in Assumption (A1) and set ˆgj+1 = ĝj − cĝj
with ĝ0 = ḡ0. Let j0 = −1 and denote by 0≤ j1 < j2 < . . . the sequence ofj
such thatβ j < c. By induction, we show that ¯gjk+1 ≤ (1+O(ḡ0))k ĝjk+1. This is
trivial for k = 0. To advance the induction, note that, since ¯gj is monotone inβ,
ḡj ≤ (1+O(ḡ0))k ĝj for j ≤ jk+1, and therefore

ḡjk+1+1 = ḡjk+1(1− β jk+1ḡjk+1) ≤ (1− β jk+1ḡjk+1)(1+O(ḡ0))k ĝjk+1

=
1− β jk+1ḡjk+1

1− cĝjk+1

(1+O(ḡ0))k ĝjk+1+1. (3.50)

The induction is advanced since

1− β jk+1ḡjk+1

1− cĝjk+1

= 1+O(ḡ0). (3.51)

By Assumption (A1),m= max{k : jk ≤ jΩ} is bounded so that, forj ≤ jΩ,

χ j ḡj = ḡj ≤ (1+O(ḡ0))m ĝj ≤ (1+O(ḡ0))ĝj . (3.52)

For j > jΩ, we use that, for ¯g0 sufficiently small,

Ω
−1 ≤ 1− cḡ0 ≤ 1− cĝj =

ĝj+1

ĝj

(3.53)

and that, by (3.32), ¯gj = O(ḡjΩ ) which together imply

χ j ḡj ≤ O(Ω−( j− jΩ)
ḡjΩ ) ≤ O(Ω−( j− jΩ)

ĝjΩ ) ≤ O

















j−1
∏

l= jΩ

ĝl+1

ĝl

















ĝjΩ = O(ĝj ).

(3.54)
The proof of (3.34) is concluded by the observation that ˆgj satisfies the bound
claimed, as can be seen by applying (3.41) withψ(t) = t−2.

(iii-a) By Taylor’s theorem and (3.31), there existsr k = O(βk ḡk )2 such that

(1− γ βk ḡk )−1 = (1− βk ḡk )−γ (1+ r k ) =

(

ḡk

ḡk+1

)γ

(1+ r k ). (3.55)

Let

cj ,l =
l

∏

k= j

(1+ r k ). (3.56)
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With the bounds 1+ t ≤ e|t | andβk = O( χk ), we obtain

∣

∣

∣cj ,l − 1
∣

∣

∣ =

∣

∣

∣

∣

∣

∣

∣

∣

l
∑

k= j

r k
l

∏

m=k+1

(1+ rm )

∣

∣

∣

∣

∣

∣

∣

∣

≤
l

∑

k= j

O( χk ḡ
2
k ) exp















l
∑

m=k+1

O( χm ḡ
2
m )















≤ O( χ j ḡj ). (3.57)

In particular,cj ,l = 1 + O(ḡ0) = O(1) uniformly in j andl . Similarly, we obtain
that, with ˜r k = (1+ r k )−1 − 1 = O( χk ḡ2

k
), for n ≥ l ,

|cj ,l − cj ,n | = cj ,n

∣

∣

∣

∣

∣

∣

∣

n
∏

k=l

(1+ r k )−1 − 1

∣

∣

∣

∣

∣

∣

∣

= cj ,n

∣

∣

∣

∣

∣

∣

∣

n
∑

k=l

r̃ k
n

∏

m=k+1

(1+ r̃m )

∣

∣

∣

∣

∣

∣

∣

≤ O( χl ḡl ). (3.58)

In particular, (cj ,l )l is a Cauchy sequence,cj = liml→∞ cj ,l exists, and with (3.57),
cj = 1 + O( χ j ḡj ). It also follows that|cj ,l − cj | ≤ O( χl ḡl ) as claimed, and the
proof is complete.

(iii-b) Since ζ j ≤ 0 for all butc−1 values ofj ≤ jΩ, by (3.32) with ¯g0 sufficiently
small,

∏l
k= j

(1 − ζk ḡk )−1 ≤ O(1) for l ≤ jΩ, with a constant independent ofjΩ.

For j ≥ jΩ, we use 1/(1− x) ≤ 2ex for x ∈ [− 1
2 ,

1
2] to obtain

l
∏

k= j

(1− ζk ḡk )−1 ≤ 2 exp

















l
∑

k= j

ζk ḡk

















≤ 2 exp

















Cḡj

∞
∑

k= jΩ

| χk |

















≤ O(1). (3.59)

The bounds forl ≤ jΩ and j ≥ jΩ together imply (3.36).

(iv) If |g̊j − ḡj | ≤ δ j g̊j then by (3.31),

|g̊j+1 − ḡj+1| = |g̊j − ḡj |(1− β j (g̊j + ḡj )) ≤ δ j+1g̊j+1 (3.60)

with

δ j+1 = δ j
1− β j (g̊j + ḡj )

1− β j g̊j
= δ j

(

1−
β j ḡj

1− β j g̊j

)

. (3.61)

In particular, if β j ≥ 0, thenδ j+1 ≤ δ j . By (A1), there are at mostc−1 values of
j ≤ jΩ for which β j < 0, and henceδ j ≤ δ(1 + O(ḡ0)) for j ≤ jΩ. The desired
estimate therefore holds forj ≤ jΩ. For j ≥ l > jΩ, as in (3.38) we have

j
∏

k=l

(1+O(βk ḡk )) ≤ exp

















O(ḡl )
j

∑

k=l

χk

















≤ 1+O(ḡ0), (3.62)

and thus the claim remains true also forj > jΩ. �
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3.2. The quadratic flow

3.2.2 Flow ofz̄ and µ̄ and proof of Proposition 3.1.2

We now establish the existence of unique solutions to the ¯z and µ̄ recursions with
boundary conditions ¯z∞ = µ̄∞ = 0, and obtain estimates on these solutions.

Lemma 3.2.2.Assume (A1–A2). If̄g0 is sufficiently small then there exists a unique
solution to(3.30)obeyingz̄∞ = µ̄∞ = 0. This solution obeys̄zj = O( χ j ḡj ) and
µ̄ j = O( χ j ḡj ). Furthermore, if the maps̄ϕ j depend continuously on an external
parameter m∈ Mext such that (A1–A2) hold with uniform constants, thenz̄j and
µ̄ j are continuous in Mext.

Proof. By (3.1), z̄j+1 = z̄j − ζ j ḡj z̄j − θ j ḡ2
j
, so that

z̄j =
n

∏

k= j

(1− ζk ḡk )−1z̄n+1 +

n
∑

l= j

l
∏

k= j

(1− ζk ḡk )−1θl ḡ
2
l . (3.63)

In view of (3.36), whose assumptions are satisfied by (A2), the unique solution to
the recursion for ¯z which obeys the boundary condition ¯z∞ = 0 is

z̄j =
∞
∑

l= j

l
∏

k= j

(1− ζk ḡk )−1θl ḡ
2
l , (3.64)

and by (A2), (3.33), and (3.36),

| z̄j | ≤
∞
∑

l= j

O( χl )ḡ
2
l ≤ O( χ j ḡj ). (3.65)

To verify continuity of z̄j in an external parameter, let ¯zj ,n =
∑n

l= j

∏l
k= j

(1 −
ζk ḡk )−1θl ḡ

2
l
. Clearly, since ¯gj is continuous inMext for any j ≥ 0, z̄j ,n is also

continuous, for anyj ≤ n. (3.33)–(3.34) of Lemma 3.2.1(ii) imply that| z̄j− z̄j ,n | ≤
O( χn ḡn ) → 0 uniformly, asn → ∞, and thus, as a uniform limit of continuous
functions, it follows that ¯zj must be continuous inMext.

For µ̄, we first define

σ j = +η j ḡj + γ j z̄j − υggj ḡ
2
j − υ

gz

j
ḡj z̄j − υzzj z̄2

j , τj = υ
gµ

j
ḡj + υ

zµ

j
z̄j , (3.66)

so that the recursion for ¯µ can be written as

µ̄ j+1 = (λ j − τj ) µ̄ j + σ j . (3.67)

Alternatively,
µ̄ j = (λ j − τj )−1( µ̄ j+1 − σ j ). (3.68)
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3.2. The quadratic flow

Givenα ∈ (λ−1, 1), we can choose ¯g0 sufficiently small that

1
2λ

−1 ≤ (λ j − τj )−1 ≤ α. (3.69)

The limit of repeated iteration of (3.68) gives

µ̄ j = −
∞
∑

l= j

















l
∏

k= j

(λk − τk )−1

















σl (3.70)

as the unique solution which obeys the boundary conditionµ∞ = 0. Geometric
convergence of the sum is guaranteed by (3.69), together with the fact that σ j ≤
O( χ j ḡj ) ≤ O(1). To estimate (3.70), we use

| µ̄ j | ≤
∞
∑

l= j

αl− j+1O( χl ḡl ). (3.71)

Sinceα < 1, the first bound of (3.32) and monotonicity ofχ imply that

| µ̄ j | ≤ O( χ j ḡj ). (3.72)

The proof of continuity of ¯µ j in Mext is analogous to that for ¯zj . The proof is
complete. �

Proof of Proposition 3.1.2.(3.10) follows immediately from Lemma 3.2.1(ii) and
Lemma 3.2.2. Since ¯gj is defined by a finite recursion, its continuity inm ∈ Mext

is trivial. The continuity of ¯zj and µ̄ j was proved in Lemma 3.2.2. �

3.2.3 Differentiation of quadratic flow

The following lemma gives estimates on the derivatives of the components ofV̄j

with respect to the initial condition ¯g0. We write f ′ for the derivative off with re-
spect to ¯g0. These estimates will be an ingredient in the proof of Theorem 3.1.4(ii).

Lemma 3.2.3.For each j≥ 0, V̄j = (ḡj , z̄j , µ̄ j ) is twice differentiable with respect
to the initial conditionḡ0 > 0, and the derivatives obey

ḡ
′
j = O















ḡ
2
j

ḡ
2
0















, z̄′j = O















χ j

ḡ
2
j

ḡ
2
0















, µ̄′j = O















χ j

ḡ
2
j

ḡ
2
0















, (3.73)

ḡ
′′
j = O















ḡ
2
j

ḡ0















, z̄′′j = O















χ j

ḡ
2
j

ḡ
3
0















, µ̄′′j = O















χ j

ḡ
2
j

ḡ
3
0















. (3.74)
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3.2. The quadratic flow

Proof. Differentiation of (3.7) gives

ḡ
′
j+1 = ḡ

′
j (1− 2β j ḡj ), (3.75)

from which we conclude by iteration and ¯g
′
0 = 1 that for j ≥ 1,

ḡ
′
j =

j−1
∏

l=0

(1− 2βl ḡl ). (3.76)

Therefore, by (3.35),

ḡ
′
j =

(

ḡj

ḡ0

)2

(1+O(ḡ0)). (3.77)

For the second derivative, we use ¯g
′′
0 = 0 and ¯g′′

j+1 = ḡ
′′
j

(1 − 2β j ḡj ) − 2β j ḡ′2j to
obtain

ḡ
′′
j = −2

j−1
∑

l=0

βl ḡ
′2
l

j−2
∏

k=l

(1− 2βk ḡk ). (3.78)

With the bounds of Lemma 3.2.1, this gives

ḡ
′′
j = O

(

ḡj

ḡ0

)2 j−1
∑

l=0

βl ḡ
2
l = O















ḡ
2
j

ḡ0















. (3.79)

For z̄, we defineσ j ,l =
∏l

k= j
(1 − ζk ḡk )−1. Then (3.64) becomes ¯zj =

∑∞
l= j σ j ,lθl ḡ

2
l
. By (3.36),σ j ,l = O(1). It then follows from (A2), (3.77), and

Lemma 3.2.1(ii,iii-b) that

σ′
j ,l = σ j ,l

l
∑

k= j

(1− ζk ḡk )−1ζk ḡ
′
k =

l
∑

k= j

O(ζk ḡ
′
k ) = O













χ j

ḡj

ḡ
2
0













. (3.80)

We differentiate (3.64) and apply (3.77) and Lemma 3.2.1(ii) to obtain

z̄′j =
∞
∑

l= j

σ′
j ,lθl ḡ

2
l + 2

∞
∑

l= j

σ j ,lθl ḡl ḡ
′
l = O















χ j

ḡ
2
j

ḡ
2
0















. (3.81)

Similarly,σ′′
j ,l
= O(ḡ2

j
/ḡ4

0) and

z̄′′j =
∞
∑

l= j

σ′′
j ,lθl ḡ

2
l + 4

∞
∑

l= j

σ′
j ,lθl ḡl ḡ

′
l + 2

∞
∑

l= j

σ j ,lθl (ḡl ḡ
′′
l + ḡ

′2
l ) = O















χ j

ḡ
2
j

ḡ
3
0















(3.82)
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3.3. Proof of main result

using the fact that ¯g
3
j
/ḡ4

0 = O(ḡ2
j
/ḡ3

0) by (3.32). It is straightforward to justify the
differentiation under the sum in (3.81)–(3.82).

For µ̄ j , we recall from (3.69)–(3.70) that

µ̄ j = −
∞
∑

l= j

















l
∏

k= j

(λk − τk )−1

















σl , (3.83)

with τj andσl given by (3.66), and with 0≤ (λ j − τj )−1 ≤ α < 1. This gives

µ̄′j = −
∞
∑

l= j

















l
∏

k= j

(λk − τk )−1

































σ′
l +

l
∑

i= j

(λi − τi )−1τ′i

















. (3.84)

The first product is bounded byαl− j+1, and this exponential decay, together with
(3.66), (3.65), and the bounds just proved for ¯g

′ and z̄′, lead to the upper bound
| µ̄′

j
| ≤ O( χ j ḡ

2
j
ḡ
−2
0 ) claimed in (3.73). Straightforward further calculation leads to

the bound on ¯µ′′
j

claimed in (3.74) (the leading behaviour can be seen from the ¯z′′
j

contribution to theσ′′
l

term). �

3.3 Proof of main result

In this section, we prove Theorem 3.1.4. We begin in Section 3.3.1 with a sketchof
the main ideas, without entering into details. The remainder of Section 3.3 expands
the sketch into a complete proof.

3.3.1 Proof strategy

Two difficulties in proving Theorem 3.1.4 arflow-e: (i) from the point of view of
dynamical systems, the evolution mapΦ is not hyperbolic; and (ii) from the point
of view of nonlinear differential equations, a priori bounds that any solution to (3.6)
must satisfy are not readily available due to the presence of both initial and final
boundary conditions.

Our strategy is to consider the one-parameter family of evolution mapsΦ =

(Φt )t∈[0,1] defined by

Φ
t (x) = Φ(t , x) = (ψ(x), ϕ̄(x) + tρ(x)) for t ∈ [0, 1], (3.85)

with the t-independent boundary conditions thatK0 and g0 are given and that
z∞ = 0 and µ∞0). This family interpolates between the problemΦ1 = Φ we
are interested in, and the simpler problemΦ0 = Φ̄ = (ψ, ϕ̄). The unique solution
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3.3. Proof of main result

for Φ̄ is x̄ j = (K̄ j , V̄j ), whereV̄ is the unique solution of ¯ϕ from Section 3.2, and
whereK̄ j is defined inductively forj ≥ 0 by

K̄ j+1 = ψ j (V̄j , K̄ j ), K̄0 = K0. (3.86)

We refer to ¯x as theapproximate flow.
We seek at-dependent global flowx which obeys the generalisation of (3.6)

given by
x j+1 = Φ

t
j (x j ). (3.87)

Assuming thatx j = x j (t) is differentiable int for eachj ∈ N0, we set

ẋ j =
∂

∂t
x j . (3.88)

Then differentiation of (3.87) shows that a family of flowsx = (x j (t)) j∈N0,t∈[0,1]

must satisfy the infinite nonlinear system of ODEs

ẋ j+1 − DxΦ j (t , x j ) ẋ j = ρ j (x j ), x j (0) = x̄ j . (3.89)

Conversely, any solutionx(t) to (3.89), for which eachx j is continuously differen-
tiable int, gives a global flow for eachΦt .

We claim that (3.89) can be reformulated as a well-posed nonlinear ODE

ẋ = F (t , x), x(0) = x̄, (3.90)

in a Banach space of sequencesx = (x0, x1, . . . ) with carefully chosen weights,
and for a suitable nonlinear functionalF. To see this, consider thelinear equation

y j+1 − DxΦ j (t , x j )y j = r j , (3.91)

where the sequencesx andr are held fixed. Its solution with the same boundary
conditions as stated below (3.85) is written asy = S(t , x)r . Then we defineF,
which we consider as a map on sequences, by

F (t , x) = S(t , x)ρ(x). (3.92)

Thus y = F (t , x) obeys the equationy j+1 − DxΦ j (t , x j )y j = ρ j (x), and hence
(3.90) is equivalent to (3.89) with the same boundary conditions.

The main work in the proof is to obtain good estimates forS(t , x), in the Ba-
nach space of weighted sequences, which allow us to treat (3.90) by the standard
theory of ODE. We establish bounds on the solution simultaneously with existence,
via the weights in the norm. These weights are useful to obtain bounds on the so-
lution, but they are also essential in the formulation of the problem as a well-posed
ODE.
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As we will see in more detail in Section 3.3.4, the occurrence ofDxΦ j (t , x j )
in (3.89), rather than the naive linearisationDxΦ j (0) at the “fixed point”x = 0,
replaces the eigenvalue 1 in the upper left corner of the square matrix in (3.1) by
a smaller eigenvalue 1− 2β jgj < 1. This helps address difficulty (i) mentioned
above. Also, the weights guarantee that a solution in the Banach space obeys the
final conditions (z∞ , µ∞) = (0, 0), thereby helping to solve difficulty (ii).

3.3.2 Sequence spaces and weights

We now introduce the Banach spaces of sequences used in the reformulation of
(3.89) as an ODE. These are weightedl∞-spaces.

Definition 3.3.1. Let X∗ be the space of sequencesx = (x j ) j∈N0 with x j ∈ Xj .
For eachα = K, g, z, µ and j ∈ N0, we fix a positive weightwα, j > 0. We write
x j ∈ Xj = K j ⊕ V asx j = (xα, j )α=K ,g ,z ,µ. Let

‖x j ‖Xw
j
= max

α=K ,g ,z ,µ
(wα, j )

−1‖xα, j ‖X j
, ‖x‖Xw = sup

j∈N0

‖x j ‖Xw
j
, (3.93)

and
Xw = {x ∈ X∗ : ‖x‖Xw < ∞}. (3.94)

It is not difficult to check thatXw is a Banach space for any positive weight
sequencew. Different choices of weightsw will be needed. These are all defined
in terms of the sequence ˚g = (g̊j ) j∈N0 which is the same as the sequence ¯g for a
fixedg̊0; i.e., given ˚g0 > 0, it satisfies ˚gj+1 = g̊j − β j g̊2

j
. We define the two weights

w = w(g̊0, r , u) andr = r(g̊0, r , u) by

wα, j =



























(r − r∗)g̊3
j
χ j α = K

ug̊2
j
| log g̊j | α = g

ug̊2
j
| log g̊j | χ j α = z, µ,

rα, j =



























(r − r∗)g̊3
j
χ j α = K

ug̊3
j
χ j α = g

ug̊3
j
χ j α = z, µ,

(3.95)

where (χ j ) is theΩ-dependent sequence defined by (3.9). Furthermore, we recall
that x̄ = (K̄ , V̄) = x̄(K0, g0) denotes the sequence inX∗ uniquely determined from
the boundary conditions (̄K0, ḡ0) = (K0, g0) and (z̄∞ , µ̄∞) = (0, 0) via V̄j+1 =

ϕ̄ j (V̄j ) andK̄ j+1 = ψ j (K̄ j , V̄j ), whenever the latter is well-defined. Given an initial
condition (K̊0, g̊0), let x̊ = x̄(K̊0, g̊0).

Denoting the closed ball of radiuss in Xw by sB, observe that, if ˚g0 = g0 and
K̊0 = K0, the bounds (3.18)–(3.21) are equivalent tox ∈ x̊ + bB, and that, by
definition, the projection of ˚x + B onto the thej th sequence element is contained
in the domainD j . We will always assume thatg0 = ḡ0 and g̊0 are close, but not
necessarily that they are equal. The use of ˚g rather than ¯g permits us to vary the
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3.3. Proof of main result

initial condition g0 = ḡ0 without changing the Banach spacesXw , Xr. The use
of g0-dependent weights rather than, e.g., the weightj −2 log j for jΩ = ∞ (see
Remark 3.1.5(i)) allows us to obtain estimates with good behaviour asg0 → 0.
Note that the weightwg , j does not include a factorχ j , and thus does not go to 0
when jΩ < ∞ (see Example 3.1.1(ii)).

Remark3.3.2. The weightsw apply to the sequence ˙x (see (3.88)). As motivation
for their definition, consider the explicit example ofρ j (x j ) = χ jg

3
j
. In this case,

theg equation becomes simply

gj+1 = gj − β jg2
j + t χ jg

3
j . (3.96)

With the notation ˙gj = ∂
∂t
g
t
j
, differentiation gives

ġj+1 = ġj (1− 2β jgj + 3t χ jg
2
j ) + χ jg

3
j . (3.97)

Thus, by iteration, using ˙g0 = 0, we obtain

ġj =

j−1
∑

l=0

χlg
3
l

j−1
∏

k=l+1

(1− 2βkgk + 3t χkg
3
k ). (3.98)

For simplicity, consider the caset = 0, for whichg = ḡ. In this case, it follows
from (3.35), (3.32), and (3.46) that

ġj ≤ O(1)
j−1
∑

l=0

(

ḡj

ḡl+1

)2

χl ḡ
3
l = O(1)g2

j

j−1
∑

l=0

χl ḡl ≤ O(ḡ2
j | log ḡj |), (3.99)

which produces the weightwg , j of (3.95). (It can also be verified using (3.41) that
if we replaceχ j by β j in the above then no smaller weight will work.)

3.3.3 Reduction to a linear equation with nonlinear perturbation

For given sequencesx, r ∈ X∗, we now consider the equation

y j+1 − DxΦ j (t , x j )y j = r j . (3.100)

For x andr fixed, (3.100) is an inhomogeneous linear equation iny. Lemma 3.3.3
below, which lies at the heart of the proof of Theorem 3.1.4, obtains bounds on
solutions to (3.100), including bounds on itsx-dependence. The latter will allow us
to use the standard theory of ODE in Banach spaces to treat the original nonlinear
equation, wherex andr are both functionals of the solutiony, as a perturbation of
the linear equation.
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In addition to the decompositionXj = K j ⊕ V j , with x j ∈ Xj written x j =

(K j ,Vj ), it will be convenient to also use the decompositionXj = Ej ⊕ Fj with
Ej = K j ⊕ R andFj = R ⊕ R, for which we writex j = (uj , v j ) with uj = (K j , gj )
andv j = (zj , µ j ). We denote byπα the projection operator onto theα-component
of the space in which it is applied, withα in any of{K,V}, {u, v} = {(K, g), (z, µ)},
or {K, g, z, µ}.

Recall that the spaces of sequencesXw are defined in Definition 3.3.1 and the
specific weightsw andr in (3.95).

Lemma 3.3.3. Assume (A1–A3). There exists a constant CS , independent of r and
u, and a constant C′

S
= C′

S
(r , u), such that ifg̊0 > 0 is sufficiently small, the

following hold for all t ∈ [0, 1], x ∈ x̊ + B.

(i) For r ∈ Xr, there exists a unique solutiony = S(t , x)r ∈ Xw of (3.100)with
boundary conditionsπu y0 = 0, πv y∞ = 0.

(ii) The linear solution operator S(t , x) satisfies

‖S(t , x)‖L(X r ,Xw) ≤ CS . (3.101)

(iii) As a map S: [0, 1] × ( x̊ + B) → L(Xw , Xr), the solution operator is contin-
uously Fréchet differentiable and satisfies

‖DxS(t , x)‖L(Xw ,L(X r ,Xw)) ≤ C′
S . (3.102)

Lemma 3.3.3 needs to be supplemented with information about the initial con-
dition x̄ and the perturbationρ for the analysis of (3.90) with (3.92). (Note that
the sequence ¯x serves as initial condition, att = 0, for the ODE (3.89), not as
initial condition for the flow equation (3.5).) Some information about ¯x is already
contained in Lemma 3.2.2. Forρ, we defineρ : x̊ + B→ X∗ by

(ρ(x))0 = 0, (ρ(x)) j+1 = ρ j (x j ), (3.103)

whereρ j is the map of (3.5). The mapψ : x̊+B→ X∗ is defined analogously. The
next lemma expresses immediate consequences of Assumption (A3) forρ andψ in
terms of the weighted spaces. Although the proof of Theorem 3.1.4 only directly
requires the estimates forρ, we will also need bounds onψ to prove Lemma 3.3.3,
so for convenience we combine both in a single lemma.

Lemma 3.3.4. Assume (A3), letω > κΩ, and assume that̊g0 > 0 is sufficiently
small. Then(ψ, ρ) : x̊ + B→ Xr is twice continuously Fréchet differentiable,

‖ρ(x)‖X r ≤ M/u, (3.104)
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and there exists a constant C= C(r , u) such that

‖DK ρ(x)‖L(Xw ,X r) ≤ C, ‖DV ρ(x)‖L(Xw ,X r) ≤ O(g̊0| log g̊0|),
‖DKψ(x)‖L(Xw ,X r) ≤ ω, ‖DVψ(x)‖L(Xw ,X r) ≤ O(g̊0| log g̊0|), (3.105)

and

‖D2
x ρ(x)‖L2(Xw ,X r) ≤ C, ‖D2

xψ(x)‖L2(Xw ,X r) ≤ C. (3.106)

We defer the proofs of Lemmas 3.3.3–3.3.4 to Sections 3.3.4 and 3.3.5, respec-
tively. Given these, we now prove Theorem 3.1.4(i).

Proof of Theorem 3.1.4(i).Let CS be the constant of Lemma 3.3.3, defineu∗ =
CSM/( 1

2b∧ (1− b)), and assumeu > u∗. For t ∈ [0, 1] andx ∈ x̊ + B, let

F (t , x) = S(t , x)ρ(x). (3.107)

Let (K̊0, g̊0) = (K0, g0). Lemmas 3.3.3–3.3.4 imply that if ˚g0 > 0 is sufficiently
small,F : [0, 1] × ( x̊ + B) → Xw is continuously Fréchet differentiable and

‖F (t , x)‖Xw ≤ ‖S(t , x)‖L(X r ,Xw) ‖ρ(x)‖X r ≤ CSM/u ≤ 1
2

b∧ (1− b). (3.108)

Similarly, by the product rule, it follows that there isC such that

‖DxF (t , x)‖L(Xw ,Xw) ≤ ‖[DxS(t , x)]ρ(x)‖L(Xw ,Xw)

+ ‖S(t , x)[Dx ρ(x)]‖L(Xw ,Xw) ≤ C, (3.109)

and thus, in particular, thatF is Lipschitz continuous onx ∈ x̊ + B.
The theorem now follows from the well-known local existence theory for ODE

in Banach spaces. Indeed, fory ∈ B, let

F̊ (t , y) = F (t , x̊ + y). (3.110)

Let Xw
0 = {y ∈ Xw : πu y0 = 0}, B0 = B ∩ Xw

0 . Then the statement about boundary
conditions of Lemma 3.3.3(i) and (3.108) imply thatF̊ (t , 1

2bB0) ⊆ F̊ (t ,B0) ⊆
1
2bB0. With (3.108)–(3.109), the local existence theory for ODEs on Banach spaces
[2, Chapter 2, Lemma 1] implies that the initial value problem

ẏ = F̊ (t , y), y(0) = 0 (3.111)

has a uniqueC1-solution y : [0, 1] → Xw
0 with y(t) ∈ 1

2bB0 for all t ∈ [0, 1].
(The length of the existence interval of the initial value problem (3.111) in1

2bB is
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bounded from below by12b/( 1
2b∧ (1− b)) ≥ 1 because‖F̊ (t , y)‖ ≤ 1

2b∧ (1− b)
when‖y‖ ≤ 1

2b. It does not depend on the Lipschitz constant ofF̊.)
In particular, as discussed around (3.90), it follows thatx = x̊ + y(1) is a

solution to (3.6). By construction,πux0 = πu x̊0 = (K̊0, g̊0) = (K0, g0). Also,
πv y∞ (1) = 0 becausey(1) ∈ Xw, and sinceπv x̊∞ = 0, it is also true thatπvx∞ =
0. Thusx satisfies the required boundary conditions. The estimates (3.18)–(3.21)
are an immediate consequence of‖y‖Xw ≤ 1

2b, with (3.95).
To prove uniqueness, suppose thatx′ is a solution to (3.6) with boundary con-

ditions (K ′
0, g

′
0) = (K0, g0) and (z′∞ , µ

′
∞) = (0, 0), and such that (3.18)–(3.21)

hold (with x replaced byx′, and with x̄ as before). Let ˚x = x̄ as before. By as-
sumption,x′ − x̊ ∈ bB0. It follows that F : [0, 1] × (x′ + (1 − b)B0) → Xw

is Fréchet differentiable and‖F (t , x)‖Xw ≤ 1 − b for all t ∈ [0, 1] and for all
x ∈ x′ + (1 − b)B0 ⊂ x̊ + B0 as discussed around (3.107)–(3.109). In particular
there is a unique solutionx′(t) for t ∈ [0, 1] to ẋ′ = F (t , x′) with x′(1) = x′ and
x′(t) ⊂ x̊+B0, by considering the ODE backwards in time, which is equally well-
posed. It follows thatx′(0) is a flow ofΦ0 = Φ̄ with the same boundary conditions
as x̊. The uniqueness of such flows, by Lemma 3.2.2, implies thatx′(0) = x̊, and
the uniqueness of solutions to the initial value problem (3.111) in ˚x + B0 then also
thatx = x′ as claimed. This completes the proof of Theorem 3.1.4(i). �

To prove Theorem 3.1.4(ii), we need to know that the initial condition ¯x is
differentiable in a small ball ˚x + δB. The smoothness of ¯x is addressed in the
following lemma, whose proof is deferred to Section 3.3.5.

Lemma 3.3.5. Assume (A1–A3), and letδ > 0 and g̊0 > 0 both be sufficiently
small. Then there exists a neighbourhoodĪ = Īδ ⊂ K0 ⊕ R+ of (K̊0, g̊0) such that
x̄ : Ī→ x̊ + δB is continuously Fréchet differentiable with

‖Dg0 x̄‖Xw ≤ O(g̊−2
0 | log g̊0|−1). (3.112)

Proof of Theorem 3.1.4(ii).For fixed initial condition (̊K0, g̊0) = (K0, g0) = u0

obeying the hypothesis of Theorem 3.1.4(i), letĪ be the neighbourhood ofu0 de-
fined by Lemma 3.3.5 withδ < 1

2b. By Lemma 3.3.5, ¯x : Ī → x̊ + δB ⊂ Xw is
continuously Fréchet differentiable. It follows from [2, Chapter 2, Lemma 4] that

ẏ = F̊ (t , y), y(0) = x̄(u0) − x̊ (3.113)

has a uniqueC1-solutiony : [0, 1] × Ī → Xw
0 with ‖y(t)‖Xw ≤ 1

2b. [2, Chapter 2,
Lemma 4] and Lemma 3.3.5 also imply

∥

∥

∥Dg0y(t , K0, g0)
∥

∥

∥

Xw ≤ C
∥

∥

∥Dg0 x̄(K0, g0)
∥

∥

∥

Xw ≤ O(g̊−2
0 | log g̊0|−1). (3.114)
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Let x(u0) = x̊ + y(1, u0). It follows as previously thatx(u0) = (u(u0), v(u0)) is a
solution to (3.6) with boundary conditionsu(u0) = u0 andv∞ (u0) = 0. Moreover,
the differentiability in the sequence spaceXw implies in particular that, as elements
of the spacesXj , eachx j = (K j ,Vj ) is aC1 function ofu0. Also (3.114) with (3.95)
immediately implies that

∂z0

∂g0
= O(1),

∂µ0

∂g0
= O(1). (3.115)

To prove (3.18)–(3.21) forx(u0) with u0 ∈ I ⊆ Ī, we use that‖x(u0) − x̊‖ ≤ 1
2b

and‖ x̄(u0) − x̊‖Xw ≤ δ imply

‖K j − K̄ j ‖K j
≤ ‖K j − K̊ j ‖K j

+ ‖K̊ j − K̄ j ‖K j
≤ ( 1

2b+ δ)(r − r∗)g̊3
j (3.116)

and analogously that

|gj − ḡj | ≤ ( 1
2b+ δ)ug̊2

j | log g̊2
j | (3.117)

|zj − z̄j | ≤ ( 1
2b+ δ)uχ j g̊

2
j | log g̊2

j | (3.118)

|µ j − µ̄ j | ≤ ( 1
2b+ δ)uχ j g̊

2
j | log g̊2

j |. (3.119)

Since (12b+ δ) < b, by assuming that|g̊0 − ḡ0| is sufficiently small, i.e., shrinking
Ī to a smaller neighborhoodI if necessary, we obtain with (3.73) that

( 1
2b+ δ)g̊2

j | log g̊2
j | ≤ bḡ2

j | log ḡ2
j |. (3.120)

This completes the proof of Theorem 3.1.4(ii). �

It now remains only to prove Lemmas 3.3.3–3.3.5. We begin with Lemma 3.3.3,
which lies at the heart of the proof.

3.3.4 Proof of Lemma 3.3.3

The proof proceeds in three steps. The first two steps concern an approximate
version of the equation and the solution of the approximate equation, and the third
step treats (3.100) as a small perturbation of this approximation.

Step 1. Approximation of the linear equation

DefineΦ̄0
j

: Xj → Xj+1 by extending ¯ϕ j trivially to the K-component, i.e.,̄Φ0
j
=

(0, ϕ̄ j ) with respect to the decompositionXj+1 = K j+1 ⊕ V. ThusΦ(t , x) =
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Φ̄
0(x) + (ψ(x), tρ(x)). Explicit computation of the derivative of ¯ϕ j of (3.5), using

(3.1), shows that

DΦ̄0
j (x j ) =





























0 0 0 0
0 1− 2β jgj 0 0
0 −ξ̃ j 1− 2ζ jgj 0
0 η̃ j −γ̃ j λ̃ j





























, (3.121)

with

η̃ j = η j − 2υgg
j
gj − υgzj zj − υgµj µ j ,

γ̃ j = γ j − υgzj gj − 2υzz
j

zj − υzµj µ j ,

λ̃ j = λ j − υgµj gj − υzµj zj ,

ξ̃ j = 2θ jgj + 2ζ j zj . (3.122)

The block matrix structure in (3.121) is with respect to the decompositionXj =

Ej ⊕ Fj introduced in Section 3.3.3.
The matrixDΦ̄0

j
(x j ) depends onx j ∈ Xj , but it is convenient to approximate

it by the constant matrix

L j = DΦ̄0
j ( x̊ j ) =

(

Aj 0
Bj Cj

)

, (3.123)

where the blocksAj , Bj , andCj of L j are defined by evaluating the blocks of the
matrix (3.121) at ˚x j rather than atx j (given explicitly in (3.129) below). We will
study the equation

y j+1 = L j y j + r j , (3.124)

which approximates (3.100). Lemma 3.3.6 below provides a useful reformulation
of (3.124). For its statement, we define linear operatorsH : D(H) → X∗ and
U : D(U) → X∗ (whereD(H) andD(U) are the subspaces ofX∗ on which the
infinite sums converge) by

πuH = 0, (πvHx) j = −
∞
∑

l= j

C−1
j · · ·C

−1
l Blπuxl , (3.125)

and

(πuUx) j =
j−1
∑

l=0

Aj−1 · · · Al+1πuxl ,

(πvUx) j = −
∞
∑

l= j

C−1
j · · ·C

−1
l πvxl . (3.126)
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It follows from the definitions (recallingπK Aj = 0 = AjπK ) that

πK H = 0 = HπK , πV H = H = HπV , πKU = UπK , πVU = UπV .
(3.127)

The empty product in the formula forπuUx is interpreted as the identity, so the
term in the sum corresponding tol = j − 1 is simplyπux j .

Lemma 3.3.6. Assume (A1–A2) and thatg̊0 > 0 is sufficiently small. If r∈ D(U)
and y ∈ D(H) satisfiesπu y0 = 0 andπv y∞ = 0, then(3.124)holds if and only if

y = Hy +Ur , (3.128)

holds.

The proof is straightforward, but requires an estimate on the product ofthe
matricesCj which we will prove first. Products of theCj andAj will also play an
important role in the analysis of the operatorsH andU in the following section, so
that it is convenient to prove a more precise statement about them now than what
is needed for the proof of Lemma 3.3.6. Let us first record explicitly the blocks of
L j :

Aj =

(

0 0
0 1− 2β j g̊j

)

, Bj =

(

0 −ξ̊ j
0 η̊ j

)

, Cj =

(

1− 2ζ j g̊j 0
−γ̊ j λ̊ j

)

(3.129)

with η̊ j , γ̊ j , λ̊ j , andξ̊ j as in (3.122) withx replaced by ˚x.

Lemma 3.3.7. Assume (A1–A2). Letα ∈ (λ−1, 1). Then forg̊0 > 0 sufficiently
small (depending onα), the following hold.

(i) Uniformly in all l ≤ j,

Aj · · · Al =

(

0 0
0 O(g̊2

j+1/g̊
2
l
)

)

. (3.130)

(ii) Uniformly in all j,

Bj =

(

0 O(g̊j χ j )
0 O( χ j )

)

. (3.131)

(iii) Uniformly in all l ≥ j,

C−1
j · · ·C

−1
l =

(

O(1) 0
O( χ j ) O(αl− j+1)

)

. (3.132)
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Proof. (i) It follows immediately from (3.129) that

Aj · · · Al =

j
∏

k=l

(1− 2βk g̊k )πg , (3.133)

and thus (3.35) implies (i).

(ii) It follows directly from (3.129) and Lemma 3.2.2 that (3.131) holds.

(iii) Note that
(

c1 0
b1 a1

)

· · ·
(

cn 0
bn an

)

=

(

c∗ 0
b∗ a∗

)

(3.134)

with

a∗ = a1 · · · an , b∗ =
n

∑

i=1

a1 · · · ai−1bici+1 · · · cn , c∗ = c1 · · · cn . (3.135)

We apply this formula with the inverse matrices

C−1
j =

(

(1− 2ζ j g̊j )−1 0
(1− 2ζ j g̊j )−1γ̊ j α̊ j α̊ j

)

(3.136)

whereα̊ j = λ̊
−1
j

. Thus

C−1
j · · ·C

−1
l =

(

τ̊j ,l 0
σ̊ j ,l α̊ j ,l

)

(3.137)

with

α̊ j ,l = α̊ j · · · α̊l , τ̊j ,l =

l
∏

k= j

(1− 2ζk g̊k )−1, (3.138)

σ̊ j ,l =

l− j+1
∑

i=1

















l
∏

k= j+i

(1− 2ζk g̊k )−1

















γ̊ j+i−1

















j+i−2
∏

k= j

α̊k

















. (3.139)

The product defining ˚τj ,l is O(1) by (3.36). Assume that ˚g0 is sufficiently small
that, with Lemma 3.2.2 and (A2), ˚αm < α for all m. Then α̊ j ,l ≤ O(αl− j+1).
Similarly, since ˚γm ≤ O( χm ),

|σ̊ j ,l | ≤
l− j+1
∑

i=1

αiO( χ j+i−1) ≤ O( χ j ). (3.140)

This completes the proof. �
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Proof of Lemma 3.3.6.Theu-component of (3.124) is given by

uj+1 = Ajuj + πur j . (3.141)

By induction, under the initial conditionu0 = 0 this recursion is equivalent to

uj = πu y j =

j−1
∑

l=0

Aj−1 · · · Al+1πur l , (3.142)

which is the same as theu-component of (3.128).
Thev-component of (3.124) states that

v j+1 = Bjuj +Cjv j + πvr j , (3.143)

and this is equivalent to

v j = C−1
j v j+1 − C−1

j Bjuj − C−1
j πvr j . (3.144)

By induction, for anyk ≥ j , the latter is equivalent to

v j = C−1
j · · ·C

−1
k vk+1 −

k
∑

l= j

C−1
j · · ·C

−1
l (Blul + πvr l ). (3.145)

By Lemma 3.3.7(iii), with someα ∈ (λ−1, 1) and with ˚g0 sufficiently small,
‖C−1

0 · · ·C
−1
k
‖ is uniformly bounded. Thus, ify j = (uj , v j ) satisfies (3.124) and

v j → 0, thenC−1
0 · · ·C

−1
k

vk+1→ 0 and hence

v j = −
∞
∑

l= j

C−1
j · · ·C

−1
l (Blul + πvr l ), (3.146)

which is the same as thev-component of (3.128). Conversely, suppose thaty j

satisfies (3.128) andv j → 0. It is also straightforward to conclude that (3.146)
implies (3.145) and thus that thev-component ofy satisfies (3.124). �

Step 2. Solution of the approximate equation

We now prove existence, uniqueness, and bounds for the solution to the approxi-
mate equation (3.124).

Lemma 3.3.8. Assume (A1–A2) and thatg̊0 > 0 is sufficiently small. For each
r ∈ Xr and x ∈ x̊ + B, there exists a unique solutiony = S0r ∈ Xw to (3.124)
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obeying the boundary conditionsπu y0 = 0, πv y∞ = 0. The solution operator S0 is
block diagonal w.r.t. the decomposition x= (K,V), with

S0 =

(

1 0
0 S0

VV

)

, (3.147)

and there is a constant CS0 > 0 such that, uniformly in small̊g0,

‖S0
VV ‖L(X r ,Xw) ≤ CS0 . (3.148)

The constant CS0 is independent of u and r.

Proof. According to Lemma 3.3.6, it suffices to prove that there is a unique solu-
tion in Xw to (3.128) (instead of (3.124)) which obeys the required boundary condi-
tions. Observe that as a block matrix with respect to the decompositionx = (u, v),
with Hvu = πvHπu , the operator 1− H is triangular of the form

1− H =

(

1 0
−Hvu 1

)

. (3.149)

We will prove thatHvu is a bounded operator inL(Xw , Xw). It follows that 1− H
has a bounded inverse onXw given by the block matrix

(1− H)−1 =

(

1 0
Hvu 1

)

. (3.150)

We further show thatU is a bounded operator inL(Xr , Xw). This implies that the
unique solution inXw of (3.124) is given by

y = S0r = (1− H)−1Ur (3.151)

and, sinceπu (1− H)−1 = πu andπKU = πK , that (3.147)–(3.148) hold.
The boundary conditionπv y∞ = 0 is a consequence ofy ∈ Xw, and the initial

conditionπu y0 = 0 is implicit in the equation (3.128). The claim thatπK S0 =

S0πK andπV S0 = S0πV then follows from (3.127). SinceπuS0r = πuUr , the
casesα = K, g of (3.148) follow from the bounds claimed forU.

To complete the proof, we require estimates forπαU for α ∈ {K, g, z, µ}, and
onπαH for α = z, µ. Thus there are six estimates in all. Their treatment is similar,
and uses Lemma 3.2.1(ii), which gives that for allk ≥ j ≥ 0 andm ≥ 0,

k
∑

l= j

χl g̊
n
l | log g̊l |m ≤ Cn ,m















| log g̊k |m+1 n = 1

χ j g̊
n−1
j
| log g̊j |m n > 1.

(3.152)
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(i) Bound forK-component. By definition, sinceπK Al = 0, we haveπKU = πK .
Therefore,

‖πKUr ‖Xw ≤ sup
j

‖πK r j ‖Xw
j
≤ sup

j

[

w−1
K , j rK , j

] ‖r ‖X r = ‖r ‖X r . (3.153)

(ii) Bound forg-component. By Lemma 3.3.7(i), (3.95), (3.32), and (3.152),

‖πgUr ‖Xw ≤ sup
j

j−1
∑

l=0

‖πg Aj−1 · · · Al+1r l ‖Xw
j
≤ sup

j

j−1
∑

l=0

w−1
V , j rV ,lO(g̊j/g̊l )

2‖r ‖X r

≤ c‖r ‖X r sup
j

| log g̊j |−1
j−1
∑

l=0

χl g̊l ≤ c‖r ‖X r . (3.154)

(iii) Bound for z-component. By Lemma 3.3.7(iii), (3.95), and (3.152),

‖πzUr ‖Xw ≤ sup
j

∞
∑

l= j

‖πzC−1
j · · ·C

−1
l r l ‖Xw

l

≤ csup
j

hVw−1
V , j

∞
∑

l= j

χl g̊
3
l ‖r ‖X r ≤ c| log g̊0|−1‖r ‖X r . (3.155)

Similarly, by Lemma 3.3.7(ii-iii), (3.95), and (3.152),

‖πzH ‖L(Xw ,Xw) ≤ sup
j

∞
∑

l= j

‖πzC−1
j · · ·C

−1
l Bl ‖L(Xw

l
,Xw

j )

≤ csup
j

w−1
V , j

∞
∑

l= j

χl g̊lwV ,l ≤ c. (3.156)

(iv) Bound forµ-component. Using Lemma 3.3.7(iii), we obtain

‖πµUr ‖Xw ≤ sup
j

[

∞
∑

l= j

‖πµC−1
j · · ·C

−1
l r l ‖Xw

j

]

≤ csup
j

uw−1
V , j

[

∞
∑

l= j

χl g̊
3
l +

∞
∑

l= j

αl− j+1χl g̊
3
l

]

‖r ‖X r

≤ c| log g̊0|−1‖r ‖X r , (3.157)

where we used (3.152) and also that
∑∞

l= j α
l+1− j χl g̊

3
l
≤ cχ j g̊

3
j

in the last step. To
bound‖πµH ‖L(Xw ,Xw), we argue similarly as forπµUr , and use Lemma 3.3.7 to

95



3.3. Proof of main result

obtain

‖πµH ‖L(Xw ,Xw) ≤ sup
j

∞
∑

l= j

‖πµC−1
j · · ·C

−1
l Bl ‖L(Xw

l
,Xw

j )

≤ csup
j

w−1
V , j

















∞
∑

l= j

g̊j χ jwV ,l +

∞
∑

l= j

αl+1− j χ jwV ,l

















≤ c. (3.158)

This proves the required bounds forα = µ and thus completes the proof. �

Step 3. Solution of the linear equation

We now prove Lemma 3.3.3, which involves solving the equation (3.100).

Proof of Lemma 3.3.3.Fix ω ∈ (κΩ, 1).
(i) We define

Wj (t , x j ) = DxΦ j (t , x j ) − L j

= [DxΦ̄
0
j (x j ) − DxΦ̄

0
j ( x̊)] + Dx (ψ j (x j ), tρ j (x j )), (3.159)

and rewrite (3.100) as

y j+1 = DxΦ j (t , x j )y j + r j = L j y j +Wj (t , x j )y j + r j . (3.160)

It will be convenient to combine theWj (t , x) to an operator on sequences via
(W(t , x))0 = 0 and (W(t , x)) j+1 = Wj (t , x). This operator can be written as a
block matrix with respect to the decompositionx = (K,V) as

W(t , x) =

(

WKK WKV

WVK WVV

)

, (3.161)

with Wαβ = παW(t , x)πβ . We claim thatW : [0, 1] × ( x̊ + B) → L(Xw , Xr), that
W is continuously Fréchet differentiable, and that ifx ∈ x̊ + B then,

‖WKK ‖L(Xw ,X r) ≤ ω, ‖WVK ‖L(Xw ,X r) ≤ C,

‖WKV ‖L(Xw ,X r) ≤ o(1), ‖WVV ‖L(Xw ,X r) ≤ o(1), (3.162)

asg̊0→ 0, and

‖DxWj (t , x j )‖L(Xw
j ,L(Xw

j ,X
r
j+1)) ≤ C. (3.163)

To see this, note that the first term on the right-hand side of (3.159) only depends
on theV-components, and is continuously Fréchet differentiable since, by (3.121),
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3.3. Proof of main result

D2
Φ̄

0
j

is a constant matrix for eachj with coefficients bounded byO( χ j ). There-
fore, for x ∈ x̊ + B,

‖[DΦ̄0
j ( x̊ j ) − DΦ̄0

j (x j )]πV ‖L(Xw
j ,X

r
j+1) ≤ cχ j r−1

V , j+1w2
V , j ‖ x̊ j − x j ‖Xw

j

= O(ug̊0| log g̊0|2). (3.164)

This contributes to the bounds (3.162), with ˚g0 taken small enough. The second
term on the right-hand side of (3.159), as well as its derivative, have been bounded
in Lemma 3.3.4, completing the proof of (3.163).

By the assumption thaty ∈ Xw, Lemma 3.3.8, and (3.162), the equation (3.160)
with the boundary conditions of Lemma 3.3.3(i) is equivalent to

y = S0(W(t , x)y + r ). (3.165)

(ii) To solve this equation, we use that ifA and B are bounded operators on a
Banach space such thatA has a bounded inverseA−1 and‖A−1B‖ < 1, thenA− B
has a bounded inverse. (Indeed,A− B = A(1− A−1B) and the inverse of 1− A−1B
is given by the Neumann series.) As in (3.147), we writeS0 as a block matrix with
respect to the decompositionx = (K,V) as

S0 =

(

1 0
0 S0

VV

)

. (3.166)

Let

A =

(

1−WKK 0
−S0

VV
WVK 1− S0

VV
WVV

)

, B =

(

0 WKV

0 0

)

(3.167)

such that 1− S0W(t , x) = A− B. Then (3.162) with ˚g0 sufficiently small implies
‖WKK ‖L(Xw ,Xw) < 1 and‖S0

VV
WVV ‖L(Xw ,Xw) < 1. ThusA is a block matrix of

the form

A =

(

AKK 0
AVK AVV

)

(3.168)

whereAKK and AVV have inverses inL(Xw , Xw), and it follows thatA has the
bounded inverse onXw given by the block matrix

A−1 =

(

A−1
KK

0
A−1
VV

AVK A−1
KK

A−1
VV

)

. (3.169)

Moreover, (3.162) with ˚g0 sufficiently small implies that‖A−1B‖L(Xw ,Xw) < 1 and
thus that 1− S0W(t , x) has a bounded inverse inL(Xw , Xw). It follows that the
solution operator is given by

S(t , x) = (1− S0W(t , x))−1S0. (3.170)
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3.3. Proof of main result

(iii) By (3.170), continuous Fréchet differentiability inx of S(t , x) follows from the
continuous Fréchet differentiability ofS0W(t , x), which itself follows from part (i)
and fromDxS0W(t , x) = S0DxW(t , x) by linearity ofS0. Explicitly,

DxS(t , x) = (1− S0W(t , x))−1DxS0W(t , x)(1− S0W(t , x))−1S0. (3.171)

By (3.163),

‖DxS0W(t , x)‖L(Xw ,L(Xw ,Xw)) ≤ C‖DxW(t , x)]‖L(Xw ,L(Xw ,X r)) ≤ C. (3.172)

Together with the boundedness of the operators (1− S0W(t , x))−1 and S0, this
proves (3.102) and completes the proof. �

3.3.5 Proofs of Lemmas 3.3.4–3.3.5

Proof of Lemma 3.3.4.We begin with the verification of the bounds on the first
derivatives in (3.104). By assumptions (3.13)–(3.14), together with (3.32), the
definition of the weights (3.95), and for (3.174) also the fact thatχ j/χ j+1 ≤ Ω by
(3.9), we obtain forx ∈ x̊ + B,

‖DVψ j (x j )‖L(Xw
j ,X

r
j+1) ≤ M χ j g̊

2
j r

−1
K , j+1wV , j ≤ O(g̊0| log g̊0|), (3.173)

‖DKψ j (x j )‖L(Xw
j ,X

r
j+1) ≤ κr−1

K , j+1wK , j ≤ κΩ(1+O(g̊0)), (3.174)

‖DV ρ j (x j )‖L(Xw
j ,X

r
j+1) ≤ M χ j g̊

2
j r

−1
V , j+1wV , j ≤ O(g̊0| log g̊0|), (3.175)

‖DK ρ j (x j )‖L(Xw
j ,X

r
j+1) ≤ Mr−1

V , j+1wK , j ≤ O(1), (3.176)

which establishes the bounds on the first derivatives in (3.104), choosing g̊0 small
enough. The bounds on the second derivatives are also immediate consequences of
Assumption (A3). Letφ denote eitherψ or ρ. Then (3.15) and the definition of the
weights (3.95) imply that, for 2≤ n+m ≤ 3,

‖Dn
K Dm

V φ‖Ln+m (Xw ,X r) ≤ C. (3.177)

In addition, these bounds on the second and third derivatives imply that

‖φ(x + y) − φ(x) − Dφ(x)y‖X r ≤ C‖y‖2Xw , (3.178)

‖Dφ(x + y) − Dφ(x) − D2φ(x)y‖L(Xw ,X r) ≤ C‖y‖2Xw , (3.179)

and hence thatφ : x̊ + B → Xr is indeed twice Fréchet differentiable. The above
bound on the third derivatives also implies continuity of this differentiability. The
ρ-bound is equivalent to Assumption (A3) since

‖ρ j (x j )‖X r
j+1
= r−1

V , j+1M χ j+1g̊
3
j+1 = M/u. (3.180)

This completes the proof. �

98



3.3. Proof of main result

Proof of Lemma 3.3.5.Let

Ī = ([ 1
2g̊0, 2g̊0] × K0) ∩ x̄−1( x̊ + δB). (3.181)

We will show that̄I is a neighbourhood of (̊K0, g̊0) and that ¯x : Ī→ x̊ + δB is con-
tinuously Fréchet differentiable. Since ¯x−1( x̊+δB) = V̄−1( x̊+δB)∩ K̄−1( x̊+δB),
it suffices to show that each of̄V−1( x̊ + δB) andK̄−1( x̊ + δB) is a neighbourhood
of (K̊0, g̊0), and that each of̄V andK̄ is continuously Fréchet differentiable on̄I as
maps with values in subspaces ofXw.

We begin withV̄. Let V̄′
j

denote the derivative of̄Vj with respect tog0, and

let V̄′ = (V̄′
j
) denote the sequence of derivatives. It is straightforward to conclude

from Lemmas 3.2.3 and 3.2.1(iv) and (3.95) that

‖V̄′‖Xw ≤ O(g̊−2
0 | log g̊0|−1), (3.182)

and hence that̄V′ ∈ Xw if g0 ∈ Īg ⊆ [ 1
2g̊0, 2g̊0], and similarly thatV̄−1( x̊ + δB)

contains a neighbourhood of ˚g. ThatV̄′ is actually the derivative of̄V in the space
Xw can be deduced from the fact that the sequenceV̄′′(g0) is uniformly bounded
in Xw for g0 ∈ Īg (though not uniform in ˚g0). In fact, by Lemma 3.2.3,

‖V̄j (g0 + ε) − V̄j (g0) − εV̄′
j (g0)‖Xw

j
≤ O(ε2) sup

0<ε′<ε

‖V̄′′
j (g + ε′)‖Xw

j
. (3.183)

The continuity ofV̄′ in Xw follows similarly.
For K̄ , we first note that‖DK0K̄0‖L(K0,K0) = 1, ‖Dg0K̄0‖K0 = 0. By (A3) and

induction,

‖DK0K̄ j+1‖L(K0,K j+1) ≤ κ‖DK0K̄ j ‖L(K0,K j ) ≤ κ j+1. (3.184)

Sinceκ < Ω−1 < 1, and since ˚gj+1/g̊j → 1 by (3.32), we obtain

‖DK0K̄ j+1‖L(K0,K j+1) ≤ O(g̊−3
0 wK , j+1). (3.185)

Similarly, by (3.14) and Lemma 3.2.3,

‖Dg0K̄ j+1‖K j+1 ≤ κ‖Dg0K̄ j ‖K j
+O( χ j ḡ

2
j )‖Dg0V̄j ‖V

≤ κ‖Dg0K̄ j ‖K j
+O( χ j ḡ

4
j /ḡ

2
0). (3.186)

By induction as in the proof of Lemma 3.1.3, again usingκ < Ω−1, we conclude

‖Dg0K̄ j+1‖K j+1 ≤ O( χ j ḡ
4
j /ḡ

2
0) ≤ O(g̊−1

0 wK , j+1). (3.187)
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These bounds imply that̄K−1( x̊ + δB) contains a neighbourhood of (K̊0, g̊0) and
also that the component-wise derivatives ofK̄ with respect tog0 andK0 are respec-
tively in Xw

� L(R, Xw) andL(K0, Xw).
To verify that the component-wise derivative of̄K is the Fréchet derivative in

Xw, it again suffices to obtain bounds on the second derivatives inXw, as in (3.183).
For example, sinceD2

K0
K̄0 = 0, DK0V̄j = 0, and

D2
K0

K̄ j+1 = DKψ(K̄ j , V̄j )D2
K0

K̄ j + D2
Kψ(K̄ j , V̄j )DK0K̄ jDK0K̄ j , (3.188)

it follows from (3.184) and induction that, for (K0, g0) ∈ Ī with Ī ⊂ K0 ⊕ R chosen
sufficiently small,

‖D2
K0

K̄ j+1‖ ≤ κ‖D2
K0

K̄ j ‖ +Cκ2j ≤ C(1+ j κ)κ j ≤ O(g̊−3
0 wK , j+1). (3.189)

Thus the component-wise derivativeD2
K0

K̄ is uniformly boundedL2(K0, Xw) for

(K0, g0) ∈ Ī. Similarly, slightly more complicated recursion relations than (3.188)
for D2

g0
K̄ j andDg0DK0K̄ j show that the component-wise second derivative ofK̄

is uniformly bounded inL2(K0 ⊕ R, Xw) for Ī sufficiently small. This shows as in
(3.183) thatK̄ is continuously Fréchet differentiable from̄I to Xw.

We have thus shown that ¯x is continuously Fréchet differentiable from a neigh-
bourhood̄I of (K̊0, g̊0) to Xw, and (3.112) follows from (3.182), (3.187). �
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Chapter 4

Outlook

4.1 The weakly self-avoiding walk with contact attraction

In Section 1.2, the weakly self-avoiding walk with additional contact self-attraction
was introduced, see (1.9), but the subsequent discussion focused on the special case
without self-attraction,γ = 0. For the model with self-attractive interaction, there
is the conjectured phase diagram of Figure 1.3 which, in particular, predicts the
same behavior as forγ = 0 also for sufficiently smallγ > 0. However, even small
self-attraction makes the analysis more difficult than the weakly self-avoiding walk
already is because the energy functional then loses the superadditivity property. For
γ = 0,

H (L + L′) = β
∑

x

(Lx + L′
x )2 ≥ β

∑

x

(L2
x + L′2

x ) = H (L) + H (L′). (4.1)

This superadditivity implies, for example, thatct =
∑

x ct (x) is submultiplicative,
i.e.,ct+s ≤ ctcs , and therefore that there isµc such that1

t
logct → µc ; see e.g. [88]

or [12]. The subadditivity (4.1) does not hold ifγ > 0.
As a result of the failure of (4.1), little is known ifγ > 0. For example, the re-

sults about the (weakly or strictly) self-avoiding walk in dimension five and higher
obtained with the lace expansion do not easily extend to smallγ > 0. The unique
exception is a result by Ueltschi [109] who studies a model of the strictly self-
avoiding walk with additional small self-attraction, in dimension five and higher,
but relies on very particular exponentially decaying step weights (instead of nearest
neighbor steps). The special step distribution helps in the analysis, for example by
makingct submultiplicative, but is an undesirable feature otherwise.

Although superadditivity ofH fails for γ > 0, it has been observed [110] that
the attractive force can be written as

∑

x

∑

y:y∼x

Lt
xLt

y = 2d
∑

x

(Lt
x )2 +

∑

x

Lt
x (∆Lt )x

= 2d
∑

x

(Lt
x )2 − 1

2

∑

x

(∇Lt )2
x (4.2)
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so that

Hβ,γ (L) = (β − 2dγ)
∑

x

L2
x +

γ

2

∑

x

(∇L)2
x ≥ Hβ−2dγ,0(L). (4.3)

In terms of the renormalization group approach sketched in Section 1.4, the term
(∇L)2 is irrelevant. This is the basis for our work in preparation, with Brydges and
Slade, in which we extend the result [38] to smallγ > 0, thus showing that the
two-point function is asymptotic to a multiple for|x|−(d−2) in dimensiond ≥ 4.

4.2 Logarithmic corrections to scaling behavior

A long-term goal of the renormalization group program for four dimensional weak-
ly self-avoiding walks is to prove the conjecture (1.13) for the weakly self-avoiding
walk, or more generally that, for anyp ≥ 0,

(

EH
t |wt |p

)
1
p ∼ cpt

1
2 (log t)

1
8 (t → ∞). (4.4)

A step towards this goal, interesting in itself, is to establish that the so-called sus-
ceptibility χ(µ) =

∑

x Gµ (x) has a related logarithmic correction,

χ(µc + T−1) ∼ cT(logT)
1
4 (T → ∞) (4.5)

whereµc is the smallest real number such thatχ(µ) < ∞ for µ > µc . In work in
preparation with Brydges and Slade, we utilize results from Chapters 2–3,together
with [10,34–37], to establish (4.5).

4.2.1 End-to-end distance and Laplace transforms

A heuristicargument (a version of Fisher’s scaling relation for the critical expo-
nents that applies in the critical dimension, see e.g. [15,88]) predicts that if

EH
t |wt |2 ∼ ct(log t)2ν (t → ∞), (4.6)

χ(µ + ε) ∼ ε−1(− logε)γ (ε ↓ 0), (4.7)

Gµc
(x) ∼ c|x|−(d−2)(log |x|)−η (|x| → ∞), (4.8)

then the exponents of the logarithms should be related by

γ = 2ν − η. (4.9)

It has been proved thatη = 0 [38] and we can prove thatγ = 1
4. Then (4.9) leads

to the predictionν = 1
8 as in (4.4).
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4.2. Logarithmic corrections to scaling behavior

Let us give some indication in which way (4.5) is a natural step in the direction
of proving (4.4). The left-hand side of (4.4) is

(

EH
t |wt |p

)
1
p
=

(∑

x ct (x) |x|p
∑

x ct (x)

)
1
p

. (4.10)

It would suffice to establish the more general claim that

e−µc t
∑

x

ct (x) |x|p ∼ cpt
p
2 (log t)

1
4+

p
8 (t → ∞). (4.11)

This would in particular include
∑

x

ct (x) ∼ ceµc t (log t)
1
4 (t → ∞). (4.12)

An approach to proving (4.11) is given by proving related asymptotic behavior of
its Laplace transform, which is given in terms of the two-point function (1.16)by

∫ ∞

0















∑

x

ct (x) |x|p














e−µt dt =
∑

x

Gµ (x) |x|p . (4.13)

The asymptotics (4.11) are related to the asymptotics of the Laplace transformnear
its the critical pointµc . For example, equation (4.11) implies that

∑

x

Gµc+
1
T

(x) |x|p ∼ c′p

(

T(logT)
1
4

)1+ p
2

(T → ∞). (4.14)

For p = 0, this is the same as (4.5). Equation (4.14) follows from (4.11) by a direct
calculation: indeed, witht = sT,

∫ ∞

0
e−(µc+

1
T

)t















∑

x

ct (x) |x|p














dt = T
∫ ∞

0
e−se−µc sT















∑

x

csT (x) |x|p














ds,

(4.15)
and, using (4.11), it is possible to conclude that

e−µc sT
∑

x

csT (x) |x|p ∼ cpT
p
2 s

p
2 (logT)

1
4+

p
8 (T → ∞). (4.16)

This implies (4.14) withc′p given by

c′p = cp

∫ ∞

0
e−ss

p
2 ds= cpΓ

(

1+ p

2

)

. (4.17)
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The converse, that (4.14) implies (4.11), is not true in general. However, Tauberian
theory[59, Chapter XIII] shows that (4.14) implies that (4.11) holds asymptotically
in Cesaro mean, i.e.,

1
T

∫ T

0
e−µc t















∑

x

ct (x) |x|p














dt ∼ cpT
p
2 (logT)

1
4+

p
8 (T → ∞). (4.18)

To conclude (4.11) rather than the averaged version (4.18), further informa-
tion is needed such as, e.g., eventual monotonicity of the integrand in (4.18),or
related asymptotics asz = 1

T
→ 0 for z in a region of the complex plane. The lat-

ter approach presumably requires major extensions to the argument which shows
(4.5), but in the simpler case of weakly self-avoiding walks on a four dimensional
hierarchical lattice, this was successfully carried by Brydges and Imbrie [28].

4.2.2 The renormalization group approach

The renormalization group method can be used to establish that the long-distance
behavior of the weakly self-avoiding walk is,in a suitable sense, related to that
of a free field. Thecritical model,µ = µc , is described by amasslessfree field,
m2 = 0, and subcritical models,µ > µc , are related tomassivefree fields,m2 > 0.
For example, we can show that there is a functionµ = µ(m2) such that

χ(µ(m2)) ∼ c

m2
(m2 ↓ 0), (4.19)

i.e., the susceptibility of the weakly self-avoiding walk with parameterµ = µ(m2)
is similar to that of the free field with massm2. It turns out important to establish
the relation betweenµ andm2 in the non-critical case. We can show that the right-
inversem2(µ) = inf {m2 > 0 : µ(m2) = µ} satisfies

m2(µc + ε) ∼ cε(− logε)−
1
4 (ε ↓ 0). (4.20)

These two properties allow to conclude (4.5).
To exemplify in which ways the results of Chapters 2 and 3 enter the proof of

(4.20), let us mention that the coefficientsβ j of Appendix A, in particular (A.8),
given in terms of the decomposition of the Green function withm2 > 0, satisfy

∞
∑

j=0

β j ∼ c(− logm2) (m2 ↓ 0). (4.21)

Using this, it can be shown that ¯gj → ḡ∞ as j → ∞ with ḡ∞ ∼ c(− logm2)−1 as
m2 ↓ 0. This is origin of the logarithm in (4.20). The power1

4 is a consequence of
the explicit structure of theµ-equation of the recursion (A.8).
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Appendix A

Perturbation theory and
coordinates of the
renormalization group

In this appendix, the second-order part of the renormalization group mapfor the
weakly self-avoiding walk model is considered, i.e., the map ¯ϕ of Section 1.4.5.

The map ¯ϕ is defined in terms of a mapϕpt that arises from formal perturbation
theory, but does not satisfy the condition (3.1) imposed on the map ¯ϕ of Chapter 3
itself. The remedy to this issue is an (explicit) coordinate change, exhibited in this
appendix, that transformsϕpt into a map ¯ϕ to which Chapter 3 can be applied. The
maps are defined in terms of the decomposition of the Green function of Chapter 2.

This provides an explicit connection between Chapters 2 and 3.

A.1 Flow of coupling constants

Let C = C1 +C2 + · · · be a positive definite decomposition of the Green function,
and use the convenient short-hand notation, withj fixed,

C = Cj , w = w j =

j
∑

l=1

Cl . (A.1)

By translation-invariance, we can identifyC andw with functions of one variable,
for example,Cx = C0x . Let

Vx = gτ2
x + ντx + zτ∆,x (A.2)

be the (local) interaction polynomial for the weakly self-avoiding walk model. (For
the definitions ofτ andτ∆, see (1.43) and (1.50).) In [10], a new local interaction
polynomialVpt,x is defined, in terms ofV, C, andw, describing the effect of (for-
mal) second-order perturbation theory. The details of the specification ofVpt are
not important for the current discussion, so we only state the result:Vpt is essen-
tially of the same form as (A.2) with coefficientsgpt, νpt, zpt given by polynomials
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A.2. Bounds on the coefficients

of degree two ing, ν, z. To express the coefficients of the polynomials, it is con-
venient to introduce the following abbreviations: for a functionf = f (ν,w), set

δ[ f ] = f (ν + 2C0g,w +C) − f (ν,w). (A.3)

Moreover, for a functionq : Zd → R, set

(∆q)x = 1
2

∑

e∈Zd :|e |1=1

(qx+e − qx ), (A.4)

(∇q)2
x =

1
2

∑

e∈Zd :|e |1=1

(qx+e − qx )2, (A.5)

and

q(n) =
∑

x

qn
x . (A.6)

All functions q below arise in terms of the covariance decomposition, e.g.,q = w,
and satisfy:

∑

x

qx xi = 0,
∑

x

qx xix j = q(∗∗)δi j (i , j = 1, . . . , d). (A.7)

Then the coefficients are given by:























































gpt = g − 8g2δ[w(2)] − 4gδ[νw(1)] ,

νpt = ν + 2C0g − 4g2(δ[w(3)] − 3w(2)C0
) − 2g(ν + 2C0g)δ[w(2)]

− δ[ν2
w

(1)] + 2g(z+ y)δ[(w∆w)(1)] + 8gνw(1)C0,

zpt = z− 2g2δ[(w3)(∗∗)] − 1
2δ[ν

2
w

(∗∗)] − 2zδ[νw(1)].

(A.8)

A.2 Bounds on the coefficients

From now on, assume that the covariance decompositionC =
∑∞

j=1 Cj is given by

[Cj ]x =



































∫ 1
2L

0
φ∗t (x)

dt
t

( j = 1)

∫ 1
2L

j

1
2L

j−1
φ∗t (x)

dt
t

( j > 1)

(A.9)
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whereφ∗t is as given in Example 2.1.3. In particular, (A.9) implies the finite range
property

[Cj ]x = 0 if d(x, 0) > 1
2L j (A.10)

and the bounds
|[∇αCj ]x | ≤ O(L−(d−2+|α |1)( j−1)). (A.11)

Natural estimates on the coefficients in (A.8) are given in terms of the variable
µ = L2jν instead ofν andµpt = L2(j+1)νpt. Let ϕpt(g, z, µ) = (gpt, zpt, µpt).

Proposition A.2.1. The coefficients of the polynomialsϕpt are bounded by O((1+
m2L2j )−k ) for any k∈ R and continuous in m2 ∈ [0, δ) for someδ > 0.

Proof. The proof uses (A.10)–(A.11) and is given in reference [10]. �

The previous result is similar to Assumption (A2) of Chapter 3. (We will show
below thatO((1+m2L2j )−k ) can be bounded byO( χ j ).) However, the map ¯ϕ of
Chapter 3 is assumed to betriangular whichϕpt is not. This is will be addressed in
the next subsection. In addition, for the applicability of the result of Theorem 3.1.4,
a positive lower bound on the coefficient of theg2-term in theg-equation is crucial
to satisfy assumption (A1). This is a consequence of Lemma A.2.2 below, in which
we verify that the sequence of coefficients has a positive limit ifm2 = 0.

Lemma A.2.2. Let d= 4, m2 = 0. Then there isβ∞ > 0 such that

β j := 8δ j [w
(2)] = β∞ +O(L− j ). (A.12)

RemarkA.2.3. The constantβ∞ can be determined exactly:

β∞ =
log(L)

π2
. (A.13)

Proof of Lemma A.2.2.Denote the covariance decomposition byCj (x), x ∈ Z4.
By (2.36), there isc0 ∈ Cc (R4) such that withcj (x) = L−2jc0(L− j x),

Cj (x) = cj (x) +O(L−3j ). (A.14)

Let us first verify
(Cj ,Cj+l ) − 〈c0, cl 〉 = O(L− jL−2l ) (A.15)

where we use the notation (F,G) =
∑

x∈Z4 F (x)G(x) wheneverF,G : Z4 → R
and〈 f , g〉 =

∫

R4 f g dx for f , g : R4→ R. Let Rj = Cj − cj . Then:

(Cj ,Cj+l ) = (cj , cj+l ) + (cj , Rj+l ) + (cj+l , Rj ) + (Rj , Rj+l ). (A.16)
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Riemann sum approximation shows

(cj , cj+l ) − 〈c0, cl 〉 = L−4j
∑

y∈L− jZd

c(y)cl (y) −
∫

Rd

c(y)cl (y) dy

= O(L− j )‖∇(ccl )‖L∞ = O(L−2l− j ). (A.17)

The remaining terms are easily bounded using|supp(Cj ) |, |supp(Rj ) | = O(L4j ):

(cj , Rj+l ) ≤ O(L4j )‖cj ‖L∞ (Z4) ‖Rj+l ‖L∞ (Z4) ≤ O(L− jL−3l ), (A.18)

(cj+l , Rj ) ≤ O(L4j )‖cj+l ‖L∞ (Z4) ‖Rj ‖L∞ (Z4) ≤ O(L− jL−2l ), (A.19)

(Rj , Rj+l ) ≤ O(L4j )‖Rj ‖L∞ (Z4) ‖Rj+l ‖L∞ (Z4) ≤ O(L−2jL−3l ), (A.20)

and (A.15) follows. From this we can now deduce:

j
∑

k=1

(Ck ,Cj+1) =
j

∑

k=1

〈c0, cj+1−k 〉 +
j

∑

k=1

O(L−k L−2(j−k ))

=

j
∑

k=1

〈c0, ck 〉 +O(L− j ), (A.21)

(Cj+1,Cj+1) = 〈c0, c0〉 +O(L− j ), (A.22)

and thus, using〈c0, ck 〉 = 〈c0, c−k 〉,

w
(2)
j+1 − w

(2)
j
= 2(w j ,Cj+1) + (Cj+1,Cj+1) (A.23)

=

j
∑

k=− j

〈c0, ck 〉 +O(L− j ). (A.24)

Note that with‖c−k ‖L∞ ≤ L2k ‖c0‖L∞ and supp(c−k ) ⊂ BCL−k ,

∞
∑

k= j+1

|〈c0, ck 〉| =
∞
∑

k= j+1

|〈c0, c−k 〉| ≤ ‖c0‖L∞

∞
∑

k= j+1

L2k
∫

B
CL−k

|c0(x) | dx

≤ ‖c0‖2L∞

∞
∑

k= j+1

O(L−2k ) ≤ O(L−2j ). (A.25)

Thus, withβ∞ = 8
∑∞

k=−∞〈c0, ck 〉, we have obtained

8(w(2)
j+1 − w

(2)
j

) = β∞ +O(L− j ). (A.26)

That β∞ > 0 can be seen from the fact that ˆck ≥ 0 and Plancherel’s theorem. �
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Proof of Remark A.2.3.By (A.21), it follows that

β∞ = 8〈c0, v〉 with v =
∑

k∈Z

ck . (A.27)

The Fourier transforms ofc andv are

ĉ0(ξ) =
1

|ξ |2

∫ |ξ |

L−1 |ξ |

ρ(t) dt, v̂(ξ) =
1

|ξ |2
(A.28)

whereρ is a non-negative function with
∫ ∞

0
ρ dt = 1. Observe that the claim for

v̂ follows from the claim for ˆc; the latter claim is verified at the end of the proof.
(A.28) implies, by Plancherel’s theorem, radial symmetry, and Fubini’s theorem,

〈c0, v〉 =
1

(2π)4

∫

R4
|ξ |−4

(∫ |ξ |

L−1 |ξ |

ρ(t) dt

)

dξ

=
ω3

(2π)4

∫ ∞

0

(∫ r

L−1r

ρ(t) dt

)

dr
r

=
ω3

(2π)4

∫ ∞

0

(∫ Lt

t

dr
r

)

ρ(t) dt (A.29)

whereω3 = 2π2 is the surface measure of the 3-sphere (⊂ R4). The inner integral
in the last equation is equal to log(L). Thus, with

∫ ∞

0
ρ dt = 1,

β∞ =
8ω3

(2π)4
log(L) =

log(L)

π2
(A.30)

as claimed. To verify (A.28), use that by (2.36)–(2.37), there isk > 0 such that

φ∗t (x) = (t/k)−(d−2)φ̄(kx/t) +O(t−(d−2+1)) (A.31)

where, denoting the Fourier transform ofφ̄ by φ̃, see (2.118), (2.78),

φ̃(ξ) =
∫ ∞

0
t2ϕ(|ξ |t) dt

t
,

∫ ∞

0
t2ϕ(t)

dt
t
= 1. (A.32)

In particular, the functionc in (A.14) is more explicitly given by

ĉ0(ξ) =
1

k2

∫ 1
2

1
2L

−1
t2ϕ

(

|ξ |t
k

)

dt
t
=

1

|ξ |2

∫ |ξ |

L−1 |ξ |

ρ(t) dt (A.33)

as claimed whereρ is given by

ρ(t) =
( t
2k

)2
ϕ

( t
2k

) 1
t
. (A.34)

This completes the proof. �

118



A.3. Transformation

A.3 Transformation

As discussed, the mapϕpt(g, z, µ) = (gpt, zpt, µpt) does not have the right form to
apply the result of Chapter 3. In Proposition A.3.1, we show that the coordinates
can be brought to the form expected in Chapter 3 by a simple transformation.

Proposition A.3.1. Define ϕ̄ : R3 → R
3 by (ḡ, z̄, µ̄) = ϕ̄(g, z, µ) with µ̄ =

L2(j+1)ν̄, µ = L2jν, and

ḡ = g − 8g2δ[w(2)] , (A.35)

z̄ = z− 2g2δ[(w3)(∗∗)] , (A.36)

ν̄ = ν + 2C0,0g − 4g2(δ[w(3)] − 3w(2)C0,0 +C0,0δ[w
(2)]

)

− 2gνδ[w(2)] + 2gzδ[(w∆w)(1)]. (A.37)

Then the coefficients of the polynomials̄ϕ are bounded by O((1 + m2L2j )−k ) for
an arbitrary k and m2 ∈ [0, δ). Define T: R3 → R3 by T(g, z, µ) = (gT , zT , µT ),
with µ = L2jν, µT = L2jν, where

gT = g + 4gνw(1), (A.38)

zT = z+ 2zνw(1) + 1
2ν

2
w

(∗∗) , (A.39)

νT = ν + ν
2
w

(1). (A.40)

Then T(V) = V +O(|V |2). Let T+ = Tj+1. There exists a ball B⊂ R3 independent
of j and m2 ∈ [0, δ) such that, on B,

T+ ◦ ϕpt ◦ T−1 = ϕ̄ + ρpt (A.41)

whereρpt is an analytic function on B withρpt(g, z, µ) = O((1+m2L2j )−k (|g | +
|z| + |µ|)3) uniformly in j and m2 ∈ [0, δ), for any k.

RemarkA.3.2. The transformationT is simple and explicit, but we believe that
its existence may have a deeper origin that we have not unravelled. Formally, i.e.,
without consideration of the formal third-order error, different covariance decom-
positions induce dynamical systems like (1.92) whose three-dimensional parts can
be of slightly different form. Some of the monomials that appear in the polynomi-
als ϕ̄ j are essentially independent of the decomposition. On the other hand, some
decompositions of the Green function have the special property that

∑

x

[Cj ]x = 0 (A.42)
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A.3. Transformation

which is not true for the finite range decomposition discussed in Chapter 2. It can
be seen that the terms in (1.43) involvingw(1) would thus vanish with such a de-
composition. Is it possible that the existence of such a transformation expresses an
invariance property of the dynamical system under coordinates inducedby different
covariance decompositions?

Note that the map ¯ϕ has the form assumed for ¯ϕ in Chapter 3. The next corol-
lary illustrates how the result of Chapter 3 is used in the study of the weakly self-
avoiding walk, except that in the real application, the error coordinate is non-trivial.

Corollary A.3.3. Fix anyΩ > 1. The maps̄ϕ then satisfy Assumptions (A1–A2) of
Chapter 3. Moreover, Assumption (A3) can be satisfied withρ = ρpt andψ = 0.

Sketch of proof.(i) Set jm = [logL m]. We first show that for anyc < log L/π2,
there isn < ∞ such that the number ofj ≤ jm with β j < c is bounded byn,
uniformly in m2 ∈ [0, δ). To prove this, we first note that (A.13) implies that, if
m2 = 0, for everyc+ ε < log L/π2, there isn0 such that the number ofj such that
β j < c+ ε is bounded byn0. We now prove the claim form2 > 0. It can be shown
using Example 2.1.3 that there are constantsc′ andq independent ofL such that

∣

∣

∣

∣

∣

∂

∂m2
β j (m

2)
∣

∣

∣

∣

∣

≤ c′LqL2j , (A.43)

but we omit the proof. This implies that forj ≤ jm − q − p, with p large enough,

| β j (0) − β j (m2) | ≤ c′LqL2jm2 ≤ c′L−p ≤ ε. (A.44)

It follows that the number ofj ≤ jm such thatβ j < c can be bounded byn0+p+q.

(ii) We now verify Assumptions (A1)–(A2) of Chapter 3 for ¯ϕ. LetΩ > 1,

jΩ = inf {k ≥ 0 : | β j | ≤ Ω−( j−k ) ‖ β‖∞ for all j }, and χ j = Ω
−( j− jΩ)+ . (A.45)

Let k be such thatL2k ≥ Ω. Then

(1+m2L2j )−k ≤ L−2k ( j− jm )+ ≤ Ω−( j− jm )+ . (A.46)

(i) implies that‖ β‖∞ > c > 0 uniformly in m2 ∈ (0, δ). By Proposition A.3.1 and
(A.46), there is a constantC such that

| β j | ≤ CΩ−( j− jm )+ ≤ C
c
Ω

−( j− jm )+ ‖ β‖∞ ≤ Ω−( j− jΩ)+ ‖ β‖∞ (A.47)

with jΩ ≤ jm + log
Ω

C − log
Ω

c. In particular, the number ofj ≤ jΩ with β j < c
is bounded bynΩ = n + log

Ω
C − log

Ω
c wheren is as in (i), uniformly inm2 ∈

[0, δ). This proves Assumption (A1) and Assumption (A2) is then a consequence
of Proposition A.3.1 with (1+m2L2j )−k = O( χ j ). �
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Sketch of proof of Proposition A.3.1.The bounds on the coefficients of the maps
ϕ̄, given in (A.35)–(A.36), follow from Proposition A.2.1 andw(∗∗) = O(L4j ) and
w

(1) = O(L2j ). The last two bounds are a straightforward with the properties of
the covariance decomposition that|Cj | ≤ O(L−2j ) andCj (x) = 0 for x ≥ cLj .
Indeed,

w
(1)
j
=

j
∑

l=1

∑

x

[Cl ]x =
j

∑

l=1

O(L2l ) = O(L2j ), (A.48)

w
(∗∗)
j
=

j
∑

l=1

∑

x

|x|2[Cl ]x =
j

∑

l=1

O(L4l ) = O(L4j ). (A.49)

These bounds similarly implyT = id +O((|g | + |z| + |µ|)2) uniformly in j .
Let w+ = w +C andν+ = ν + 2C0g. Then (A.8) can be written as

gpt + 4gν+w
(1)
+ = (g + 4gνw(1)) − 82δ[w(2)]g2, (A.50)

νpt + ν
2
+w

(1)
+ = (ν + ν2

w
(1)) + 2C0,0(g + 4gνw(1))

− 4g2(δ[w(3)] − 3w(2)C0,0
)

− 2g(ν + 2C0g)δ[w(2)]

+ 2g(z+ y)δ[(w∆w)(1)] , (A.51)

zpt + 2zν+w
(1)
+ +

1
2ν

2
+w

(∗∗)
+ = (z+ 2zνw(1) + 1

2ν
2
w

(∗∗)) − 2g2δ[(w3)(∗∗)].
(A.52)

Expressingν andνpt asν = L−2j µ andνpt = L−2(j+1)µpt, the right- and left-hand
sides of (A.50)–(A.52) equal ¯ϕ ◦ T(g, z, µ) + O((|g | + |z| + |µ|)3) respectively
T+ ◦ ϕ̂(g, z, µ) + O((|g | + |z| + |µ|)3), with both bounds uniform inj . This and
T+((g, z, µ) + r ) = T+(g, z, µ) +O(r ) imply the claim. �
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