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Abstract

Recent technological developments in microfluidics and fuel cells have given special significance to interfacial dynamics in small pores. Using a diffuse-interface model and a finite-element code, I have simulated three associated problems numerically: gas-liquid flow regimes in micropores; relative permeability for two-phase flow through a model porous medium; and dynamics of sessile drops under the simultaneous action of a wettability gradient and an external flow.

For two-phase flows in corrugated microchannels driven by a pressure drop, a number of flow regimes were observed: gas flow, blockage, liquid flow, bubble-slug flow, droplet flow, annular flow and annular-droplet flow. Some of the regimes are known from prior studies in macroscopic pipes, but the others are new and specific to the micropores. Then a map of flow regimes has been constructed in the plane of the liquid saturation and the imposed pressure drop. The transitions among certain flow regimes show significant hysteresis, largely owing to the pinning of the interface at sharp corners in the flow conduit. As an extension of the above study, I computed the relative permeability of a model porous media made of corrugated tubes, using an averaging scheme over a pore-size-distribution of a real porous medium. I discovered that the flow rates vary nonlinearly with the pressure gradient, and that the extended Darcy’s law does not hold in general. In the third project, I found that for each prescribed wetting gradient, there is a narrow range for the cross flow within which a stationary drop can be achieved. The drop motion exhibits strong hysteresis, i.e. sensitivity to initial conditions and forcing history. Two drops merge or separate depending on the competition between wettability and external flow. In general, the wettability gradient favors catch-up and coalescence while the external flow favors separation.

These numerical simulations have demonstrated that novel interfacial dynamics can be produced in micropores where capillary forces and contact line dynamics play more important roles than in larger spatial dimensions. The numerical results may serve as guidelines to future experiments and technological development in microfluidics and lab-on-chip devices.
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<thead>
<tr>
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<th>Units (SI)</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$A$</td>
<td>$m^2$</td>
<td>Total cross sectional area of porous medium</td>
</tr>
<tr>
<td>$A_d$</td>
<td>$m^2$</td>
<td>Area of drop</td>
</tr>
<tr>
<td>$A_e$</td>
<td>$m^2$</td>
<td>Effective cross sectional area of pore</td>
</tr>
<tr>
<td>$B$</td>
<td>$N.m^{-3}$</td>
<td>Body force</td>
</tr>
<tr>
<td>$Ca$</td>
<td></td>
<td>Capillary number</td>
</tr>
<tr>
<td>$Ca_i$</td>
<td></td>
<td>Capillary number of $i$th phase</td>
</tr>
<tr>
<td>$Ca_m$</td>
<td></td>
<td>External capillary number</td>
</tr>
<tr>
<td>$Ca_n$</td>
<td></td>
<td>Capillary number of non-wetting phase</td>
</tr>
<tr>
<td>$Ca_w$</td>
<td></td>
<td>Capillary number of wetting phase</td>
</tr>
<tr>
<td>$C_n$</td>
<td></td>
<td>Cahn number</td>
</tr>
<tr>
<td>$D$</td>
<td>$m$</td>
<td>Characteristic length</td>
</tr>
<tr>
<td>$D_e$</td>
<td>$m$</td>
<td>Effective diameter of drop</td>
</tr>
<tr>
<td>$f_m$</td>
<td>$N.m^{-2}$</td>
<td>Fluid-fluid mixing energy</td>
</tr>
<tr>
<td>$f_w$</td>
<td>$N.m^{-1}$</td>
<td>Wall energy</td>
</tr>
<tr>
<td>$F$</td>
<td></td>
<td>Free energy of the fluid-wall system</td>
</tr>
<tr>
<td>$F_R$</td>
<td></td>
<td>Effective bond number</td>
</tr>
<tr>
<td>$g$</td>
<td>$m^2.s^{-1}$</td>
<td>Gravitational acceleration</td>
</tr>
<tr>
<td>$G$</td>
<td></td>
<td>Dimensionless wetting gradient</td>
</tr>
<tr>
<td>$h_G$</td>
<td></td>
<td>Gas holdup</td>
</tr>
<tr>
<td>$h_L$</td>
<td></td>
<td>Liquid holdup</td>
</tr>
<tr>
<td>$H$</td>
<td>$m$</td>
<td>Height of domain</td>
</tr>
<tr>
<td>$H_G$</td>
<td></td>
<td>Homogeneous gas fraction</td>
</tr>
<tr>
<td>$K$</td>
<td>$m^{-2}$</td>
<td>Intrinsic permeability</td>
</tr>
<tr>
<td>$K_{ri}$</td>
<td></td>
<td>Relative permeability of $i$th phase</td>
</tr>
<tr>
<td>$K_{rn}$</td>
<td></td>
<td>Relative permeability of non-wetting phase</td>
</tr>
<tr>
<td>$K_{rw}$</td>
<td></td>
<td>Relative permeability of wetting phase</td>
</tr>
<tr>
<td>$l_d$</td>
<td>$m$</td>
<td>Diffusion length</td>
</tr>
<tr>
<td>$L$</td>
<td></td>
<td>Length of domain</td>
</tr>
<tr>
<td>$m$</td>
<td>$m^2.Pa^{-1}.s^{-1}$</td>
<td>Cahn-Hilliard mobility</td>
</tr>
<tr>
<td>$M$</td>
<td></td>
<td>Viscosity ratio</td>
</tr>
</tbody>
</table>
Nomenclature

\( n \)  
-  
Unite normal vector

\( p \)  
pascal  
Pressure

\( Q \)  
\( N.m^{-2} \)  
Bulk chemical potential

\( Q_i \)  
\( m^3.s^{-1} \)  
Flow rate through a tube of radius \( R \)

\( Q_G \)  
\( m^3.s^{-1} \)  
Gas flow rate

\( Q_L \)  
\( m^3.s^{-1} \)  
Liquid flow rate

\( r \)  
\( m \)  
\( r \) component of Cylindrical coordinates

\( R \)  
\( m \)  
Radius of tube

\( Re \)  
-  
Reynolds number

\( R_c \)  
\( m \)  
Pore chamber radius

\( R_e \)  
\( m \)  
Pore effective radius

\( R_t \)  
\( m \)  
Pore throat radius

\( s \)  
-  
positive number

\( S \)  
-  
Volume fraction of phases

\( t \)  
-  
time

\( t^* \)  
\( s \)  
time

\( u \)  
\( m.s^{-1} \)  
Velocity magnitude

\( u_i \)  
\( m.s^{-1} \)  
Velocity of fluid \( i \)

\( u_m \)  
\( m.s^{-1} \)  
Characteristic velocity of the external flow

\( u_r \)  
\( m.s^{-1} \)  
\( r \) component of velocity field

\( u_x \)  
\( m.s^{-1} \)  
\( x \) component of velocity field

\( U \)  
\( m.s^{-1} \)  
Velocity field vector

\( V_G \)  
\( m.s^{-1} \)  
Superficial velocity of gas

\( V_L \)  
\( m.s^{-1} \)  
Superficial velocity of liquid

\( W \)  
\( m \)  
Width of domain

\( We \)  
\( m^{-1} \)  
Wetting gradient

\( x \)  
\( m \)  
\( x \) component of cartesian coordinates

\( x_0 \)  
-  
Instantaneous position (trajectory) of drop center

\( x_c \)  
-  
Initial position of drop center

\( x_f \)  
-  
Final position of drop center

\( y \)  
\( m \)  
\( y \) component of cartesian coordinates

Greek symbols

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Units (SI)</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \alpha, \beta, \gamma )</td>
<td>-</td>
<td>Geometrical parameters</td>
</tr>
<tr>
<td>( \epsilon )</td>
<td>( m )</td>
<td>Capillary width</td>
</tr>
<tr>
<td>( \theta )</td>
<td>degree</td>
<td>Contact angle</td>
</tr>
<tr>
<td>( \theta_m )</td>
<td>degree</td>
<td>Maximum contact angle</td>
</tr>
<tr>
<td>( \theta_s )</td>
<td>degree</td>
<td>Static contact angle</td>
</tr>
</tbody>
</table>
### Nomenclature

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Unit</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \Lambda )</td>
<td>—</td>
<td>Dimensionless diffusion length</td>
</tr>
<tr>
<td>( \lambda )</td>
<td>( N )</td>
<td>Mixing energy density</td>
</tr>
<tr>
<td>( \mu )</td>
<td>( Pa.s )</td>
<td>Effective viscosity of two phase flow</td>
</tr>
<tr>
<td>( \mu_g )</td>
<td>( Pa.s )</td>
<td>Viscosity of Fluid2</td>
</tr>
<tr>
<td>( \mu_i )</td>
<td>( Pa.s )</td>
<td>Viscosity of fluid ( i )th</td>
</tr>
<tr>
<td>( \mu_l )</td>
<td>( Pa.s )</td>
<td>Viscosity of Fluid1</td>
</tr>
<tr>
<td>( \mu_m )</td>
<td>( Pa.s )</td>
<td>Viscosity of medium</td>
</tr>
<tr>
<td>( \mu_n )</td>
<td>( Pa.s )</td>
<td>Viscosity of non-wetting phase</td>
</tr>
<tr>
<td>( \mu_w )</td>
<td>( Pa.s )</td>
<td>Viscosity of wetting phase</td>
</tr>
<tr>
<td>( \rho )</td>
<td>( kg.m^{-3} )</td>
<td>Effective density of two phase flow</td>
</tr>
<tr>
<td>( \rho_g )</td>
<td>( kg.m^{-3} )</td>
<td>Density of fluid2</td>
</tr>
<tr>
<td>( \rho_i )</td>
<td>( kg.m^{-3} )</td>
<td>Density of fluid ( i )th</td>
</tr>
<tr>
<td>( \rho_l )</td>
<td>( kg.m^{-3} )</td>
<td>Density of fluid1</td>
</tr>
<tr>
<td>( \sigma )</td>
<td>( N.m^{-1} )</td>
<td>Fluid-fluid interfacial tension</td>
</tr>
<tr>
<td>( \sigma_{gs} )</td>
<td>( N.m^{-1} )</td>
<td>Gas-solid interfacial tension</td>
</tr>
<tr>
<td>( \sigma_{ls} )</td>
<td>( N.m^{-1} )</td>
<td>Liquid-solid interfacial tension</td>
</tr>
<tr>
<td>( \sigma_{w1} )</td>
<td>( N.m^{-1} )</td>
<td>Fluid1-solid interfacial tension</td>
</tr>
<tr>
<td>( \sigma_{w2} )</td>
<td>( N.m^{-1} )</td>
<td>Fluid2-solid interfacial tension</td>
</tr>
<tr>
<td>( \phi )</td>
<td>—</td>
<td>Phase field variable</td>
</tr>
<tr>
<td>( \varphi )</td>
<td>—</td>
<td>Porosity</td>
</tr>
<tr>
<td>( \psi )</td>
<td>—</td>
<td>Distribution function</td>
</tr>
<tr>
<td>( \Omega )</td>
<td>( m^3 )</td>
<td>Fluid domain</td>
</tr>
</tbody>
</table>
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Chapter 1

Introduction

1.1 Motivation

Interfacial flows through porous media are scientifically and technologically important. Traditionally, these flows in pores of microscopic dimensions are studied in the context of displacing oil by water in enhanced oil recovery [47, 51]. More recently, such flows have taken on new significance in applications such as microfluidics [3, 17, 40] and proton exchange membrane fuel cells (PEMFC) [57, 67, 87]. The small spatial dimensions have several implications. For one, gravity and inertia are often negligible since the Bond number and Reynolds number are much below unity. Meanwhile, capillarity plays a much more important role. This is manifested not only by a curvature-related pressure difference between the two phases, but also by detailed features of the interfacial dynamics, including interfacial deformation and rupture and the motion of three-phase contact lines on the solid wall. This thesis focuses on three aspects of the problem:

- Interfacial flow regimes, transitions and hysteresis;
- Transport in terms of a relative permeability;
- Dynamics of sessile drops driven by external flow and wetting gradients.

The background for each will be briefly reviewed below.

The gas-liquid flow regimes through channels and microchannels have been summarized into maps in terms of the superficial gas and liquid velocities [8, 50, 70, 71]. In macroscopic pipes and tubes, on the order of 1 cm in diameter, three categories of flow regimes have been reported: separated (e.g., annular and stratified flows), intermittent (e.g., slug and churn flows), and distributed (e.g., bubbly and droplet flows). Microchannels, with a diameter on the order of 1 mm or less, have received much attention recently [35] (Fig. 1.1). The shrinking length scale causes some subtle changes in the flow regimes. For example, in horizontal microchannels, the stratified
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regime is never seen because the importance of gravity is much reduced by the small dimensions [14, 27]. Mishima et al. [52] also reported suppression of the churn flow regime in small channels. This probably reflects the declining role of inertia, as churn flows prevail for the highest flow rates for both the gas and the liquid. Aside from these, the familiar bubbly, slug, churn and annular flow regimes are seen, and the regime map is qualitatively the same as in larger tubes [17, 35]. So far, research on this subject has relied almost exclusively on experimental observations. As the length scale

Figure 1.1: Schematics of the flow regime maps for microchannels in size of ~ 1mm oriented (a) horizontally, (b) vertically [35]. $V_L$ and $V_G$ are superficial velocities of liquid and gas phases respectively.
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shrinks, spatial and temporal resolution becomes increasingly difficult. In this context, it will be very useful to carry out fully-resolved hydrodynamic computation of the fluid dynamics and interfacial evolution on the scale of the pores. Little numerical work of this kind has been done.

In terms of two-phase transport through porous media, relative permeability has served as a key parameter. It arises in the context of modelling two-phase transport by using the so-called extended Darcy’s law. Conventional studies on immiscible two-phase flow in porous medium are based on “separate flow models”, where relative permeability of each phase is calculated from an extension of Darcy’s law for single phase flow:

\[ u_i = \frac{K K_{ri}}{\mu_i} (\nabla p_i - \rho_i g) \] (1.1)

where \( u_i, p_i, \) and \( \mu_i \) are the velocity, pressure, and viscosity of fluid \( i \) respectively, \( \rho_i g \) the body force. \( K \) is the intrinsic permeability determined by pore structure of the porous medium alone, and \( K_{ri} \) is the relative permeability of phase \( i \), which is often assumed to depend only on saturations of the phases.

The extended Darcy’s law assumes that each component is driven by its own pressure gradient and body force and there is no interaction across the fluid-fluid interface. This has been challenged by earlier authors, and shown to be flawed under many practical conditions [5, 23, 42, 48]. Surveying the literature on this topic, therefore, one finds wide discrepancy among measured \( K_r \) data. There is not only large quantitative scatter but sometimes qualitative contradictions in the literature [18]. For instance, the assumption of separate, uncoupled single-phase flow implies \( K_{rn} + K_{rw} \leq 1 \) [18]. This seems to be confirmed by some measurements [e.g. 15] but violated by others [e.g. 4, 6]. Notably, Ehrlich [23] and Yiotis et al. [79] reported a \( K_{rn} \) that varies with \( S \) non-monotonically, with a maximum at an intermediate saturation that is greater than 1. There is also a long-running controversy over whether the interfacial tension and viscosity ratio between the two fluids affect the relative permeability [2, 4, 18]. A more general review of the experimental data can be found in [18] and [6].

Our interpretation of this discrepancy is that \( K_r \) depends on many parameters besides the saturation \( S \) of the wetting phase, including the capillary number \( Ca \) [31], solid wettability (or contact angle \( \theta \)) [48], viscosity ratio \( M \) [79], initial morphology of the interfaces (or setup of flow: displacement of one fluid by another or pumping both fluids) [2, 48], flow direction (co-current or countercurrent flows) [42], pore geometry and flow history [29]. Dependence of \( K_r \) on parameters other than saturation is because of
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interaction among multiphase flow components even at very low $Re$ and $Ca$. The idea, often called “viscous coupling”, was proposed initially by Rose [62, 63] in the 1970’s. Since then, researchers have used various experimental and computational tools to study how viscous coupling depends on the geometric, physical and operating parameters.

Computation of relative permeability has largely relied on simplified geometries exemplified by the tube bundle model [23] and pore-network model [9]. Such calculations assume quasi-static interfaces and postulate local solutions based on Poiseuille flow, and as a result do not account for interfacial dynamics. More recently, pore-scale computation by solving the Navier-Stokes equations has become possible. The lattice-Boltzmann method has met with considerable success [e.g. 33, 34, 48, 79]. However, resolution of the interface remains a numerical bottleneck because the regular lattice precludes adaptive refinement at the interface. Much remains to be done to clarify the physics underlying the apparently confusing $K_r$ data.

The last part of my research has been motivated by efforts to optimize the air-water transport through the gas diffusion layer (GDL) in proton-exchange-membrane fuel cells (PEMFC). This is a porous medium through which oxygen flows to the reaction site while the water, a product of the reaction, is discharged [57, 75]. Water vapor condenses in the hydrophobic pores, and small droplets are believed to coalesce and then be driven out partly by wetting gradients (Fig. 1.2). Meanwhile, the incoming air creates a counterflow, which tends to drive the water droplets in the opposite direction [32]. How do sessile drops move and coalesce on a substrate bearing a wetting gradient while being subject to an external flow? This is the question that we set out to investigate.

A survey of the literature shows that considerable work has been done on drop motion driven by wetting gradients. Early theoretical models [10, 30] balance the driving force—the capillary force due to the asymmetry in contact angles—against the viscous friction to predict the velocity of drop motion. Although details differ, these models share the following general features. Consider a sessile drop on a substrate having a one-dimensional wetting gradient $We = \frac{d(cos \theta)}{dx}$, $\theta$ being the contact angle. The footprint of the drop is assumed to be a circle of radius $R$. The driving force turns out to be proportional to $WeR^2$, while the viscous friction is proportional to the $uR$. Therefore, the velocity $u$ comes out to be proportional to $WeR$. The models differ mostly in treatment of the contact line singularity and determination of the viscous friction. One can estimate the friction locally from Tanner’s law [10], or calculate it using Cox’s wedge solution or a lubrication solution [68], and in the end, the only difference amounts to a different
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Figure 1.2: Water drops formed on the GDL pores of proton exchange fuel cell [56].

prefactor. Recently, Xu and Qian [77] have reported detailed phase-field solutions of the problem. Qualitatively the same results are obtained, even though the contact line is now treated by Cahn-Hilliard diffusion.

Experimentally, the idea of moving droplets by wetting gradients was demonstrated by Chaudhury and Whiteside [11]. Ito et al. [38] reported that $u$ increases with $We$ on a number of substrates, but the dependence is nonlinear. More recent data of Daniel et al. [16] show linear dependence. Moumen et al. [54] measured drop motion on a nonlinear wetting gradient, and concluded that the experimental data confirm theoretical predictions based on balancing the driving force and the friction force. The last two studies have also considered the effects of contact-angle hysteresis. Based on this brief summary of theoretical, numerical and experimental work, the motion of a single droplet on a substrate having a wetting gradient is well understood.

In contrast, little can be found in the literature on drop-drop interaction on wetting gradients. The most relevant studies dealt with coalescence between a drop moving on a wetting gradient and a stationary one resting on an adjoining substrate of uniform wettability [46, 76]. Besides, drop motion driven by an external flow has been studied for some time, e.g. Ref. [19, 20, 22, 43, 53, 65, 88], but only on a substrate with uniform wettability. Besides, to our knowledge, there have been no studies of drop coalescence driven by external flow. As it turns out, the dynamics of sessile drops under two opposing driving forces, one due to the wettability gradient on the substrate, and the other due to the external flow, presents many
1.2 Objectives and contributions of this research

A review of the literature shows at best a fragmental knowledge of two-phase flows in micropores. From the perspective of fundamental research, much of the physics rides on the detailed interfacial morphology, which is unfortunately not easy to observe and record in experiments. On the practical side, empirical and sometimes ill-grounded rules have been used in place of sound design principles. Thus, my thesis has identified the following as its general objectives:

- Identify the flow regimes in general two-phase flows in micropores;
- Understand the transitions between the flow regimes;
- Establish a connection between the relative permeability and the flow regimes and morphology;
- Confirm or refute the “extended Darcy’s law” as the basis for engineering design in porous media;
- Establish the fundamental physics of drop motion and coalescence under simultaneous influence of wettability gradients and an external flow.

As will be seen, these have been accomplished to a good degree in the research described in Chapters 3–5. The main contributions of the thesis can be summarized into four general items:

- We have constructed a flow-regime map covering a reasonable range of parameters, with the transition between regimes, including hysteresis, identified and associated with the interfacial morphology.
- We have determined that the pressure-flow relationship through a porous medium is generally nonlinear for two-phase flows, and the extended Darcy’s law does not hold in general. Mechanisms of phase interaction have been delineated based on pore-scale hydrodynamics.
- We have discovered novel dynamics of sessile drops driven by substrate wetting gradient and an external flow. Hysteresis plays an important
part, and drops may separate or merge depend on the relative strength of the two forcing agents.

- Our new understanding of the close association between macroscopic measurable quantities and pore-scale interfacial dynamics argues for a more rational design strategy based on flow-dynamic principles and high-resolution data, as opposed to empirical rules lacking general applicability.

1.3 Thesis outline

Chapter 2 presents details of the research methodology. We present a formulation of the Cahn-Hilliard diffuse-interface model, which will be used for all the simulations to be presented in the thesis. This model has been implemented in our in-house software toolkit AMPHI. This toolkit has two major ingredients: A flow solver which is based on Petrov-Galerkin finite-element algorithm and an adaptive meshing scheme. Additionally, we explain the protocol on how to extract physical results from the numerical data.

Chapters 3–5 deal with the three research projects in turn. Chapter 3 presents detailed results of the simulation of gas-liquid two-phase flows in microchannels periodically patterned with grooves and ridges. Depending on the pressure gradient, capillary force and the level of liquid saturation, a number of flow regimes may appear: gas flow, blockage, liquid flow, bubble-slug flow, droplet flow, annular flow and annular-droplet flow. Gas flow and blockage flow regimes are new. We construct a flow regime map that summarizes these regimes. In addition, we report significant hysteresis on boundaries between regimes on the map; this is largely owing to the pinning of the interface at sharp corners in the flow conduit. Under the same operating conditions, different flow regimes can be realized from different initial conditions.

Chapter 4 presents our computation of the relative permeability for gas-liquid two-phase flows through a model porous medium made of corrugated tubes. This is computed by averaging over a pore-size-distribution of a real porous medium. A constant body force is applied on both fluids to simulate a pressure-driven creeping flow. Our results show that the flow rates vary nonlinearly with the pressure gradient, and the extended Darcy’s law does not hold in general. The interaction between the two phases, known as viscous coupling, is a prominent feature of the process. As a result, the relative permeability depends not only on saturation, but also on the capillary number, viscosity ratio, wettability of the solid wall, pore
geometry, and the initial configuration. The effects of these factors are explored systematically and compared with previous studies.

Chapter 5 presents simulations of drop motion and coalescence on a substrate subject to a wetting gradient and an external flow. For a single drop or a pair of identical drops, we consider three scenarios of driving their motion: by a wetting gradient on the substrate, by an external flow due to a pressure gradient parallel to the substrate, and by a combination of the two. Results show that both mechanisms for driving the drop depend intimately on the initial configuration and there is considerable hysteresis in the drop dynamics. We examine how co-current and counter-current forcing induces drop coalescence or separation under different conditions.

The final chapter, Chapter 6, summarizes the key results of the thesis, outlines the limitations of the current work, and makes recommendations for future work.
Chapter 2

Methodology Of Research

2.1 The diffuse interface model

The prominent features of the fluid dynamic problems include the deformation and movement of the interface, the three-phase contact line, and the surface wettability. These will be handled in a diffuse-interface framework using the Cahn-Hilliard model based on free energy formulation [39, 86, 90].

The three-phase contact line is one of the most significant unresolved problems in multiphase flows computations. Consider the steady-state displacement of fluid 2 by fluid 1 on a solid wall, Fig. 2.1, where the solid wall is stationary. A straightforward formulation of the problem runs into a singularity at the contact line, where based on no-slip velocity conditions it requires pinning of the interface.

The diffuse-interface framework has proved to be convenient for interfacial problems, especially in regularizing the singularity of the three-phase contact line. The fluid interface is treated as a thin but diffuse layer where the two components mix to some extent. Thus, even with the no-slip condi-

![Figure 2.1: A static contact line viewed in (a) the sharp-interface model and (b) the diffuse-interface model. $n$ is the outward normal to the wall. The phase field variable $\phi$ represents the two fluid bulks by $\pm 1$ and the fluid-fluid interface by $\phi = 0$. Other symbols are defined in the text. Reprinted from Ref. [80] by permission.](image)
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diffusion on solid walls, a contact line may move thanks to mass flux across the interface through diffusion. We introduce a scaled “concentration” \( \phi \) such that in the two-fluid bulks \( \phi = \pm 1 \) and interface is given by \( \phi = 0 \). \( \phi \) varies steeply but continuously across the interface. Denoting the fluid domain by \( \Omega \) and the solid surface by \( \partial \Omega \), the free energy of the fluid-wall system \( \mathcal{F} \) can be written as

\[
\mathcal{F} = \int_{\Omega} f_m(\phi, \nabla \phi) \, d\Omega + \int_{\partial \Omega} f_w(\phi) \, dA, \tag{2.1}
\]

where \( \Omega \) is the fluid domain and \( \partial \Omega \) is the solid surface. \( f_m \) is the fluid-fluid mixing energy and can be written in Landau-Ginzburg form [74]:

\[
f_m(\phi, \nabla \phi) = \frac{\lambda}{2} |\nabla \phi|^2 + \frac{\lambda}{4\epsilon^2} (\phi^2 - 1)^2, \tag{2.2}
\]

and \( f_w \) is the wall energy [39, 73]:

\[
f_w(\phi) = -\sigma \cos \theta_s \frac{\phi(3 - \phi^2)}{4} + \frac{\sigma_w + \sigma_w^2}{2}, \tag{2.3}
\]

where \( \lambda \) is the mixing energy density, and \( \epsilon \) is the capillary width representative of the thickness of interface. The gradient energy term \( \frac{\lambda}{2} |\nabla \phi|^2 \) and the bulk energy term \( \frac{\lambda}{4\epsilon^2} (\phi^2 - 1)^2 \) represent the philic and phobic tendencies between the fluid species, their competition ends to the equilibrium \( \phi \) profile. As \( f_m \) is the diffuse interface counterpart of the interfacial tension, so we can relate the conventional interfacial tension \( \sigma \) to the parameters in the mixing energy. For instance, from an equilibrium hyperbolic-tangent \( \phi \) profile that is the 1D energy minimizer, we obtain [85]:

\[
\sigma = \frac{2\sqrt{2} \lambda}{3 \epsilon}, \tag{2.4}
\]

The wall energy is designed so that away from the contact line, \( f_w \) gives the fluid-solid interfacial tensions \( \sigma_w1 \) and \( \sigma_w2 \) for the two fluids, which determine the static contact angle \( \theta_s \) through Young’s equation \( \sigma_w2 - \sigma_w1 = \sigma \cos \theta_s \). In equilibrium, minimizing mixing energy \( \mathcal{F} \) shows that \( \phi \) contours are parallel lines intersecting the wall at the angle \( \theta_s \). Along the normal to the interface, \( \phi \) retains its characteristic hyperbolic-tangent profile, undisturbed by \( f_w \). A variational procedure of \( \frac{\delta \mathcal{F}}{\delta \phi} \) leads to the bulk chemical potential \( Q = \lambda \left[ -\nabla^2 \phi + \frac{\phi(\phi^2 - 1)}{\epsilon^2} \right] \) [39, 69], and the gradient of \( Q \) controls the diffusion and advection of \( \phi \) through Cahn-Hilliard equation

\[
\frac{\partial \phi}{\partial t^*} + U \cdot \nabla \phi = m \nabla^2 Q, \tag{2.5}
\]
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where $m$ is the Cahn-Hilliard mobility, and $U$ is velocity field. Now the moving contact line can be formulated using the Cahn-Hilliard equation (2.5) and Navier-Stokes equations ((2.6) and (2.7)).

$$\nabla \cdot U = 0,$$

$$\rho \frac{\partial U}{\partial t^*} + U \cdot \nabla U = -\nabla p + \nabla \cdot [\mu (\nabla U + \nabla U^T)] + Q \nabla \phi + B,$$

where $t^*$ is time, $p$ is pressure, and $Q \nabla \phi$ is the diffuse-interface representation of the interfacial tension.

For the flow in microscopic pores of interest here, and droplets of sub-millimeter diameters the Bond number is much below unity. Thus we have neglected gravity [44, 87]. $B$ is a constant body force that is used to impose a pressure gradient on the fluids. The effective viscosity $\mu$ and effective density $\rho$ are defined as an average between that of the fluids weighted by the volume fractions $(1 + \phi)/2$ and $(1 - \phi)/2$:

$$\mu = \frac{1 + \phi}{2} \mu_l + \frac{1 - \phi}{2} \mu_g;$$

$$\rho = \frac{1 + \phi}{2} \rho_l + \frac{1 - \phi}{2} \rho_g;$$

Now the gas-liquid interface is no longer a boundary that requires boundary conditions.

2.2 Cahn-Hilliard model parameters

The diffuse-interface model introduces two “mesoscopic” parameters, the Cahn number $Cn = \epsilon/D$ and the parameter $\Lambda = l_d/D$. The former is the ratio between the interfacial thickness and the macroscopic characteristic length, while the latter between the diffusion length $l_d = (\mu_l \mu_g)^{1/4} m^{1/2}$ and $D$ [80, 84]. These must be chosen judiciously. $Cn$ should be small enough so the sharp-interface limit is approached. The diffusion length, or the Cahn-Hilliard mobility $m$, is directly related to the motion of contact line, which, as mentioned earlier, happens via interfacial diffusion. A sharp-interface limit with zero diffusion would produce a pinned contact line. Instead, we should seek a limit with a finite diffusive flux across the interface. Such a limit is obtained by keeping the Cahn-Hilliard mobility $m$ fixed while reducing $\epsilon$ value.

Yue et al. [84] has presented a scaling arguments in order to rationalize independency of bulk chemical potential $Q$ from $\epsilon$. They showed that the
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![Graph showing convergence of the moving contact line to the sharp-interface limit with decreasing Cn, shown for steady interfacial shapes in a Couette flow at three capillary number Ca values. Walls contact angle $\theta_s = 90$. The $m$ value corresponds to $\Lambda = l_d/D = 0.01$. $x$ is flow direction and walls are at $y = 0$ and $y = 1$. Adapted from Yue et al. [84] with permission.](image)
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chemical potential $Q$ varies not over $\epsilon$ but a larger diffusion length $l_d = (\mu \mu_g)^{1/4} m^{1/2}$, and that the variation of $Q$ across the contact line scales with $(\mu \mu_g)^{1/2} u/l_d$. Thus, as $\epsilon \to 0$ at a fixed $m$, both $l_d$ and the variation of $Q$ stay constant, resulting in a finite diffusive flux that, of necessity, produces the slip velocity $u$. To support this sharp-interface limit conceptualization, Yue et al. [84] used numerical evidence. They computed the steady-state solutions for an interface sheared between parallel plates or driven by a pressure gradient in a capillary tube. Over all the capillary numbers tested, the interface approaches a definite limit as $\epsilon \to 0$ while all other parameters, especially the mobility $m$, are fixed (Fig. 2.2).

Beside this the other important consideration is the implications of Cahn-Hilliard diffusion on mass conservation when using a phase-field model for simulating two-phase flows. Although globally the phase-field variable $\phi$ is conserved, a drop may shrink spontaneously while $\phi$ shifts from its expected values in the bulk phases. The shift of the phase-field variable $\phi$ and shrinkage of drops are phenomena inherent to the Cahn-Hilliard dynamics. The magnitude of $\phi$ shifting as well as drop shrinkage are proportional to the Cahn number $Cn = \epsilon/D$. In particular, the mass loss becomes negligible if a small enough capillary width is used [83].
Based on the procedure proposed by Yue and Feng [80] for determining the Cahn-Hilliard model parameters to simulate moving contact lines, first we choose the smallest manageable $\varepsilon$. Then $\lambda$ is calculated using equation (2.4). Based on the criteria $Cn \leq 4\Lambda$ [80], we choose $\Lambda$ to reach the sharp-interface limit which is in the range $10^{-5} \leq \Lambda \leq 10^{-2}$ as recommended in Ref. [85]. In the simulations presented in this thesis, I have used $Cn \leq 0.02$ and $\Lambda \leq 0.01$, which according to our previous studies are sufficient for the sharp-interface limit [28, 84].

2.3 Discretization of computational domain

To get accurate results of interfacial coalescence, rupturing, and deformation, one needs not only a proper physical model for the interface, but also very fine spatial resolution of the interface. However, using a very fine mesh throughout the whole computational domain is expensive, sometimes prohibitively so depending on the flow geometry and scale of the problem. Adaptive mesh generation/refinement is a powerful technique to enable accurate simulations are manageable costs. In this technique a high quality dense mesh is produced around the interface while the mesh density is low far away from the interface. In our calculations such adaptive meshing is achieved by using a general-purpose mesh generator GRUMMP, which stands for Generation and Refinement of Unstructured Mixed-Element Meshes in Parallel [26]. GRUMMP produces triangular elements in 2D and tetrahedral elements in 3D and controls the spatial variation of grid size using a length scale $LS$, which specifies the intended grid size at each location in the domain. This length scale is related to three parameters $h_1$, $h_2$, and $h_3$ which control the density of mesh in the interface and inside the bulks respectively. A grading factor $GF$ is used to produce generally satisfactory transitions among different regions of the mesh. Fig. 2.3 shows an example of the mesh inside a square containing an ellipse. The basic schemes in GRUMMP follow the work of Ruppert [64], with several significant improvements in the areas of cell size and grading control by Oliver-Gooch and Boivin [61]. In the problems simulated here, we have done mesh-refinement tests as well to ensure that the numerical results have converged with the grid size.

2.4 Numerical algorithm and validation

We solve the governing equations with the boundary conditions, which will be laid out for each problem in the ensuing chapters, using an in-house finite-
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Figure 2.3: (a) An unstructured triangular mesh generated by GRUMMP with interfacial refinement. The parameters are $GF = 3$, outer boundary mesh size $h2 = 0.5$, interior mesh size $h3 = h2/2$, and interfacial mesh size $h1 = h2/64$. (b) Magnified view of a portion of the interfacial region. The bold curve indicates the interface $\phi = 0$, which is centered in a belt-like region of refined triangles. Reprinted from Ref. [85] by permission.

element package AM PHI [86, 90]. Our numerical algorithm has two major ingredients: a finite-element flow solver and an adaptive meshing scheme.

The discretization of the governing equations follows weak formulation of the standard Galerkin method [36]. However, the Cahn-Hilliard equation requires special attention. With $C^0$ elements, which are smooth within each element and continuous across their boundaries, one cannot represent spatial derivatives of higher order than 2. Thus the fourth-order Cahn-Hilliard equation (2.5) has been decomposed into following two second-order equations using variable $\Psi$ [85].

\[
\frac{\partial \phi}{\partial T} + U \cdot \nabla \phi = \frac{m\lambda}{c^2} \Delta (\Psi + s\phi), \tag{2.10}
\]

\[
\Psi = -\epsilon^2 \Delta \phi + (\phi^2 - 1 - s)\phi, \tag{2.11}
\]

where $s$ is a positive number that enhances the convergence of the iterative solution of the final linear system.

On an unstructured triangular mesh, piecewise quadratic (P2) elements for velocity and piecewise linear (P1) elements for pressure have been used. For temporal discretization, the Crank Nicholson scheme and the three-point backward difference scheme have been used [36], and these second-order
implicit schemes give nearly identical results. After spatial discretization of the equations, all equations have been listed in ref. [85], the linear system within the Newton loop is solved using preconditioned Krylov methods such as the generalized minimum residual (GMRES) method and the biconjugate gradient stabilized (BCGSTAB) method.

Yue et al. [86] have presented detailed descriptions of the numerical method and performed extensive validations by calculating benchmark interfacial problems, including drop deformation in shear flow, contraction of a torus and drop retraction. In the last problem, these authors considered a spheroidal drop that retracts toward a sphere under interfacial tension in a quiescent matrix fluid. This process has received much attention as an experimental procedure for measuring the interfacial tension between the two phases. The simulations of Yue et al. [86] using AMPHI was in excellent agreement with experiments and with predictions of the Maffettone and Minale model [49].

Another notable benchmark problem is the rise or sedimentation of a drop in an immiscible ambient fluid. There is a wealth of experimental data on this process. Using AMPHI, Yue et al. [86] simulated the rise of Newtonian drops in a Newtonian matrix where inertia plays a major role. The terminal velocity and the drop shape were in very good agreement with those reported in the literature. More computations on validation of our numerical toolkit can be found in Ref. [80, 82, 89, 90].

In view of the extensive validation on AMPHI that has been done before, I will present limited validation in the following chapters, and instead focus on the novel physics of the new problems.
Chapter 3

Flow regimes in corrugated microchannels

3.1 Introduction

As discussed in chapter 1, the gas-liquid flow regimes have been summarized into maps in terms of the superficial gas and liquid velocities [8, 50, 70, 71]. The shrinking length scale from macro to micro causes some subtle changes in the flow regimes. For example, in horizontal microchannels, the stratified regime is never seen because the importance of gravity is much reduced by the small dimensions [14, 27]. Mishima et al. [52] also reported suppression of the churn flow regime in small channels. This probably reflects the declining role of inertia, as churn flows prevail for the highest flow rates for both the gas and the liquid. Aside from these, the familiar bubbly, slug, churn and annular flow regimes are seen, and the regime map is qualitatively the same as in larger tubes [17, 35].

The flow-regime maps in microscopic channels and tubes are important and useful. But these are empirical observations only, and by themselves do not offer a clear understanding of the underlying fluid dynamics. How does the interfacial dynamics on the pore scale determine the overall flow regimes? What are the fundamental physical principles that operate over different geometries? Such insights are difficult to obtain from microscale experiments because of limitations on spatial and temporal resolution. Thus, we turn to numerical simulations.

Our work differs from previous researches in several aspects. First and foremost, we strive for a fully-resolved hydrodynamic computation of the fluid dynamics and interfacial evolution on the scale of the pores. The aim is to establish an understanding of the mechanisms producing the flow regimes from first principles. This contrasts with the existing literature that relies almost exclusively on experimental observations.

Second, we adopt a geometric and mechanical setup of the problem relevant to water transport in the gas-diffusion medium of PEM (proton ex-
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As mentioned in Chapter 2 for the flow in microscopic pores of interest here, estimation from typical pore sizes and operating conditions in the gas diffusion medium of PEM fuel cells gives Reynolds and Bond numbers on the order of $10^2$ [44, 87]. Thus, we neglect gravity and inertia and focus on creeping flows in which capillary forces play an important role.

We consider flow through the periodic geometry of Fig. 3.1 driven by a constant pressure gradient. It is convenient to replace the prescribed pressure drop over one period of the channel by a constant body force $B$ acting on both components along the flow direction such that the pressure will be periodic as well as the velocity field, and the magnitude of the effective body force $B$ will be a key control parameter for the flow problem.

The initial condition typically has the liquid and gas at rest in the domain, with a certain initial configuration for the gas-liquid interface. For example, the liquid may initially occupy the pore chamber as shown in Fig. 3.1. This initial configuration specifies the liquid saturation $S$ in the pore, defined as the volume fraction of the liquid relative to the entire pore volume. The saturation $S$ is an important control parameter of the problem, and remains constant for the duration of each flow simulation. Under the constant driving force $B$, both components start to flow and eventually a steady, or time-periodic flow pattern establishes itself.

Periodicity is imposed on $U$, $p$ and $\phi$ between the left and right boundaries of the axisymmetric computational domain depicted in Fig. 3.1.

The top of the domain is the axis of symmetry on which we impose
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Figure 3.1: Schematics of the periodic geometry. The top of the domain is the axis of symmetry, and periodic boundary conditions are imposed between the left and right sides. Initially the liquid rests in the groove representing a pore chamber.

symmetry conditions \( \partial / \partial r = 0 \) and \( U_r = 0 \). On the solid substrate, the following conditions are used:

\[
U = 0, \quad (3.1) \\
\mathbf{n} \cdot \nabla Q = 0, \quad (3.2) \\
\lambda \mathbf{n} \cdot \nabla \phi + f_w' \phi = 0, \quad (3.3)
\]

where \( \mathbf{n} \) is the unit normal vector pointing from the fluid into the wall. Of these, the first condition asserts zero slip and that the contact line motion is solely due to Cahn-Hilliard diffusion. The second denotes zero flux through the walls. The third is the diffuse-interface specification of the wetting angle. It is the natural boundary condition arising from the variation of the wall energy \( f_w \):

\[
f_w(\phi) = -\sigma \cos \theta_s \frac{\phi(3 - \phi^2)}{4} + \frac{\sigma_{ls} + \sigma_{gs}}{2}, \quad (3.4)
\]

which is the interfacial energy between the fluids and the solid substrate [39, 84]. In the fluid bulk phases, \( f_w \) recovers \( \sigma_{ls} \) and \( \sigma_{gs} \), the liquid-solid and gas-solid interfacial tensions, which determine the static contact angle \( \theta_s \) via Young’s equation \( \sigma \cos \theta_s = \sigma_{gs} - \sigma_{ls} \). Equation (3.4) implies an equilibrium between the fluid components and the wall, such that the dynamic contact angle remains at the static value up to the leading order [80, 84].

The most important dimensionless control parameter is \( F = BD^2 / \sigma \), where the characteristic length \( D \) is chosen to be the throat radius (\( R_t \)). This can be seen as an effective Bond number as \( B \) is an effective body force. Alternatively, if one thinks of the pressure gradient as producing a characteristic speed for the viscous flow in the channel, \( F \) may be viewed as a
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A large number of flow regimes have been predicted in our simulations, and hysteresis is a prominent feature in the transition between regimes. Related to hysteresis is the observation that under identical material, geometric and operating conditions, different regimes can be reached starting from different initial conditions.

To present this rather complex picture in a systematic way, we will first describe all the predicted regimes reached from a certain initial condition at different operating parameters $S$ and $F$. A flow regime map can thus be constructed in the $(F, S)$ plane. Next, we will discuss hysteresis in the sense of dependence on the flow history, with $F$ being decreased or increased gradually for a fixed $S$, and on the initial condition. This history dependence turns out to be closely related to our corrugated geometry, and we will explore the effect of replacing the sharp corners by rounded ones. Finally, we examine the role of solid wettability on the flow pattern.

3.3.1 Flow regimes

First we construct a map of flow regimes for a “baseline” setup of the problem. We fix the geometric parameters at $\alpha = 1$, $\beta = 2$ and $\gamma = 2$, the wetting angle at $\theta_s = 135^\circ$, and the liquid-gas viscosity ratio at $M = 18$. The $\theta_s$ and $M$ values correspond to typical operating conditions in the gas-diffuse medium of PEM fuel cells, with water and air at 80°C. Initially the liquid sits entirely in the pore chambers, as depicted in Fig. 3.1. The maximum realizable liquid saturation is then constrained by the depinning of a contact line at the sharp corner, or by the liquid meniscus reaching the axis of symmetry and thus forming a liquid bridge. As illustrated in Fig. 3.2, the Gibbs criterion for pinning at the $90^\circ$ corner requires [e.g., 60]:

$$\theta_s - 90^\circ < \theta < \theta_s. \quad (3.5)$$
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Figure 3.2: Schematic illustration of the condition for contact line pinning. The solid curve is the gas-liquid interface, and the dashed curves indicate its limiting positions before the contact line depins from the corner.

With the large contact angle $\theta_s = 135^\circ$ in our case, the maximum saturation is $S = 0.78$ corresponding to the geometric condition of the liquid arc reaching the top of the computational domain. With less liquid, the interface lowers and may depin from the corner. So the minimum $S$ is zero. At each prescribed $S$, the interface initially assumes a shape of a circular arc. Then a constant body force $F$ is applied to initiate the flow, which evolves into a well-established pattern that is recorded as a regime.

For the baseline setup of the problem, all the flow regimes predicted are depicted in Fig. 3.3 in the $F$–$S$ parameter space. For the lowest values of the driving force $F$, one of two states prevails depending on the level of saturation. For low $S$, the liquid mostly stays within the pore chamber or groove of the channel. The gas flow in the middle is not strong enough to drive the liquid into the pore throat. This is the regime of gas flow, shown in Fig. 3.4. Pinning of the interface at the downstream corner of the pore chamber prevents the liquid from wetting the pore throat. For higher saturation, even the gentle driving force is able to cause the liquid meniscus to raise a crest, which merges in the center of the conduit to form a liquid bridge that completely blocks the gas flow. This blockage regime is depicted in Fig. 3.5. Though not obvious in the plot, the liquid bridge is slightly asymmetric fore and aft, with differing pinning angles at the corners. The net force due to interfacial tension balances the driving force $F$. 
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Figure 3.3: Flow regime map for the baseline model. Note that the columns of symbols are spaced for clarity and not according to the exact $S$ values.

With increasing $F$, two routes of evolution are possible depending on $S$. For the lowest saturation ($S = 0.2$ in Fig. 3.3), the liquid remains in the groove even for the strongest driving force. The gas flow regime persists. For higher $S$, a series of flow regimes are predicted with increasing $F$. We will illustrate them by using $S = 0.38$.

The first transition gives rise to the liquid flow regime depicted in Fig. 3.6. The liquid is drawn from the pore chamber into the throat and forms a liquid bridge spanning the cross section much like in the blockage regime. But now the greater $F$ deforms it and moves it downstream until it merges with the liquid bridge of the next period. This produces a continuous liquid stream in the middle of the pore, with a gas pocket trapped in the chamber. At higher $S$, the blockage regime of Fig. 3.5 gives way to the liquid flow regime via a similar process.

A still higher $F$ produces the bubble-slug flow regime (Fig. 3.7). In the literature, bubbles are sometimes defined as gaseous blobs having an effective diameter below 75% of the tube diameter, and slugs as larger ones [17]. In
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Figure 3.4: The gas flow regime achieved for a low saturation ($S = 0.38$) under a gentle driving force $F = 0.25$. The meniscus is circular at the start of the simulation, with no flow ($t = 0$). It deforms moderately in the steady state ($t = 43.6$). The upper edge of the plots corresponds to the axis of the pore. Time is scaled by $\mu_l R_t / \sigma$.

Figure 3.5: Development of complete blockage in the microchannel at $F = 0.001$ and $S = 0.75$.

our context there is no need to distinguish them. This regime resembles the liquid flow regime except for the discrete gas bubbles or slugs carried along the center of the conduit. Compared with Fig. 3.6, the stronger $F$ elongates the liquid bridge axially so as to create a lamella oriented more or less along the flow direction ($t = 12.7$). When the undulation of the lamella causes a secondary coalescence in the center, a gas bubble or slug is entrapped ($t = 17$). The flow evolves into a time-periodic pattern with the passing of the bubble or slug through the pore. The gas pocket entrapped in the corner of the chamber maintains an essentially constant shape with recirculation inside.

If $F$ is increased further, the annular flow regime prevails for most of the saturation values tested (Fig. 3.8). Similar to the bubble-slug regime, the liquid moves out of the pore chamber into the pore throat. The fast gas flow spreads the liquid lamella downstream, keeping it close to the solid ridge and preventing the formation of a liquid bridge. When the lamella connects with the remaining liquid in the chamber ($t = 10.9$), a continuous liquid annulus is formed that encloses the gas flow in the core. Two variations of this are the droplet flow and annular-droplet flow regimes, which appear respectively for very low and very high saturations. At low $S$, there is not enough liquid to form a continuous annulus. Instead, some of the liquid is torn off by the gas stream to form droplets (Fig. 3.9a). At higher $S$, the
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Figure 3.6: Development of the liquid flow regime with $F = 0.75$ and $S = 0.38$. Because of the axisymmetry of the geometry, as the liquid moves from the chamber into the pore throat, its projected area on the meridian plane being plotted increases even though its volume is conserved.

Figure 3.7: Development of the bubble-slug regime at $F = 1.75$ and $S = 0.38$.

abundance of liquid is such that both the annulus and droplets are created (Fig. 3.9b).

3.3.2 Hysteresis and dependence on initial configuration

In constructing the map of flow regimes in Fig. 3.3, we have always started from the initial condition depicted in Fig. 3.1, with a prescribed amount of liquid sitting in the pore chamber. With zero initial velocity, a prescribed body force is suddenly applied to both components, and the flow evolves till a robust pattern emerges, which may be steady or time-periodic.

By hysteresis, we refer to how the flow regime realized depends on the history of varying the control parameters. If we start inside a certain regime, say annular flow, and decrease $F$ in small steps, will we reach the bubble-slug flow and the other regimes successively that lie below in the map? What if we start from the gas flow regime at a small $F$, and then gradually increase $F$? Will the boundary between regimes shift depending on whether a parameter is increased or decreased? If we start from different initial states, and suddenly impose the same control parameters, will we arrive at different final states?

To probe these questions, we have tested two saturation values, $S = 0.31$ and $S = 0.71$. In each case, we ramp up the flow by increasing $F$ gradually starting from an initial condition in the gas flow or blockage regimes. This is called the forward path. We then ramp down the flow, starting with the end state of the forward path, by decreasing $F$ gradually. This will be the backward path. Figure 3.10 compares the forward and backward paths with
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Figure 3.8: Development of the annular flow regime at $F = 3$ and $S = 0.38$.

Figure 3.9: Variants of the annular flow regime: (a) droplet flow at $F = 3$ and $S = 0.31$; (b) annular-droplet flow at $F = 3$ and $S = 0.75$. Both are time-periodic configurations, and the liquid film on the ridge in (a) has stopped moving downstream.

The regimes realized from the baseline model (i.e., starting from the standard initial condition of Fig. 3.1) taken from the regime map of Fig. 3.3. While the baseline model predicts multiple regimes, the forward path encounters only one transition: from gas flow (for $S = 0.31$) or blockage (for $S = 0.71$) to the liquid flow regime. Then liquid flow persists, not only till the highest $F$ on the forward path, but also on the entire backward path, down to $F$ as small as $10^{-3}$. Therefore, the flow regimes show an exceedingly strong dependence on the history of changing $F$, so much so that the term “hysteresis” becomes somewhat inappropriate as it typically refers to the delay of a transition, not its utter absence.

The dominance of the liquid flow regime can be rationalized from the interfacial morphology. Once the pore throat is completely filled with liquid and the gas is sealed within the pore chamber (last frame of Fig. 3.6), the throughput of the pore is entirely liquid. Varying the driving force $F$ mostly changes the liquid flow rate, with a minor effect on the shape of the interface and the recirculation within the gas. In particular, the interface is pinned at the upstream corner, and there is no mechanism to liberate the gas from the confinement of the pore chamber. Therefore transition to other flow regimes is not possible. This contrasts with the setup of the baseline model, with gas initially in the central region of the pore.

To further demonstrate the effect of the initial configuration on the final flow regimes, we start with a liquid bridge spanning the entire cross section of the pore chamber at different axial positions (first frames of Fig. 3.11a,b,c),
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Figure 3.10: Hysteresis or path dependence of the flow regimes at saturation $S = 0.31$ (a) and $S = 0.71$ (b). Other parameters are the same as have produced the flow regime map in Fig. 3.3.

all having the same saturation $S = 0.38$. When the same body force $F = 3$ is imposed, the flow evolves into three different regimes: droplet, bubble-slug and annular-droplet flows. None is identical to the annular flow regime obtained from the baseline setup (Fig. 3.8).

In these particular cases, the final outcome depends on whether the initial liquid bridge adheres to parts of the chamber walls. In Fig. 3.11(a), a liquid sheet remains attached to the upstream corner of the pore chamber and coats the pore throat as well. Figure 3.11(c) is similar but has the liquid sheet attached to the downstream side of the chamber. In Fig. 3.11(b), the liquid bridge never wets these parts of the chamber; it is readily stretched into the throat and eventually detaches entirely from the base of the chamber. Although these details are specific to the initial morphologies tested, their implication is general: initial morphology can affect the flow regimes.
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Figure 3.11: Dependence of flow regimes on the initial configuration. (a) Droplet flow develops from a liquid bridge initially wetting the upstream wall of the pore chamber. (b) Bubble-slug flow develops from a liquid bridge initially in the middle of the pore chamber. (c) Annular-droplet flow develops from a liquid bridge initially attached to the downstream wall of the pore chamber. $F = 3, S = 0.38,$ and the other conditions are the same as in the baseline model.

achieved under identical operating conditions. We have tested other initial conditions at different operating conditions with the same upshot. For brevity we will not show the detailed results.

An overarching observation is that the hysteresis and missing flow regimes owe much to the corrugated geometry in our microchannel. The pinning of the interface at the corners of the ridge plays an important role. This explains why prior studies in smooth tubes and pipes of various sizes have not reported hysteresis [71].

3.3.3 Geometric effect: rounded corners

Given the prominent role of the corrugated geometry in determining the flow regimes and transitions, a natural question is what if we remove the sharp corners and make the constriction gradual and smooth. This has been tested by replacing the solid ridge in the baseline model, with $\alpha = 1, \beta = 2$ and $\gamma = 2$, by a rounded (semi-circle) corners. All other conditions are the same as the baseline model with sharp corners.

Starting from the same initial morphology with liquid resting in the pore chamber, imposing different $F$ values leads to different regimes in the rounded-corner geometry. These regimes are compared in Fig. 3.12 with those in the sharp-corner geometry for a fixed $S = 0.38$. Whereas gas flow gives rise to liquid flow when $F$ exceeds 0.5 with sharp corners, the rounded geometry produces a core-annular morphology with a liquid core enclosed in a gas shell, called the shell flow regime (Fig. 3.13). Absent the
sharp corner to pin the interface and anchor the liquid onto the ridge, as shown previously in Fig. 3.6, the liquid eventually detaches from the solid protrusion, which is hydrophobic with $\theta_s = 135^\circ$. Thus a gas shell is formed that entirely insulates the liquid from the solid walls. This is reminiscent of the lubrication scenario in oil-water core-annular flows [41] and apparent slip on textured substrates [28].

As $F$ increases to 1, the shell flow gives way to a droplet flow regime (Fig. 3.14). In the pore with sharp corners, a similar droplet regime (Fig. 3.9a) occurs at the highest $F$ for relatively low $S'$, above the bubble-slug regime (see Fig. 3.3). With the rounded corners and absent corner-pinning, on the other hand, the liquid detaches from the hydrophobic solid readily at relatively low flow rates. The detachment is complete in the sense that no residue film is left on the solid. As $F$ increases further, the bubble-slug and annular flow regimes appear in succession. These are similar to those predicted in the sharp-cornered pores.

To probe hysteresis in the geometry with rounded corners, we again follow a forward path by increasing $F$ gradually, waiting for the flow regime to develop fully at each increment, and then a backward path by decreasing $F$ gradually. Figure 3.15 compares the flow regimes encountered thus with those predicted by the baseline model with the fixed initial configuration. Starting from the gas flow regime (Fig. 3.15a), we have a transition to the shell flow regime at $F = 0.5$, as in the baseline model. However, no other transitions exist on the forward path. On the backward path, the shell flow regime persists until $F = 0.1$, below which it gives way to liquid flow. This picture resembles Fig. 3.10(a), with two differences. First, the liquid flow regime is replaced by the shell flow regime. Second, there is an additional transition on the backward path, to the liquid flow regime.

When starting from the droplet regime at $F = 1.25$ (Fig. 3.15b), no transition takes place on the forward path. On the backward path, the droplet regime persists down to $F = 0.75$ before turning into shell flow, which in turn transforms to liquid flow below $F = 0.1$. This last transition is the same as in Fig. 3.15(a).

To summarize the hysteresis in geometry with rounded corners, we see more transitions on the downward path than with sharp corners. In this sense, the dependence on history is lessened in comparison with the sharp-corner geometry. Without interface pinning on sharp corners, liquid flow is no longer the dominant regime. Instead, shell flow or droplet flow becomes more prominent. In all cases, the dominance of a flow regime is due to the fact that once it is formed, further variation of $F$ tends only to vary the liquid and gas flow rate, with little effect on the interfacial morphology.
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Figure 3.12: Flow regimes in the baseline model with rounded corners, compared with those taken from the flow map of Fig. 3.3 with sharp corners. $S = 0.38$ and all other conditions are the same as in Fig. 3.3.

3.3.4 Wettability of the solid

The tendency for the liquid or gas to adhere to the solid wall is fundamentally important to the flow situations being studied. The wetting angle reflects the energetic cost of detaching each fluid component from the solid substrate, and directly affects the shape of the interface and more subtly the motion of the contact lines [80, 84]. The corrugated pore geometry amplifies these effects, e.g., in the pinning of the interface at corners, the detaching of the liquid from the pore chamber and its reattaching to the pore throat.

The effect of wettability is highlighted in Fig. 3.16, where three wetting angles are compared in a pore with sharp corners. In the hydrophilic pore
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Figure 3.13: Development of the shell flow regime with rounded corners at $F = 0.5$ and $S = 0.38$.

Figure 3.14: Development of the droplet flow regime with rounded corners at $F = 1$ and $S = 0.38$.

(a), the liquid spreads along the ridge and eventually forms a continuous film covering the solid, yielding the annular flow regime. In the neutrally wetting case (b), the spreading of the liquid film is slower. More importantly, once the liquid reaches the downstream corner of the ridge, the interface is unable to depin from the corner. Thus, a liquid finger is produced at the corner that cannot merge with the liquid in the pore chamber. A gas flow regime results. Finally, in the hydrophobic pore (c), detachment of a liquid drop occurs shortly after the start of the flow, leading to the droplet flow regime. The liquid attached to the wall assumes a morphology similar to that of (b).

3.4 Comparison with previous experiments

There exists a wealth of experimental observations on gas-liquid flows in smooth tubes and pipes, mostly of larger sizes, but more recently also of diameters below 1 mm. Before comparing our results with those, we note four important differences in the geometric and physical setup of our study.

(a) Previous experiments control the gas and liquid flow rates and ascribe flow regimes to these rates. Our setup is such that a prescribed pressure gradient (or body force) is applied to drive both components. Therefore the gas and liquid flow rates are outcomes of the simulation rather than control parameters.
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Figure 3.15: Hysteresis in micropores with rounded corners. At $S = 0.38$, forward and backward paths are traced by increasing $F$ gradually and then decreasing it, starting from $(a)$ the gas flow regime and $(b)$ the droplet flow regime. The regimes achieved from the baseline model with rounded corners (Fig. 3.12) are shown for comparison. Other parameters are the same as in the baseline model.

$(b)$ Our geometry features a pore chamber and throat, in contrast to the smooth tubes and pipes studied before. This turns out to be an important factor in determining the interfacial behavior and the flow regimes.

$(c)$ Previous experiments often employ high flow rates for both components, sometimes with turbulent flows. Therefore, inertia is an important factor. Our computations concern much smaller length scales and inertia is negligible. Thus the flow regimes are all for creeping flows.

$(d)$ Gravity is important in larger tubes, and vertical, horizontal and inclined pipes have to be studied separately. Here gravity has negligible
Figure 3.16: Effect of wall wettability on the interfacial evolution. (a) Annular flow in hydrophilic pore, $\theta_s = 70^\circ$; (b) gas flow in neutrally wetting pore, $\theta_s = 90^\circ$; (c) droplet flow in hydrophobic pore, $\theta_s = 135^\circ$. All other parameters are the same: $F = 2$, $S = 0.6$, with geometrical parameters $\alpha = 0.5$, $\beta = 2$, $\gamma = 2$.

effects, again thanks to the small length scales.

A survey of the literature shows that bubbly, intermittent, churn and annular flows are the four basic regimes in smooth straight pipes [35, 70, 71]. For macroscopic horizontal pipes, a fifth regime, stratified flow, also appears.

Of these, churn flows and stratified flows are not seen in our simulations. Even in microscopic smooth pipes, the lack of inertial and gravitational effects is known to suppress these regimes [27, 52]. Therefore, their absence in our simulations is not a surprise. All the other regimes appear in our microchannel flow, albeit in somewhat modified forms. Intermittent flows consist in gas slugs or plugs moving in the middle of the pipe, being carried by the continuous liquid phase. In our simulations, we have lumped these configurations and the bubbly flows into our bubble-slug regime. The distinction between “bubbles”, “slugs” and “plugs” is merely the size of the gaseous inclusion. Annular flows are also predicted in our simulations, along with its variant forms of droplet and annular droplet flows.

Gas flow, liquid flow, and blockage flow types as well as shell flow regime are predicted here but not in previous studies. To a degree these novel flows have to do with the geometric features of our microchannel. For example, if the minor phase is entirely trapped in the pore chamber, it does not contribute to the total flow rate. Thus, only one component flows, as in
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the gas flow or liquid flow regimes. If the driving force is weak, a liquid bridge covering the entire cross section can be anchored at the corners of the throat, thereby blocking flow of either component. These three flow types are facilitated by the pinning of the interface at sharp corners that preclude one or even both components from flowing. With rounded corners, the shell flow regime appears thanks to the lack of interface-pinning and the hydrophobicity of the solid. Although it is essentially an annular flow with a liquid core enclosed in a gas sheath, it has never been reported previously. In a straight tube, this configuration would be unsustainable because of the Rayleigh instability.

As our control scheme prescribes $F$ and $S$ with the gas and liquid flow rates as outcome, it is interesting to compare quantitatively our map of flow regimes with those in the literature in terms of the superficial gas and liquid flow rates. We have attempted such a comparison for the sharp-cornered baseline model. Obviously this is feasible only for those regimes that appear in both settings, i.e., the bubble-slug and annular flow regimes. To obtain the gas and liquid flow rates $Q_G$ and $Q_L$, we time-average one period of the unsteady bubble-slug regime. For steady annular flows, this is unnecessary. Defining an effective pore radius $R_e$ based on the volume of void in each period of the pore:

$$R_e^2 = \frac{R_c^2 L_c + R_t^2 L_t}{L_c + L_t} = \frac{R_t^2 \alpha \beta^2 + 1}{\alpha + 1},$$

we can compute the superficial gas and liquid velocities using the effective cross-section area $A_e = \pi R_e^2$; $V_G = Q_G/A_e$ and $V_L = Q_L/A_e$. Thus we may convert our dimensionless results into dimensional superficial velocities in the two flow regimes once the physical properties of the two fluids and the pore size are specified.

For an experimental benchmark, we have chosen the study of [35]. These authors conducted air-water flow experiments in straight circular tubes of diameters on the order of 1 mm, and integrated their data with those in the literature to produce flow regime maps for horizontal and vertical microchannels of comparable sizes. For air and water flowing through a micropore with $R_e = 0.5$ mm, our flow regimes are compared with the map of [35] for vertical tubes in Fig. 3.17.

In our simulations so far, we have lumped bubbles and slugs into one regime. For the purpose of this comparison, we distinguish them by the criterion of [17]; slugs are thus gas blobs longer than 75% of the effective diameter of the channel.
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Figure 3.17: Flow regime map in terms of the superficial velocities: comparison of our numerical prediction with the experiment of [35]. Symbols are our results and solid lines indicate regime boundaries of [35] separating the regimes indicated at the bottom.

Thus defined, our bubble-slug boundary is somewhat to the right of the experimental boundary. With $V_G$ increasing further, the experimenters saw churn flow, which is absent in our inertialess computation. Instead we have annular flow, which occurs in the experiments further to the right. Owing to the many differences in the problem setup, the degree of similarity in Fig. 3.17 is intriguing. Note also that in our parameter space explored here (cf. Fig. 3.3), the gas velocity varies over a much wider range than the liquid velocity. As the same body force is applied to both phases, this discrepancy reflects the differing viscosities as well as the fact that in the two regimes plotted, the liquid stays in contact with the solid while the gas does not.

Another important parameter in two-phase flows is the holdup ratio $h$, which is defined as the ratio of superficial velocities divided by the ratio of volume fractions. The gas holdup, for example, is

$$h_G = \frac{V_G/V_L}{(1 - S)/S}.$$  

Obviously, when two phases are homogeneously mixed and move with the same local velocity, the superficial velocities scale with the volume fractions and $h_G = h_L = 1$. Thus, the holdup ratio reflects the interfacial morphology.
Figure 3.18: Gas holdup ratio as a function of the homogeneous gas fraction: comparison between our numerical prediction and the experiment of [72]. The computations are for $R_e = 0.5$ mm and the experimental data are for a circular tube of inner diameter 1.09 mm.

ogy and the relative motion of the two phases. Figure 3.18 compares our numerical predictions of the gas holdup with the experimental data of [72]. These authors ran air-water flows in straight circular and non-circular tubes of diameters around 1 mm, and documented the flow regimes, void fractions and frictional pressure drops. From the void fraction and superficial velocities, $h_G$ can be obtained as a function of the homogeneous gas fraction, $H_G = Q_G/(Q_G + Q_L)$.

Again there is close agreement between the simulation and measurement. In both cases, the gas holdup $h_G$ tends to increase with the homogeneous gas fraction $H_G$, a trend well documented in the literature [12].

3.5 Conclusion

This computational study was motivated by the desire to understand the local hydrodynamics of gas-liquid flows through porous medium and microfluidic channels. To make the problem tractable, we simplified the geometry into axisymmetric tubes with periodic constrictions. Thus, we retained the features of pore chambers and pore throats, but disregarded connectivity and branching of pores. This simplification allowed us to carry out a detailed investigation of the interfacial evolution under creeping-flow condi-
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tions. Using our diffuse-interface model, we were able to compute interfacial deformation, breakup and coalescence from hydrodynamic principles, and delineate various flow regimes based on the control parameters. Within the parameter ranges explored in this work, the main results can be summarized as follows.

(a) Starting from an initial condition with the liquid resting inside the pore chambers, the following flow regimes may appear depending on the pressure gradient, the liquid saturation and the pore geometry: gas flow, blockage, liquid flow, shell flow, bubble-slug flow and annular flow. Annular flow has two variants: droplet flow and droplet-annular flow. These may be represented by a flow regime map on a plane extended by the liquid saturation along one axis and the nondimensionalized pressure gradient along the other.

(b) Bubble-slug flows and annular flows are similar to those previously observed in straight tubes and pipes of macroscopic and smaller sizes. But the gas flow, blockage, liquid flow and shell flow regimes are new. Their appearance reflects to a large extent the geometric features of the flow conduit.

(c) For bubble-slug and annular flows, the current results are compared with previous experiments. Considering the differences in geometric setup, flow-control schemes and parameter ranges, the agreement is close in terms of the boundaries between flow regimes and the holdup ratio.

(d) The flow regimes are highly sensitive to initial conditions and flow history. Depending on whether the driving force is imposed abruptly or ramped up or down gradually, some of the flow regimes do not appear. This can be considered an extreme form of hysteresis. Different flow patterns can result from different initial conditions under identical control parameters. The dependence on flow history is largely due to interface pinning at corners, and the hysteresis effect is alleviated by rounding the sharp corners of the constriction.

(e) Wettability of the solid surface plays an important role in shaping the final flow configuration. Generally, hydrophilicity toward the liquid encourages adherence of a liquid film along the walls, whereas hydrophobicity promotes detachment of the liquid and formation of drops in the axial region.
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The significance of these results lies in that they form the basis for understanding two-phase flows in complex geometries, and contribute to a more rational treatment of such flows in applications.

More specifically, we envision improving the traditional Leverett approach to porous media flows, either by basing it on a firmer theoretical basis or by replacing certain ad hoc elements in it. Toward this aim, we did studied relative permeability of two phase flow in pore scale and probed how the concept of relative permeability can be interpreted and calculated from hydrodynamic principles, and how the capillary pressure, based locally on pore size and curvature of the meniscus, acts to drive liquid flow or resist it until an external pressure effects a capillary breakthrough.
Chapter 4

Relative permeability of two phase flow in model porous media

4.1 Introduction

As explained in Chapter 1 conventionally, two-phase flow in porous medium is modeled by generalizing Darcy’s law into a linear relationship between the velocity and pressure gradient for each phase [55], where fluid-fluid interaction across the interface is ignored, and relative permeability of each fluid $K_{ri}$ is taken to be only a function of the average volume fraction in the pores, known as the saturation $S$. However, as we mentioned earlier, because of the possibility of existence of non-continuous pathways for fluids [1, 6], viscous coupling [42], and transient flows the extended Darcy’s law has found low success. Alternatively, someone may view the extended Darcy’s law as the definition of the relative permeabilities.

Then it comes as no surprise that measurement of $K_{ri}(S)$ has produced not only large quantitative scatter but sometimes qualitative contradictions in the literature [2, 4, 6, 15, 18, 79]. An obvious interpretation of this discrepancy is that two-phase transport in porous media depends strongly on the interfacial morphology and fluid dynamics near the interface. In turn these depend on an array of parameters, including the volume fraction of the fluids, pore geometry, capillary number, wetting angle, viscosity ratio, and flow history (e.g., imbibition vs. drainage).

It is difficult to capture the interfacial morphology and flow behavior in real porous media. The pores typically have an irregular and complex geometry, and the solid is opaque. Direct flow visualization is therefore impossible. So far, experimental evidence on the flow field has come mostly from model porous media with regularized pore geometry.

Recently, more realistic pore-scale computation by solving the Navier-Stokes equations has become possible. Accurate pore-scale knowledge of
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the flow field and interfacial morphology would be the ultimate solution for two-phase transport in porous media. But there are formidable numerical challenges in such computations. First, the interface constitutes an inner boundary whose position has to be solved together with the Navier-Stokes equations for both phases. Second, the interfacial curvature and interfacial force have to be accurately computed using high resolution. Otherwise the interfacial deformation is subject to large errors [81] and even numerical instabilities [78]. So far, the lattice Boltzmann method has met with some success [e.g. 33, 34, 48, 79]. However, resolution of the interface remains a numerical bottleneck because the regular lattice precludes adaptive refinement at the interface.

In the present study, we propose an alternative method diffuse-interface for computing the pore-scale flow and the relative permeability of a model porous media. By computing two-phase flows in a collection of such microchannels, the relative permeabilities can be evaluated by averaging over a prescribed pore size distribution. The strength of our method, compared with the lattice Boltzmann method, is the much higher resolution of the interfacial motion. The weakness is the relatively simple representation of the pore geometry. By systematically exploring the effects of saturation, capillary number, wetting angle, viscosity ratio and initial configuration, we have taken a step toward constructing a solid understanding of the interfacial hydrodynamics that underlies the relative permeability.

4.2 Problem setup and averaging scheme

The initial condition typically has the liquid and gas at rest in the domain of Fig. 4.1 with the desired saturation $S$ and a certain initial configuration for the interface. Under the constant driving force $B$, both components start to flow and eventually a steady, time-periodic or quasi-periodic flow pattern establishes itself.

The dimensionless parameters of the problem include an effective Bond number $F = BD^2/\sigma$, which indicates the ratio between the driving force and the surface tension, the saturation $S$, non-wetting to wetting phase viscosity ratio $M = \mu_n/\mu_w$, contact angle $\theta$ and the length ratios $\alpha$, $\beta$ and $\gamma$. The length scale $D$ will be specified below. A capillary number $Ca$ can be defined for each phase using its average velocity (Eq. 4.3): $Ca_i = \mu_i u_i / \sigma$. But this will be an outcome of the simulation, not a control parameter. The results consist mainly of the relative permeabilities as functions of these parameters. In addition, two other parameters, the Cahn number $Cn = \epsilon / D$
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![Schematics of the corrugated axisymmetric tube as a model for a pore.](image)

Figure 4.1: Schematics of the corrugated axisymmetric tube as a model for a pore. The computational domain is half of the meridian plane. The top of the domain is the axis of symmetry, and periodic boundary conditions are imposed between the left and right sides. The geometry is specified by three length ratios: \( \alpha = L_c/L_t \), \( \beta = R_c/R_t \) and \( \gamma = L_t/R_t \). Initially the liquid forms a disc that blocks the cross-section of the groove representing the pore chamber.

and the parameter \( \Lambda = l_d/D \), come from the diffuse-interface model. Based on discussion in chapter 2 and using pore throat radius \( R_t \) as characteristic length, we chose \( Cn = 0.01 \) and \( \Lambda = 0.01 \) for our computations in this section.

We imagine the porous medium as a collection of parallel tubes, each having periodic contraction and expansion as shown in Fig. 4.1. Compared with the real geometry, this model retains the change in cross-sectional area along a pore through chambers and throats, but neglects branching and connectivity between the pores. Based on the volume of the voids, an effective radius can be defined for each corrugated tube:

\[
R_e = \left( \frac{R_c^2 L_c + R_t^2 L_t}{L_c + L_t} \right)^{1/2} = R_t \left( \frac{\alpha \beta^2 + 1}{\alpha + 1} \right)^{1/2},
\]

(4.1)

where \( \alpha = L_c/L_t \) and \( \beta = R_c/R_t \) are length ratios. We assume that the collection of tubes is such that \( R_e \) obeys a prescribed pore size distribution (PSD). To impose a certain saturation \( S \) to our model porous medium, we fill each pore with both species of fluid to the prescribed \( S \). This is a simplification since one may imagine larger and smaller pores carrying different volume fractions in reality. Now a pressure drop is applied to the porous medium, and a two-phase flow develops in each pore subject to the common pressure gradient. Because of the periodicity along the flow direction, the saturation in each pore stays fixed at \( S \). All boundary conditions are the same as with flow regime calculations.

An averaging scheme is needed to compute macroscopic properties such
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Figure 4.2: Pore size distribution (PSD) of a model porous medium. The distribution function $\psi(R)$ is converted from the data of [44] on pore volume distribution.

as permeability from pore-scale flow quantities. In each tube, we compute the flow until a steady or periodic flow pattern is achieved; in the latter case, the time-averaged flow rate is obtained. To illustrate the averaging among the tubes, let us consider a single-phase flow first. The flow rate through a tube of radius $R$ is: $Q_i = \pi R^2 u_i$, $u_i$ being the average velocity through this tube. The total flow rate through the collection of tubes is, therefore:

$$Q_v = \int \psi(R)Q_i \, dR,$$

where $\psi$ is the PSD normalized such that $\int \psi(R) \, dR = 1$. As the total area $A$ of the porous medium is related to the total pore area by the porosity $\varphi$:

$$\varphi A = \int \psi(R) \pi R^2 \, dR,$$

the average velocity over the entire porous medium can be computed:

$$u = \frac{Q_v}{A} = \frac{\varphi \int \psi(R)R^2 u_i \, dR}{\int \psi(R)R^2 \, dR}. \tag{4.3}$$

Now the intrinsic permeability of the model porous medium, $K$, can be computed from $u$ and the imposed pressure gradient: $K = \mu u / |\nabla p|$, $\mu$ being the viscosity.

The same averaging scheme can be repeated for a two-phase flow simulation to yield the effective permeabilities for each phase. The ratio between the effective permeability and the intrinsic permeability gives the relative permeability for each phase. The porosity $\varphi$ will cancel out and will not
affect the relative permeability. But it does enter the average velocity for each phase and the capillary numbers. In all results to be presented, we have used the PSD of Fig. 4.2 for a gas diffusion layer (Toray TGP-H-060) of hydrogen fuel cells [44]. The porosity for this porous medium, $\varphi = 0.8$, is used throughout the paper. The integrals in Eq. (4.3) are computed by summing over increments of the pore size; 25 pore sizes are computed in the range of 5.36–25 $\mu$m, corresponding to the measured data points in Fig. 4.2.

We have chosen a problem setup with a set of baseline parameters: $\alpha = 1$, $\beta = 2$ and $\gamma = 2$, wetting angle $\theta = 135^\circ$, and viscosity ratio $M = 18$. The $\theta$ and $M$ values correspond to typical operating conditions in the gas diffusion layer (GDL) of PEM fuel cells, with water and air at 80°C. The solid wall is hydrophobic; water is the non-wetting phase while air is the wetting phase. For convenience, we will refer to the non-wetting phase as water or liquid, and to the wetting phase as air or gas. The conclusions drawn, of course, will be general and not restricted to this specific pair of fluids. In the following, $S$ or “saturation” refers to that of the liquid, i.e. non-wetting, phase. Initially a liquid bridge of thickness $L_c/2$ occludes the pore chambers entirely (Fig. 4.1).

This initial setup gives a liquid saturation $S = 40\%$, which will remain fixed throughout each computation. In the subsections to follow, we will vary one of the parameters to examine its effects while keeping the other parameters at their baseline values.

### 4.3 Results

Since our porous medium consists of tubes of different sizes, and the same effective body force $B$ is applied to all of them, the flow regime varies among the tubes. This is conveniently indicated by a local Bond number $F_R = BR^2/\sigma$ defined for each tube. A number of flow regimes have been predicted with increasing $F_R$: blockage, gas flow, liquid flow, bubble-slug, shell, annular and drop flow (Fig. 4.3). For more details see section 3.3.1.

Once we have detailed flow data, we compute the relative permeability $K_{ri}$ and $K_{rw}$ from Eq. (1.1) by averaging over the PSD of a model GDL (Fig. 4.2). In this context, it is necessary to have an overall Bond number $F = BD^2/\sigma$, in which the characteristic length is chosen to be $D = 18.25$ $\mu$m, the effective pore radius corresponding to the maximum of the PSD of Fig. 4.2, that is, the effective radius of the most common pore size. Now the relative permeabilities should be complex functions of the flow parameters [4]:

$$K_{ri} = K_{ri}(S, Ca_n, Ca_w, M, \theta). \quad (4.4)$$
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Figure 4.3: Temporal development of three flow regimes for the baseline parameter values: length ratios $\alpha = 1$, $\beta = 2$, $\gamma = 2$; liquid-gas viscosity ratio $M = 18$, liquid saturation $S = 40\%$ and wetting angle $\theta = 135^\circ$. Time is scaled by $\mu_n R_e/\sigma$. (a) Blockage at $F_R = 0.38$, when the imposed pressure fails to dislodge the liquid bridge pinned at the corner of the pore chamber; (b) liquid flow regime at $F_R = 0.56$, with the gas entirely trapped in the pore chamber; (c) drop flow regime at $F_R = 1.4$, with large liquid drops being surrounded and conveyed by a continuous gas phase.

In addition, $K_{ri}$ may depend on the geometrical parameters, initial configuration and flow history. In our setup, the key control parameter is actually the driving force $F$; the capillary numbers for the flow $Ca_i$ come out as a result. We list $Ca_i$ instead of $F$ in keeping with the conventional protocol in the literature. The dependence on each parameter will be examined below by systematically varying it relative to the baseline setup.

4.3.1 Capillary number effect

The premise for Darcy’s law is the linearity between the flow rate and the imposed pressure drop. In single-phase inertialess flow this holds. A fluid interface that deforms according to viscous and capillary forces introduces a geometric nonlinearity into the problem, and it is important to see if this compromises the linearity underlying the extended Darcy’s law. We vary the imposed body force $B$ and compute the average velocity of each phase and a capillary number: $Ca_i = \mu_i u_i/\sigma$. Figure 4.4 plots the liquid and gas capillary numbers as functions of $F$.

For both phases, the variation of $Ca$ with $F$ is decidedly nonlinear. For $F < 0.29$, the blockage regime prevails even in the largest pores, with neither phase moving (cf. Fig. 4.3a). With increasing $F$, capillary breakthrough takes place first in the largest pores [21]. This causes a transition to the liquid
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Figure 4.4: Dependence of the liquid and gas capillary numbers on the driving force $F$. All other parameters are at the baseline values given in Fig. 4.3.

flow regime (Fig. 4.3b), and produces a positive $Ca_n$ for the non-wetting liquid phase. The gas is still trapped in the pore chambers by the liquid at this stage. Gas flow starts around $F = 0.84$, when the liquid core breaks up into drops, liberating the gas pocket in the largest pores and causing a transition to the drop flow regime (Fig. 4.3c). Increasing $F$ further activates gas flow in smaller pores, and causes $Ca_w$ to rise sharply. For even larger $F$, the drop flow regime prevails in most pores; further increase in $F$ reduces the size of the liquid drops but produces no new flow regimes. Since the gas is much less viscous than the liquid, $Ca_w$ increases more steeply with $F$ than $Ca_n$. Based on the above, it is obvious that the evolution of interfacial morphology makes the overall flow nonlinear in the porous medium, and the initial rationale for extending Darcy’s law to two-phase flows was ill-conceived.

It is interesting to compare our result with the lattice-Boltzmann computations of [33]. First, they have also observed a blockage regime at weak forcing and a subsequent breakthrough. However, they adopted a smoothed geometry with no interfacial pinning, and started from a core-annular initial morphology with the non-wetting fluid enveloped by the wetting one (see their Fig. 10). In their setup, therefore, it is the non-wetting species that is blocked at weak forcing. This comparison helps to illustrate the important role of the pore geometry and the initial configuration, which will be
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examined at greater length in Sec. 4.3.5. Furthermore, they have recognized that the evolving interfacial morphology produces a nonlinear \( Ca \sim F \) relationship, in qualitative agreement with our simulation. Finally, in the limit of strong forcing, they predicted drop flow for \( S = 10\% \) and annular flow for \( S = 30\% \). These regimes have been seen in our simulations as well [see phase diagram in [1]]. Interestingly, Gustensen and Rothman [33] observed that the \( Ca \sim F \) relationship becomes more or less linear in this limit, since the two phases are flowing roughly in stratified layers with less coupling. This can also be said of our drop flow regime of Fig. 4.3(c). Therefore, a fast linear regime may exist in our Fig. 4.4 as well, though our data do not range to sufficiently large \( F \) values to provide clear evidence.

The same nonlinearity can be illustrated by plotting the relative permeability of each phase as a function of their respective capillary number (Fig. 4.5). As expected, \( K_{ri} \) is not a constant; it varies appreciably with the flow. This is particularly true for the wetting phase. The nearly linear rise of \( K_{rw} \) with \( Ca_w \) mirrors the sharp upturn in Fig. 4.4; in the drop flow regime the gas transport increases more rapidly with increasing driving force than the liquid transport. For the non-wetting liquid phase, the initial rise of \( K_{rn} \) with \( Ca_n \) is due to the progressive formation of a liquid core lubricated by a gas pocket in the pore chamber, similar to Fig. 4.3(c). For higher \( Ca_n \), \( K_{rn} \) saturates because even in the smaller pores, the liquid becomes fully insulated from the solid wall by a gas cushion, and lubrication cannot be further enhanced. That \( K_{rn} \) is nearly flat for \( Ca_n > 0.04 \) is consistent with the near linearity of Fig. 4.4(a) for larger \( Ca_n \), and can be likened to the fast linear flow regime of [33] mentioned above.

4.3.2 Saturation effect

To study the effect of the saturation level on the relative permeability, we use the same baseline geometry as illustrated in Fig. 4.1. By varying the initial thickness of the liquid bridge, we have computed liquid saturation \( S \) ranging from 10\% to 80\%. Figure 4.6 plots \( K_{ri} \) as functions of \( S \). Note that in our setup, the liquid is the non-wetting phase.

In straight pores, it is intuitive to think that increasing the liquid saturation will increase the liquid-phase permeability and decrease the gas-phase permeability. In our geometry with pore throats and chambers, this intuition is mostly valid for the gas phase but not for the liquid. This can be understood from the flow regimes appearing in pores of different sizes at different saturations. We refer the reader to our earlier paper [1] for images of the various flow morphologies cited below. At low saturation levels \( S < 20\% \),
the drop flow regime prevails in almost all pores. Thus, increasing $S$ leads to larger drops that flow in the central part of the pore, being lubricated by a gas layer that separates the drops from the solid walls. As a result, the liquid permeability $K_{rl}$ increases and the gas permeability $K_{rw}$ decreases with $S$. In this range, the behavior is consistent with convention in the literature [18]. Beyond $S = 20\%$, the liquid drops become larger and start to come
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Figure 4.6: Relative permeabilities as functions of the liquid (non-wetting) saturation \( S \). \( F = 1.4 \) and all other parameters are at their baseline values given for Fig. 4.3.

into contact with the solid walls, especially in the smaller pores. This significantly suppresses the lubrication effect. Some of the liquid may even been trapped in the pore chamber and excluded from the liquid throughput altogether. The dominant flow regime becomes bubble-slug flow. Consequently, \( K_{\text{rn}} \) declines with \( S \). Meanwhile, in the smallest pores the gas starts to be entrapped in the pore chambers by liquid. Thus \( K_{\text{rw}} \) continues its decline. For \( S > 40\% \), gas flux is maintained only in the largest pores, in the form of gas bubbles carried by a continuous liquid stream. In this stage, the liquid permeability levels off and becomes insensitive to \( S \). Finally, as \( S \to 1 \), the gas bubbles shrink and eventually disappear; \( K_{\text{rn}} \) climbs back to unity.

The distinctive features of \( K_{ri} \) seen in our simulations are closely related to the geometry of our model porous medium. The interfacial morphology and flow regimes have much to do with interface pinning at sharp corners and with initial layout of the interface. Such detailed characteristics have not been recorded in prior experiments and computations. It is therefore particularly interesting to compare our results with prior studies. There is a wealth of experimental and numerical data in the literature on \( K_{ri} \) as functions of \( S \), as the saturation is the parameter most thoroughly studied. Unfortunately, there are great variations in the values of other parameters,
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Figure 4.7: Comparison of the relative permeabilities $K_{rw}(S)$ with previous studies. (a) $K_{rw}$ of the wetting phase; (b) $K_{rn}$ of the non-wetting phase. Open symbols denote computational results while closed ones experimental results. For our result, the body force $F = 1.4$ and the other parameters are the same as in Fig. 4.3.

which make quantitative comparison very difficult. We have collected in Fig. 4.7 what appear to be reliable and representative data sets for a comparison with our numerical results.

All studies have produced a $K_{rw}$ in close agreement with one another. In general, the gas permeability $K_{rw}$ decreases with $S$, which in our convention
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denotes the saturation of the liquid, non-wetting phase. This robust trend
can be attributed to the gradual narrowing of flow areas available to the
gas with increasing $S$. Our $K_{rw}$ being relatively low may be because in our
group, the gas tends to be trapped in the pore chamber in certain flow
regimes.

For $K_{rn}$, there are much greater variations in the data. Previous results
seem to segregate into two groups: the tube-bundle [23] and pore-network
models [79] predict a higher $K_{rn}$ that exceeds unity, while lattice-Boltzmann
computations in random porous media [44, 48] and experiments [2, 4] give
a much lower $K_{rn}$ that increases monotonically with $S$. Our prediction falls
into the first group for smaller $S$, and then crosses over to the second for
larger $S$. In the first group, the larger $K_{rn}$ is clearly due to lubrication.
In relatively simple geometries, stratification of the two phases occurs more
consistently than in tortuous and random flow conduits. Besides, the lubri-
cation effect is accentuated by a high non-wetting-to-wetting viscosity ratio
$M$, which happens to be the case in the first group of studies ($M \sim 10$
compared with $M \sim 1$ for the second group). These conspire to produce the
higher $K_{rn}$. With increasing $S$, the water tends to touch the solid wall at
the pore throat as mentioned above. This hampers lubrication and causes
our $K_{rn}$ to decrease and join the second group of curves. In general, one can
summarize the $K_{rn}$ data as follows. The non-wetting phase typically stays
away from the solid walls, and its interfacial morphology is more sensitive to
material and flow parameters than for the wetting phase. Hence, its relative
permeability exhibits greater variation among different studies.

4.3.3 Wettability effect
Wettability of the pores is an important determinant of the relative perme-
abilities. This property affects the interfacial morphology and, if a three-
phase contact line appears, how fast the contact line moves on the walls.
To examine this effect in our pore-scale calculations, we have used the same
baseline setup (Fig. 4.1) and varied the contact angle $\theta$ from $60^\circ$ to $165^\circ$.
Figure 4.8 depicts the variation of $K_{ri}$ with $\theta$. The main finding is that by
making the pores more hydrophobic, with increasing $\theta$, both relative per-
meabilities tend to decrease up to $\theta = 135^\circ$. With further increase in $\theta$,
the liquid relative permeability $K_{rn}$ increases while that for gas $K_{rw}$ stays
near zero. Note that for $\theta \leq 90^\circ$, the liquid becomes the wetting phase.
For simplicity, however, we have not switched the subscript in Fig. 4.8: $K_{rn}$
refers to the liquid and $K_{rw}$ to the gas regardless of $\theta$.

If the solid is hydrophilic ($\theta < 90^\circ$), the smaller pores are blocked by a
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Figure 4.8: Relative permeabilities as functions of the liquid wetting angle $\theta$ on the solid surface. $F = 1.4$, and the other parameters are at the baseline values of Fig. 4.3. The insets show dominant flow patterns among the pores responsible for the overall $K_{ri}$.

liquid meniscus, but the dominant flow regime in larger pores is the liquid drop regime depicted by insets in the figure. Some liquid is retained in the pore chamber, while the rest is carried by the gas as large drops in the center of the pore. The liquid phase enjoys a large $K_{rn}$ because of this lubrication effect. Its decline from $\theta = 60^\circ$ to $135^\circ$ has to do with the narrow pore throat in our geometry. With increasing $\theta$, more liquid is initially driven out of the pore chamber. It then makes contact with the wall in the throat and thus suppresses lubrication by the underlying gas. As a result, $K_{rn}$ decreases. While hydrophobicity rejects the liquid from the near-wall regions, the gas is increasingly pushed into the pore chambers. As a result, the gas permeability $K_{rw}$ continues to decline. At $\theta = 135^\circ$, the liquid tends to seal the gas completely in the chamber for smaller pores (lower inset) or to form liquid slugs separated by thin gas films in the larger pores (upper inset). The gas permeability approaches zero.

At even higher $\theta$, the liquid-solid contact becomes so energetically prohibitive that the liquid starts to detach from the wall, allowing a gas film to
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Figure 4.9: Effect of the contact angle $\theta$ on the relative permeabilities $K_{rw}$ (a) and $K_{rn}$ (b): comparison with lattice-Boltzmann computations in the literature.

wedge in between. In the end, the shell flow regime prevails in most of the pores, as illustrated by the inset for $\theta = 165^\circ$, with a liquid core enveloped by a thin gas sheath. This leads to the observed recovery of $K_{rn}$, again thanks to the lubrication effect.

Figure 4.9 compares our prediction of the wettability effect with several
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lattice-Boltzmann computations. We have found no clear-cut experimental results; those that changed $\theta$ by using different materials typically had other parameters changed as well. Among the lattice-Boltzmann computations, the geometry ranges from relatively regular (pore-network) to highly random. The physical parameters differ widely as well. For $K_{rw}$, the qualitative trend is the same for all studies: $K_{rw}$ decreases with $\theta$. Note, however, that the prior computations are limited to relatively large $\theta$, where the decrease of $K_{rw}$ with $\theta$ is mild. Our computation includes smaller $\theta$ where the effect is stronger. The difference in the numerical values among different studies has probably stemmed from the different physical and geometric parameters.

For $K_{rn}$, the picture is somewhat murkier. Li et al. [48] showed $K_{rn}$ to increase with $\theta$, Huang and Lu [37] and Hao and Cheng [34] predicted a mild decrease, while Nguyen et al. [58] showed a non-monotonic trend. Our $K_{rn}$ first decreases and then increases with $\theta$, and the magnitude is also much higher than the others. This can be attributed to our geometric and physical parameters amplifying the lubrication effect. For example, among the studies that have given the viscosity ratio $M=1$ in [48], 12 in [37] and 18 in our study—$K_{rn}$ increases with $M$. This is due to the smaller friction on the non-wetting phase when the wetting phase viscosity is reduced (more on this in the next subsection). Besides, our geometry is regular and lacks tortuosity and cross-linkage among pores. It is well-known that lubrication effect is dampened in more complex and disordered pore geometry [79].

4.3.4 Viscosity ratio effect

The viscosity ratio affects the relative permeabilities mainly through lubrication effect. This has been noted in experiments [4] and computations in relatively simple geometries [23, 79]. We have used our baseline setup of Fig. 4.1 and computed a range of the viscosity ratio, from $M = 0.2$ to 18. Recall that $M$ is the viscosity ratio between the non-wetting (liquid) and the wetting (gas) phase. Figure 4.10 shows that $K_{rn}$ increases monotonically with $M$ while $K_{rw}$ decreases, both leveling off for large $M$. As explained below, this result confirms the key role played by lubrication effect.

Since the relative permeability for each phase is computed using its own viscosity (Eq. 1.1), it is convenient to think of the $M$ effect as due to changing the viscosity of the other phase. For instance, the increase of the liquid permeability $K_{rn}$ with $M$ can be viewed as due to the gas viscosity getting lower. As $K_{ri}$ is computed by averaging over potentially different flow regimes in pores of different sizes, it is not easy to rationalize the variations
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Figure 4.10: Relative permeabilities as functions of the liquid-gas viscosity ratio. \( F = 1.4 \) and all other parameters are at the baseline values as given for Fig. 4.3.

of \( K_{ri} \) in terms of the flow patterns. However, a qualitative argument can be made by looking at the flow regime in the dominant pore sizes in the PSD, roughly between 15 and 20 \( \mu \)m. Figure 4.11 depicts the flow pattern in a pore of radius \( R_t = 18.25 \mu \)m for increasing \( M \) values. For smaller \( M \) values, shell flow prevails. Reducing the wetting-phase viscosity enhances the lubrication of the non-wetting fluid in the center. Hence \( K_{rn} \) increases with \( M \). The same effect is at work in the annular-droplet regime for larger \( M \), with the liquid above the gas pocket being lubricated, although quantitatively it is not as pronounced.

Similarly, in analyzing the gas-phase relative permeability \( K_{rw} \), we imagine that \( M \) is being increased by raising the liquid viscosity while the gas viscosity remains constant. As \( M \) increases from 0.2 to 1, Fig. 4.11 indicates a transition from the shell-flow to the bubble-slug regime. This traps gas in the pore chamber and reduces \( K_{rw} \) sharply; all gas transport now occurs in the form of bubbles. With further increase in \( M \), not only does the gas bubbles become smaller, but its velocity also decreases with increasing liquid viscosity. This explains the decline of \( K_{rw} \) with \( M \).

The effect of the viscosity ratio on the relative permeability is an issue of some controversy in the literature [18]. Prior experiments and computations
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Figure 4.11: Flow patterns in a pore of radius $R_t = 18.25 \mu m$ for increasing $M$ values. Shell flow prevails for $M = 0.2$ while bubble-slug flow obtains for larger $M$. All other parameters are at the baseline values as given for Fig. 4.3.

have been done at widely different values for the contact angle, saturation and capillary number. Nevertheless, we have compiled some data in Fig. 4.12 for a qualitative comparison. All computations, including ours, show a common trend that $K_{rw}$ decreases with $M$ while $K_{rn}$ increases. This is mostly due to lubrication, although the effect should be tempered in real porous medium by the disordered nature of pore geometry [79]. The two experiments do not agree with the computational trend. [2] showed both $K_{ri}$ to decrease with $M$ while [4] showed both to increase with $M$. We do not have an explanation for this discrepancy. Clearly more computational and experimental data are needed for a coherent picture to emerge.

4.3.5 Effects of pore geometry and initial configuration

Aside from the factors considered so far, [1] have demonstrated that the interface morphology and flow regimes are also sensitive to the pore geometry and the initial configuration. For one, sharp corners tend to pin interfaces. This gives rise to very strong hysteresis in flow regimes, i.e. dependence on initial condition and flow history. Consequently, the relative permeability is expected to depend on these as well [4]. Ahmadlouydarab et al. [1] have examined these effects in considerable detail by varying the initial configurations and approaching a given flow condition by ramping up or down the flow rate. In the following we will briefly explore their ramifications for the relative permeabilities.

Figure 4.13 compares flow in micro-pores with sharp and rounded corners ($a$ and $b$), and in the latter case, two different initial positions for the liquid.
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Figure 4.12: Comparison of (a) $K_{rw}$ and (b) $K_{rn}$ as functions of the viscosity ratio $M$ with previous studies. Open symbols denote computations and filled ones experiments.

bridge ($b$ and $c$). In Fig. 4.13(a), interface pinning at the two sharp corners slows down the movement of the liquid core and allows time for all the liquid to be drawn out of the pore chamber. In the end the liquid flow regime emerges, with the gas completely trapped in the pore chamber. In comparison, the flow develops much more rapidly with the rounded corners.
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Figure 4.13: Effect of pore geometry and initial interfacial configuration. (a) Pore with sharp corners and the liquid bridge initially at the upstream end of the pore chamber. (b) Pore with rounded corners and the liquid bridge initially at the upstream end of the pore chamber. (c) Pore with rounded corners and the liquid bridge initially at the downstream end of the pore chamber. The parameters are the same for all three cases: effective pore radius $R_e = 20 \mu m$, $\alpha = 1$, $\beta = 3$, $\gamma = 2$, $S = 40.5\%$, $F_R = 1.4$, $\theta = 135^\circ$ and $M = 18$.

(Fig. 4.13b), leading to the drop flow regime.

To evaluate $K_{ri}$ for pores with sharp and rounded corners, we again average the flow of both phases over the PSD of Fig. 4.2. Obviously other flow regimes will appear in pores of larger and smaller sizes than that of Fig. 4.13, but the general trend seems to hold: sharp corners pin interfaces and generally tend to reduce both $K_{ri}$ relative to the rounded geometry. For the geometric and flow parameters tested, the sharp-cornered pores give $K_{rw} = 0.023$ and $K_{rn} = 0.42$, while the round-cornered ones have $K_{rw} = 0.069$ and $K_{rn} = 1.34$. In the latter, the large relative permeability for the liquid phase is thanks to the lubrication of the liquid drops by the gas in the larger pores (Fig. 4.13b).

If the liquid bridge is initially next to the downstream end of the pore chamber (Fig. 4.13c), it wraps around the solid ridge and forms a continuous liquid film sealing some gas in the chamber. Meanwhile gas bubbles are transported in the middle in this bubble-slug regime. The difference between Fig. 4.13(b) and (c) is a special case of the hysteretic effect, where flow history affects the interfacial pattern that emerges eventually [1]. After
averaging over the PSD, we obtain $K_{rw} = 0.013$ and $K_{rn} = 0.53$, comparable to the sharp-cornered geometry and much below those of Fig. 4.13(b). As in Fig. 4.13(a), the liquid flow is hindered by wall friction and much of the gas is trapped. The lack of lubrication effect is the key factor in the lower $K_{ri}$.

4.4 Conclusion

In this work we used pore-scale flow simulations to compute the relative permeability of a model porous medium and test the validity of the so-called extended Darcy’s law for gas-liquid two-phase flow. We used similar baseline model as our first study. The main conclusions can be summarized as follows.

(a) The averaged gas and liquid flow rates both depend nonlinearly on the imposed pressure gradient. Thus the extended Darcy’s law does not hold in the usual sense. Instead, it can be viewed as the definition of the relative permeabilities, which are complex functions of the geometric and flow parameters of the system.

(b) The relative permeability of the wetting phase $K_{rw}$ behaves more or less as expected from previous studies. It increases with the wetting-phase capillary number and the wetting-phase saturation, but decreases with the wettability of the pore surface and with the non-wetting-to-wetting viscosity ratio.

(c) The relative permeability of the non-wetting phase $K_{rn}$ has a much more complex behavior. It increases monotonically with the viscosity ratio, but exhibits non-monotonic dependence on the saturation and wetting angle. This is because the non-wetting phase tends to occupy the central part of the pore, and $K_{rn}$ is much more sensitive to the interface morphology than $K_{rw}$. In particular, lubrication of the non-wetting phase by a cushion of the wetting phase is responsible for elevated $K_{rw}$, and loss of lubrication, e.g. when the non-wetting phase makes contact with the wall, leads to lower $K_{rw}$.

The strength of our work lies in the pore-scale resolution of the interfacial shape and its temporal evolution, as well as contact-line motion on the solid walls of the pore. Thus, the relative permeabilities can be directly related to the flow regimes and interfacial evolution in the two-phase flow. The
role of interface pinning at sharp corners is highlighted, which leads to a
dependence on flow history. The shortcoming of this work is the simplicity
of its pore geometry. Periodic contraction (pore throat) and expansion (pore
chamber) are accounted for, but connectivity among pores is neglected, as
is the disordered nature of pore geometry in real porous media. This may
have magnified the lubrication effect.

Comparisons with experimental and computational results in the liter-
ature show qualitative agreement in cases where a consistent trend exists.
In other cases, previous papers have presented conflicting data. Our study
adds more data to this situation, but cannot resolve the existing discrepan-
cies. More studies under carefully controlled conditions are needed in the
future.
Chapter 5

Motion and coalescence of sessile drops

5.1 Introduction

This part of my research has been motivated by efforts to optimize the air-water transport through the gas diffusion layer (GDL) in proton exchange membrane (PEM) fuel cells. This is a porous medium through which oxygen flows to the reaction site while the water, a product of the reaction, is discharged [57, 75]. Water vapor condenses in the hydrophobic pores, and small droplets are believed to coalesce and then be driven out partly by wetting gradients. Meanwhile, the incoming air creates a counterflow, which tends to drive the water droplets in the opposite direction [32]. How do sessile drops move and coalesce on a substrate bearing a wetting gradient while being subject to an external flow? This is the question that we set out to investigate.

Considerable work has been done on drop motion driven by wetting gradients. Early theoretical models such as lubrication approximation, wedge approximation theory have been tried to demonstrate the relevant physics by balancing the driving force—the net capillary force due to the asymmetry in contact angles—against the viscous friction to predict the velocity of drop motion [10, 30]. These models typically neglect drop deformation and assume the shape of a spherical cap for the drop, its footprint being a circle of radius $R$. The models differ mostly in the treatment of the contact-line singularity and determination of the viscous friction. One can estimate the friction locally from Tanner’s law [10], or calculate it using Cox’s wedge solution or a lubrication solution [68], and in the end, the difference amounts to a different prefactor. Recently, Xu and Qian [77] have reported detailed numerical solutions of the problem using a phase-field model. Although this is much more sophisticated than prior theoretical models, with the drop deformation properly calculated and the contact-line singularity regularized by Cahn-Hilliard diffusion, their results are qualitatively the same.
Experimentally, the idea of moving droplets by wetting gradients was demonstrated by Chaudhury and Whiteside [11]. Based on this brief summary of theoretical, numerical and experimental work, the motion of a single droplet on a substrate having a wetting gradient is well understood.

In contrast, little can be found in the literature on drop-drop interaction on wetting gradients. The most relevant studies dealt with coalescence between a drop moving on a wetting gradient and a stationary one resting on an adjoining substrate of uniform wettability [46, 76]. Drop motion driven by an external flow has been studied for some time [19, 20, 22, 43, 53, 65, 88], but only on a substrate with uniform wettability. Besides, to our knowledge, there have been no studies of drop coalescence driven by external flow.

Here, this study tries to fill these gaps in knowledge. We carry out systematic 2D simulations of drop motion and coalescence on a substrate subject to wetting gradients and an external flow. For a single drop and a pair of drops, we consider three scenarios in which the drop motion is driven (a) by a wetting gradient, (b) by an external flow of the surrounding fluid parallel to the substrate, and (c) by a combination of the two. In particular, we investigate the competition between the two driving forces, and how they determine the coalescence between the two drops. For the simple case of a single drop on a wetting gradient, we also report a 3D simulation that helps to benchmark the numerical parameters used in 2D simulations.

## 5.2 Problem setup and methodology

We examine two related phenomena, the motion of a single sessile drop and the collision and coalescence of a pair of sessile drops. Most of the simulations to be reported are in a 2D planar geometry, with a rectangular computational domain of length $L$ and height $H$ (Fig. 5.1). From the area of the drop $A_d$, we define its effective diameter $D_e = \sqrt{8A_d/\pi}$, which will be used as the characteristic length throughout the paper. If the contact angle varies along the substrate, no initial drop shape will be at equilibrium. As soon as the drop makes contact with the substrate, it adjusts to the local contact angle, deforms and starts to move. For consistency, we have used an initial drop shape of a semicircle in most of the simulations. The only exception is Fig. 5.8, which examines the effect of the initial drop shape. Three domain sizes have been used. For single drop simulations, $\alpha = L/D_e = 6.67$, $\beta = H/D_e = 0.834$. The two-drop simulations have a somewhat larger domain to accommodate the merged drop: $\alpha = 7.88$, $\beta = 0.985$. The initial drop separation $\gamma = D_c/D_e$ will be varied for individual
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Figure 5.1: Schematic of the initial configuration for 2D planar computations. The drops have an effective diameter $D_e$, and the geometry is specified by the length ratios $\alpha = L/D_e$, $\beta = H/D_e$, and for two drops, $\gamma = D_c/D_e$.

runs. Numerical experiments show that the domain is long enough so $\alpha$ has negligible effect on the drop motion. The domain height $\beta$ is chosen to be order one so as to model a small pore; its value affects drop motion driven by an external flow, but not that driven by wetting gradients on the substrate. Finally, to compare with experiments in §3.1, we have adopted the experimental geometry with $\alpha = 8.11$ and $\beta = 0.845$.

The problems to be computed involve the deformation and movement of the interface, a three-phase contact line, and non-uniform wettability. For droplets of sub-millimeter diameters, the Bond number is much below unity. Thus we have neglected gravity. Similarly, for the operating conditions that motivated this work, the Reynolds number is typically $Re = O(10^{-2})$ [44], and we have neglected inertia for most of the simulations.

We impose stress-free boundary conditions on the top, the left and the right sides of the domain. On the solid substrate, no-slip conditions are used for velocity, and contact line motion is realized via Cahn-Hilliard diffusion [84]. As a consequence, the “contact-line velocity” is extracted not from the velocity field $U$, but from the movement of the point of contact, i.e. the point where the interface $\phi = 0$ intersects the substrate. We have no-penetration condition for $\phi$, and prescribe the contact angle via surface energies between each fluid and the solid [80, 84]. To simulate an external flow driven by a horizontal pressure gradient, we impose the body force $B$ on both fluids. Thus a Poiseuille velocity profile develops at the entry and exit of the domain as they are sufficiently far from the drops. In presenting results, we use the effective drop diameter $D_e$ as the characteristic length, and the capillary time $t_c = \mu_d D_e/\sigma$ as the characteristic time, $\mu_d$ being the drop viscosity. The dimensionless parameters of the problem include the length ratios indicated in Fig. 5.1, the drop-to-medium viscosity ratio.
$M = \mu_d/\mu_m$ and the density ratio $\rho_d/\rho_m$. As mentioned above, most of the simulations are inertialess; the density ratio is relevant only to one set of inertial results in §4.2. Besides, the wetting gradient $We = d(\cos \theta)/dx$ is made dimensionless as $G = De We$, and the maximum contact angle at the hydrophobic end of the substrate is specified as $\theta_m$. When external flow is present, we have an effective Bond number $F = BD_e^2/\sigma$ that indicates the strength of the external flow relative to the surface tension.

Beside these, the Cahn-Hilliard model introduces two mesoscopic dimensionless parameters: the Cahn number $Cn = \epsilon/D_e$ and the diffusion parameter $\Lambda = l_d/D_e$. As explained in Chapter 2, these parameters must be chosen judiciously. $Cn$ should be small enough so the sharp-interface limit is approached [85, 90]. For 2D drop motion on a substrate, we have found that reducing $Cn$ from $2 \times 10^{-2}$ to $6.7 \times 10^{-3}$ causes at most a 0.5% difference in the drop position throughout the simulation. Hence all subsequent 2D results are computed using $Cn = 6.7 \times 10^{-3}$. On the other hand as mentioned in previous chapters, $l_d$ is the counterpart of the slip length $l_s$ commonly used in sharp-interface models [80, 84], $\Lambda$ represents the strength of Cahn-Hilliard diffusion in moving the contact line, and is closely related to the contact line speed. Thus, it should in principle be determined by fitting an experimental datum for the specific fluids and substrate material [80]. We discuss the choice of this parameter next in §3.1.

5.3 Results: the motion of a single sessile drop

5.3.1 Single drop driven by wettability gradient

This subsection has two objectives. The first is to use the prior theoretical and experimental results [54, 68] to determine the parameter $\Lambda$ for our simulations, and the second is to examine the motion of a single sessile drop driven by a uniform wetting gradient.

Moumen et al. [54] conducted an experiment on the motion of sessile drops on a substrate bearing a prescribed profile of the wetting angle, which is reproduced in Fig. 5.2 along with the dimensionless wetting gradient $G$. They compared their experimental results with the prediction of slip-based theoretical models of [68] applied to the wetting gradient of Fig. 5.2. We will simulate the drop motion under the same wetting gradient. As we discussed in Chapter 2, our diffusion length $l_d$ is related to the slip length $l_s$ by $l_s \approx 2.5l_d$. This is the basis for evaluating our $l_d$ and $\Lambda$.

Figure 5.3 compares our 2D simulations using two values of $\Lambda$ with the model predictions of [68] based on Cox’s wedge-flow approximation. Inertia
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Figure 5.2: Experimental conditions of Moumen et al. [54] study used to benchmark our simulation. (a) Contact angle profile along the solid substrate. (b) Profile of the dimensionless wettability gradient $G$.

Figure 5.3: Comparison of the droplet center velocity, non-dimensionalized into a capillary number, between our 2D computations and the wedge-flow model predictions of [68]. For each $\Lambda$ value, a slip length $l_s = 2.5l_d = 2.5\Lambda D_e$ is used in the theoretical model.

is neglected in all four calculations. The drop center $x_c$ is the midpoint between the two contact lines, scaled by the effective drop diameter $D_e$. The instantaneous drop velocity $u$, taken to be the average between the velocity of the two contact lines, is non-dimensionalized into a capillary number $Ca = \mu_d u / \sigma$. Our diffusion lengths are matched to their slip lengths by $l_s = 2.5 l_d$. Thus our computations at $\Lambda = 2.14 \times 10^{-3}$ and $8.33 \times 10^{-3}$ correspond, respectively, to slip length of $l_s = 5.35 \times 10^{-3} D_e$ and $2.83 \times 10^{-2} D_e$.

The drop velocity roughly mirrors the profile of the wetting gradient $G$.
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Figure 5.4: Comparison of the drop center velocity among our 3D computation, experimental measurement and theoretical predictions of the wedge-flow model [54]. Our computation is based on $Cn = 2.03 \times 10^{-2}$ and $\Lambda = 6.76 \times 10^{-3}$, and one of the wedge-flow predictions is at the corresponding slip length. A much smaller $l_s/D_e = O(10^{-7})$ is needed to predict the experimental data.

(Fig. 5.2b); the drop accelerates first, and then decelerates as it spreads out on the increasingly hydrophilic substrate. As expected, the drop moves faster at the larger $\Lambda$ value or slip length. The slip-model predictions are somewhat lower than our numerical results. Given the various simplifications and approximations in the model, e.g., the assumption of a spherical cap and the wedge-flow approximation, this quantitative discrepancy is not surprising. This comparison confirms the correspondence between $l_d$ and $l_s$ and offers a basis on which to choose our numerical diffusion length.

It remains to be determined whether the $\Lambda$ values tested above are realistic. As noted before [25, 80], the slip length for real materials are usually in the nanometer range, much below the typical resolution of continuum computations. Thus, previous computations using sharp-interface and diffuse-interface models alike have adopted computable slip lengths $l_s/D_e = O(10^{-2})$ [22, 65, 77], comparable to those in Fig. 5.3. To illustrate this limitation, we have done a 3D simulation and compared it with the experimental result of [54] (Fig. 5.4). The 3D computational domain has a width of $W = 2D_e$, and the drop is located in the center plane. The front half of the box is computed with symmetry conditions imposed on the center plane that cuts the drop in half. At $\Lambda = 6.76 \times 10^{-3}$, close to the minimum
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Figure 5.5: Instantaneous velocity of the sessile drop on a substrate with a constant wettability gradient for four values of the viscosity ratio $M = 1, 10, 50$ and $100$. $G = 0.144$, $\theta_m = 92.3^\circ$.

diffusion length that we can readily compute in 3D, our phase-field simulation overpredicts the drop velocity roughly by a factor of 5. The wedge-flow model overpredicts by a smaller amount at the corresponding slip length. [54] also tested the model at a much smaller slip length, $l_s = 0.5$ nm, corresponding to $\Lambda = 1.35 \times 10^{-7}$. Now the prediction is within a factor of 2 of the measurement. Thus, it is clear that we will have to settle for a larger, computable $\Lambda$ value as others have done. To achieve quantitative agreement with experiments, Yue and Feng [80] introduced wall-energy relaxation in the Cahn-Hilliard model to compensate for using an unrealistically large diffusion length, and recommended choosing the relaxation parameter by fitting an experimental datum. In this study we will not strive to match a specific experiment, and thus have used $\Lambda = 8.33 \times 10^{-3}$ for all the 2D simulations presented hereafter. This needs to be kept in mind when interpreting the numerical results quantitatively.

We now turn to the more general question of the behavior of a sessile drop on a constant wetting gradient $G$. As the drop experiences viscous friction on the substrate as well as on its upper surface, its motion turns out to be sensitive to the viscosity of both the drop and the surrounding fluid. Figure 5.5 shows the evolution of the instantaneous drop velocity for four different $M$ values as the drop traverses the substrate with a fixed
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$G$. $Ca$ exhibits a gentle acceleration for $M = 1$ but a deceleration for large $M$. As inertia has been neglected, the drop velocity is determined by the balance between two forces: the driving force due to the differing contact angles at the leading and trailing edges, and the hydrodynamic drag. The latter consists of an internal friction between the drop and the substrate, and an external drag due to the surrounding medium. As the drop moves downstream into more hydrophilic areas, the driving force increases with the lengthening footprint of the drop. The change in the drag, on the other hand, depends on $M$. For $M = 1$, the medium is as viscous as the drop and the external drag is significant. As the drop spreads, the internal friction increases not only because the footprint of the drop lengthens, but also because the decreasing height induces greater shear rates inside. In the meantime, the external drag declines with the height of the spreading drop. The balance between the driving force and the total drag is such that the drop sees a slight acceleration in this case. For larger $M$, achieved by reducing the outer viscosity, the external drag becomes insignificant and the drop moves faster. Now the increasing internal friction overwhelms the increasing driving force to produce the gentle deceleration. Note also that the effect of $M$ diminishes for larger $M$; the medium viscosity becomes negligible. For all subsequent results, we have used a fixed $M = 50$ to approximate the viscosity ratio between water and air at room temperature. For such an $M$, the external viscous friction can be neglected in analyzing the results.

To explore the effect of the wetting gradient $G$, we track the average velocity of the drop from the inception of its motion at $x_c = 2.08$ till $x_c = 4.17$, and plot the capillary number based on this average velocity as a function of the wetting gradient $G$ (Fig. 5.6). As expected, the drop velocity increases with $G$. The driving force, due to the different contact angles at the two contact lines, is proportional to $G$. As the drop moves downstream, however, its changing shape affects the viscous friction in a nonlinear fashion. Thus, the $Ca \sim G$ relationship is not strictly linear. This is supported by the wedge-flow approximation, whose prediction is also plotted for comparison.

5.3.2 Single drop driven by external flow

The motion of a sessile drop driven by an external flow has been studied by several groups before, for example [65] and [20], and the physics is more or less well understood. The objective of this brief subsection is to reprise the basic features of the motion as they are relevant to analyzing more complex scenarios later in the paper.
Consider a drop deposited on an ideal substrate with a uniform contact angle $\theta$. In the absence of contact angle hysteresis, such a drop moves with the slightest external driving force. We impose a constant body force on both the drop and the surrounding fluid; this is equivalent to applying a fixed pressure drop across the length of our computational domain. A shear flow develops and sweeps over the drop, which deforms and starts to move. In roughly $10t_c$ both the external flow and the drop motion approach a steady state. Our geometric setup of Fig. 5.1 is such that a parabolic velocity profile develops at the entry and the exit. Because of the additional drag incurred by the sessile drop, the steady-state centerline velocity is lower than that expected in a Poiseuille flow, which is $u_m = BH^2/(2\mu_m)$ in dimensional form, and the deficit depends on the drop size and the contact angle.

The steady-state velocity of the drop, in terms of the capillary number $Ca = \mu_d u/\sigma$, is plotted in Fig. 5.7 against the dimensionless driving force $F$ for two contact angles, $\theta = 45^\circ$ and $135^\circ$. Note that an “external capillary number” can be defined using the characteristic velocity $u_m$ of the external flow, the medium viscosity $\mu_m$ and the effective drop diameter $D_e$: $Ca^m = \mu_m u_m/\sigma = \frac{1}{2}F\beta^2$, which ranges from 0 to $5.22 \times 10^{-2}$ for the $F$ values in Fig. 5.7. In our inertialess flow, the drop velocity is determined by a balance between the driving force on the drop surface due to the external flow and the...
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Figure 5.7: Dependence of the steady-state drop velocity, in terms of the capillary number $Ca$, on the driving force $F$ for two contact angles. The insets indicate the degree of drop deformation at the largest $F$ value in each case.

the viscous friction on the substrate. The deformation of the drop, which is appreciable in the parameter range of Fig. 5.7 (see inset), should have introduced nonlinearity into the problem. Yet surprisingly, $Ca$ scales more or less linearly with the driving force $F$. Similar linear dependence has been reported in the literature [20, 65]. Furthermore, the drop moves faster on a more hydrophobic substrate; it has a smaller footprint and is also taller, and thus experiences a larger driving force and a smaller friction. At higher flow rates and with inertia, the drop may become entrained by the flow and pinch off from the wall [43, 65], but such regimes are not directly relevant to the current study.

5.3.3 Competition between external flow and wetting gradient

If the external flow and the wetting gradient push the drop in the same direction, the two effects reinforce each other and the outcome is faster drop motion. If the two oppose each other, their competition can be quite subtle; the drop dynamics exhibits a sensitivity to initial conditions and forcing history, and is therefore hysteretic. This can perhaps be anticipated from the fact that both the capillary force and the external force depend intimately on the shape of the drop. For example, the drop’s footprint along
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the flow direction determines the magnitude of the capillary force, and its hump determines how much hydrodynamic drag it receives from the external flow. In addition, the viscous friction depends on the shape of the drop as well. Thus, depending on the initial drop configuration and the flow history, the outcome of the competition may vary.

We have probed this hysteresis by numerical experiments. Figure 5.8 compares the trajectory of three drops starting from the center of the domain (initial drop center position at $x_0 = 3.33$) with different initial shapes, the instantaneous contact angle being 45°, 90° and 135°. The initially tallest drop experiences the greatest drag from the external flow, and starts to move to the left. As the contact lines adjust to the local wetting angles, however, the drop spreads out. Consequently the hydrodynamic drag on the drop declines while the wetting force increases. The two eventually reaches a balance when the drop comes to rest at $x_r = 3.25$, having moved about 8.4% of its effective diameter $D_e$. Similarly, the initially most spread-out drop favors the wetting gradient and moves to the right (final position $x_r = 3.39$), and the intermediate drop winds up at an intermediate position ($x_r = 3.31$). If $F$ and $G$ are grossly mismatched, the drop may find no stationary state at all. This scenario will be examined shortly. We have also tested dependence on the history of the control parameters, and confirmed that depending on how $F$ varies in time, the drop can be driven to different locations and shapes even though the final $F$ is the same.

This hysteretic behavior, i.e. dependence on initial configuration and history of the control parameters, is rooted in the fact that it takes a finite time—on the order of the capillary time $t_c$—for the drop to adjust its shape. It is a fundamental feature of the $F \sim G$ competition in the current flow setup. Perhaps unfortunately, this implies that the quantitative results of the simulations, if not the qualitative trends, are specific to the initial conditions used. In the following, we will use a consistent initial condition to investigate the $F \sim G$ competition, with the drop being a semicircle centered at $x_0 = 3.33$, the substrate bearing a constant $G$ toward the right, and the external flow at a fixed $F$ being turned on at $t = 0$ in the opposite direction. When comparing such numerical results with experiments, one needs to beware of the initial conditions in the latter, and to keep the hysteretic effects in mind.

Starting from this initial condition, we simulate the motion of the drop at different combinations of $(F,G)$ values. The final resting position of the drop center, $x_r$, is plotted in Fig. 5.9 as functions of $F$ for a series of $G$ values. This figure paints a rather delicate picture about the $F \sim G$ competition. For each $G$ value, there is a narrow range of $F$ within which a
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Figure 5.8: Trajectory of drops starting from three initial shapes with instantaneous contact angles of 45°, 90° and 135°. The drop is initially centered at \( x_0 = 3.33 \). The constant wetting gradient, with \( G = 0.245 \) and \( \theta_m = 130^\circ \), drives the drop toward the right, while the external flow at \( F = 6.12 \times 10^{-2} \) goes to the left. The insets illustrate the initial and final shapes of the drop.

Stationary state can be achieved. Within this range, the drop stops further to the hydrophilic area (larger \( x_r \)) for larger \( G \) and smaller \( F \), and to the hydrophobic area (smaller \( x_r \)) for smaller \( G \) and larger \( F \). The stationary drop assumes such a shape that the hydrodynamic and capillary forces balance each other. It is a fragile balance. For an \( F \) value outside the narrow range, the hydrodynamic force will never be balanced by the capillary force. The drop moves continually to the left or right, and no state of rest is achieved.

It is somewhat surprising that the drop attains a stationary state at all. One may imagine shifting the drop slightly to the left by external perturbation. Then the substrate becomes more hydrophobic and the drop is supposed to bulge upward. This would reduce the capillary force and increase the hydrodynamic drag, and the drop would then continue to move to the left. This argument seems to suggest a linear instability of any resting position. What makes the rest state possible is again the hysteretic nature of the system. After the imagined slight shift to the left, the drop shape does not immediately adapt to the local contact angle; that process takes a finite time on the order of the capillary time \( t_c \). The ensuing change in drop shape
and hence the hydrodynamic drag cannot be anticipated from the simple "equilibrium" argument posed above. In fact, there is no equilibrium shape to relax to on a wetting gradient. We have carried out further numerical experimentation on the delicate balance between $F$ and $G$. Taking one of the curves in Fig. 5.9 corresponding to a fixed $G$, we vary $F$ in small increments, each time after a new stationary position has been established. This way, we have confirmed that the stationary state can be extended to a much wider $F$ range than indicated in Fig. 5.9, where all stationary states have been reached from the same initial position under a fixed $F$.

5.4 Results: drop-drop coalescence

5.4.1 Coalescence driven by wettability gradient

Merging of two sessile drops driven by a constant wetting gradient on the substrate is a relatively simple affair. Figure 5.5 has shown that in a low-viscosity medium ($M \geq 10$), a single drop will decelerate as it moves into increasingly hydrophilic regions, thanks to the increasing viscous friction on the substrate. When two identical drops are placed on such a substrate...
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Figure 5.10: Coalescence of two identical drops on a substrate with a constant wetting gradient $G = 0.244$ and maximum contact angle $\theta_m = 164^\circ$. The drops are initially centered at $x = 3.30$ and $4.44$ ($\gamma = 1.14$), and the two solid curves indicate the trajectories of the front contact line of the trailing drop and the rear contact line of the leading drop. After merging at $t = 30$, the center of the new drop moves according to the dotted line.

with an initial separation, the one initially on the more hydrophobic area will catch up with the other, and coalesce with it. Figure 5.10 demonstrates such a process. In fact, this merging can hardly be called “interaction” since it arises mostly from the behavior of single drops at different positions on the substrate. Since the surrounding fluid has low viscosity, the two drops move more or less independently of each other. As one may expect, the time for catch-up increases with initial separation and decreases with the wetting gradient $G$.

5.4.2 Coalescence driven by external flow

Now we place two drops on a substrate of uniform wetting angle $\theta = 105^\circ$, at an initial separation of $\gamma = 1.02$. After turning on an external flow driven by $F = 0.309$, the two drops both start to move downstream (Fig. 5.11). Based on the characteristic velocity of the external flow $u_m$, the medium viscosity $\mu_m$ and the effective drop diameter $D_e$, the external capillary number for each drop is $Ca^m = 0.150$, large enough to produce considerable drop
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Figure 5.11: Coalescence of two identical drops on a substrate with uniform contact angle $\theta = 105^\circ$ driven by an external flow at $F = 0.309$ toward the right. The drops are initially centered at $x = 1.46$ and 2.48 ($\gamma = 1.02$), and the curves indicate drop positions in the same way as in Fig. 5.10. Coalescence starts at $t = 164$. To magnify the view of the curves near the point of coalescence, we have omitted the initial period until $t = 150$.

deformation. In time, the trailing drop catches up with the leader, and the two merge into one. The merged drop moves with a steady-state velocity $u$ that corresponds to a capillary number $Ca = \mu_d u / \sigma = 0.147$. Note that the catch-up takes rather a long time, and the drops have moved through the length of the domain a few times. To accommodate the long simulation, we have adopted periodic boundary conditions at the two ends of the domain.

The coalescence implies that, despite the absence of inertia, the trailing drop experiences a greater hydrodynamic drag than the leading one. To investigate this, we have analyzed the velocity, pressure and stress distributions around the two drops. As the drops start to move, both deform with the top tilting downstream. This creates a relatively narrow gap between the drops, where the velocity of the surrounding fluid is suppressed by viscosity. This is demonstrated in Fig. 5.12(a) by comparing profiles of $u_x$, the $x$ component of the velocity, around the two drops. At the contact lines, $u_x$ exhibits very large gradients within an effective “slip layer” produced by Cahn-Hilliard diffusion [84]. But the feature of interest here is
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Figure 5.12: Comparison of (a) the $x$ component of the velocity and (b) the pressure distribution on two drops at a dimensionless time $t = 123$. The velocity and pressure values are taken along the contour of $\phi = 0.9$, just outside the interface, and are plotted against the polar angle $\theta$ measured from the midpoint between the two contact lines. Velocity and pressure are made dimensionless by $\sigma/\mu_d$ and $\sigma/D_e$, respectively.

that the leading drop experiences a lower velocity on its upstream side than the trailing drop. This can be thought of as a viscous shielding effect due to the asymmetric shape of the trailing drop. In Stokes flow around an object with fore-aft symmetry, no such shielding is expected. A direct consequence of the shielding is a lower pressure on the upstream side of the leading drop.
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(Fig. 5.12b). Note that the pressure also varies sharply within the slip layer. Since this layer contributes little to the overall hydrodynamic forcing of the drops, we have matched the two pressure profiles at a small distance of 4.16ε off the substrate at the upstream contact line. This distance is roughly the interfacial thickness [81], and corresponds to a polar angle of 3.4° off the substrate. The pressure being set to zero at this point, the rest of the profile shows clearly that the shielded drop experiences much reduced dynamic pressure on its upstream side. This explains the greater driving force on the trailing drop, and the eventual catching-up and merging of the two. We have also analyzed the viscous shear and normal stresses around the drops. The pressure contributes roughly 85% of the total drag, and is therefore the dominant factor. At the instant analyzed in Fig. 5.12, the pressure force on the trailing drop is 35% greater than that on the leading one, and the total drag is 32% greater. Numerical experiments show that if the two drops are initially farther apart, the shielding effect will be weaker, and the flow-driven coalescence will take longer. In principle, two drops will always interact hydrodynamically because of the elliptic nature of the Stokes flow.

Recall that our study was motivated by drop motion in hydrogen fuel cells, and the typical operating conditions correspond to negligible inertia. But since inertia is known to affect hydrodynamic interaction among particles and drops [24, 59], we carried out a set of simulations to explore the effect of finite Reynolds numbers. At \(\text{Re} = \rho_m u_m D/\mu_m = 13\), with a drop-to-medium density ratio of 100 and a viscosity ratio of 50, the merging of the two drops happens much more quickly. Under the same conditions of Fig. 5.11, the two drops first touch at a dimensionless time of 17.0, down from 164 without inertia. Evidently, the shielding effect is much enhanced by inertia. For the rest of the results to be presented, inertia will again be omitted.

5.4.3 Competition between external flow and wetting gradient

Let us consider the interaction of two sessile drops when a wetting gradient \(G\) and an external flow \(F\) are both at work. As in §3.3, we expect the drop dynamics to exhibit hysteresis, i.e. sensitivity to initial conditions and forcing history. For simplicity and brevity, we will ignore hysteresis in this subsection, and use the same initial drop shape (semi-circle) and constant \(F\) and \(G\) forcing in the following.

The situation is simpler if \(F\) and \(G\) are co-current, i.e. oriented in the
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Figure 5.13: Drop coalescence under co-current $F$ and $G$: the catch-up time $t$ and catch-up distance $d$ as functions of $F$ for a fixed $G = 0.183$ and $\theta_m = 136^\circ$. Initially the drops are centered at $x_0 = 3.30$ and $4.44$, with initial separation $\gamma = 1.14$. The catch-up distance $d$ is defined as the distance travelled by the center of the trailing drop up to the time of coalescence.

same direction. Both $F$ and $G$ promote catch-up in this case, and it is no surprise that the catch-up time decreases monotonically when either driving force is increased. Figure 5.13 demonstrates this effect for an increasing $F$. Note that $F$ exerts a larger force on the trailing drop not only because of viscous shielding as discussed in Fig. 5.12, but also because the trailing drop sits in a more hydrophobic area, and thus presents a taller hump to the external flow. On the other hand, the catch-up distance $d$, defined as the distance travelled by the center of the trailing drop up to the instant of coalescence, shows a non-monotonic dependence on $F$ (Fig. 5.13). A larger $F$ produces faster motion on both drops. For the $G$ value used, increasing $F$ beyond roughly 0.05 will cause the catch-up distance to increase as the gain in drop velocity more than compensates for the loss in catch-up time.

This non-monotonicity may have been present for the $F$-only scenario of Fig. 5.11 already. Since coalescence happens slowly when driven solely by $F$, we have not carried out the numerous long runs required to confirm this. We have also tested the effect of varying $G$ at a fixed $F$. For increasing $G$, both the catch-time and the catch-up distance decrease monotonically. This is because the leading drop spreads out more rapidly downstream, and thus decelerates more quickly.
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Figure 5.14: Drop coalescence under opposing effects of the external flow (toward the left) and the wetting gradient (toward the right). $G = 0.244$, $\theta_m = 164^\circ$, and $F = 0.01$. The initial configuration is identical to that of Fig. 5.10, and the curves have the same meanings. Coalescence occurs at $t = 46$.

Now we consider the counter-current situation with the external flow toward the left and the wetting gradient driving the drop toward the right. In this case, the presence of the wetting gradient fundamentally modifies the shielding effect, and the $F \sim G$ competition cannot be anticipated from the effect of each alone. Keeping $G$ fixed and increasing $F$ gradually, we have predicted two distinct scenarios, with coalescence or separation of the drops. Coalescence occurs for sufficiently small $F$ such that $F$ weakens but does not overwhelm the $G$-driven catch-up and coalescence discussed in §4.1. An example is shown in Fig. 5.14 for $G = 0.244$, $\theta_m = 164^\circ$ and $F = 0.01$. Both drops are driven by $G$ to move toward the right. Since the leading drop sits on a more hydrophilic surface, it spreads out more and consequently experiences less hydrodynamic drag from the external flow. Thus, the shielding effect is reversed; the trailing drop (on the left) receives a greater drag due to the external flow, which hinders its motion and delays the catch-up and coalescence. The catch-up time and distance both increase monotonically with $F$ in this scenario (Fig. 5.15).

Since $F$ exerts a larger drag on the left drop, a sufficiently large $F$ will prevent coalescence altogether. This is the second scenario, drop separation.
5.5 Conclusion

Using a diffuse-interface formalism, we have carried out a numerical investigation of the motion and coalescence of sessile drops driven by a wettability gradient, an external flow along the substrate, or both. Even with one of the two driving agents at work, the drops exhibit interesting and subtle dynamics. When the two are set against each other, their competition can
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Figure 5.16: Drop separation under opposing effects of the external flow (toward the left) and the wetting gradient (toward the right). $G = 0.244, \theta_m = 164^\circ$. (a) At $F = 0.051$, the right drop continues to the right but the left one moves to the left. (b) At $F = 0.154$, both drops move to the left while separating from each other.

produce subtle and sometimes unexpected effects on the dynamics of sessile drops, including hysteresis and either coalescence or separation of the drops. The new findings of the study, within the parameter ranges investigated, are summarized as follows:

(a) A single sessile drop on a constant wetting gradient decelerates in its motion provided that the viscosity of the surrounding medium is much lower than that of the drop. This is owing to the increasing viscous friction on the drop as it moves into more hydrophilic areas.

(b) When the wetting gradient is opposed by an external flow, the motion of a single drop exhibits a strong dependence on the initial condition and the history of forcing. The hysteresis arises because both the wetting force and the hydrodynamic drag depend strongly on the drop shape, and the drop shape adapts to contact angles and external flows not instantaneously but on a finite time scale.

(c) Two identical drops driven by a constant wetting gradient will coalesce into one. This is a direct result of the deceleration of each drop, with the leading one suffering a greater reduction in speed.

(d) Two identical drops driven by an external flow will coalesce, thanks to a viscous shielding effect associated with the asymmetric shape of the upstream drop. This occurs even at zero Reynolds number, but is greatly enhanced by inertia.
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(e) When the wetting gradient is opposed by an external flow, two drops may coalesce or separate, depending on the relative strength of the two forcing agents. Coalescence is favored by a stronger wettability gradient, and separation by a stronger external flow.

These results may have practical implications for microfluidic devices and microfabrication processes that rely on the manipulation of droplets. For example, the sensitivity to initial conditions and forcing history may lead to new strategies of controlling drop motion, coalescence and deposition. By balancing the effects of external flow and substrate wettability, one may design gas diffusion layers for optimal air-water transport in hydrogen fuel cells, the engineering application that has served as our initial motivation.

In the meantime, we point out several limitations of the present work that should be kept in mind when interpreting the numerical results quantitatively. First, most of the simulations are in two dimensions (2D). Comparisons with our own limited 3D simulations and with 3D experiments show qualitative agreement but quantitative differences. One may well expect, for instance, the viscous shielding effect to be attenuated in 3D relative to its 2D counterpart. Second, we do not yet have a satisfactory physical model for the moving contact line, and its numerical simulation invariably requires additional ad hoc input. In our case, it is the Cahn-Hilliard diffusivity, which produces a diffusion length that is the counterpart of the slip length in sharp-interface models. Finally, we have not strived for a comprehensive description of the hysteretic effect. After testing a few scenarios to demonstrate the sensitivity of drop motion to initial conditions and forcing history, we have limited subsequent simulations to a uniform initial condition for ease of analysis. Potentially there may exist other, more exotic, regimes of drop dynamics that can be realized through different initial conditions and forcing history. Such scenarios remain to be explored in future work.
Chapter 6

Conclusion and recommendations

The overarching theme of the research conducted in this thesis is to use numerical simulations to explore pore-scale hydrodynamics. This is a necessary and significant step in studying two-phase flows in porous media. Up to now, most of our knowledge has been obtained from observations and measurements of overall quantities on the macroscopic scale. While valuable as guidelines for engineering designs and developments, such knowledge has lacked a firm scientific foundation, and thus has been susceptible to misinterpretations and incorrect generalization. For example, the so-called extended Darcy’s law has been widely used, despite contravening evidence. Various microscopic flow regimes and scenarios have been hypothesized. But high resolution imaging has been difficult in small dimensions. Therefore, numerical simulations fill a much needed role in this context.

Several theoretical development and computational innovations have made the current research possible. The use of a diffuse-interface theory not only allows straightforward interface-capturing, but also provides a physically reasonable phenomenology for the interfacial tension. The latter idea, combined with the Cahn-Hilliard diffusion and transport equation, further serves to regularize the contact line singularity. And the contact line turns out to play important roles in defining the pore-scale hydrodynamics. Numerically, the computation has been facilitated by the use of a flexible adaptive mesh generator, without which high-resolution computation would be prohibitively expensive.

In view of the outcome of the three projects, one can claim that the pore-scale simulations have succeeded in identifying and clarifying the local flow mechanisms underlying macroscopic observations. In addition, we have uncovered novel physics in the transition between flow regimes and hysteretic behavior in sessile drop dynamics. In the following, I will first summarize the key findings, and then reflect on their significance and limitations.
6.1 Summary of key findings

6.1.1 Interfacial flow regimes in corrugated microchannels

To thoroughly understand the local hydrodynamics of two-phase flow in micropores, we made the problem tractable by simplifying the geometry into axisymmetric tubes with periodic constrictions. We computed interfacial deformation, breakup and coalescence from hydrodynamic principles, and delineate various flow regimes based on the control parameters. Within the parameter ranges explored in this work, depending on the body force, capillary force and the level of liquid saturation, a number of flow regimes were seen in the corrugated microchannel: gas flow, blockage, liquid flow, bubble-slug flow, droplet flow, annular flow and annular-droplet flow. We constructed a 2D map of flow regimes for a set of geometric and flow parameters starting from a prescribed initial configuration. Some of the regimes such as gas flow, blockage, liquid flow and shell flow regimes are new, and there is significant hysteresis when transitions happen on the flow map. Different flow patterns can result from different initial conditions under identical control parameters. Considering the differences in geometric setup, flow-control schemes and parameter ranges, the numerical simulations are in remarkably close agreement with experiments in terms of the boundaries between flow regimes and the holdup ratio.

Perhaps the most important findings of this study are the new flow regimes and the hysteresis, which highlight the importance of geometric features of the flow conduit, e.g. corners in micropore where the interface tends to pin.

6.1.2 Relative permeability of interfacial flows in a model porous media

Complex flow pathways, viscous coupling and transient flows are factors that challenge the validity of the extended Darcy’s law, which assumes a linear relationship between the velocity and pressure gradient for each phases. Accordingly, the relative permeabilities $K_{ri}$ should be functions of several parameters in addition to the saturation level. Because of this multi-variate dependence, experimental data show large quantitative scatters as well as qualitative contradictions in the literature. An obvious interpretation of this discrepancy is that two-phase transport in porous media depends strongly on the interfacial morphology and fluid dynamics near the interface. Using an accurate numerical simulation to demonstrate the connection between the
relative permeability and the interfacial dynamics is the main contribution of this project.

In this study we used pore-scale flow simulations to compute the relative permeability of a corrugated tube bundle model as a porous medium. Results have shown a generally nonlinear relationship between the pressure gradient and the velocity of each fluid phase. Lubrication of the non-wetting phase by the wetting phase is the main reason for the experimentally observed dependence of the relative permeability on the viscosity ratio. Besides, the simultaneous appearance of different flow regimes in pores of various sizes causes non-monotonic dependence of the relative permeability of the non-wetting phase on the saturation level. Variation in the hydrophobicity of the pore walls is another factor. Additionally, different initial configuration and/or pore geometry may lead to different relative permeabilities for each fluid, which demonstrates a dependence of the relative permeability on the flow history. All these factors contribute to viscous coupling, and invalidate the extended Darcy’s law.

6.1.3 Sessile drops motion and coalescence

Our motivation for studying sessile drop behavior under the simultaneous action of a wettability gradient and an external flow comes from air-water transport in hydrogen fuel cells, although similar dynamics takes place in many other natural and engineering processes, including water-oil flow in enhanced oil recovery. A salient feature of the drop dynamics is the hysteresis in the final resting position of drops when they move on solid substrates bearing wetting gradient and exposed to an external flow. Beside the competition among the three forces: external flow force, wetting gradient force, and viscose friction, the initial drop configuration is another important factor in determining the drop shape and motion. To have a successful coalescence for a pair of drops, the external flow should be co-current with the drop motion induced by the wetting gradient. In the the case of the two forces being counter-current to each other, the external flow should be weak compared with the wetting gradient force. If the external flow is strong enough, no coalescence will be seen; the drops will separate from each other, with one or both moving against the wetting gradient.

6.2 Significance and limitations

The insights gained from this research are potentially useful in two general ways. First, the novel phenomena that we have simulated may inspire
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Further, more in-depth research. Although we have uncovered certain interfacial dynamics, we have not at all achieved a complete understanding of the physics involved. This is due in part to the limitations of our methodology (more on this below), and also to the finite scope of a Ph.D. thesis. Nevertheless, the findings point to new directions of research which deserve to be explored in depth.

Second, a thorough understanding of interfacial flow characteristics in micropores is a fundamental step towards the rapid development of microfluidic and lab-on-chip devices. For example, optimization of the water-management strategy in micropores as well as in gas channel of PEM fuel cells promises to bring forth significant improvement in current hydrogen fuel cell technology. Based on our results, a gas diffusion medium with an engineered pattern of wetting gradient from the catalyst layer towards the gas channels would help to remove liquid water more efficiently. Current GDL technology uses PTFE coating to make the pores more hydrophobic. To build a wetting gradient into the GDL requires a more refined coating procedure or a gradient in pore size. In the meantime, to coat the pores with a large amount of PTFE may have adverse effects on water removal because of pore size reduction. Another potential application of our research is in guiding the miniaturization of microelectronic components that incurs high-flux heat generation from small areas. For such applications, the development of microscale heat exchangers using two-phase flows is a promising technology.

The limitations of this research can be summarized as follows:

1. Two dimensionality. A real porous media is a complex 3D structure, but software and hardware capability have limited us to mostly 2D computations (planar or axisymmetric). For one, in simulating sessile drop dynamics, almost all of our computations were in planar two-dimensional domains. In this way we failed to include effects of the surrounding fluid that flows around the sides of the drops.

2. Simplicity of the pore geometry. In calculating the interfacial flow regimes and relative permeabilities, we used a corrugated microchannel as a representative geometry. This does not include some potentially important geometric features of real pores, including branching and connection of micropores. This would call for a truly three-dimensional computation.

3. Limitations of the theoretical model. Currently, there are no satisfactory, self-contained contact line model, and our Cahn-Hilliard model
has to be supplemented by ad hoc input. Besides, we cannot compute realistic, nanoscale, diffusion (or slip) lengths but have to settle for much larger lengths. A side effect of Cahn-Hilliard diffusion is drop shrinkage, especially when a small drop is surrounded by a large domain of the other fluid. This requires careful choice of the model parameters to avoid undesirable diffusion and shrinkage effects while capturing the key physics of the problem.

4. Numerical method. We have used a fully implicit numerical scheme for stability, but the inversion of large matrices turns out to be very time consuming, and cannot be easily parallelized. Thus generalization to 3D computation has been difficult and limited in scope. There have been promising developments in algorithms that may mitigate this limitation in the future.

5. Limited range of initial setup. Although hysteresis has been shown to be an important effect, we generally avoided an exhaustive test of the dependence of the dynamics on initial conditions, mostly owing to the finite scope of the thesis. Besides, some simplifications may have introduced unrealistic conditions into the physics of the problem. For example, in the relative permeability study (Chapter 4), we assumed the same local saturation for all different pore sizes of the model porous media, but in reality capillary forces would produce different level of saturations in different pores.

This summary makes it clear that there are myriad new problems that remain to be investigated in two-phase flows in micropores. It is our hope that the findings of this thesis will inspire other researchers to contribute to this area of research, perhaps by bringing new tools and strategies to the as yet unresolved questions.
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