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Abstract

Hydrodynamic instabilities occurring in two dimensional shear flows have been investigated. First, the process of resonant interaction between two progressive interfacial waves is studied. Such interaction produces exponentially growing instabilities in idealized, homogeneous or density stratified, inviscid shear layers. It is shown that two oppositely propagating interfacial waves, having arbitrary initial amplitudes and phases, eventually phase-lock, provided they satisfy a particular condition. Three types of shear instabilities - Kelvin Helmholtz, Holmboe and Taylor have been studied. The above-mentioned condition provides a range of unstable wavenumbers for each instability type, and this range matches the predictions of the canonical normal-mode based linear stability theory.

The non-linear evolution of Kelvin-Helmholtz (KH) instability has been studied. The commonly known manifestation of KH is in the form of spiral billows. However, KH evolving from a piecewise linear shear layer is remarkably different; it is characterized by elliptical vortices of constant vorticity connected via thin braids. Using direct numerical simulation and contour dynamics, it is shown that the interaction between two counter-propagating vorticity waves is solely responsible for this KH formation. The oscillation of the vorticity wave amplitude, the rotation and nutation of the elliptical vortex, and straining of the braids have been investigated.

Finally, the linear stability of plane Couette-Poiseuille flow in the presence of a cross-flow is studied. The base flow is characterized by the cross flow Reynolds number, $Re_{inj}$ and the dimensionless wall velocity, $k$. Corresponding to each dimensionless wall velocity, $k \in [0, 1]$, two ranges of $Re_{inj}$ exist where
unconditional stability is observed. In the lower range of $Re_{inj}$, for modest $k$ we have a stabilization of long wavelengths leading to a cut-off $Re_{inj}$. As $Re_{inj}$ is increased, we see first destabilization and then stabilization at very large $Re_{inj}$. Analysis of the eigenspectrum suggests the cause of instability is due to resonant interactions of Tollmien-Schlichting waves.
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Chapter 1

Introduction

*It was easier to know it than to explain why I know it.* — Sherlock Holmes in A Study in Scarlet.

Velocity gradient, also known as velocity shear (or simply, shear), is ubiquitous in natural and industrial flows. As an example, when a fluid flows past a stationary obstacle, its velocity varies from zero at the obstacle wall to the free stream velocity. Therefore a shear layer is produced adjacent to the wall, which is technically known as the boundary layer. Flows over topography or over aircraft wings are examples of boundary layer flows.

Shear flow is not necessarily wall bounded. In atmospheric and oceanic flows there are situations where the upper fluid is left (right) moving while the lower fluid ismoving to the right (left). This is known as free shear flow and is typically observed in exchange dominated flows, e.g. oceanic gravity currents, estuarine flows and sea breezes. Natural exchange flows are often density stratified, hence understanding such shear flow dynamics requires consideration of the effects of density variations.

Shear flows can become hydrodynamically unstable, resulting in a process characterized by the growth of wavelike perturbations. These perturbations
can grow at an exponential rate, transforming the base flow from a laminar to turbulent state. Hence hydrodynamic instability is often regarded as the precursor of turbulence. During the instability mechanism energy is extracted from the large-scale motions and transferred to the smaller scales. The smallest scale processes are responsible for dissipating the mechanical energy into heat. If the flow is density stratified, the resulting mechanism leads to the mixing of the density field.

Turbulence and mixing are important aspects of many problems in meteorology, oceanography and several branches of engineering (e.g. mechanical, aerospace, environmental, chemical). In the aerospace industry, understanding boundary layer instabilities is crucial for reducing turbulent drag over an aircraft. In the fields of oceanography and atmospheric sciences, understanding free shear instabilities is important for developing accurate models for predicting weather and climate. Fig. 1.1 shows examples of wall bounded (boundary layer) and free shear turbulence.

1.1 Governing equations

In this thesis, we will only be considering two-dimensional flows. Let $x$ be the streamwise direction and $z$ be the cross-streamwise/vertical direction\(^1\). We assume the fluid to be incompressible and non-diffusive. Hence the conservation

\(^1\)We replace $z$ by $y$ in Chapters 3 and 4, since the flows under consideration are most likely to occur in the horizontal plane.
1.1. Governing equations

Figure 1.1: (a) Wall bounded turbulence in channel flow (Green, 2006) and (b) turbulence produced in the ocean mixing layer (Smyth & Moum, 2012).

of volume (continuity equation) can be written as

\[ \frac{\partial u}{\partial x} + \frac{\partial w}{\partial z} = 0 \] (1.1)

where \((u, w)\) is the velocity field. Let us denote the density, pressure and kinematic viscosity by \(\rho\), \(P\), and \(\nu\) respectively. Furthermore, we will only consider flows where density variations are either small or negligible. The effect of small density variations is included through Boussinesq approximations (Kundu & Cohen, 2004), in which it is assumed that the variation in density is negligible except when \(\rho\) is multiplied by gravity, \(g\). Following Kundu & Cohen (2004),
the two-dimensional, Boussinesq momentum equations are written as follows:

$$\frac{\partial u}{\partial t} + u \frac{\partial u}{\partial x} + w \frac{\partial u}{\partial z} = -\frac{1}{\rho_0} \frac{\partial P}{\partial x} + \nu \Delta u$$

(1.2)

$$\frac{\partial w}{\partial t} + u \frac{\partial w}{\partial x} + w \frac{\partial w}{\partial z} = -\frac{1}{\rho_0} \frac{\partial P}{\partial z} - g \frac{\rho}{\rho_0} + \nu \Delta w$$

(1.3)

where $\rho_0$ is a reference density, and $\Delta \equiv \partial^2/\partial x^2 + \partial^2/\partial z^2$. The fluid, assumed non-diffusive, also satisfies the conservation of mass:

$$\frac{\partial \rho}{\partial t} + u \frac{\partial \rho}{\partial x} + w \frac{\partial \rho}{\partial z} = 0$$

(1.4)

1.2 Hydrodynamic stability theory

To understand the hydrodynamic stability of a given fluid flow, we follow the procedure outlined in Drazin & Reid (2004). We will be considering a background flow $U(z)$ (i.e. parallel to $x$ and varying only in $z$) and background density $\bar{\rho}(z)$. The background flow is perturbed with a small two-dimensional perturbation velocity of $(u', w')$, density of $\rho'$, and pressure of $P'$, so that the total two-dimensional velocity field, $(u, w)$, density field, $\rho$, and pressure field, $P$, are

$$u = U + u', \quad w = w', \quad \rho = \bar{\rho} + \rho', \quad P = \bar{P} + P'$$

(1.5)

where $\bar{P}$ is the hydrostatic background pressure$^2$, implying $\partial \bar{P}/\partial z = -\bar{\rho}g$.

$^2$The quantity $\partial \bar{P}/\partial x = 0$ in Chapters 2 and 3, whereas in Chapter 4 $\partial \bar{P}/\partial x$ is negative constant.
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Using these relations along with Eq. (1.5) in Eqs. (1.2)-(1.3), we obtain

\[
\frac{\partial u}{\partial t} + u \frac{\partial u}{\partial x} + w \frac{\partial u}{\partial z} = -\frac{1}{\rho_0} \frac{\partial P'}{\partial x} + \nu \Delta u \tag{1.6}
\]

\[
\frac{\partial w}{\partial t} + u \frac{\partial w}{\partial x} + w \frac{\partial w}{\partial z} = -\frac{1}{\rho_0} \frac{\partial P'}{\partial z} + \frac{g \rho' \rho_0}{\rho_0} + \nu \Delta w \tag{1.7}
\]

We can use the continuity equation (Eq. (1.1)) to define a streamfunction such that

\[
u = \frac{\partial \psi}{\partial z}; \quad w = -\frac{\partial \psi}{\partial x} \tag{1.8}
\]

Taking \(\partial(1.6)/\partial z - \partial(1.7)/\partial x\) and using Eq. (1.8), we formulate the vorticity equation:

\[
\frac{\partial \Delta \psi}{\partial t} + u \frac{\partial \Delta \psi}{\partial x} + w \frac{\partial \Delta \psi}{\partial z} = \frac{g}{\rho_0} \frac{\partial \rho'}{\partial x} + \nu \Delta \Delta \psi \tag{1.9}
\]

We define a characteristic length scale \(l\), velocity scale \(\delta U\) and density scale \(\delta \rho\). This allows us to represent Eq. (1.9) in complete non-dimensional form:

\[
\frac{\partial \Delta \psi}{\partial t} + u \frac{\partial \Delta \psi}{\partial x} + w \frac{\partial \Delta \psi}{\partial z} = J \frac{\partial \rho'}{\partial x} + \frac{1}{Re} \Delta \Delta \psi \tag{1.10}
\]

where \(J\) is the bulk Richardson number and \(Re\) is the Reynolds number, and are defined as follows:

\[
J = \frac{\delta \rho g l}{\rho_0 (\delta U)^2}; \quad Re = \frac{\delta U l}{\nu} \tag{1.11}
\]
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1.2.1 Linearization and normal mode analysis

We decompose $\psi$ into mean and perturbation components: $\psi = \Psi(z) + \psi'$, and substitute it into Eq. (1.10). The equation is then linearized about the background state, i.e. terms with product of perturbation components are neglected. Similar treatment is also done on Eq. (1.4). The conventional way of solving the resulting linear equation is by applying the method of normal modes. In this method we assume the perturbation streamfunction and perturbation density to have the from $\psi'(x, z, t) = \varphi(z)e^{i\alpha(x-ct)}$ and $\rho'(x, z, t) = \hat{\rho}(z)e^{i\alpha(x-ct)}$ respectively, where $i$ is the imaginary unit, $\alpha$ is the real wavenumber, and $c = c_r + ic_i$ is the complex phase speed of the mode. The quantities $\alpha c_i$ and $c_r$ respectively denote the exponential growth rate and phase speed of the mode. When $c_i > 0$ the mode is unstable. Substitution of normal mode type perturbations into linearized Eqs. (1.10) and (1.4) yield the following eigenvalue problem-set:

$$\begin{align*}
(c - U)(\alpha^2 - D^2) - D^2 U \varphi &= J \hat{\rho} - \frac{i}{\alpha Re} (\alpha^2 - D^2)^2 \varphi \\
(U - c) \hat{\rho} &= \varphi D \hat{\rho}
\end{align*}$$

where $D \equiv d/dz$. The above two equations can be combined to produce the stratified, viscous linear stability equation:

$$\begin{align*}
[(c - U)(\alpha^2 - D^2) - D^2 U] \varphi &= J \frac{D \hat{\rho}}{(U - c)} \varphi - \frac{i}{\alpha Re} (\alpha^2 - D^2)^2 \varphi
\end{align*}$$

(1.14)
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If the flow is assumed inviscid \((Re \to \infty)\), Eq. (1.14) produces the Taylor-Goldstein equation (Taylor, 1931; Goldstein, 1931):

\[
D^2 \varphi + \left[ -J \frac{D\bar{\rho}}{(U-c)^2} - \frac{D^2 U}{(U-c)} - \alpha^2 \right] \varphi = 0 \tag{1.15}
\]

If the flow is homogeneous and viscous, Eq. (1.14) produces the Orr-Sommerfield equation (Drazin & Reid, 2004):

\[
i\alpha Re [ (c - U)(\alpha^2 - D^2) - D^2 U] \varphi = (\alpha^2 - D^2)^2 \varphi \tag{1.16}
\]

1.2.2 **Non-modal stability**

In the above section, we have introduced the concept of normal-mode based linear stability theory. Although this theory is extremely useful, it provides limited insight into the physical mechanism(s) responsible for hydrodynamic instability. The answer to why an infinitesimal perturbation vigorously grows from a stable background flow is provided in the form of non-intuitive mathematical theorems - Rayleigh’s inflection point theorem and Fjørtoft’s extension for the case of homogeneous flows, and Miles-Howard criterion for stratified flows (Drazin & Reid, 2004). Since linear instability is the first step towards understanding the more complicated and highly elusive non-linear processes like chaos and turbulence, it is helpful to formulate alternative theories which are able to provide intuitive explanations. Another shortcoming of the normal mode stability theory is the normal-mode assumption itself. The extensive
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work by Farrell (1984), Trefethen *et al.* (1993), Schmid & Henningson (2001) and others have shown that shear allows rapid non-modal transient growth due to non-orthogonal interaction between the modes. Farrell & Ioannou (1996) developed the Generalized stability theory for linear dynamical systems, and showed the process of obtaining the optimal non-modal growth from a singular value decomposition of the propagator matrix of the linear dynamical system.

Theories have been proposed to provide an intuitive understanding of the hydrodynamic instability process. Probably the first mechanistic picture of stratified shear instabilities was provided by Holmboe (1962). Using idealized velocity and density profiles, Holmboe postulated that the resonant interaction between stable propagating waves, each existing at a discontinuity in the background flow profile (density profile discontinuity produces gravity waves and vorticity profile discontinuity produces vorticity waves), yields exponentially growing instabilities. He was able to show that Kelvin-Helmholtz instability (Rayleigh, 1880) is the result of the interaction between two vorticity waves (also known as Rayleigh waves). Moreover, Holmboe also found a new type of instability, later came to be known as the “Holmboe instability”, produced by the interaction between vorticity and gravity waves. Bretherton, a contemporary of Holmboe, proposed a similar theory to explain mid-latitude cyclogenesis (Bretherton, 1966). He hypothesized that the cyclones form due to a baroclinic instability mechanism caused by the interaction between two Rossby edge waves (vorticity waves in a rotating frame of reference), one existing at the earth’s surface and the other located at the atmospheric tropopause.
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The theory proposed by Holmboe and Bretherton has been refined and reinterpreted over the years, see Cairns (1979); Hoskins et al. (1985); Caulfield (1994); Baines & Mitsudera (1994); Heifetz et al. (1999); Carpenter et al. (2013). As reviewed in Carpenter et al. (2013), resonant interaction between two edge waves in an idealized homogeneous or stratified shear layer occurs when these waves attain a phase-locked state, i.e. they are at rest relative to each other. Maintaining this phase-locked configuration, the waves grow equally at an exponential rate. Hoskins et al. (1985) summarized the Rossby edge wave induced shear instability mechanism in one sentence:

‘The induced velocity field of each Rossby wave keeps the other in step, and makes the other grow.’

1.3 Overview

In this thesis we have investigated various aspects of two dimensional shear flow instabilities. Chapter 2 is dedicated to providing a physical understanding of shear instabilities by looking into the problem from wave interaction perspective. The physical reason behind the growth of normal-mode type (i.e. exponentially growing) instabilities is obtained from this analysis. The investigation also provides valuable insight into the non-modal stability theory.

The idea proposed in Chapter 2 is extended to the non-linear regime in Chapter 3 for the case of Kelvin-Helmholtz instability. It has been shown that the non-linear interaction between two counter-propagating vorticity waves
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produce elliptical vortex patches connected via thin braids. The vortex and braid dynamics have been investigated.

In Chapter 4 we have followed the conventional normal-mode approach to investigate how channel flows can be unconditionally stabilized/destabilized. In a parameter space of non-dimensional wall velocity and non-dimensional cross flow velocity, we have investigated how these two parameters influence the stability of a channel flow. It has been shown that the two effects compensate each other. Moreover, a small range of cross-flows have been shown to exist for which the channel flow is unconditionally linearly stable even in the absence of wall motion.
Chapter 2

Understanding the mechanism of shear instabilities from wave interaction perspective

Before turning to those moral and mental aspects of the matter which present the greatest difficulties, let the inquirer begin by mastering more elementary problems. — Sherlock Holmes in A Study in Scarlet.

2.1 Introduction

In this Chapter we study shear instabilities in terms of interacting interfacial waves. Holmboe was probably the first to postulate that the resonant interaction between stable progressive waves, each existing at a discontinuity in the background flow profile (can be vorticity or density discontinuity), yields

\[^1\text{A version of this chapter has been submitted for publication. A. Guha and G. A. Lawrence (2013) A wave interaction approach to studying non-modal homogeneous and stratified shear instabilities.}\]
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exponentially growing instabilities. Holmboe showed that Kelvin-Helmholtz instability (Rayleigh, 1880) is the result of the interaction between two vorticity waves (also known as Rayleigh waves). Moreover, Holmboe also found a new type of instability, later came to be known as the “Holmboe instability”, produced by the interaction between vorticity and gravity waves. Holmboe’s hypothesis has been refined and re-interpreted over the years, see Cairns (1979); Hoskins et al. (1985); Caulfield (1994); Baines & Mitsudera (1994); Heifetz et al. (1999); Carpenter et al. (2013).

In recent years, Heifetz and co-authors (Heifetz et al., 1999, 2004; Heifetz & Methven, 2005) have extensively studied the interaction between Rossby edge waves. By not limiting the Rossby edge waves to be of the normal-mode type, they were able to obtain non-modal instability and transient growth mechanisms. While Heifetz et al. (2004) derived the governing equations using the Hamiltonian approach, Heifetz & Methven (2005) used the streamfunction-vorticity approach. Their successful attempt has motivated us to formulate a generalized interfacial wave interaction technique for studying homogeneous and stratified shear instabilities. Without forcing the wave to be of the normal-mode type, and furthermore, without assuming any particular type of waveform (e.g. gravity wave or vorticity wave), we have formulated the governing equations for wave interaction. Our equations are derived from the linearized kinematic and dynamic (for stratified flows) conditions. Unlike Heifetz et al. (2004) and Heifetz & Methven (2005), our key variables are the vertical displacement and the vertical velocity of the wave. The choice of variables, along
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In the present study we consider multi-layered flows with constant density and vorticity in each layer. This configuration makes the equations of motion for perturbations within a layer to be the same as that in an irrotational background flow. The interface between two adjacent layers signifies a discontinuity in vorticity or density. The former is a vorticity interface, while the latter is a density interface. Let such an interface existing at a location \( z = z_i \) be perturbed by an infinitesimal vertical displacement \( \eta_i \), given as follows:

\[
\eta_i = A_{\eta_i}(t) \cos[\alpha x + \phi_{\eta_i}(t)]
\]

This displacement manifests itself in the form of stable, progressive wave(s), the amplitude and phase of which are \( A_{\eta_i} \) and \( \phi_{\eta_i} \) respectively. While a vorticity interface produces a vorticity wave, two oppositely traveling gravity waves are produced in the case of a density interface. We have assumed the interfacial displacement (or the wave) to be monochromatic, having a wavenumber \( \alpha \). Moreover, the interface satisfies the kinematic condition - a particle initially on the interface will remain there forever. The linearized kinematic condition
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is given by

\[ \frac{\partial \eta_i}{\partial t} + U_i \frac{\partial \eta_i}{\partial x} = w_i \]  \hspace{1cm} (2.2)

where \( U_i \equiv U(z_i) \) is the background velocity and \( w_i \) is the vertical velocity at the interface. We prescribe the latter to be as follows:

\[ w_i = A_{w_i}(t) \cos[\alpha x + \phi_{w_i}(t)] \]  \hspace{1cm} (2.3)

Here \( A_{w_i} \) is the amplitude and \( \phi_{w_i} \) is the phase of \( w_i \). The interfacial deformation sets up an irrotational velocity field away from the interface (Holmboe, 1962; Caulfield, 1994):

\[ \Delta \psi' = 0 \text{ when } z \neq z_i \]  \hspace{1cm} (2.4)

When the perturbation streamfunction of the form \( \psi'(x, z, t) = \varphi(z)e^{i(\alpha x + \theta_{\psi}(t))} \) is substituted in the above equation we get

\[ \frac{\partial^2 \varphi}{\partial z^2} - \alpha^2 \varphi = 0 \]  \hspace{1cm} (2.5)

The above equation yields \( \varphi = e^{-\alpha|z-z_i|}\varphi_i \). The vertical velocity \( w = \frac{\partial \psi}{\partial x} \) is then given by

\[ w = e^{-\alpha|z-z_i|}w_i \]  \hspace{1cm} (2.6)

Substituting Eqs. (2.1) and (2.3) in Eq. (2.2), we obtain

\[ \dot{A}_{\eta_i} \cos(\alpha x + \phi_{\eta_i}) - A_{\eta_i} \left( \alpha U_i + \dot{\phi}_{\eta_i} \right) \sin(\alpha x + \phi_{\eta_i}) = A_{w_i} \cos(\alpha x + \phi_{w_i}) \]  \hspace{1cm} (2.7)
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Here \( \phi_{\eta_i}, \phi_{w_i} \in [-\pi, \pi] \). The frequency and the growth rate of a wave are respectively defined as \( \sigma_i \equiv -\dot{\phi}_{\eta_i} \) and \( \gamma_i \equiv \dot{A}_{\eta_i}/A_{\eta_i} \) (overdot denotes \( d/dt \)). Using these definitions in Eq. (2.7), we get

\[
\sigma_i = \alpha U_i - \omega_i \sin (\Delta \phi_{ii}) \tag{2.8}
\]

\[
\gamma_i = \omega_i \cos (\Delta \phi_{ii}) \tag{2.9}
\]

where \( \Delta \phi_{ii} \equiv \phi_{w_i} - \phi_{\eta_i} \). In order to get Eqs. (2.8)-(2.9) from Eq. (2.7), we write the R.H.S. of Eq. (2.7) as follows: \( A_{w_i} \cos (\alpha x + \phi_{w_i}) = A_{w_i} \cos (\alpha x + \phi_{\eta_i} + \Delta \phi_{ii}) \). The cosine function is expanded using a standard trigonometric identity. Finally we collect the coefficients of \( \sin(\alpha x) \) and \( \cos(\alpha x) \).

Eq. (2.8) shows that the frequency of a wave consists of two components - (i) the Doppler shift \( \alpha U_i \) due to the background velocity, and (ii) the intrinsic frequency \( -\omega_i \sin (\Delta \phi_{ii}) \), where \( \omega_i \equiv A_{w_i}/A_{\eta_i} \). The phase-speed \( c_i \equiv \sigma_i/\alpha \) of the wave is found to be

\[
c_i = U_i - \frac{\omega_i}{\alpha} \sin (\Delta \phi_{ii}) \tag{2.10}
\]

The last term (including the negative sign) denotes the intrinsic phase-speed. Noting that a wave in isolation cannot grow or decay on its own, Eq. (2.9) demands that \( |\Delta \phi_{ii}| = \pi/2 \). Therefore for a stable wave, the vertical velocity field at the interface has to be in quadrature with the interfacial deformation. According to Eqs. (2.8) and (2.10), the quadrature condition makes the mag-
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The magnitude of the intrinsic frequency and the intrinsic phase-speed to be \( \omega_i \) and \( \omega_i/\alpha \) respectively. The intrinsic direction of motion of the wave, however, is determined by \( \Delta \phi_{ii} \). For waves moving to the left relative to the interfacial velocity \( U_i \), \( \Delta \phi_{ii} = \pi/2 \). Similarly for right moving waves, \( \Delta \phi_{ii} = -\pi/2 \). When such a stable, progressive wave is acted upon by external influence(s) (e.g. when another wave interacts with the given wave, as detailed in §2.3), the quadrature condition is no longer satisfied, i.e. \( |\Delta \phi_{ii}| \neq \pi/2 \). Therefore, the wave may grow (\( \gamma_i > 0 \)) or decay (\( \gamma_i < 0 \)), and its intrinsic frequency and phase-speed may change.

In our analyses we will consider two types of progressive interfacial waves - vorticity waves and internal gravity waves.

2.2.1 Vorticity waves

Vorticity waves, also known as Rayleigh waves, exist at a vorticity interface (i.e. regions involving a sharp change in vorticity). Such interfaces are a common feature in the atmosphere and oceans. In rotating frame, the analogue of vorticity wave is the Rossby edge wave which exists at a sharp transition in the potential vorticity. When Rossby edge waves propagate in a direction opposite to the background flow, they are called “counter-propagating Rossby waves” or CRWs (Heifetz et al., 1999).

In order to evaluate the frequency \( \omega_i \) of vorticity waves, let us consider a
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velocity profile having the form

\[
U(z) = \begin{cases} 
U_i & z \geq z_i \\
Sz & z \leq z_i 
\end{cases} 
\]  \hspace{1cm} (2.11)

Here the constant \( S = U_i/z_i \) is the vorticity, or the shear in the region \( z \leq z_i \) (Carpenter et al., 2013). In Eq. (2.11), the vorticity \( dU/dz \) is discontinuous at \( z = z_i \). This condition supports a vorticity wave. A deformation \( \eta_i \) of the interface adds vorticity \( S \) to the upper layer and removes it from the lower layer, creating a vorticity imbalance in the horizontal direction. This imbalance produces a velocity field which causes the wave to propagate in the horizontal direction. The horizontal component \( u_i \) of the perturbation velocity field set up by the interfacial deformation undergoes a jump at the interface, the value of which can be determined from Stokes’ Theorem (Appendix 5.3.3):

\[
u_i^+ - u_i^- = S\eta_i 
\]  \hspace{1cm} (2.12)

By taking an \( x \) derivative of Eq. (2.12) and invoking the continuity relation, we get

\[-\frac{\partial w_i^+}{\partial z} + \frac{\partial w_i^-}{\partial z} = S\frac{\partial \eta_i}{\partial x} \]  \hspace{1cm} (2.13)

By substituting Eqs. (2.1) and (2.3) in Eq. (2.13), we obtain

\[
\omega_i = -\frac{S}{2}\frac{\sin(\alpha x + \phi_i)}{\cos(\alpha x + \phi_i)} = \frac{S}{2\sin(\Delta \phi_{ii})} 
\]  \hspace{1cm} (2.14)
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The fact that $\omega_i$ is always positive demands

$$\Delta \phi_{ii} = \frac{\pi}{2} \text{sgn}(S) \quad (2.15)$$

where $\text{sgn}(\cdot)$ is the sign function. From Eq. (2.14), the intrinsic frequency of a vorticity wave is found to be $-S/2$. The phase-speed $c_i$ can be evaluated by substituting Eq. (2.14) into Eq. (2.10):

$$c_i = U_i - \frac{S}{2\alpha} \quad (2.16)$$

If $S > 0$, the vorticity wave moves to the left relative to the background flow. Alternative derivations of the frequency and phase-speed of a vorticity wave can be found in several references, e.g. Caulfield (1994), Sutherland (2010) or Carpenter et al. (2013).

2.2.2 Interfacial internal gravity waves

Interfacial gravity waves exist at a density interface, i.e. regions involving sharp change in density. The most common example of interfacial gravity wave is the surface wave existing at the interface of air and water. Here we will be considering interfacial internal gravity waves (hereafter, gravity waves) only. Such waves exist in density stratified flows having a thin density interface (pycnocline). Since most natural water bodies like lakes, estuaries and oceans are density stratified, gravity waves are ubiquitous.
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In the case of gravity waves, the intrinsic frequency $-\omega_i \sin(\Delta \phi_{ii})$ can be evaluated by considering the dynamic condition. The latter implies that the pressure at the density interface must be continuous. Let the density of upper and lower fluids be $\rho_1$ and $\rho_2$ respectively. Then the linearized dynamic condition at the interface after some simplification becomes (Eq. (3.13) of Caulfield (1994)):

$$\frac{\partial \psi_i}{\partial t} + U_i \frac{\partial \psi_i}{\partial x} = \frac{g' \partial \eta_i}{2 \alpha \partial x} \quad (2.17)$$

Here $g' \equiv g(\rho_2 - \rho_1)/\rho_0$ is the reduced gravity and $\rho_0$ is the reference density. Under Boussinesq approximation $\rho_0 \approx \rho_1 \approx \rho_2$. By taking an $x$ derivative of Eq. (2.17) and using the streamfunction relation $\{u_i, w_i\} = \{-\partial \psi_i/\partial z, \partial \psi_i/\partial x\}$, we get

$$\frac{\partial w_i}{\partial t} + U_i \frac{\partial w_i}{\partial x} = \frac{g' \partial^2 \eta_i}{2 \alpha \partial x^2} \quad (2.18)$$

Substitution of Eqs. (2.1) and (2.3) in Eq. (2.18) yields

$$\dot{A}_{w_i} \cos (\alpha x + \phi_{w_i}) - A_{w_i} \dot{\phi}_{w_i} \sin (\alpha x + \phi_{w_i})$$

$$-\alpha U_i A_{w_i} \sin (\alpha x + \phi_{w_i}) = -\frac{g' \alpha}{2} A_\eta \cos (\alpha x + \phi_\eta) \quad (2.19)$$

The quantity $\dot{\phi}_{w_i} = \dot{\phi}_\eta = -\sigma = -\alpha \sigma_i$. On substituting this relation in Eq. (2.19), we obtain

$$\omega_i = \frac{g' \sin (\Delta \phi_{ii})}{2 (U_i - c_i)} \quad (2.20)$$
Since $\omega_i$ is a positive quantity, Eq. (2.20) demands

$$\Delta \phi_{ii} = \frac{\pi}{2} \text{sgn}(U_i - c_i)$$

(2.21)

An important aspect of Eq. (2.20) is that it has been derived independent of the kinematic condition. The presence of single or multiple interfaces does not alter the expression in Eq. (2.20), implying that this equation provides a generalized description of $\omega_i$. Inclusion of kinematic condition yields an expression for $\omega_i$ which is simpler but problem specific. For example, when a single interface is present, inclusion of kinematic condition in Eq. (2.20) produces the well known expression for gravity wave frequency. Substituting Eq. (2.8) (this equation has been derived from the kinematic condition for a single interface, i.e. Eq. (2.2)) in Eq. (2.20) and considering only the positive value, we obtain the dispersion relation for gravity waves:

$$\omega_i = \sqrt{\frac{g'\alpha}{2}}$$

(2.22)

Moreover Eq. (2.9) requires $|\Delta \phi_{ii}| = \pi/2$. Substituting it along with Eq. (2.20) in Eq. (2.10)) produces the well known expression for the phase-speed of a gravity wave:

$$c_i = U_i \pm \sqrt{\frac{g'}{2\alpha}}$$

(2.23)

The above equation shows that each density interface supports two gravity waves, one moving to the left and the other to the right relative to the back-
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ground velocity \( U_i \). Alternative approaches to deriving the frequency and phase-speed of a gravity wave can be found in Caulfield (1994); Sutherland (2010); Carpenter et al. (2013)).

2.3 Interaction between two linear interfacial waves

Let us now consider a system with two interfaces, one at \( z = z_1 \) and the other one at \( z = z_2 \). The linearized kinematic condition at each of these interfaces is then given by:

\[
\begin{align*}
\frac{\partial \eta_1}{\partial t} + U_1 \frac{\partial \eta_1}{\partial x} &= w_1 + e^{-\alpha |z_1-z_2|} w_2 \\
\frac{\partial \eta_2}{\partial t} + U_2 \frac{\partial \eta_2}{\partial x} &= e^{-\alpha |z_1-z_2|} w_1 + w_2
\end{align*}
\]  

(2.24)  

(2.25)

It has been implicitly assumed that both waves have the same wavenumber. The R.H.S. of Eqs. (2.24)-(2.25) reveal the subtle effect of wave interaction, and can be understood as follows. The effect of \( w_1 \) extends away from the interface \( z_1 \), hence it can be felt by a wave existing at another location, say \( z_2 \). Therefore the vertical velocity of the wave at \( z_2 \) gets modified - it becomes the linear superposition of its own vertical velocity \( w_2 \) and the component of \( w_1 \) existing at \( z_2 \). This phenomenon is also known as “action-at-a-distance”, see Heifetz & Methven (2005).
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On substituting Eqs. (2.1) and (2.3) in Eqs. (2.24)-(2.25), we get

\[ \dot{A}_m \cos (\alpha x + \phi_{\eta_1}) - A_m \left( \alpha U_1 + \dot{\phi}_{\eta_1} \right) \sin (\alpha x + \phi_{\eta_1}) = \]

\[ A_{w_1} \cos (\alpha x + \phi_{w_1}) + e^{-\alpha |z_1 - z_2|} A_{w_2} \cos (\alpha x + \phi_{w_2}) \]  \hspace{1cm} (2.26)

\[ \dot{A}_{\eta_2} \cos (\alpha x + \phi_{\eta_2}) - A_{\eta_2} \left( \alpha U_2 + \dot{\phi}_{\eta_2} \right) \sin (\alpha x + \phi_{\eta_2}) = \]

\[ e^{-\alpha |z_1 - z_2|} A_{w_1} \cos (\alpha x + \phi_{w_1}) + A_{w_2} \cos (\alpha x + \phi_{w_2}) \]  \hspace{1cm} (2.27)

Proceeding in a manner similar to §2.2, the growth rate \( \gamma_i \) and phase-speed \( c_i \) of each wave is found to be

\[ \gamma_1 = \frac{A_{w_1}}{A_{\eta_1}} \cos (\Delta \phi_{11}) + \frac{A_{w_2}}{A_{\eta_1}} e^{-\alpha |z_1 - z_2|} \cos (\Delta \phi_{12}) \]  \hspace{1cm} (2.28)

\[ c_1 = U_1 - \frac{1}{\alpha} \left[ \frac{A_{w_1}}{A_{\eta_1}} \sin (\Delta \phi_{11}) + \frac{A_{w_2}}{A_{\eta_1}} e^{-\alpha |z_1 - z_2|} \sin (\Delta \phi_{12}) \right] \]  \hspace{1cm} (2.29)

\[ \gamma_2 = \frac{A_{w_2}}{A_{\eta_2}} \cos (\Delta \phi_{22}) + \frac{A_{w_1}}{A_{\eta_2}} e^{-\alpha |z_1 - z_2|} \cos (\Delta \phi_{21}) \]  \hspace{1cm} (2.30)

\[ c_2 = U_2 - \frac{1}{\alpha} \left[ \frac{A_{w_2}}{A_{\eta_2}} \sin (\Delta \phi_{22}) + \frac{A_{w_1}}{A_{\eta_2}} e^{-\alpha |z_1 - z_2|} \sin (\Delta \phi_{21}) \right] \]  \hspace{1cm} (2.31)

Here \( \Delta \phi_{ij} \equiv \phi_{w_j} - \phi_{\eta_i} \). When \( \alpha |z_1 - z_2| \rightarrow \infty \), the two waves decouple, and we recover Eqs. (2.9)-(2.10) for each wave. As argued in §2.2, a wave in isolation cannot grow or decay on its own. Therefore, the first term in each of Eq. (2.28) and Eq. (2.30) should be equal to zero, implying \( |\Delta \phi_{ii}| = \pi/2 \).

In all our analyses, we will be considering a system with a left moving top wave (\( \Delta \phi_{11} = \pi/2 \)) and a right moving bottom wave (\( \Delta \phi_{22} = -\pi/2 \)), the wave motion being relative to the background velocity at the corresponding
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interface. Let the phase shift between the bottom and top waves be \( \Phi \equiv \phi_{\eta_2} - \phi_{\eta_1} \). Therefore \( \Delta \phi_{12} = \Phi - \pi/2 \) and \( \Delta \phi_{21} = \pi/2 - \Phi \). Defining amplitude ratio \( R \equiv A_{\eta_1}/A_{\eta_2} \), we re-write Eqs. (2.28)-(2.31) to obtain

\[
\begin{align*}
\gamma_1 &= \frac{\omega_2}{R} e^{-\alpha|z_1-z_2|} \sin \Phi \\
c_1 &= U_1 - \frac{1}{\alpha} \left[ \omega_1 - \frac{\omega_2}{R} e^{-\alpha|z_1-z_2|} \cos \Phi \right] \\
\gamma_2 &= R\omega_1 e^{-\alpha|z_1-z_2|} \sin \Phi \\
c_2 &= U_2 + \frac{1}{\alpha} \left[ \omega_2 - R\omega_1 e^{-\alpha|z_1-z_2|} \cos \Phi \right]
\end{align*}
\]

Eqs. (2.32)-(2.35) describe the linear hydrodynamic stability of the system. Unlike the conventional linear stability analysis, we did not impose normal-mode type perturbations (they only account for exponentially growing instabilities) in our derivation. Therefore the equation set provides a non-modal description of hydrodynamic stability in idealized (multi-layered) shear flows. We refer to this theory as the “wave interaction theory (WIT)”. WIT is only applicable to those hydrodynamic stability problems where the discrete spectrum dynamics is of interest and the continuous spectrum can be neglected. A schematic description of the process of wave interaction is illustrated in Fig. 2.1.

Subtracting Eq. (2.34) from Eq. (2.32) and Eq. (2.35) from Eq. (2.33), we
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Figure 2.1: Schematic of the interfacial wave interaction mechanism. The deformation and associated vertical velocity of each wave is shown by the same color. Interaction imposes an additional vertical velocity (shown by different color). The horizontal arrow associated with a wave indicates the intrinsic wave propagation direction. Both the waves are counter-propagating (move against the background velocity at that location).

\[
\frac{dR}{dt} = R (\gamma_1 - \gamma_2) = (\omega_2 - R^2 \omega_1) e^{-\alpha|z_1 - z_2|} \sin \Phi \tag{2.36}
\]

\[
\frac{d\Phi}{dt} = \alpha (c_1 - c_2) = \alpha (U_1 - U_2) - \left[ \omega_1 + \omega_2 - \left( \frac{R \omega_1 + \omega_2}{R} \right) e^{-\alpha|z_1 - z_2|} \cos \Phi \right] \tag{2.37}
\]

The two parameters have the following range of values: \( R \in (0, \infty) \) and \( \Phi \in [-\pi, \pi] \). Eqs. (2.36)-(2.37) represent a two dimensional, autonomous, non-linear dynamical system. The two equilibrium points of the system, found by imposing the conditions \( dR/dt = 0 \) in Eq. (2.36) and \( d\Phi/dt = 0 \) in Eq. (2.37),
are given by

\[(R, \Phi) = (R_{NM}, \Phi_{NM}) \quad \text{and} \quad (R_{NM}, -\Phi_{NM}) \quad (2.38)\]

where

\[R_{NM} = \sqrt{\frac{\omega_2}{\omega_1}} \quad (2.39)\]

\[\Phi_{NM} = \pm \cos^{-1}\left[\frac{\omega_1 + \omega_2 - \alpha (U_1 - U_2)}{2\sqrt{\omega_1 \omega_2}} e^{\alpha |z_1 - z_2|}\right] \quad (2.40)\]

Eq. (2.40) reveals that the equilibrium points exist only if

\[\left|\frac{\omega_1 + \omega_2 - \alpha (U_1 - U_2)}{2\sqrt{\omega_1 \omega_2}} e^{\alpha |z_1 - z_2|}\right| \leq 1 \quad (2.41)\]

The linear behavior of the dynamical system around the equilibrium points is of interest. To understand this behavior, we evaluate the Jacobian matrix, \(J\) at the equilibrium points:

\[J (R_{NM}, \pm \Phi_{NM}) = -2\sqrt{\omega_1 \omega_2 e^{-\alpha |z_1 - z_2|}} \begin{bmatrix} \sin (\pm \Phi_{NM}) & 0 \\ 0 & \sin (\pm \Phi_{NM}) \end{bmatrix} \quad (2.42)\]

Eq. (2.42) shows that the two eigenvalues corresponding to each equilibrium point are equal. Further analysis reveals that every vector at the equilibrium point is an eigenvector. The equilibrium point \((R_{NM}, \Phi_{NM})\) produces negative eigenvalues, while the eigenvalues corresponding to \((R_{NM}, -\Phi_{NM})\) are
positive. Hence the dynamical system represented by Eqs. (2.36)-(2.37) is of “source-sink” type. In terms of the classical normal-mode analysis, each equilibrium point corresponds to a normal-mode of the discrete spectrum - \((R_{NM}, \Phi_{NM})\) corresponds to the growing normal-mode (signifying exponential growth) and \((R_{NM}, -\Phi_{NM})\) corresponds to the decaying normal-mode (signifying exponential decay). Normal-mode type instabilities can exist only if the condition in Eq. (2.41) is satisfied. Therefore Eq. (2.41) denotes the condition for exponentially growing instabilities in idealized, homogeneous and stratified shear layers.

WIT allows understanding hydrodynamic instability from two different perspectives - wave interaction and dynamical systems. According to the former, exponentially growing instabilities signify resonant interaction between the two waves. From dynamical systems point of view, resonance implies “equilibrium condition” \((d\Phi/dt = 0 \text{ and } dR/dt = 0)\). Wave interaction interpretation of each of the two components of the equilibrium condition are as follows:

(a) *Phase-Locking*: Reduction in the phase-speed of each wave occurs through the interaction mechanism - the vertical velocity field produced by the distant wave acts so as to diminish the phase-speed of the given wave. Furthermore, if the waves are “counter-propagating” (meaning, the direction of the intrinsic phase-speed, \(-\omega_i \sin(\Delta \phi_{ii})/\alpha\), is opposite to the background flow), the background flow causes an additional reduction in the phase-speed. Both wave interaction and counter-propagation work in tandem until the two waves
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Figure 2.2: The figure shows that any initial condition \((R_0, \Phi_0)\) finally yields the resonant configuration \((R_{NM}, \Phi_{NM})\), provided Eq. (2.41) is satisfied. The case depicted here is Kelvin-Helmholtz instability (interaction between two vorticity waves) corresponding to \(\alpha = 0.4\). Any other shear instability will show qualitatively similar characteristics. (a) \(\Phi\) versus \(t\) corresponding to \(\Phi_0 = -\pi, -\pi/2, 0, \Phi_{NM}, \pi/2\) and \(\pi\). The value of \(R_0\) is held constant, and is equal to 2. (b) \(R\) versus \(t\) corresponding to \(R_0 = 1/2, 1(R_{NM}), 2\) and 5. The value of \(\Phi_0\) is held constant, and is equal to \(-\pi/2\).
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“phase-lock”, i.e. they are stationary relative to each other. In other words, this means $d\Phi/dt = 0$.

(b) Mutual Growth: The phase shift at the phase-locked state, $\Phi_{NM}$, is a unique angle producing the resonant configuration. This configuration causes the two waves to grow equally (i.e. $\gamma_1 = \gamma_2$) via interaction. Eq. (2.36) shows that equal growth rate implies $dR/dt = 0$. Furthermore, Eqs. (2.32) and (2.34) imply $\gamma_1 = \gamma_2 = \text{constant}$, meaning that the wave amplitudes grow at an exponential rate.\(^3\) This exponential growth explains why the equilibrium point $(R_{NM}, \Phi_{NM})$ corresponds to the growing normal-mode of the discrete spectrum.

WIT shows that the individual waves grow when $0 \leq \Phi \leq \pi$ and decay when $-\pi \leq \Phi \leq 0$. The largest possible growth, also known as the optimal growth, occurs when $\Phi = \pi/2$. These results are in accordance with the analysis of Heifetz & Methven (2005). Using the Generalized stability theory of Farrell & Ioannou (1996), Heifetz & Methven (2005) showed that the optimal growth in a barotropic shear layer occurs when the two counter-propagating Rossby waves are in quadrature.

WIT also reveals that the left moving top wave and the right moving bottom wave eventually phase-lock (which then leads to mutual growth), provided the condition in Eq. (2.41) is satisfied. Any arbitrary initial condition

\(^3\)There are systems where phase-locking does not produce exponential growth. For example, stable barotropic and baroclinic modes result from the phase-locking between deep water surface gravity and internal gravity waves; see Chapter 7 of Kundu & Cohen (2004), Pg. 259-261. Shear is always absent in such systems.
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(say $R = R_0$ and $\Phi = \Phi_0$) finally leads to phase-locking, and is evident from Fig. 2.2. As mentioned already, Eqs. (2.32)-(2.37) describe the non-modal instability process. Non-modal instability signifies non-orthogonal interaction between the two wave modes, and is the entire process occurring prior to the phase-locking event. Phase-locking is the final or steady state configuration, and corresponds to the the growing normal-mode $(R_{NM}, \Phi_{NM})$ of the discrete spectrum. The fact that $\Phi_{NM}$ signifies the growing normal-mode configuration implies $0 \leq \Phi_{NM} \leq \pi$.

A misconception might arise for phase shifts in the range $-\pi \leq \Phi \leq 0$. In this case, the reader might form an impression that the instability will not appear (because both the waves are decaying according to Eqs. (2.32) and (2.34)). However, the wave decay process is temporary. The two waves continuously adjust $\Phi$ so as to enter the growing zone $0 \leq \Phi \leq \pi$. After reaching this zone, the two waves still continue to adjust $\Phi$ until the steady-state value (i.e. the resonant configuration), $\Phi_{NM}$, is reached. This fact can be better understood by considering the case $\Phi_0 = -\pi/2$ in Fig. 2.2(a). Although initially $-\pi \leq \Phi \leq 0$, the value of $\Phi$ eventually enters the growing range and finally attains the steady-state value.
2.4 Homogeneous and stratified shear instabilities

2.4.1 The Kelvin-Helmholtz instability

Let us consider a piecewise linear velocity profile

\[ U(z) = \begin{cases} 
U_1 & z \geq z_1 \\
S z & z_2 \leq z \leq z_1 \\
U_2 & z \leq z_2 
\end{cases} \]  

(2.43)

This profile is a prototype of barotropic shear layers occurring in many geophysical and astrophysical flows, see Chapter 3. It supports two vorticity waves, one at \( z_1 \) and the other at \( z_2 \). The shear \( S = (U_1 - U_2)/(z_1 - z_2) \). We non-dimensionalize the problem by choosing a length scale \( h = (z_1 - z_2)/2 \) and a velocity scale \( \Delta U = (U_1 - U_2)/2 \). In a reference frame moving with the mean flow \( \bar{U} = (U_1 + U_2)/2 \), the non-dimensional velocity profile becomes

\[ U(z) = \begin{cases} 
1 & z \geq 1 \\
z & -1 \leq z \leq 1 \\
-1 & z \leq -1 
\end{cases} \]  

(2.44)

where both \( U \) and \( z \) are now non-dimensional quantities. This profile, along with the vorticity waves, is shown in Fig. 2.3(a). The top wave is left moving.
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Figure 2.3: (a) The setting leading to the Kelvin-Helmholtz instability. The velocity profile in Eq. (2.44) is shown on the left, while the vorticity waves (marked by “V”) are shown on the right. (b) Linear stability diagram of the Kelvin-Helmholtz instability ($\gamma$ denotes the modal growth rate).
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while the bottom wave is right moving. Both the waves counter-propagate, i.e. move in a direction opposite to the background flow. The wave interaction and subsequent instability mechanism can be understood from WIT, see §2.3.

The classical normal-mode based linear stability analysis of the profile in Eq. (2.44) was first performed by Rayleigh (1880). He showed that if the non-dimensional wavenumber $\alpha$ is in the range $0 \leq \alpha \leq 0.64$, the flow is unstable; see Fig. 2.3(b). Thus, the piecewise linear profile and the ensuing instability are often referred to as the “Rayleigh’s shear layer” and “Rayleigh’s shear instability” respectively. However we will address the latter as the “Kelvin-Helmholtz instability (KH)”, following the wider acceptance of this terminology in the stratified shear layer community (Carpenter et al., 2013). The non-modal analysis of the piecewise linear profile was performed in detail by Heifetz et al. (1999); Heifetz & Methven (2005). Following the footsteps of Bretherton (1966) and Hoskins et al. (1985), Heifetz and co-authors were able to put forward a comprehensive mechanistic picture of KH (in rotating frame) in terms of counter-propagating Rossby wave interactions. By using the Generalized Stability Theory (Farrell & Ioannou, 1996), Heifetz & Methven (2005) showed how wave interaction leads to optimal growth in shear layers.

Here we study the KH problem in terms of WIT, i.e. Eqs. (2.32)-(2.35). Since the two waves involved in the KH problem are vorticity waves, we substitute Eq. (2.14) in the WIT equation-set and after non-dimensionalization
we obtain

\[
\gamma_1 = \frac{1}{2R} e^{-2\alpha} \sin \Phi \quad (2.45)
\]

\[
c_1 = 1 - \frac{1}{2\alpha} \left[ 1 - \frac{1}{R} e^{-2\alpha} \cos \Phi \right] \quad (2.46)
\]

\[
\gamma_2 = \frac{R}{2} e^{-2\alpha} \sin \Phi \quad (2.47)
\]

\[
c_2 = -1 + \frac{1}{2\alpha} \left[ 1 - R e^{-2\alpha} \cos \Phi \right] \quad (2.48)
\]

Eqs. (2.45)-(2.48) are isomorphic to Eqs. (14a)-(14d) of Heifetz et al. (1999) and homomorphic to Eqs. (7a)-(7d) of Davies & Bishop (1994). These two referenced equation-sets describe edge wave interactions in two different types of rotating physical systems. While the one described by Heifetz et al. (1999) shows how CRW interactions lead to barotropic shear instability, the equation-set formulated by Davies & Bishop (1994) shows how baroclinic instability is produced through the interaction of temperature edge waves of the Eady model. Furthermore, Heifetz et al. (1999) showed that their set of equations is homomorphic to that of Davies & Bishop (1994).

Eqs. (2.45)-(2.48) demonstrate how wave interaction causes amplitude growth and phase-speed modification of the individual vorticity waves, thereby leading to KH. The fact that the wave interaction modifies the phase-speed of a vorticity wave can be understood by comparing Eq. (2.46) and Eq. (2.48) with the non-dimensional form of Eq. (2.16) (non-dimensionalization means substituting \( S = 1 \) and \( U_i = 1 \) or \(-1\) in Eq. (2.16)).
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The generalized non-linear dynamical system given by Eqs. (2.36)-(2.37) in this case translates to

\[
\frac{dR}{dt} = \frac{1}{2} \left( 1 - R^2 \right) e^{-2\alpha} \sin \Phi \quad (2.49)
\]

\[
\frac{d\Phi}{dt} = (2\alpha - 1) + \frac{1}{2} \left( R + \frac{1}{R} \right) e^{-2\alpha} \cos \Phi \quad (2.50)
\]

The equilibrium points of this system are \((R_{NM}, \pm \Phi_{NM})\), where

\[
R_{NM} = 1 \quad (2.51)
\]

\[
\Phi_{NM} = \cos^{-1} \left[ (1 - 2\alpha) e^{2\alpha} \right] \quad (2.52)
\]

The phase portrait is shown in Fig. 2.4. It confirms that the dynamical system is indeed of source-sink type, as predicted in §2.3. When the interaction between the two waves is weak, the waves do not reach the resonant configuration, hence exponentially growing instability is never produced. The resulting dynamical system only produces periodic orbits; see Fig. 2.5.

The necessary and sufficient condition for instability expressed via Eq. (2.41) in this case translates to

\[-1 \leq (1 - 2\alpha) e^{2\alpha} \leq 1 \text{ implying } 0 \leq \alpha \leq 0.64 \quad (2.53)\]

The range of unstable wavenumbers obtained from the above equation corroborates Rayleigh’s normal-mode analysis.

Rayleigh also found the wavenumber of maximum growth (also known as
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The system has two equilibrium points - one unstable (○) and the other stable (●). Φ is the phase difference between the lower and upper waves, while $R$ represents the ratio of the upper wave amplitude to the lower wave amplitude.

The fact that KH develops into a standing wave instability can be verified by applying the normal-mode condition in Eqs. (2.46) and (2.48). Performing the necessary steps we find $c_1 = c_2 = 0$, i.e. the waves have become stationary after phase-locking. In this configuration, the waves start to grow exponentially. Hence the shear layer grows in size. The growth process eventually becomes non-linear, and as shown in Chapter 3, the shear layer modifies into elliptical patches of constant vorticity.
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Figure 2.5: Phase portrait when the two interacting vorticity waves do not produce KH ($\alpha = 2$).

2.4.2 The Taylor instability

Let us consider a uniform shear layer with two density interfaces

\[ U(z) = Sz \quad \text{and} \quad \rho(z) = \begin{cases} 
\rho_0 - \frac{\Delta \rho}{2} & z \geq z_1 \\
\rho_0 & z_2 \leq z \leq z_1 \\
\rho_0 + \frac{\Delta \rho}{2} & z \leq z_2 
\end{cases} \quad (2.54) \]

The shear $S$ is constant. We choose $\Delta \rho/2$ as the density scale, $h = (z_1 - z_2)/2$ as the length scale, and thereby non-dimensionalize Eq. (2.54). The physical state of the system is determined by the competition between the density stratification and the shear, the non-dimensional measure of which is given by the Bulk Richardson number $J = g'/(hS^2)$, where $g' = g(\Delta \rho/2)/\rho_0$ is the reduced gravity, and $\rho_0$ is the reference density. The dimensionless velocity
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Figure 2.6: (a) The setting leading to the Taylor instability. The velocity and density profiles in Eq. (2.55) are shown on the left, while the gravity waves “G” are shown on the right. (b) Linear stability diagram of the Taylor instability. The contours represent the growth rate.
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and density profiles therefore become

\[ U(z) = z \quad \text{and} \quad \rho(z) = \begin{cases} 
-1 & z \geq 1 \\
0 & -1 \leq z \leq 1 \\
1 & z \leq -1 
\end{cases} \]  \hspace{1cm} (2.55)

This flow configuration is shown in Fig. 2.6(a). Contrary to the conventional notion that gravitationally stable density stratified flows are usually stable, Taylor (1931) put forward the flow given by Eq. (2.55) and showed it to be linearly unstable. The interplay between the background shear and the gravity waves existing at the density interfaces produce the destabilizing effect. The ensuing instability is thus known as the "Taylor instability". Taylor found that for each value of \( J \), there exists a band of unstable wavenumbers (and vice-versa), shown in Fig. 2.6(b). This unstable range is given by (see Eq. (2.154) of Sutherland (2010))

\[ \frac{2\alpha}{1 + e^{-2\alpha}} \leq J \leq \frac{2\alpha}{1 - e^{-2\alpha}} \]  \hspace{1cm} (2.56)

Caulfield (1994), and more recently Carpenter et al. (2013), have described Taylor instability in terms of wave interactions. As discussed in §2.2.2, each density interface (located at \( z = 1 \) and \( z = -1 \)) supports two gravity waves. The interaction between the left moving gravity wave at the upper interface and right moving gravity wave at the lower interface leads to Taylor instability.
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To understand Taylor instability in terms of WIT, we substitute Eq. (2.20) in Eqs. (2.32)-(2.35). After non-dimensionalization and some algebra, we obtain

\[
\gamma_1 = \frac{J}{2R(1 + c_2)} e^{-2\alpha} \sin \Phi \\
\gamma_2 = \frac{JR}{2(1 - c_1)} e^{-2\alpha} \sin \Phi \\
c_1 = 1 - \sqrt{\frac{J}{2\alpha} \left( 1 - \frac{\beta}{R} e^{-2\alpha} \cos \Phi \right)} \\
c_2 = -1 + \sqrt{\frac{J}{2\alpha} \left( 1 - \frac{R}{\beta} e^{-2\alpha} \cos \Phi \right)}
\]

Here \( \beta = \omega_2/\omega_1 = (1 - c_1)/(1 + c_2) \), and by definition is a positive quantity. From Eqs. (2.58) and (2.60) we construct a quadratic equation for \( \beta \):

\[
\beta^2 + \beta e^{-2\alpha} \cos \Phi \left( \frac{1}{R} - R \right) - 1 = 0
\]

Of the two roots, only the positive one is relevant.

The coupled nature of Eqs. (2.58) and (2.60) makes it more complicated than the KH problem. The non-linear dynamical system in this case is given by

\[
\frac{dR}{dt} = \frac{J}{2} \left( \frac{1}{1 + c_2} - \frac{R^2}{1 - c_1} \right) e^{-2\alpha} \sin \Phi \\
\frac{d\Phi}{dt} = 2\alpha - \frac{J\alpha}{2} \left( 1 - \frac{\beta}{R} e^{-2\alpha} \cos \Phi \right) - \sqrt{\frac{J\alpha}{2} \left( 1 - \frac{R}{\beta} e^{-2\alpha} \cos \Phi \right)}
\]
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At phase-locking $R = R_{NM} = \sqrt{\beta}$. Substituting this value in Eq. (2.61) gives $\beta = 1$. Therefore $R_{NM} = 1$ and $c_1 = c_2 = 0$ at resonance. This implies that Taylor instability, like KH, also evolves into a standing wave instability. Although this fact is previously known, WIT demonstrates why this is the case. The non-linear structure of Taylor instability is similar to KH. Caulfield et al. (1995) has experimentally shown that this instability evolves into standing billows.

The phase-shift $\Phi_{NM}$ is evaluated from Eq. (2.63):

$$\Phi_{NM} = \cos^{-1} \left[ \left( 1 - \frac{2\alpha}{J} \right) e^{2\alpha} \right]$$

(2.64)

The condition for Taylor instability is given by

$$-1 \leq \left( 1 - \frac{2\alpha}{J} \right) e^{2\alpha} \leq 1 \text{ implying } \frac{2\alpha}{1 + e^{-2\alpha}} \leq J \leq \frac{2\alpha}{1 - e^{-2\alpha}}$$

(2.65)

The latter result corroborates the classical normal-mode result given in Eq. (2.56).

2.4.3 The Holmboe instability

Let us consider the following velocity and density profiles

$$U(z) = \begin{cases} 
U_1 & z \geq z_1 \\
S_z & z \leq z_1
\end{cases} \quad \text{and} \quad \rho(z) = \begin{cases} 
\rho_0 & z \geq z_2 \\
\rho_0 + \Delta \rho & z \leq z_2
\end{cases}$$

(2.66)
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Figure 2.7: Phase portrait of Taylor instability corresponding to an unstable combination of $\alpha$ and $J$. Here $\alpha = 0.2$ and $J = 0.7264$.

We non-dimensionalize Eq. (2.66) exactly like the Taylor problem, which gives us the dimensionless velocity and density profiles:

$$U(z) = \begin{cases} 1 & z \geq 1 \\ z & z \leq 1 \end{cases} \quad \text{and} \quad \rho(z) = \begin{cases} 0 & z \geq 0 \\ 2 & z \leq 0 \end{cases}$$  
(2.67)

The vorticity interface at the top supports a vorticity wave, while the density interface at the bottom supports two gravity waves. The interaction between the left moving vorticity wave at the upper interface and the right moving gravity wave at the lower interface leads to an instability mechanism, known as the “Holmboe instability”. The corresponding flow setting is shown in Fig. 2.8(a).
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Figure 2.8: (a) The setting leading to the Holmboe instability. The velocity and density profiles in Eq. (2.67) are shown on the left, while the vorticity wave “V” and the gravity wave “G” are shown on the right. (b) Linear stability diagram of the Holmboe instability. The contours represent the growth rate.
2.4. Homogeneous and stratified shear instabilities

Holmboe (1962) was the first to consider the instability mechanism resulting from the interaction between vorticity and gravity waves. In his actual problem, Holmboe considered a flow setting more complicated than Eq. (2.67). His problem consisted of a velocity profile given by Eq. (2.44), however the density profile is the same as that in Eq. (2.67). Holmboe performed a linear stability analysis and showed that in addition to the conventional KH mode, there is another mode of instability - the Holmboe mode. Unlike the KH mode, the Holmboe mode is characterized by traveling waves. Presence of this unstable mode reveals that stable density stratification can also have a destabilizing influence. This aspect of Holmboe instability is much like the Taylor instability. Recent non-modal analysis by Constantinou & Ioannou (2011) has shown that Holmboe instability is susceptible to substantial transient growths. Such growths especially occur for parameter values for which there is no instability but are close to the stability boundary.

Analyzing the “authentic” Holmboe instability in terms of WIT implies considering the interaction of three waves - two vorticity waves and a gravity wave. An extended version of WIT can handle this problem, however this will not be considered in this work. Baines & Mitsudera (1994) simplified Holmboe’s problem by introducing the profile in Eq. (2.67). This allows studying the interaction of a vorticity and a gravity wave, and is therefore suitable for this work. Linear stability analysis shows that corresponding to each value of

---

4 Stratified shear layer instabilities resulting from the interaction of multiple waves have been addressed by Caulfield (1994), however he limited his study to the normal-mode waveform.
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Figure 2.9: Phase portrait of Holmboe instability corresponding to $\alpha = 1$ and $J = 0.5$.

$J$, there exists a band of unstable wavenumbers. This is shown in Fig. 2.8(b). The stability boundary has been evaluated in Appendix 5.3.3.

In order to understand Holmboe instability in terms of WIT, we substitute Eq. (2.14) and Eq. (2.20) in Eqs. (2.32)-(2.35). After performing non-dimensionalization and some algebra, we obtain

\[
\begin{align*}
\gamma_1 &= \frac{J}{Rc_2}e^{-\alpha} \sin \Phi \\
c_1 &= 1 - \frac{1}{\alpha} \left( \frac{1}{2} - \frac{J}{Rc_2}e^{-\alpha} \cos \Phi \right) \\
\gamma_2 &= \frac{R}{2}e^{-\alpha} \sin \Phi \\
c_2 &= \frac{1}{4\alpha} \left( -Re^{-\alpha} \cos \Phi + \sqrt{R^2e^{-2\alpha} \cos^2 \Phi + 16\alpha J} \right)
\end{align*}
\]
Like the Taylor case, this equation-set is also of coupled type. The non-linear dynamical system in this case is given by:

\[
\frac{dR}{dt} = \left( \frac{4\alpha J}{-Re^{-\alpha \cos \Phi + \sqrt{R^2 e^{-\alpha \cos^2 \Phi}} + 16\alpha J} - \frac{R^2}{2} \right) e^{-\alpha \sin \Phi} \tag{2.72}
\]

\[
\frac{d\Phi}{dt} = \alpha - \frac{1}{2} \left( 1 - Re^{-\alpha \cos \Phi} \right) + \frac{4\alpha J}{-Re^{-\alpha \cos \Phi + \sqrt{R^2 e^{-\alpha \cos^2 \Phi}} + 16\alpha J} \left( \frac{e^{-\alpha \cos \Phi}}{R} - 1 \right) \tag{2.73}
\]

The equilibrium points of this system are \((R_{NM}, \pm \Phi_{NM})\), where

\[
R_{NM} = \sqrt{\frac{1 - 2\alpha + \sqrt{32\alpha J + (1 - 2\alpha)^2}}{2}} \tag{2.74}
\]

\[
\Phi_{NM} = \cos^{-1} \left[ \left( \frac{R_{NM}^2 + 1 - 2\alpha}{2R_{NM}} \right) e^\alpha \right] \tag{2.75}
\]

The condition for Holmboe instability is found to be

\[
-1 \leq \left( \frac{R_{NM}^2 + 1 - 2\alpha}{2R_{NM}} \right) e^\alpha \leq 1 \tag{2.76}
\]

This provides the range of \(J\) leading to Holmboe instability, and is as follows:

\[
\frac{1}{2A} \left( -B - \sqrt{B^2 - 4AC} \right) \leq J \leq \frac{1}{2A} \left( -B + \sqrt{B^2 - 4AC} \right) \tag{2.77}
\]
where

\[
\begin{align*}
A &= 16\alpha^2 \\
B &= -\alpha \left[ 8 (2\alpha - 1)^2 + 36 (2\alpha - 1) e^{-2\alpha} + 27 e^{-4\alpha} \right] \\
C &= (2\alpha - 1 + e^{-2\alpha}) (2\alpha - 1)^3
\end{align*}
\]

Eq. (2.77) corroborates the normal-mode result given in Appendix 5.3.3.

The phase portrait of Holmboe instability, corresponding to an unstable combination of \(\alpha\) and \(J\), is shown in Fig. 2.9. This phase portrait is slightly different from Taylor and KH, because \(R_{NM} \neq 1\) in this case. Another feature of Holmboe instability is that, unlike Taylor and KH cases, its phase-speed is non-zero at the equilibrium condition. This phase-speed is found to be

\[
c_1 = c_2 = \frac{2J}{R_{NM}^2} = \frac{4J}{1 - 2\alpha + \sqrt{32\alpha J + (1 - 2\alpha)^2}}
\]

In the limit of large \(\alpha\) and \(J\), the two phase-locked waves move with unit speed to the right.

\[2.5\quad \text{Conclusion}\]

This chapter is devoted to investigating the wave interaction problem in a generalized sense. The governing equations of hydrodynamic instability in homogeneous and stratified shear layers have been derived without imposing the
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wave type, or the normal-mode waveform. We refer to this equation-set as the “wave interaction theory (WIT)”. Using WIT we have shown in Fig. 2.2 that two counter-propagating linear interfacial waves, having arbitrary initial amplitudes and phases, eventually resonates, provided they satisfy the condition for resonant interaction (Eq. (2.41)). Resonance makes the interfacial waves, and therefore the shear layer, to grow at an exponential rate - leading to the normal-mode instability. The condition for resonant interaction provides the range of unstable wavenumbers causing exponential growth. By considering three different types of shear instabilities - Kelvin-Helmholtz, Taylor and Holmboe, we have shown that the resonant condition in each case matches the predictions of the canonical normal-mode based linear stability theory.

In addition to perceiving the shear instability problem in terms of two interacting linear waves, WIT also provides an alternate perspective - understanding shear instability in terms of dynamical systems. According to WIT, an unstable shear layer represents a non-linear dynamical system of the source-sink type, source and sink being the two equilibrium points. The equilibrium condition of the dynamical system is analogous to the resonant condition of the two-interacting-waves system. In terms of canonical linear stability theory, the source and the sink respectively correspond to the decaying and the growing normal-modes of the discrete spectrum.

The most important aspect of WIT is that it provides a non-modal description of idealized shear instabilities. Non-modal instability signifies non-orthogonal interaction between the two wave modes, and is the entire process
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occurring prior to resonance. Rapid transient growth is a key feature of non-modal instability process. WIT shows that optimal growth occurs when the two waves are in quadrature. The phenomenon of transient growth has been studied very briefly in this thesis; thorough research is required in future for its detailed understanding.
Chapter 3

Non-linear Kelvin-Helmholtz instability in a piecewise linear shear layer

The interplay of ideas and the oblique uses of knowledge are often of extraordinary interest. — Sherlock Holmes in The Valley of Fear.

3.1 Introduction

Shear layers are ubiquitous in atmospheres and oceans. These layers can become hydrodynamically unstable, giving rise to Kelvin-Helmholtz instability (KH). The non-linear manifestation of KH is usually in the form of spiraling billows, whose breaking generates turbulence in geophysical flows.

In theoretical and numerical studies, the hyperbolic tangent velocity profile is often used to model smooth barotropic shear layers (Hazel, 1972). Initially

\footnote{A version of this chapter has been published. A. Guha, M. Rahmani and G. A. Lawrence (2013) Evolution of a barotropic shear layer into elliptical vortices, Physical Review E.}
interested in understanding the long time evolution of KH emanating from the hyperbolic tangent profile, we performed a direct numerical simulation (DNS); see Fig. 3.1(a). The flow re-laminarizes once the KH billow completely breaks down into small scales via turbulent processes. At this stage, the thickness of the shear layer has approximately quadrupled and, more importantly, the profile has almost become piecewise linear (see Fig. 3.1(b)). As shown in Fig. 3.1(c), the new base flow can be well described by Eq. (2.44), which serves as the initial condition for the subsequent instability processes. Detailed study on the linear instability arising from this base flow has been performed in Chapter 2.4. The study has shown that this velocity profile produces two counter-propagating vortcity waves (see Fig. 3.1(d)), which interacts to produce the subsequent Kelvin-Helmholtz instability mechanism. The underlying theory has been referred to as the wave interaction theory (WIT).

The first non-linear analysis of a piecewise linear shear layer was performed by Pozrikidis & Higdon (1985). They used a boundary integral method known as contour dynamics to show that the piecewise linear shear profile evolves into nearly elliptical patches of constant vorticity - Kirchhoff vortices. We hypothesize that the initial shear layer profile determines the asymptotic form of the ensuing KH - hyperbolic tangent shear layers give rise to spiral billows, while piecewise linear shear layers produce Kirchhoff vortices.

The spiraling billow form of KH has been thoroughly investigated in the past. In fact, the spiral billow shape has become the signature of KH (Smyth & Moum, 2012); but little is known about the non-linear evolution of the
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piecewise linear shear layer. This is because the piecewise linear profile is usually considered to be of little practical relevance, hence its usage is restricted to theoretical studies - mainly as an approximation of smooth shear layers (Pozrikidis, 1997; Carpenter et al., 2013). On the contrary, our DNS result in Fig. 3.1(a,b) indicates that the quasi piecewise linear profile is also likely to occur in nature. The fact that this profile produces elliptical vortices similar to those observed in geophysical and astrophysical flows, e.g. meddies in Atlantic ocean (Chérubin et al., 2003), stratospheric polar vortices (Waugh & Randel, 1999), Great Red Spot and other Jovian vortices (Morales-Juberías et al., 2002), Neptune’s Great Dark Spot (Polivani et al., 1990), and coherent vortices in the atmosphere of Uranus (Liu & Schneider, 2010), has motivated us to investigate further.

3.2 Non-linear simulation

Over the last few decades, sophisticated computational techniques have been developed for precise understanding of turbulent processes. Two such techniques worth mentioning are direct numerical simulation (DNS) and vortex methods.

Many geophysical and astrophysical flows can be assumed homogeneous, incompressible and quasi-inviscid. In such flows, vorticity plays a major role in driving non-linear processes like chaos and turbulence (Saffman, 1995). Vortex methods are especially useful under such circumstances; they numerically solve
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Figure 3.1: (a) 3D DNS performed to capture the complete turbulent dissipation of a KH billow ensuing from a hyperbolic tangent velocity profile. False color is added to aid visualization. (b) Spanwise averaged mean velocity profile corresponding to each instant. (c) The magenta line is the continuous velocity profile obtained from Eq. (3.7), while the thick black line below it is the piecewise linear profile from Eq. (2.44). (d) CVWs (exaggerated) existing at the vorticity discontinuities.
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the inviscid and incompressible Navier-Stokes equations (Euler equations). An example of one such 2D vortex method is contour dynamics (Deem & Zabusky, 1978).

3.2.1 Contour dynamics

High Reynolds number flows have a tendency to develop finite-area vortex regions or “vortex patches” with steep sides (Deem & Zabusky, 1978; Pullin, 1992). If the flow is incompressible and 2D, the area as well as the vorticity of a vortex patch are conserved quantities. The vortex patch boundary is referred to as a “contour”, and is both a vorticity jump and a material surface (Saffman, 1995). A small perturbation on this contour sets up a vorticity wave (Deem & Zabusky, 1978).

Substantial simplification is possible for constant vorticity patches; the governing 2D Euler equations can be reduced to a 1D boundary integral. This provides a significant advantage for computing the vortex patch evolution by only solving the contour motion. This methodology is known as the contour dynamics (CD) (Pullin, 1992). The contour motion is obtained by tracing the patch boundary with $N$ Lagrangian markers. The evolution of the $i$-th Lagrangian marker is obtained by solving the following integro-differential equation:

$$\frac{d\mathbf{x}_i}{dt} = - \frac{\Omega}{4\pi} \int_{\mathcal{C}} \ln \left[ \left( \triangle x'_i \right)^2 + \left( \triangle y'_i \right)^2 \right] d\mathbf{x}' \tag{3.1}$$
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Figure 3.2: Contour dynamics simulation of a piecewise linear shear layer by Pozrikidis & Higdon (1985) for (a) \( \alpha = 0.639 \), (b) \( \alpha = 0.5 \) and (c) \( \alpha = 0.0625 \).

where \( \Omega = 1 \) is the patch vorticity, \( \mathbf{x} = [x, y]^T \), \( \Delta x'_i = x_i - x' \), \( \Delta y'_i = y_i - y' \) and \( C \) is the contour around one patch\(^5\).

Observing that a piecewise linear shear layer can be represented by a horizontally periodic patch of constant vorticity, Pozrikidis & Higdon (1985) modified Eq. (3.1) for a periodic domain (Pozrikidis, 1997):

\[
\frac{d\mathbf{x}_i}{dt} = -\frac{\Omega}{4\pi} \int_C \ln \left[ \cosh \left( \alpha \Delta y'_i \right) - \cos \left( \alpha \Delta x'_i \right) \right] d\mathbf{x}'
\]

On perturbing the contour with sinusoidal disturbances, the shear layer rolls up producing nearly elliptical patches of constant vorticity (Pozrikidis & Higdon, 1985).

\(^5\)Unlike Chapter 2, the cross streamwise coordinate is denoted by ‘\( y \)’ instead of ‘\( z \)’. This is primarily to stress that there is no density variation along this coordinate.
We interpret the rolling up of the piecewise linear shear layer in terms of the interaction between two CVWs. To better understand this point, let us first consider the simple case of a circular patch of constant vorticity. A small perturbation on its contour produces a linearly stable vorticity wave (also known as “Kelvin wave”) (Deem & Zabusky, 1978; Mitchell & Rossi, 2008). Similarly, perturbation on a periodic, piecewise linear shear layer produces two counter-propagating vorticity waves, one at the upper interface and the other at the lower interface. These two CVWs interact with each other causing the shear layer to evolve into elliptical vortex patches. Since WIT represents the linear dynamics of the shear layer evolution process, CD can be regarded as a non-linear extension of WIT.

We assume the pair of CVWs to be initially of the form:

\[ \eta^+ = a_0 \cos (\alpha x - \Phi) \quad \text{at} \quad y = 1 \]
\[ \eta^- = a_0 \cos (\alpha x) \quad \text{at} \quad y = -1 \]

where the perturbation amplitude \( a_0 \ll 1 \) and the phase shift \( \Phi \in [-\pi, \pi] \). Eqs. (3.3)-(3.4) are similar to the initial perturbation profiles assumed by Pozrikidis & Higdon (1985), except that they interpreted these equations as contour perturbations. Also our choice of \( \alpha \) and \( \Phi \) are different from Pozrikidis & Higdon (1985). We set \( \alpha = \alpha_{\text{crit}} = 0.4 \) (i.e. the fastest growing mode) to ensure that the resulting non-linear structure is most likely to be realized in nature; whereas, Pozrikidis and Higdon used several values of \( \alpha \), not including...
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Figure 3.3: Time evolution of Kelvin-Helmholtz instability - comparison between DNS and CD.
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\(\alpha_{\text{crit}}\). Corresponding to each \(\alpha\), Pozrikidis & Higdon (1985) observed the shear layer to produce a unique non-linear structure; see Fig. 3.2.

To ensure exponential growth from time \(t = 0\), we set \(\Phi = \theta_{NM}^{\text{crit}} = 0.353\pi\); whereas, in Pozrikidis and Higdon, \(\Phi = 0\) or \(\pi\). The angle \(\theta_{NM}^{\text{crit}}\) is \(\theta_{NM}\) corresponding to \(\alpha_{\text{crit}}\). Recall from Chapter 3 that \(\theta_{NM}\) is the phase-locking angle (see Eq. (2.52)), and is given by:

\[
\theta_{NM} = \cos^{-1} [(1 - 2\alpha) e^{2\alpha}]
\]

In summary, WIT provides the initial conditions (i.e. \(\alpha_{\text{crit}}\) and \(\theta_{NM}^{\text{crit}}\)) for modeling the non-linear evolution.

We follow the numerical method outlined in Pozrikidis (1997) to solve Eq. (3.2). The contour is approximated by a polygonal line which connects the successive marker points. The integral over a segment that does not contain the \(i\)-th marker point is easy to compute by using standard numerical integration methods, e.g. trapezoidal rule. However the integral over the adjacent segments \(S_j\) of the \(i\)-th marker point, corresponding to \(j = i - 1\) and \(i\), exhibits logarithmic singularity and is computed as follows:

\[
\int_{S_j} \ln \left[ \frac{\cosh \left( \alpha \Delta y_i \right) - \cos \left( \alpha \Delta x_i \right)}{(\Delta x_i)^2 + (\Delta y_i)^2} \right] d\mathbf{x}' = \\
\int_{S_j} \ln \left[ \frac{\cosh \left( \alpha \Delta y_i \right) - \cos \left( \alpha \Delta x_i \right)}{(\Delta x_i')^2 + (\Delta y_i')^2} \right] d\mathbf{x}' + \int_{S_j} \ln \left[ \left( \Delta x_i' \right)^2 + \left( \Delta y_i' \right)^2 \right] d\mathbf{x}'
\]

(3.5)
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The first integral on the R.H.S. is non-singular and is computed by using trapezoidal rule. The singularity has been shifted to the second integral, which can fortunately be integrated analytically:

$$\int_{S_j} \ln \left[ \left( \Delta x'_i \right)^2 + \left( \Delta y'_i \right)^2 \right] dx' = (x_{j+1} - x_j) \left( \ln |x_{j+1} - x_j|^2 - 2 \right) \quad (3.6)$$

We consider a domain one wavelength ($\lambda_{\text{crit}} \equiv 2\pi/\alpha_{\text{crit}} = 5\pi$) long, and solve Eq. (3.2) using central differencing for space derivatives and 4th order Runge-Kutta for time. Each wave is initially represented by 400 points. During its evolution process, an adaptive point insertion-deletion algorithm is used to check if the neighboring points are within a desired distance.

3.2.2 Direct numerical simulation

Previous studies have used CD mainly as a tool for qualitative understanding of problems involving inviscid vortical flows (Pullin, 1992). In order to demonstrate the quantitative capabilities of CD, we validate our CD simulation against a pseudo-spectral DNS. The DNS code uses full Fourier transforms in the horizontal direction, and half-range sine or cosine Fourier transforms in the vertical direction in order to convert the set of partial differential equations (Navier-Stokes equations) into ordinary differential equations. Time integration is performed using a third-order Adams-Bashforth method. Detailed description of this code can be found in Winters et al. (Winters et al., 2004).

We consider a domain of length $\lambda_{\text{crit}}$ in the horizontal direction and nine
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times the initial shear layer thickness in the vertical direction. The horizontal boundary condition is periodic while the vertical boundary condition is no-flux free-slip. We perform a 2D simulation at Reynolds number $Re = 10,000$ ($Re = 1/\nu$, where $\nu$ is the fluid viscosity). This Reynolds number is high enough to mimic quasi-inviscid flow conditions. To simulate the smallest scales of motion, we resolve our domain using 2880 points in horizontal and 3456 points in vertical direction.

Since non-differentiable profiles like Eq. (2.44) are subject to Gibbs phenomena, we use a smooth velocity profile that resembles the piecewise linear profile very closely; see Fig. 3.1(c). This velocity profile is derived from a vorticity distribution having the form

$$\Omega (y) = \frac{1}{2} \left[ 1 - \tanh \left( \frac{y^2}{\epsilon} \right) \right]$$

Integrating Eq. (3.7), the velocity profile is obtained directly: $U = \int \Omega dy$. The linear stability characteristic of this profile matches with that of the piecewise linear profile almost exactly, and has the same $\alpha_{\text{crit}}$. Equating the total circulation of DNS with CD yields $\epsilon = 0.100$. The vorticity field in DNS is perturbed to match the initial wave amplitude growth in CD.
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Figure 3.4: Temporal variation of the wave amplitude $a$. The straight blue line is the prediction from linear theory, the black line corresponds to CD while the magenta line represents DNS results. The green and red lines in the inset respectively show the variation of the ellipse aspect ratio $r$ and the angular rotation rate $\omega$ with time. These variations are obtained by solving Eqs. (3.9)-(3.10). The black markers indicate the corresponding data points measured from DNS.

3.3 Results and discussion

3.3.1 Pre-saturation and saturation phases

The non-linear evolution of KH is illustrated in Fig. 3.3. It shows the vorticity field from DNS and contour lines from CD. The vorticity of the region enclosed by the contour lines is conserved in CD. However the presence of viscosity makes conservation of vorticity invalid in DNS. The implementation of high $Re$ DNS minimizes the viscous effects, making DNS comparable to CD. The basic premise behind our simulations is the conservation of total circulation $\Gamma = \Omega A$ (where the vorticity $\Omega = 1$ and $A$ is the shear layer area), which
comes from Kelvin’s Circulation theorem (Saffman, 1995). Its corollary is the conservation of shear layer area - a quantity that remains fixed at its initial value $A = 2\lambda_{crit}$.

Fig. 3.4 shows the time evolution of the wave amplitude $a = |\max(\eta^+) - 1| = |\min(\eta^-) + 1|$. The maximum shear layer thickness, $H = 2(1 + a)$ evolves in a fashion similar to the wave amplitude $a$. We find the growth to be exponential, at least for $t \leq 20$. CVW interaction causes the shear layer to grow non-linearly. This phenomenon leads to the roll-up and formation of the elliptical core vortex (Kirchhoff vortex). The evolution process is shown in Fig. 3.3. The part of the shear layer between the crest of the lower wave and the trough of the upper wave (see Fig. 3.1(d)) gives rise to the elliptical core, the initial length of which is given by

$$l_{init} = \left(1 + \frac{\theta_{NM}^{crit}}{\pi}\right) \frac{\lambda_{crit}}{2} \quad (3.8)$$

The flow saturates (i.e. the amplitude reaches a maxima) at $t_{sat} = 34$. For $t \geq t_{sat}$, approximately 80% of $\Gamma$ is concentrated in the core. $H$ also reaches a maxima at saturation, and has the value $H_{max} = 8.7$. The fully formed elliptical cores are connected by thin filaments of fluid called braids. These braids wrap around the rotating cores, producing a complex spiral like structure, as shown in Fig. 3.3.
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3.3.2 Early post-saturation phase

After saturation, the core rotates with an angular velocity $\omega$, causing the wave amplitude, $a$, to oscillate with a time period $T_{amp} \approx 13$; see Fig. 3.4. The core also nutates, i.e. the core aspect ratio $r$ (defined as the ratio between the ellipse major axis and the minor axis) undergoes a periodic oscillation. This *nutation* phenomenon is apparent in both Figs. 3.3 and 3.4.

**Nutation**

To better understand the nutation process, we consider the simple model proposed by Kida (1981). An isolated Kirchhoff vortex rotates in the presence of a constant background strain-rate $\gamma$. The velocity field associated with this strain-rate is given by $u_s = \gamma \sigma$, $w_s = -\gamma \xi$ where $\sigma$ and $\xi$ are the principal axes with the origin at the centre of the ellipse. In our case, this velocity field mimics the leading order straining effect induced by the rotation of other Kirchhoff vortices. Note that the periodic boundary condition takes into account the effects of other Kirchhoff vortices.

Let the clockwise angle between $\sigma$ and the ellipse major axis be $\theta$ at any instant. Then $\theta$ and $r$ evolve as follows (Kida, 1981):

$$\omega \equiv \frac{d\theta}{dt} = -\gamma \left( \frac{r^2 + 1}{r^2 - 1} \right) \sin(2\theta) + \frac{\Omega r}{(r + 1)^2} \quad (3.9)$$

$$\frac{dr}{dt} = 2\gamma r \cos(2\theta) \quad (3.10)$$

Eq. (3.10) implies that the nutation is caused by strain. It also reveals that $r$
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reaches maxima at $\theta = \pm \pi/4$. Simultaneously, Fig. 3.3 shows that the core nutates with a maximum value of $r$ along the $x$ axis and a minimum along the $y$ axis. Therefore the $\sigma$ axis must make an angle of $\pi/4$ with the $x$ axis. The angle made by the braid with the $x$ axis at the stagnation point(s) is also $\pi/4$. This is because the braid aligns itself with the streamlines.

To investigate why the $\sigma$ axis makes an angle of $\pi/4$ with the $x$ axis, we consider an ideal problem where an infinite number of Kirchhoff vortices, each of circulation $\Gamma_{\text{core}} = \Gamma$ (note $\Gamma = 2\lambda_{\text{crit}}$), are placed along the $x$ axis with a constant spacing $\lambda_{\text{crit}}$ between their centers. The effect of a vortex patch at a point outside its own boundary is exactly the same as that of a point vortex of equivalent strength placed at the center of the patch (Pozrikidis, 1997). Therefore we replace all the Kirchhoff vortices with point vortices of strength $\Gamma_{\text{core}}$. This provides a simplistic understanding of the mechanism by which the rotation of distant vortex patches strain a given patch. We find this ideal strain-rate to be

$$\gamma' = \frac{\Gamma_{\text{core}}}{2\pi \lambda_{\text{crit}}^2} \sum_{n=-\infty, n\neq 0}^{\infty} n^{-2} = 0.067 \quad (3.11)$$

The principal axes of the strain field produced by this infinite array of point vortices make angles of $\pm \pi/4$ with the $x$ axis. Hence, this ideal strain field and the strain field of our actual problem have the same orientation. Before comparing the magnitudes of these two fields, it is important to note that the presence of braids complicate the actual problem by making the strain-rate magnitude vary spatially. We simplify the analysis by assuming a strain.
field of constant magnitude acting on the elliptical core, thereby reducing the problem to the Kida problem described by Eqs. (3.9)-(3.10). DNS is used to supplement the analysis by providing the values of $r$ and $\theta$ wherever necessary. By applying this methodology, the magnitude of the actual strain-rate is found to be $\gamma = 0.073$, which is quite close to the ideal value of 0.067 obtained from Eq. (3.11).

We also capture the evolution of $r$ and $\omega$ by solving Eqs. (3.9)-(3.10); see the inset in Fig. 3.4. The initial values are obtained from DNS, and $\gamma = 0.073$. The spike in $\omega$ at $t \approx 45$ is caused by $r \rightarrow 1$. The figure shows that Kida’s model compares well with the DNS. In DNS we fit an ellipse on the Kirchhoff vortex using a least-square based algorithm (Hendel, 2008). Points on the surface of the vortex are selected manually and then the best-fit ellipse is generated. The code supplies the length of the ellipse axes, as well as the orientation.

The nutation period is found to be $T_{nut} \approx 13$, while the period of core rotation is $T_{core} = 2\pi/\bar{\omega} \approx 26$ (overbar denotes average). $T_{core} \approx 2T_{nut}$ is because one full rotation corresponds to passing the coordinate axes twice. Likewise, $T_{core} \approx 2T_{amp}$ because the braids are connected to the two ends of the core.

**Small length scale production**

The smallest length scales are found to occur in the braid region adjacent to the core; see Fig. 3.3. This is due to the straining effect of the rotating elliptical
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core which causes the braid region in its vicinity to thin exponentially fast. In real flows, when a fluid element becomes sufficiently thin, the balance between the strain-rate and the viscous dissipation determines the small length scales. The order of magnitude of the core rotation induced strain-rate, $\gamma_{local}$, can be obtained by replacing the core with a point vortex of equivalent strength and located at the ellipse centre:

$$\gamma_{local} \sim \frac{\Gamma_{core}}{2\pi l^2} = \frac{1}{2}$$  \hspace{1cm} (3.12)

where $l$ is the characteristic length of the core. Notice that this local strain-rate is one order of magnitude greater than the background strain-rate $\gamma$ or $\gamma'$.

Figure 3.5: Formation of winding filaments around the elliptical vortex during the late post-saturation phase.
The smallest length scale appearing in a 2D “turbulent” flow is $L_{2D} \sim Re^{-1/2}$ (Davidson, 2004). This length scale is a 2D analogue of the Taylor microscale occurring in 3D turbulent flows. In order to estimate the time when $L_{2D}$ appears in our flow, we formulate a braid evolution equation similar to Eq. (2.8) of Corcos and Sherman (Corcos & Sherman, 1976):

$$\delta^2 (t^*) = \delta^2 (0) e^{-2\gamma_{\text{local}} t^*} + \frac{\pi}{2\gamma_{\text{local}} Re} \left( 1 - e^{-2\gamma_{\text{local}} t^*} \right)$$

(3.13)

where $\delta (t^*)$ is the braid thickness adjacent to the core at time $t^* = t - t_{\text{sat}}$. We estimate $\delta (0)$ from our DNS and solve Eq. (3.13). $L_{2D}$ is found to appear soon after saturation, around $t^* \approx 4$, implying that 2D transitional flows like KH can give rise to “turbulent” features at a very early stage.

3.4 Conclusion

When a piecewise linear shear layer becomes unstable, it evolves into a series of elliptical vortices of constant vorticity (Kirchhoff vortices) connected by thin braids. The interaction between two counter-propagating vorticity waves is the driving mechanism behind this instability process. Although this wave interaction perspective was known previously, linearized approximations forced the analysis to be valid only in the linear regime. By finding and exploiting the link between two quite different theories, namely wave interaction theory and contour dynamics, we are able to extend the analysis to the fully non-linear...
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domain.

The production of Kirchhoff vortices shows that KH arising from a piecewise linear shear layer is very different from the classical spiraling billow type KH ensuing from a smooth shear layer. The characteristics of this little known KH have been investigated. The rotation and nutation of the Kirchhoff vortices are found to be consistent with the predictions of Kida. The time period of rotation of these vortices is twice the period of nutation and the period of maximum shear layer height oscillation. The braids connecting the Kirchhoff vortices thin exponentially fast to a length scale which is the 2D equivalent of Taylor microscale.

Elliptical vortical structures, similar to those found in our simulations, are quite common in nature, especially in regions with quasi piecewise linear shear. Examples of such vortices include meddies in the Atlantic ocean, stratospheric polar vortices, and vortices in the gas giant planets like Jupiter, Neptune and Uranus. Our analysis may motivate further investigation of their formation and evolution.
Chapter 4

Linear stability of a Plane

Couette-Poiseuille flow in the presence of cross-flow

Each fact is suggestive in itself. Together they have a cumulative force. — Sherlock Holmes in The Bruce-Partington Plans.

4.1 Introduction

From the perspective of applications in technology, Poiseuille flow of viscous fluid along a duct is undoubtedly one of the most important flows studied as it underpins the field of hydraulics. Instability and subsequent transition from laminar flow marks a paradigm shift in the dominant transport mechanisms of mass, momentum and heat, and it is for this reason that the subject remains of enduring interest, even after more than 100 years of study. In this chapter we focus on two methods for affecting the linear stability of plane Poiseuille

\(^1\)A version of this chapter has been published. A. Guha and I.A. Frigaard (2010) On the stability of plane Couette-Poiseuille flow with uniform crossflow, Journal of Fluid Mechanics.
(PP) flow. The first method consists of introducing a Couette component to the flow, by translation of one of the walls. The second method consists of introducing a cross-flow, e.g. via injection through a porous wall. While both effects have been studied individually to some extent, there are fewer studies of the two effects combined, which is the main focus here.

PP flow is linearly unstable when the critical Reynolds number exceeds $Re_c \approx 5772$, (Reynolds number based on the center-line axial velocity and the half-width of the channel; see Orszag (1971)), whereas the plane-Couette (PC) flow is absolutely stable with respect to infinitesimal amplitude disturbances, $Re_c = \infty$; see Romanov (1973). Superimposing PP and PC flows, we may ask if a small Couette component can affect the stability of the PP flow.

Stability of plane Couette-Poiseuille (PCP) flow was first studied by Potter (1966) and later by Hains (1967), Reynolds & Potter (1967) and Cowley & Smith (1985). The results are typically understood with respect to a Reynolds number that is based on the maximal velocity of the Poiseuille component, say $Re_p$, and the ratio of wall velocity to maximal velocity of the Poiseuille component, denoted $k$. For small Couette components, $k$, it is possible to observe some destabilization of the flow, (depending on the wavenumber), but as soon as $k > 0.3$ a strong stabilization of the flow sets in. As the velocity ratio $k$ exceeds 0.7, the neutral stability curve completely vanishes and the flow becomes unconditionally linearly stable, i.e. $Re_c \to \infty$. The term “cut-off” velocity has been used to describe this stabilization; see Reynolds & Potter (1967).
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The stability of PP flow with cross-flow was first analysed by Hains (1971) and Sheppard (1972), both of whom have shown that a modest amount of cross-flow produces significant increase of the critical Reynolds number. These results are however slightly problematic to interpret in absolute terms, since at a fixed pressure gradient along the channel, increasing the cross-flow decreases the velocity along the channel, (hence effectively the Reynolds number). This difficulty was noted by Fransson & Alfredsson (2003), who used the maximal channel velocity as their velocity scale (instead of that based on the PP flow without cross-flow), and thus separated the effects of base velocity magnitude from those of the base velocity distribution. Using this velocity scale in their Reynolds number \(\text{Re} \), they showed regimes of both stabilization and destabilization as the cross-flow Reynolds number was increased. For example, for \(\text{Re} = 6000\) and wavenumber \(\alpha = 1\), Fransson & Alfredsson (2003) have shown that the cross-flow was stabilizing up to a cross-flow Reynolds number \(\text{Re}_{\text{inj}} \approx 3.4\), and then starts destabilizing before re-stabilizing again at \(\text{Re}_{\text{inj}} \approx 635\). The initial regime of stabilization is the one corresponding to the earlier results.

In the present study we focus on the combination of cross-flow and Couette component. Our motivation stems from a desire to understand how the two mechanisms interact, since in terms of technological application different mechanical configurations may be more or less amenable to cross-flow and/or wall motion. This means that there is value in knowing when one effect may compensate for the other in stabilizing (or destabilizing) a given flow. To the
best of our knowledge, stability of PCP flow with cross-flow has only been studied in any generality by Hains (1971). In considering the base flow for PCP flow with cross-flow, (which is parameterized by $Re_{inj}$ and $k$), the relation $kRe_{inj} = 4$, defines an interesting paradigm in which the base velocity in the axial direction is linear. These Couette-like flows have been studied by Nicoud & Angilella (1997) for increasing $Re_{inj}$. They found a critical value of $Re_{inj} \approx 24$, below which no instability occurs, (we have translated their critical value of 48 into the $Re_{inj}$ that we use). Therefore, we observe that understanding of cross-flow PCP flows is far from complete. We aim to contribute to this understanding.

The 3D linear stability of PCP flow with cross-flow is amenable to Squires transformation, so that the linear instability occurs first for 2D (spanwise-independent) perturbations. It is these perturbations that we study here. Our aim is to demarcate clearly in the $(Re_{inj}, k)$-plane, regions of unconditional stability, i.e. where there is a cut-off wall velocity or injection velocity. We also wish to understand the underlying linear stability mechanisms as $Re_{inj}$ and $k$ are varied.

\section*{4.2 Stability of plane Couette-Poiseuille flow with cross-flow}

The base flow considered in this work is a plane Couette-Poiseuille flow (PCP) with imposed uniform cross-flow. This flow is two-dimensional, viscous, incom-
pressible and fully developed in the streamwise direction, \( x \). The imposed base velocity in the \( y \)-direction \(^6\), \( v \), is constant and equal to the injection/suction velocity \( V_{inj} \). Since \( v \) is constant, the \( x \)-component of velocity, \( u \) depends only on \( y \). The flow domain is bounded by walls at \( y = \pm h \), and is driven in the \( x \)-direction by a constant pressure gradient and by translation of the upper wall, at speed \( U_c \). The \( x \)-component of velocity, \( u(y) \), is found from the \( x \)-momentum equation, which simplifies to:

\[
V_{inj} \frac{\partial u}{\partial y} = -\frac{1}{\rho} \frac{\partial p}{\partial x} + \nu \frac{\partial^2 u}{\partial y^2} \quad (4.1)
\]

where \( \rho \) is the density, \( \nu = \mu/\rho \) is the kinematic viscosity, and \( \mu \) is the dynamic viscosity. The boundary conditions at \( y = \pm h \) are:

\[
u(-h) = 0, \quad u(h) = U_c \quad (4.2)
\]

To scale the problem we scale all lengths with \( h \), hence \( (x, y) = (x/h, y/h) \) (i.e. henceforth \( x \) and \( y \) are non-dimensional variables) For the velocity scale two choices are common. First, the imposed pressure gradient defines a “Poiseuille” velocity scale:

\[
U_p = -\frac{h^2}{2\mu} \frac{\partial p}{\partial x}, \quad (4.3)
\]

which is equivalent to the maximum velocity of the plane Poiseuille flow, driven by the pressure gradient alone. Second, we may take the maximum velocity,
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which we need to compute. $U_p$ is the choice of Potter (1966), and thus allows one to compare directly with the studies of PCP flows. In the absence of a cross-flow, the maximal velocity is not actually very sensitive to the wall velocity $U_c$, at least for $U_c < U_p$, which covers the range over which the flow stabilizes. However, in the case of a strong cross-flow the $x$-velocity is reduced significantly below $U_p$, which therefore loses its meaning. Consequently we adopt the second choice and scale with the maximal velocity, $U_{\text{max}}$. This choice retains physical meaning in the base velocity, but does introduce algebraic complexity.

The solution is found from (4.1)–(4.2) after detailed but straightforward algebra:

$$
u(y) = \left[ \frac{4 \cosh Re_{\text{inj}} - k Re_{\text{inj}} e^{-Re_{\text{inj}}} + [k Re_{\text{inj}} - 4] e^{Re_{\text{inj}} y}}{2 Re_{\text{inj}} \sinh Re_{\text{inj}}} + \frac{2y}{Re_{\text{inj}}} \right], \quad (4.4)$$

where $k$ and $Re_{\text{inj}}$ are defined by:

$$k = \frac{U_c}{U_p}, \quad \quad (4.5)$$

$$Re_{\text{inj}} = \frac{V_{\text{inj}} h}{\nu}. \quad \quad (4.6)$$

These two dimensionless parameters uniquely define the dimensionless base flow. The parameter $k$ is the velocity ratio of Couette to Poiseuille velocities, which is useful as it allows direct comparison with earlier results on stabilization of PCP flows without cross-flow. The parameter $Re_{\text{inj}}$ is simply a
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Reynolds number based on the injection velocity. Primarily here we consider the ranges: \( k \in [0, 1] \) and \( Re_{inj} \geq 0 \).

For relatively weak crossflow velocities, the velocity component \( u(y) \) has a single maximum at a value of \( y = y_{max} \) defined by:

\[
e^{Re_{inj}y_{max}} = \frac{\sinh Re_{inj}}{Re_{inj}} \frac{4}{4 - kRe_{inj}} \tag{4.7}
\]

The maximal velocity \( U_{max} \), is then evaluated from (4.4). Since, \( \sinh Re_{inj} \geq Re_{inj} \), we can see that \( y_{max} > 0 \) for \( k \geq 0 \) and \( Re_{inj} > 0 \). Both the injection cross-flow and Couette component act to skew the velocity profile towards the upper wall. For stronger cross-flow velocities, (or sufficiently large \( k \)), the maximal velocity occurs at the upper wall, i.e. \( U_{max} = U_c \).

The division between weak and strong cross-flows, taking into account also the Couette component, is defined by the line

\[
kRe_{inj} = 4 \left[ 1 - \frac{\sinh Re_{inj}}{Re_{inj}e^{Re_{inj}}} \right] \tag{4.8}
\]
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The dimensionless base velocity is given by:

\[
 u(y) = \begin{cases} 
 4 \cosh Re_{inj} - k Re_{inj} e^{-Re_{inj}} - |4 - k Re_{inj}| e^{Re_{inj} y} + 4 y \sinh Re_{inj}, \\
 4 \cosh Re_{inj} - k Re_{inj} e^{-Re_{inj}} - [4 - k Re_{inj}] e^{Re_{inj} y_{max}} + 4 y_{max} \sinh Re_{inj}, \\
 \frac{1}{k} \left[ 4 \cosh Re_{inj} - k Re_{inj} e^{-Re_{inj}} - [4 - k Re_{inj}] e^{Re_{inj} y} + \frac{2 y}{Re_{inj}} \right], \\
 \frac{1}{k} \left[ 4 \cosh Re_{inj} - k Re_{inj} e^{-Re_{inj}} - [4 - k Re_{inj}] e^{Re_{inj} y_{max}} + \frac{2 y_{max}}{Re_{inj}} \right], \\
 k Re_{inj} > 4 \left[ 1 - \frac{\sinh Re_{inj}}{Re_{inj} e^{Re_{inj}}} \right]. 
\end{cases}
\] (4.9)

It can be verified that in the limit \( Re_{inj} \to 0 \), with \( k \) fixed, the classical form of PCP base velocity profile is retrieved:

\[
 u(y) \sim \frac{1 - y^2 + \frac{k}{2} (1 + y) + Re_{inj} \left[ \frac{1}{3} (y - y^2) - \frac{k}{4} (1 - y^2) \right]}{1 + \frac{k}{2} + \frac{k^2}{16} - Re_{inj} \left[ \frac{k}{6} - \frac{k^3}{64} \right]} 
\] (4.10)

as \( Re_{inj} \to 0 \), with \( k \leq 4[1 - \sinh Re_{inj}/(Re_{inj} e^{Re_{inj}})]/Re_{inj} \sim 4[1 + Re_{inj}/3] \).

Examples of the base velocity profile are given in Fig. 4.1, for \( k = 0.5 \) and different values of \( Re_{inj} \). Observe that for \( Re_{inj} = 8 \), when \( k Re_{inj} = 4 \), the velocity profile is linear. This flow has been termed a "generalised Couette" flow by Nicoud & Angilella (1997).

We shall denote differentiation with respect to \( y \) by the operator \( D \). The first and second derivatives of the base flow, \( Du \) and \( D^2 u \) respectively, influence the stability of the flow. We find that \( D^2 u \) has sign determined by \( (k Re_{inj} - 4) \), and increases in absolute value exponentially towards the upper wall. For \( k Re_{inj} < 4 \), the velocity is concave, and is convex otherwise. Since \( D^2 u \) does not change sign, the maximal absolute value of the first derivative is found...
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Figure 4.1: Mean Velocity Distribution for \( k = 0.5 \) and \( \text{Re}_{\text{inj}} = 0, 1, 4, 8, 15 \) and 30 (\( \text{Re}_{\text{inj}} = 30 \) marked with a □)

either at the upper or lower wall, \( y = \pm 1 \). The maximal velocity gradients are found at the lower wall for small \( \text{Re}_{\text{inj}} \) and also for a range of \( \text{Re}_{\text{inj}} \) close to \( k\text{Re}_{\text{inj}} = 4 \), but otherwise are found at \( y = 1 \); see Fig. 4.2(a). At large \( \text{Re}_{\text{inj}} \) the maximal velocity increases almost linearly:

\[
|Du|_{\text{max}} = |Du(y = 1)| = \frac{1}{k} \left[ \frac{[k\text{Re}_{\text{inj}} - 4]e^{\text{Re}_{\text{inj}}}}{2\sinh \text{Re}_{\text{inj}}} + \frac{2}{\text{Re}_{\text{inj}}} \right] \\
\sim \text{Re}_{\text{inj}} - \frac{4}{k} + \frac{2}{k\text{Re}_{\text{inj}}} + O(e^{-2\text{Re}_{\text{inj}}}).
\tag{4.11}
\]

Figure 4.2(b) shows examples of the profiles of \( D^2u \). We observe that
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Figure 4.2: (a) Maximal velocity gradient, $|D u|_{\text{max}}$, plotted against $Re_{\text{inj}}$ for $k = 0.35, 0.5, 0.65$, ($k = 0.65$ marked with a □). The thick line indicates where the maximum is attained at $y = -1$; otherwise at $y = 1$. (b) Variation of $D^2 u$ with $y$ for $k = 0.5$ for: $Re_{\text{inj}} = 0$, (□); $Re_{\text{inj}} = 4$, (○); $Re_{\text{inj}} = 8$, (×); $Re_{\text{inj}} = 12$, (◊).

$D^2 u \approx 0$ over a large range of $y$, close to the lower wall, whenever a significant amount of cross-flow is present, i.e. $Re_{\text{inj}} \gtrsim 1$.

4.2.1 Streamwise Reynolds number

The base base flow is fully defined by the parameters $k$ and $Re_{\text{inj}}$, as discussed above. In addition, the transient flow and associated stability problem will depend on the streamwise Reynolds number, $Re$, which we define in terms of $U_{\text{max}}$, i.e.

$$Re = \frac{U_{\text{max}} h}{\nu}. \quad (4.12)$$
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4.2.2 The stability problem

The base flow is two-dimensional, but since \( v = Re_{inj} \) is constant, the 3D linear stability equations are only modified by the addition of a constant convective term:

\[
Re_{inj} \frac{\partial}{\partial y} u',
\]

where \( u' = (u', v', w') \) denotes the linear perturbation. The classical Squire transformation can therefore be applied to the temporal problem, showing that for any unstable 3D linear disturbance there exists an unstable 2D linear disturbance at lower \( Re \); see Squire (1933).

It suffices to consider only 2D disturbances and we adopt the normal mode approach introduced in Chapter 1. However the inclusion of cross-flow term adds an extra inertial component \( Re_{inj} D(\alpha^2 - D^2)\phi \) (where \( \phi \) is the amplitude of the perturbation streamfunction) to the conventional Orr-Sommerfeld (O-S) equation (see Eq. 1.16):

\[
i\alpha Re[(c - u)(\alpha^2 - D^2) - D^2u]\phi - Re_{inj} D(\alpha^2 - D^2)\phi = (\alpha^2 - D^2)^2 \phi, \quad (4.13)
\]

The boundary conditions in this case are given by

\[
\phi(\pm 1) = D\phi(\pm 1) = 0. \quad (4.14)
\]

Note that \( Re_{inj} \) in Eq. (4.13) also influences stability via the base velocity profile \( u(y) \). Equations (4.13)–(4.14) constitute the eigenvalue problem. The
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Eigenvalue $c$ is parameterised by the 4 dimensionless groups $(\alpha, Re, Re_{inj}, k)$ and the condition of marginal stability is:

$$c_i(\alpha, Re, Re_{inj}, k) = 0 \quad (4.15)$$

We attempt to characterise the stability of (4.13)–(4.14) for positive $(\alpha, Re, Re_{inj}, k)$. We may note that the limit $Re \to \infty$ for finite $Re_{inj}$, reduces (4.13) to the Rayleigh equation. Since $D^2u$ is of one sign only, there are no inflection points and hence no purely inviscid instability. This suggests that the instabilities of (4.13)–(4.14) will be viscous in nature.

Addition of the constant cross-flow terms does not fundamentally alter the O-S problem, and we expect a discrete spectrum. To find the spectrum of (4.13)–(4.14) we use a spectral approach, representing $\phi$ by a truncated sum of Chebyshev polynomials:

$$\phi = \sum_{n=0}^{N} a_n T_n(y) \quad \text{for } y \in [-1, 1] \quad (4.16)$$

where $N$ is the order of the truncated polynomial, $a_n$ is the coefficient of the $n$-th Chebyshev polynomial, $T_n(y)$. This method is described for example in Schmid & Henningson (2001) and is widely used. The discretised problem is coded and solved in Matlab. The accuracy of the code has been checked against the results of Mack (1976) for the Blasius boundary layer, with various results for PP flow in Schmid & Henningson (2001), with the PCP flow results of Potter (1966), and finally against results for PP flow with cross-flow; see
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Sheppard (1972), Fransson & Alfredsson (2003). The results are accurate up to three, four and five significant places when validated against Potter (1966), Mack (1976) and Fransson & Alfredsson (2003), respectively. All the numerical results given below have been computed with $N = 120$. On using 200 collocation points, the growth rates changed only in the fourth significant place in the worst case.

4.2.3 Characteristic effects of varying $k$ and $Re_{inj}$

Before starting a systematic analysis of (4.13)–(4.14), we briefly show some example results that illustrate the characteristic effects of varying the Couette component, $k$, and the cross-flow component, $Re_{inj}$. These examples also serve to establish the framework of analysis used later in this chapter. With reference to PP flow, Potter (1966) first observed that the stability is increased by adding a Couette component while Fransson & Alfredsson (2003) showed that cross-flow can stabilize or destabilize PP flow.

**Eigenspectra**

Setting $(\alpha, Re) = (1, 6000)$, we investigate variations in the eigenspectrum of (4.13)–(4.14). According to a classification proposed by Mack (1976), the spectrum of PP flow spectra may be divided into 3 distinct families: A, P and S. Family A exhibits low phase velocity and corresponds to the modes concentrated near the fixed walls. Family P represents phase velocities, $c_r$, close to the maximum velocity in the channel. Family S corresponds to the
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mean modes and has phase velocity $c_r$ close to the mean velocity. In Figs 4.3(a) & (b), we track the eigenmodes as $k$ and $Re_{inj}$, respectively, are varied from zero. The initial condition (denoted by □) represents the PP flow.

Referring to Fig. 4.3(a), (where $Re_{inj} = 0$), addition of the Couette component increases the mean velocity: the S modes shift from $c_r = 0.6667$ at $k = 0$ (PP flow) to $c_r = 0.7513$ at $k = 1$. The family of P modes is also shifted to the right. The A modes are associated with both walls and as $k$ increases we see a splitting of the family, with the upper wall modes moving to the right as $k$ is increased. The least stable mode is a wall mode associated with the lower wall, which we observe stabilizes monotonically as $k$ is increased. Figure 4.3(b) shows the effects of increasing $Re_{inj}$, (holding $k = 0$). The least stable A mode of PP flow initially stabilizes and then destabilizes with increasing $Re_{inj}$. This behavior has also been observed by Fransson & Alfredsson (2003). For large $Re_{inj}$ the A, P, and S families have disappeared, instead leaving two distinct families of modes. It appears that each of the A, P, and S families splits, with some modes entering each of the two families (this alternate splitting is most evident for the S modes). As observed by Nicoud & Angilella (1997), the phase speed no longer lies in the range of the axial velocity. This does not violate the conditions on $c_r$, given by Joseph (1968) and Joseph (1969), since these conditions are derived for parallel flows only.
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Figure 4.3: Eigenspectrum of \((\alpha, Re) = (1, 6000)\) by varying \(k\) and \(Re_{\text{inj}}\). 40 least stable modes are considered. (a) Effect of increasing \(k\) from 0 to 1 in steps of 0.01, keeping \(Re_{\text{inj}} = 0\). (b) Effect of increasing \(Re_{\text{inj}}\) from 0 to 100 in steps of 0.05, keeping \(k = 0\) (PP flow). The symbols in (a) and (b) are similar and are denoted as follows: \(k = 0\) or \(Re_{\text{inj}} = 0\) by (□), \(k = 1\) or \(Re_{\text{inj}} = 100\) by (○) and intermediate \(k\) or \(Re_{\text{inj}}\) by (.). Note that the PP flow spectrum is represented by the □ in both figures, and shows the vertical family of S-modes, the branch of A-modes (diagonally upwards from centre to left) and branch of P-modes (diagonally upwards from centre to right).
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Figure 4.4: (a) Effect of increasing $Re_{\text{inj}}$ on the stability of PCP flow, for $(\alpha, Re) = (1, 6000)$ and different values of $k = 0 (\square), 0.5 (\circ), 1 (\times)$. (b) Maximal growth rate for increasing $Re_{\text{inj}}$ at different $Re$, ($k = 0.5$ and the step in values of $Re$ between curves is $10^4$).

**Increasing $Re_{\text{inj}}$**

Next, we illustrate the qualitative effects of increasing $Re_{\text{inj}}$ at fixed $(\alpha, Re, k)$, in Fig. 4.4(a). We again fix $\alpha = 1$ and $Re = 6000$, and show the variation of the least stable eigenvalue, for $k = 0, 0.5, 1$. Our results for $k = 0$ (PP flow) may be compared directly with those of Fransson & Alfredsson (2003).

We observe that as $Re_{\text{inj}}$ increases we have an initial range of stabilization ($c_{i,\text{crit}}$ decreasing), followed by a range of destabilization ($c_{i,\text{crit}}$ increasing), and finally again stabilization at large $Re_{\text{inj}}$, ($c_{i,\text{crit}}$ decreasing). Qualitatively, we have observed these same three ranges of decreasing/increasing $c_{i,\text{crit}}$, as $Re_{\text{inj}}$ increases, for all numerical results that we have computed, and this provides a convenient framework within which to describe our results.

For fixed $(\alpha, Re, k)$, the case $Re_{\text{inj}} = 0$ may either be stable or unstable, in which cases there are respectively two or three marginal stability val-
values of \( \text{Re}_{\text{inj}} \). We denote these marginal values of \( \text{Re}_{\text{inj}} \) by: \( \text{Re}_{\text{inj},1} \), \( \text{Re}_{\text{inj},2} \), \( \text{Re}_{\text{inj},3} \), noting that in the case that \( \text{Re}_{\text{inj}} = 0 \) is stable \( \text{Re}_{\text{inj},1} \) is absent. More clearly, \( \text{Re}_{\text{inj},2} \) will always represent a transition from stable to unstable, while \( \text{Re}_{\text{inj},1} \) & \( \text{Re}_{\text{inj},3} \) denote transitions from unstable to stable. The PCP flows for \( k = 0.5 \) and 1 are stable for \( (\alpha, \text{Re}) = (1, 6000) \) in the absence of cross-flow, \( \text{Re}_{\text{inj}} = 0 \). For a larger \( \text{Re} \), \( k = 0.5 \) is unstable at \( \text{Re}_{\text{inj}} = 0 \), but \( k = 1 \) remains stable for all \( (\alpha, \text{Re}) \).

Figure 4.4(b) shows the maximal growth rate \( \gamma \), for increasing \( \text{Re}_{\text{inj}} \) at different \( \text{Re} \), with \( k = 0.5 \). The maximal growth rate is computed over wavenumbers \( \alpha \in [0, 1] \):

\[
\gamma = \max_{\alpha \in [0,1]} \{ \alpha c_i \}, \tag{4.17}
\]

which often captures the largest growth rates over all \( \alpha \). We observe that the first marginal value \( \text{Re}_{\text{inj},1} \) increases with \( \text{Re} \), but appears to converge towards a finite value as \( \text{Re} \rightarrow \infty \). The second marginal value of \( \text{Re}_{\text{inj},2} \) appears independent of \( \text{Re} \), (at least numerically). For \( k = 0.5 \) we have \( \text{Re}_{\text{inj},2} \approx 24.7 \). Nicoud & Angilella (1997) have observed a similar behaviour in studying the generalised Couette flow, (for which the constraint, \( k\text{Re}_{\text{inj}} = 4 \), is always satisfied). They have found \( \text{Re}_{\text{inj},2} \approx 24 \) (note that Nicoud and Angilella use the full channel width as their length-scale, and therefore report \( \text{Re}_{\text{inj},2} \approx 48 \), in their variables). In contrast, the third marginal value, \( \text{Re}_{\text{inj},3} \), is strongly dependent on \( \text{Re} \). For example, for \( k = 0.5 \), the values corresponding to \( \text{Re} = 10000 \) and \( 100000 \) are \( \text{Re}_{\text{inj},3} \approx 83 \) and \( \text{Re}_{\text{inj},3} \approx 287 \) respectively.
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Figure 4.5: Maximal growth rate versus $Re_{inj}$ at $Re = 40000$: (a) $Re_{inj,2}$ & $Re_{inj,3}$ for $k = 0$ (○) to $1$ (□); (b) $Re_{inj,1}$ for $k = 0$ (○) to $0.6$ (□). Step size is 0.2 in both figures.

Increasing $k$

Figure 4.5 explores the effects of increasing the Couette component $k$, on $\gamma$ and on the marginal values of $Re_{inj}$. Figure 4.5(a) indicates that the sensitivity of $Re_{inj,2}$ to $k$ is also not extreme: we have found that this transition occurs within the range $\sim 22 - 25$ for $k \in [0, 1]$. For each value of $k$ examined, we also observe numerically a similar independence of $Re_{inj,2}$ to $Re$ as seen earlier in Fig. 4.4(b) for $k = 0.5$. The 3rd marginal value, $Re_{inj,3}$, is strongly dependent on $k$. For example, at $Re = 40000$, $Re_{inj,3}(k = 1) \approx 120$ and $Re_{inj,3}(k = 0.8) \approx 135$. In general, increasing $k$ shifts $Re_{inj,3}$ to the left, thereby decreasing the span of the unstable region. Increasing $k$ also decreases the maximum value of $\gamma$.

Figure 4.5(b) looks at the first transition, $Re_{inj,1}$ at $Re = 40000$. Potter
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(1966) was the first to observe that for PCP flows (i.e. $Re_{inj} = 0$), a gradual increase in the wall velocity results in crossing a “cut-off” value of $k$, say $k_1$, such that for $k > k_1$ the flow is unconditionally linearly stable. It has already been pointed out from the results of Fig. 4.4(b) that $Re_{inj,1}$ is finite as $Re \to \infty$. In addition, the results in Fig. 4.5(b) indicate that $Re_{inj,1}$ decreases with $k$ at a finite $Re$. Hence, it can be inferred that as $Re \to \infty$, the cut-off wall velocity, $k_1 = k_1(Re_{inj})$ must decrease with $Re_{inj}$.

4.3 PCP flows and the effects of small $Re_{inj}$

Having developed a broad picture of the different transitions occurring in the flow, we now focus in depth at each range of $Re_{inj}$, to understand the stability mechanisms in play. We start with the range of small $Re_{inj}$.

PCP flows without cross-flow are stable to inviscid modes, but viscosity admits additional modes, i.e. the Tollmien-Schlichting (TS) waves, which may destabilize, according to the value of $k$. When $\alpha R \gg 1$ with $c \sim O(1)$, viscous effects occur in thin oscillatory layers: (i) adjacent to the walls, (of thickness $\sim (\alpha Re)^{-1/2}$), and (ii) close to the critical point(s), $y_c$, where $u(y_c) = c_{r,crit}$ are found, (of thickness $\sim (\alpha Re)^{-1/3}$). It is in the critical layers that we see peaks in the distribution of energy production, implying transfer from the base flow. Potter (1966) put forward the argument that for a dimensionless wall velocity that exceeds $c_{r,crit}$, the critical layer near the moving wall will vanish and there remains only one critical layer, near the fixed lower wall. The thickness of this
second layer increases with wall velocity, thereby favouring stabilization.

This mechanism appears to correctly describe the long wavelength perturbations, (at \( Re_{inj} = 0 \)), which are found to be the least stable for \( k \approx O(1) \). Indeed Cowley & Smith (1985) developed a long wavelength analysis (\( \alpha \approx Re \)), in order to predict the cut-off value \( k_1(Re_{inj} = 0) \approx 0.7 \). For values \( k \approx O(1) \), PCP flows have only a single neutral stability curve (NSC). However, Cowley & Smith (1985) noted that for smaller \( k \), multiple neutral stability curves could exist, and at shorter wavelengths. For example, when \( 0 \leq k \leq Re^{-2/7} \) there is one NSC, when \( Re^{-2/7} \leq k \leq Re^{-2/13} \) there are three NSC’s, and when \( Re^{-2/13} \leq k \ll 1 \) there are two NSC’s; see Cowley & Smith (1985). Thus to understand the effect of cross-flow in PCP flows, the different regimes of \( k \) need to be considered separately.

For \( Re_{inj} \approx 0 \), we expect the stability behaviour to be close to that of the PCP flow without cross-flow. Intuitively we expect cross-flow to stabilize, and so study the range \( c_{r,crit} < k \leq k_1(Re_{inj} = 0) \). We examine the NSC’s obtained from the O-S equation corresponding to \( k = 0.5 \), under different values of \( Re_{inj} \); see Fig. 4.6(a). As expected, increasing \( Re_{inj} \) results in a progressively larger critical \( Re = Re_{crit} \). We also observe that both the upper and the lower branches are oriented at an angle of 45 degrees, (i.e. \( \alpha \sim Re^{-1} \)), at high values of \( Re \). On fixing \( Re_{inj} \) and increasing \( k \) we have found that for successively large \( k \) the upper and lower branches move together as \( Re_{crit} \) increases, eventually coalescing at \( k = k_1(Re_{inj}) \). This mechanism is identical with that observed by Cowley & Smith (1985), suggesting the applicability of
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Figure 4.6: Critical values for $k = 0.5$: (a) neutral stability curves for $Re_{inj} = 0 \times, 0.3 \circ$ and $0.53 \square$; (b) variation in $c_{r,crit}$ with $Re_{inj}$.

<table>
<thead>
<tr>
<th>$Re_{inj}$</th>
<th>$\alpha_{crit}$</th>
<th>$Re_{crit}$</th>
<th>$c_{r,crit}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0.3851</td>
<td>22600</td>
<td>0.2344</td>
</tr>
<tr>
<td>0.1</td>
<td>0.3576</td>
<td>22538</td>
<td>0.2370</td>
</tr>
<tr>
<td>0.2</td>
<td>0.3275</td>
<td>22924</td>
<td>0.2394</td>
</tr>
<tr>
<td>0.3</td>
<td>0.2950</td>
<td>23986</td>
<td>0.2415</td>
</tr>
<tr>
<td>0.4</td>
<td>0.2550</td>
<td>26321</td>
<td>0.2433</td>
</tr>
<tr>
<td>0.5</td>
<td>0.2000</td>
<td>31656</td>
<td>0.2452</td>
</tr>
<tr>
<td>0.6</td>
<td>0.1200</td>
<td>51115</td>
<td>0.2461</td>
</tr>
</tbody>
</table>

Table 4.1: Critical values for $k = 0.5$ and increasing $Re_{inj}$.  

A long wavelength approximation in order to predict $k_1(Re_{inj})$. Figure 4.6(b) plots the values of $c_r$ at criticality, as $Re_{inj}$ is varied, also for $k = 0.5$. The critical values are tabulated in Table 4.1. The dependence is initially linear. We observe that $k > c_{r,crit}$ over the computed range.
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Figure 4.7: (a) Long wave NSC’s showing the dependence of $\lambda$ on $k$ for $Re_{inj} = 0$ (dashed line), 0.3 (dash-dot), 0.5 (solid), 0.7 (dash-dot-dot) and 1 (long dash); (b) $c_{i,\text{crit}}$ versus $k$ for $\lambda = 2.5 \times 10^{-5}$, and $Re_{inj} = 0$ (dashed line), 0.3 (dash-dot), 1 (solid), 1.2 (dash-dot-dot) and 1.3 (long dash).

4.3.1 Long wavelength approximation

We follow the long wavelength distinguished limit approach of Cowley & Smith (1985), taking $\alpha \to 0$ and $Re \to \infty$, with $\lambda = (\alpha Re)^{-1}$ fixed. The product $\alpha Re$ is fixed along the upper and lower branches of the NSC. Thus, as the two branches of the NSC coalesce, in the $(k,\lambda)$-plane we observe $k \to k_1(Re_{inj})$.

In the long wavelength limit, equation 4.13 becomes:

$$i\lambda [D^4 - Re_{inj}D^3] \phi + (u - c) D^2 \phi - (D^2 u)\phi = 0, \quad (4.18)$$

with boundary conditions (4.14).

Figure 4.7(a) shows the NSC obtained from (4.18), plotted in the $(k,\lambda)$-plane for various $Re_{inj}$. The cut-off value $k_1(Re_{inj})$ is the maximal value of $k$. 
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<table>
<thead>
<tr>
<th>$Re_{inj,1}$</th>
<th>$k_1$</th>
<th>$c_{r,crit}$</th>
<th>$k(k_1, Re_{inj,1})$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0.70</td>
<td>0.2331</td>
<td>0.5070</td>
</tr>
<tr>
<td>0.3</td>
<td>0.60</td>
<td>0.2431</td>
<td>0.4657</td>
</tr>
<tr>
<td>0.5</td>
<td>0.54</td>
<td>0.2455</td>
<td>0.4386</td>
</tr>
<tr>
<td>0.7</td>
<td>0.48</td>
<td>0.2472</td>
<td>0.4085</td>
</tr>
<tr>
<td>1.0</td>
<td>0.38</td>
<td>0.2358</td>
<td>0.3489</td>
</tr>
<tr>
<td>1.29</td>
<td>0.19</td>
<td>0.1556</td>
<td>0.1939</td>
</tr>
</tbody>
</table>

Table 4.2: Cut-off values, $k_1$, and wavespeed $c_{r,crit}$, for increasing $Re_{inj}$.

on each of these curves. These values are listed in Table 4.2. We also list the dimensionless wall speeds at cut-off, i.e. $\tilde k(k_1, Re_{inj})$. We observe that the cut-off wall speed decreases with $Re_{inj}$. This is in agreement with the concluding remarks of §4.2.3.

Figure 4.7(b) shows $c_i$ for the least stable eigenvalue of the long wavelength problem, for fixed $\lambda = 2.5 \times 10^{-5}$ and different values of $Re_{inj}$, as $k$ is varied. When $Re_{inj} \geq 1.3$, we find that $c_{i,crit} \leq 0$, $\forall \ k \in (c_{r,crit}, k_1(0)]$, implying that there are no neutral or unstable long wavelength perturbations in this range of $k$, (i.e. at least until we approach the second transition at $Re_{inj,2}$). Thus, in this initial range of say $Re_{inj} \lesssim 1.3$, provided that $k > c_{r,crit}$, we can talk equally of a cut-off value for $k$ or for $Re_{inj}$.

4.3.2 Effects of asymmetry of the velocity profile

We observe that $Re_{inj}$ enters the stability problem in two distinct ways. The first one represents the direct contribution of the additional third order inertial term, $Re_{inj}D(a^2 - D^2)\phi$, in the O-S equation (4.13). For the second one,
4.3. PCP flows and the effects of small $Re_{inj}$

Figure 4.8: Eigenspectrum for $(k, \alpha, Re) = (0.5, 0.2, 31656)$ (a) $Re_{inj} = 0.5$ (Critical Conditions) and (b) $Re_{inj} = 23.5$. Symbol $\circ$ indicates the eigenspectrum from the O-S equation while $\square$ indicates the spectrum obtained by neglecting the additional cross-flow inertial term.

$Re_{inj}$ influences the base velocity profile. To explore which of these effects is dominant, we show in Fig. 4.8 the spectra of (4.13)–(4.14) obtained with and without the term, $Re_{inj}D(\alpha^2 - D^2)\phi$, included in the computation. The critical parameters corresponding to $Re_{inj} = 0.5$, in Table 4.1, are chosen and fixed for this comparison. Figure 4.8(a) shows the two spectra at $Re_{inj} = 0.5$, which are near identical, completely overlapping on the figure. This suggests that at smaller $Re_{inj}$, the effects of cross-flow manifest completely via the base flow velocity profile. Figure 4.8(b) shows a similar comparative study at a larger value of $Re_{inj}$, closer to $Re_{inj,2}$. In this figure we see a distinct difference between the spectra. The additional third order term is apparently responsible for the splitting of the A, P, and S families, illustrated earlier in Fig. 4.3(b).
In Fig. 4.9, we plot $k_1$ against $Re_{inj} (= Re_{inj,1})$. A linear dependence is evident. The slope of the line is approximately $-1/3$. The flow is unconditionally linearly stable above the line and conditionally unstable otherwise. For small values of $Re_{inj}$, we have seen in Fig. 4.1 that the principal effect is to skew the velocity profile towards the upper wall. A similar asymmetric skewing of the velocity profile is also induced in an annular Couette-Poiseuille (ACP) flow, through geometric means by varying the radius ratio, $\eta$, (defined as the radius of the outer stationary cylinder to the radius of inner moving cylinder). ACP flow has been studied extensively by Sadeghi & Higgins (1991), and we superimpose their results on ours, in Fig. 4.9. The comparison is striking. We believe there are 2 features of Fig. 4.9 that are unusual and worthy of note. Unsurprising is of course the identical limits $Re_{inj} = 0 = (\eta - 1)$. Note that $Re_{inj} \to 0$ is the PCP flow, and $\eta \to 1$ represents the narrow gap limit of ACP, which is also the PCP flow.

The first feature is the very similar linear decay in critical $k = k_1(Re_{inj})$, from the PCP values. It can be argued along the lines of Mott & Joseph (1968), that for a fixed Couette component ($k$), increasing the cross-flow for the PCP flow, or the radius ratio in the ACP flow of Sadeghi & Higgins (1991), skews the velocity profile more towards the moving boundary, thus increasing asymmetry and thereby stability. Since it has been already observed in Fig. 4.8(a) that for small $Re_{inj}$ the influence of injection on the eigenspectrum is through the velocity profile only, we do expect stabilization. However, when $(\eta - 1)$ and $Re_{inj}$ are of $O(1)$, we can see no obvious quantitative relation between these
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Figure 4.9: \( k_1 \) as a function of \( Re_{inj,1} \) (shown by □) and the radius ratio, \( \eta \) (shown by ●) in ACP flow (Sadeghi & Higgins (1991))

flows and even the stability operators are quite different.

The second noteworthy feature of Fig. 4.9 is that there is a minimum value of \( k_1 \ (k_{1,\text{min}}) \) below which it is not possible to produce unconditional stability by applying (modest) cross-flow. This minimum value is found when \( k_1 \rightarrow c_{r,\text{crit}} \). We have found approximately that \( k_{1,\text{min}} = 0.19 \) and the corresponding \( Re_{inj,1} = 1.29 \). This is very similar to Sadeghi & Higgins (1991), who found that the critical layer near the moving wall of ACP flows remained up to \( c_{r,\text{crit}} \approx 0.18 \).

**Linear energy budget considerations**

The strong analogy with the ACP results of Sadeghi & Higgins (1991) suggests that a similar mechanism may be responsible for the stabilization and cut-off behaviour. To investigate this we examine the linear energy equation,
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derived in modal form from the Reynolds-Orr energy equation. This yields the following two identities:

\[ c_i = \frac{\langle (\phi_r D\phi_i - \phi_i D\phi_r)Du \rangle - \frac{1}{\alpha Re} [I_2^2 + 2\alpha^2 I_1^2 + \alpha^4 I_0^2]}{I_1^2 + \alpha^2 I_0^2}, \]  

(4.19)

\[ c_r = \frac{\langle (\alpha^2 |\phi|^2 + |D\phi|^2)u \rangle + \frac{Re_{\text{inj}}}{\alpha Re} \langle \alpha^2 (\phi_r D\phi_i - \phi_i D\phi_r) + (D\phi_r D^2 \phi_i - D\phi_i D^2 \phi_r) \rangle}{I_1^2 + \alpha^2 I_0^2}, \]  

(4.20)

where $I_k = I_k(\phi)$ is the semi-norm defined by:

\[ I_k = \left[ \int_{-1}^{1} |D^k \phi|^2 \, dy \right]^{1/2}, \quad k = 0, 1, 2, \]

and where

\[ \langle f \rangle = \int_{-1}^{1} f(y) \, dy. \]

Before proceeding further, we note that $Re_{\text{inj}}$ only appears indirectly in (4.19), reinforcing the assertion that for order unity $Re_{\text{inj}}$, the principle contribution to stability of injection is via the mean flow. Indeed, in the long wavelength limits of cut-off $k$ that we have studied, we have found values $\lambda = (\alpha Re)^{-1} \lesssim 10^{-4}$ for instability. Thus, in (4.20) the term directly involving $Re_{\text{inj}}$ has minimal effect on $c_r$, explaining the observations in Fig. 4.8(a).

The identity (4.19) can also be interpreted as an energy equation, in form:

\[ \frac{d}{dt} \langle T_1 \rangle = \langle T_2 \rangle - \frac{1}{Re} \langle T_3 \rangle \]  

(4.21)
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where

$$T_1 = 0.5 (|D\phi|^2 + \alpha^2 |\phi|^2), \quad \frac{dT_1}{dt} = \alpha c_1 T_1,$$  \hspace{1cm} (4.22)

$$T_2 = 0.5 \alpha \tau D_u, \quad \tau = \phi_r D\phi_i - \phi_i D\phi_r,$$  \hspace{1cm} (4.23)

$$T_3 = 0.5(|D^2\phi|^2 + 2\alpha^2 |D\phi|^2 + \alpha^4 |\phi|^2).$$  \hspace{1cm} (4.24)

The left-hand side of (4.21) represents the temporal variation of the spatially averaged (one wavelength) kinetic energy. The first term on the right-hand side of (4.21) is the exchange of energy between the base flow and the disturbance. The last term, \(\left(\frac{1}{Re} \langle T_3 \rangle\right)\), represents the rate of viscous dissipation. At criticality, the two terms on the right-hand side balances each other, but the spatial distributions of $T_2$ and $T_3/Re$ indicate where the energy is generated and dissipated in the channel.

Sadeghi & Higgins (1991) extensively utilised this linear energy approach in studying the effect of $k$ on stability of ACP flow. They found that increase in the value of $k - c_{r, crit}$ decreases the Reynolds stress ($\tau$) near the moving wall until it becomes negative, hence stabilizing. The critical layer near the moving wall vanishes for $k > c_{r, crit}$ and as $k$ increases the Reynolds stress becomes progressively negative within the critical layer at the fixed wall, but this behavior is destabilizing since the velocity gradient is negative there for ACP flow.

Figures 4.10(a)-(d) examine the distribution of $T_2$ and $T_3/Re$ for the least stable eigenmode for the parameters listed in Table 4.1, i.e. we fix $k = 0.5$ and
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Figure 4.10: Distribution of energy production ($T_2$) and dissipation ($\frac{1}{Re} T_3$) terms across the domain corresponding to criticality at $Re_{inj} =$ (a) 0, (b) 0.2, (c) 0.4 and (d) 0.6. In all the cases, $k = 0.5$. Dash-dot-dot line with symbol □ represents $T_2$, dashed line with filled △ represents $\frac{1}{Re} T_3$ and solid vertical line represents the location of the critical layer.

Increase $Re_{inj}$ up to $Re_{inj} = Re_{inj,1} \approx 0.6$. The critical layer is marked with a vertical line. We observe that both the rate of energy transfer and the rate of viscous dissipation decrease with the cross-flow. Without cross-flow, $T_2$ is positive and negative respectively in the lower (injection) and upper (suction) halves of the domain. Increasing the cross-flow decreases both the positive (near injection wall) and negative (near suction wall) peaks. The location of the critical layer also moves away from the injection wall due to the skewing of the velocity profile. When $Re_{inj} \approx Re_{inj,1}$, $\langle T_2 \rangle$ and $\frac{1}{Re} \langle T_3 \rangle$ not only equalize.
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but (since $\phi$ has been normalised), will have magnitudes $O(\alpha^{-1})$ since $\alpha Re = \text{constant at cut-off}$; (see also Sadeghi & Higgins (1991)). This reduced energy budget as $Re_{inj} \approx Re_{inj,1}$. This is the primary reason for the cut-off.

4.3.3 Summary

For the range of small to order unity $Re_{inj}$ with $k \geq c_{r,\text{crit}}$, the flow instability is dominated by long wavelength perturbations. This instability mechanism exhibits a cut-off phenomenon characterised by a near linear boundary in the $(Re_{inj}, k)$-plane. The initial cut-off mechanism is very similar to that for ACP, as studied by Sadeghi & Higgins (1991), combining skewing of the velocity profile, shifting of the critical layer and decay of the net perturbation energy.

4.4 Intermediate $Re_{inj}$ and short wavelength instabilities

We now consider the range $0 \leq k \leq c_{r,\text{crit}}$, in which the critical layer at the upper wall is still present. We investigate its stability characteristics by adding cross-flow of intermediate strength ($0 \leq Re_{inj} \lesssim 21$), avoiding for the moment the second transition. It is intuitive that the presence of the critical layer will affect the stability behavior. To verify this we have studied the two extremities of the range of $k$ considered, i.e. $k = 0$ (PP flow) and $k = 0.18$. The respective NSCs are shown in Fig. 4.11. It is evident that the presence of the critical
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Figure 4.11: Neutral Stability Curves (NSCs) for (a) $k = 0$ and (b) 0.18 at different $Re_{inj}$. The symbols indicate different values of $Re_{inj}$ and are as follows: × → $Re_{inj} = 0$, ○ → $Re_{inj} = 6$ in (a) and 4 in (b), □ → $Re_{inj} = 12$ in (a) and 8 in (b)

layers render shorter wavelength modes unstable. Yet, it is also observed that with $Re_{inj}$ in this intermediate range, the stability increases dramatically.

We have been unable to make any advance analytically in this range of $Re_{inj}$, and therefore have proceeded numerically. First we note that when we have considered $k \gtrsim 0.19$ for the range of $1.3 < Re_{inj} < 21$, we have found that the least stable modes are long wavelength modes and that these are linearly stable. Thus, $k \gtrsim 0.19$ appears to represent an absolute cut-off in this range of $Re_{inj}$.

For smaller $k$ we have seen that the NSC’s occur with wavenumbers that are $O(1)$ and apparently increasing with $Re_{inj}$. Unlike the long wavelength problem, the asymptotic behaviour along the branches of the NSC’s is not easily treated. At fixed large $Re$, we are able to compute numerically a cut-off value of $k$ for increasing $Re_{inj}$, i.e. $k = k_1(Re_{inj}, R)$. These cut-off curves do
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<table>
<thead>
<tr>
<th>$k_1$</th>
<th>$Re_{inj,1}$</th>
<th>$\alpha_{crit}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>20.8</td>
<td>3.5227</td>
</tr>
<tr>
<td>0.0225</td>
<td>20.6</td>
<td>3.7458</td>
</tr>
<tr>
<td>0.0450</td>
<td>20.0</td>
<td>3.9381</td>
</tr>
<tr>
<td>0.0675</td>
<td>18.6</td>
<td>3.9831</td>
</tr>
<tr>
<td>0.0900</td>
<td>15.6</td>
<td>3.4146</td>
</tr>
<tr>
<td>0.1125</td>
<td>14.4</td>
<td>3.2112</td>
</tr>
<tr>
<td>0.1350</td>
<td>13.4</td>
<td>3.2112</td>
</tr>
<tr>
<td>0.1575</td>
<td>12.6</td>
<td>3.2112</td>
</tr>
<tr>
<td>0.1800</td>
<td>11.8</td>
<td>3.2112</td>
</tr>
</tbody>
</table>

Table 4.3: Cut-off values evaluated for shorter wavelength instabilities for $Re = 10^6$.

lie below $k \sim 0.19$, but are not wholly independent of $Re$, at least within the range of $Re$ up to which our numerical code is reliable, i.e. it is quite possible that these asymptote to a cut-off curve as $Re \to \infty$, but we cannot reliably evaluate this limit numerically. As an example of this numerical cut-off, (at $Re = 10^6$), we have computed the cut-off values $Re_{inj,1}$, as listed in Table 4.3 and shown in Fig. 4.12(a). For the range $1.4 < Re_{inj} < 11.8$, the cut-off is close to $k \sim 0.19$.

Although we see that the unstable wavenumbers increase with $Re_{inj}$ in Fig. 4.11, note that asymptotically as $\alpha \to \infty$ the short wavelengths are stable.

To see this, from (4.19) we bound

$$\langle \phi_r D\phi_i - \phi_i D\phi_r \rangle Du \leq |Du|_{max}I_0I_1 \leq 0.5|Du|_{max}[\alpha I_0^2 + I_1^2/\alpha].$$
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Figure 4.12: Shorter wavelength cut-off showing $k_1$ as a function of $Re_{\text{inj},1}$. The flow is linearly stable for $Re \leq 10^6$ above the curve. The values in Table 4.3 are marked by □.

so that $c_i < 0$ provided that:

$$Re < \frac{|Du|_{\text{max}}}{2\alpha^2},$$

(4.25)

(and better bounds are certainly possible). In Table 4.3 we note that the maximal critical wavenumber is in fact attained at an intermediate $Re_{\text{inj}}$.  
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4.4.1 Behaviour of preferred modes for intermediate $Re_{inj}$.

In our preliminary results, (§4.2.3), we saw that at fixed values of $(Re, k, \alpha)$, increasing the $Re_{inj}$ led to regimes of stabilization, then destabilization, and then finally stabilization. For $k \geq c_{r,crit}$, only long wavelengths appear unstable and how the cut-off values of $k$ and $Re_{inj}$ vary in this regime are illustrated in Fig. 4.9. For the lower range of $k$, our results are primarily numerical, indicating a cut-off value $k \approx 0.19$ for $1.3 \lesssim Re_{inj} \lesssim 11.8$ and then with decaying cut-off $k$ for $11.8 \lesssim Re_{inj} \lesssim 20.8$, as illustrated in Fig. 4.12. Therefore, we have linear stability as we cross some cut-off frontier, $k > k_1(Re_{inj})$ in the $(Re_{inj}, k)$-plane, (alternatively for $Re_{inj} > Re_{inj,1}$).

We now consider what happens to the certain eigenmodes (preferred modes) as we extend the injection cross-flow up until the second critical $Re_{inj}$. Our analysis up to now suggests that the behaviour may be different depending on whether we consider small or moderate $k$. In Fig. 4.13, we have plotted the locations of certain eigenmodes as $Re_{inj}$ is increased, by keeping the Reynolds number $Re$ constant at $10^6$. This gives us some idea of how cut-off behaviour changes with $Re_{inj}$. Although the “preferred modes” are simply those we have selected, we implicitly mean modes that are involved in the transition from stable to unstable as one of our dimensionless parameters is varied (here $Re_{inj}$), i.e. at some point a preferred mode becomes the least stable mode and then unstable.
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Figure 4.13(a) shows two eigenmodes corresponding to $k = 0$, (PP flow). A least stable long wavelength mode is tracked for $\alpha = 0.001$, denoted by ‘A’. This mode is stable at $Re_{inj} = 0$ and its stability increases further as $Re_{inj}$ increases up to around 1.7. However, further increases in $Re_{inj}$ destabilize this mode progressively until it becomes unstable at $Re_{inj} = 25$. In the inset of Fig. 4.13(a) we have also plotted the least stable short wavelength mode at $\alpha = 3.5227$. Such modes become unstable only under the influence of cross-flow of intermediate strength. This particular mode, (denoted by ‘B’), starts becoming unstable approximately when $Re_{inj} > 15$, but recovers stability later for $Re_{inj} \geq 20.8$. This behavior is a direct consequence of the trajectory of the NSCs observed in Fig. 4.11(a). The preferred mode ‘B’ is the critical mode at cut-off, (see Table 4.3). Thus PP flow with cross-flow is unconditionally linearly stable in the range $20.8 \leq Re_{inj} \lesssim 25$.

For larger $k$, the stability behavior is primarily governed by the long wavelength modes, as shown in Fig. 4.13(b) for $k = 0.5$. The least stable mode corresponding to $\alpha = 0.01$ is unstable for $Re_{inj} = 0$, denoted mode ‘C’. This viscous mode becomes stable when $Re_{inj}$ increases to 0.6, which is indeed the cut-off value, i.e. $Re_{inj,1}$. This is expected, according to Table 4.2. Mode ‘C’ is weakly damped and its stability increases for $Re_{inj} \lesssim 3$, after which it starts destabilizing. The mechanism of this destabilization can probably be analysed along the lines of resonant interactions of the Tollmien-Schlichting (T-S) waves; see Baines et al. (1996). To show this interaction, we have traced the locus, (for $Re_{inj} = [7, 30]$), of the least stable inviscid short wavelength mode ‘D’, at
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Figure 4.13: Behavior of preferred modes (belonging to different wavelengths and denoted by alphabets ‘A’-‘D’) under the influence of cross-flow with $Re = 10^6$. Symbols $\square$ and $\circ$ respectively imply the starting and the ending position of the preferred mode in the $c_i$, $c_r$ plane, whereas the dots (‘.’) trace the locus. The difference in $Re_{inj}$ between consecutive dots is 0.1. (a) $k = 0$. Mode ‘A’ has $\alpha = 0.001$ and is traced for $Re_{inj} = [0, 25]$. Mode ‘B’ has $\alpha = 3.5227$ and is traced for $Re_{inj} = [15, 21]$ (shown in the inset), the position at $Re_{inj} = 15$ is marked by ‘∗’. (b) $k = 0.5$. Mode ‘C’ has $\alpha = 0.01$ and is traced for $Re_{inj} = [0, 30]$. Mode ‘D’ has $\alpha = 2.5$ and is traced for $Re_{inj} = [7, 30]$.

$\alpha = 2.5$. This mode, being inviscid, remains stable but has $c_i$ very close to zero as $Re_{inj}$ increases. The wave speed $c_r$ decreases continuously with $Re_{inj}$ for mode ‘D’. The resonant interaction takes place when its wave speed matches with that of mode ‘C’, which signals the destabilization of mode ‘C’. This destabilization continues until mode ‘C’ becomes unstable when $Re_{inj} \gtrsim 30$.

In Fig. 4.14 we show examples of the streamfunction for the preferred modes, corresponding to various $k$ and $Re_{inj}$ in the transitions of Fig. 4.13. For the long wavelength mode ‘C’, Figs. 4.14(a)-(c) show that strong $Re_{inj}$ appears to skew the streamlines towards the lower wall. The same is true for the long wavelength mode ‘A’ under strong injection; see Fig. 4.14(f).
Figure 4.14: Isovalues of the normalised perturbation stream functions ($\psi'$) for the preferred modes at $Re = 10^6$ under different $Re_{inj}$. The streamwise extent of the domain is one wavelength. Corresponding to $k = 0.5$, the long wavelength mode ‘C’ is shown for (a) $Re_{inj} = 0.1$ (unstable), (b) $Re_{inj} = 1$ (stable) and (c) $Re_{inj} = 30$ (unstable). Corresponding to $k = 0$, $\psi'$ for two different preferred modes, viz. ‘A’ and ‘B’ are shown. The shorter wavelength mode ‘B’ ($\alpha = 3.5227$) is shown for (d) $Re_{inj} = 15$ (unstable) and (e) $Re_{inj} = 21$ (stable). The longer wavelength mode ‘A’ ($\alpha = 0.001$) is shown for (f) $Re_{inj} = 25$ (unstable).
4.5 Stability and instability at large $Re_{inj}$.

We turn now to the transition to instability at $Re_{inj,2}$ and then later to stabilizing effects at very large $Re_{inj}$. As observed in §4.2.3, the transition at $Re_{inj,2}$ appears to be independent of streamwise Reynolds number $Re$ (see Fig. 4.4(b)) and occurs for all $k$. Although there is sensitivity to $k$, it is not very significant. Values of $Re_{inj,2}$ are found for all $k \in [0, 1]$ and are in a fairly tight range of $Re_{inj} \sim 22 - 25$.

As suggested in the previous subsection, although instability at moderate $Re_{inj}$ may be either short wavelength or long wavelength, according to $(k - c_{r, crit})$, as we approach $Re_{inj,2}$ from below it is the long wavelengths that are unstable. Figure 4.15a shows the neutral stability curves corresponding to PP flow for $Re_{inj}$ just above $Re_{inj,2}$. The NSC’s are nested with decreasing $Re_{inj}$ and as we approach $Re_{inj,2}$ the upper and lower branches of the NSC are seen to coalesce. The slope of the two branches suggests that $\alpha \sim R^{-1}$ in the limit of cut-off, and hence the previous long wavelength approximation, leading equation (4.18), should be effective for predicting the cut-off in the $(k, \lambda)$-plane; (recall $\lambda = (\alpha R)^{-1}$).

Figure 4.15b shows the NSC’s obtained from long wave approximation. The cut-off velocity $k_2$ is the maximum value of $k$ encountered along the NSC.
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Figure 4.15: (a) NSC of PP flow ($k = 0$) when $Re_{inj} \to Re_{inj,2}^-$. The different values of $Re_{inj}$ are 22.5 (dashed line with ×), 23 (dash-dot line with □) and 24 (dash-dot-dot line with ◦). Near cut-off, $\alpha Re$ is constant along the upper and lower branches. (b) Long wave NSCs showing the dependence of log$_{10} \lambda$ on $k$. The different values of $Re_{inj}$ are 22.4 (□), 23.5 (◦), 24 (◦) and 25 (×). Cut-off is achieved over the entire range of $k$, i.e. [0, 1].

for a given $Re_{inj} = Re_{inj,2}$. Unlike Fig. 4.7, the entire range of $k$ becomes unconditionally stable. For $Re_{inj,1} < Re_{inj} < 22.2$, $c_i < 0 \ \forall \ k \in [0, 1]$. Another significant difference with Fig. 4.7 and the results of Cowley & Smith (1985) is that “bifurcation from infinity” is not observed as $k \to 0$. This is possibly because the curves bifurcate from infinity for negative values of $k$, but we have not studied this range. Finally, we mention that for cross-flow rates slightly greater than $Re_{inj,2}$, the $Re_{crit}$ is relatively low for the entire range of $k$. For example, $Re_{inj,2} \approx 23.8$ for $k = 0.5$, (implying $Re_{crit} \to \infty$ as $Re_{inj} \to Re_{inj,2}^-)$. Increasing $Re_{inj}$ to 25 decreases $Re_{crit}$ to around 6000. Thus, on crossing $Re_{inj,2}$ we find a dramatic decrease in the flow stability.
4.5. Stability and instability at large $Re_{inj}$.

Figure 4.16: (a) Distribution of energy production ($T_2$) and dissipation ($\frac{1}{Re} T_3$) terms across the domain corresponding to criticality at $Re_{inj} = 25$. Dash-dot-dot line with symbol □ represents $T_2$, dashed line with filled △ represents $\frac{1}{Re} T_3$ and solid vertical line represents the location of the critical layer. (b) Reynolds Stress $\tau$ distribution at criticality for $Re_{inj} = 0$ (denoted by □ symbol), $Re_{inj} = 0.6$ (denoted by ×) and $Re_{inj} = 25$ (denoted by ◦). The location of the critical layers are shown by solid lines with corresponding symbols.

4.5.1 Linear energy balance at $Re_{inj,2}$

An interesting feature of transition at $Re_{inj,2}$ is the independence with respect to $Re$. With reference to the energy equation (4.21), this insensitivity implies that in this range $|T_2|$ is much larger than the viscous dissipation, $\frac{1}{Re} T_3$. In other words, at criticality $c_i = 0$ is achieved by a balance of energy production and dissipation within $T_2$, more so than via balance with the viscous dissipation. Figure 4.16(a) investigates the energy budget at criticality for $k = 0.5$ at $Re_{inj} = 25$. The critical parameters are observed to be $(\alpha_{crit}, Re_{crit}) = (0.31, 6000)$. This implies that crossing the cut-off $Re_{inj,2}$, there is a transition from unconditional stability ($Re_{crit} \rightarrow \infty$) to high
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Instability \( (Re_{crit} = 6000) \). Comparing with Fig. 4.10 (which shows energy distribution corresponding to criticality for \( k = 0.5 \) and \( Re_{inj} \leq Re_{inj,1} \) ), it is obvious that \( T_2 \) has a higher amplitude while the viscous dissipation \( \frac{1}{Re} T_3 \) is weaker.

This behavior is due to the generation of larger Reynolds stresses \( \tau \), as \( Re_{inj} \) increases, as illustrated in Fig. 4.16(b). The dominance of \( T_2 \) over the viscous dissipation suggests that the critical layers have little to do with instability in this range. Note that \( \tau \) is small in the critical layer, which has now moved towards the channel centre, and hence \( T_2 \) is also small. Referring to Fig. 4.2(b), the vanishing vorticity gradient \( (D^2 u) \) found in the bulk of the flow domain at high values of \( Re_{inj} \) removes/diminishes the singular effects associated with the critical layer.

The growth of \( \tau \) is probably not responsible for the spreading of the spectrum along the real axis, that we have observed in Fig. 4.3(b). Equation (4.20) may be rewritten as:

\[
c_r = \frac{\langle (\alpha^2 |\phi|^2 + |D\phi|^2)u \rangle + \frac{Re_{inj}}{\alpha Re} \langle \alpha^2 \tau - \phi_r D^3 \phi_i + \phi_i D^3 \phi_r \rangle}{\bar{I}_1^2 + \alpha^2 \bar{I}_0^2}.
\]

The first term leads simply to values of \( c_r \) in the range of \( u \). The second term does contain \( \alpha^2 \tau \), i.e. longitudinal gradients of the Reynolds stresses. However, note that even for the shorter wavelengths we have \( \alpha \sim O(1) \), and if we consider long wavelengths, we have typically found instability only for
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Figure 4.17: Distribution of energy production \( (T_2) \) and dissipation \( (\frac{1}{Re} T_3) \) terms across the domain corresponding to mode ‘C’ at \( \text{Re}_{\text{inj}} \) = (a) 0, (b) 0.6, (c) 1, (d) 3, (e) 10 and (f) 30. Dash-dot-dot line represents \( T_2 \), solid line represents \( \frac{1}{Re} T_3 \).

\( \alpha \text{Re} \gg 1 \). Thus, even for these larger \( \text{Re}_{\text{inj}} \), the term involving \( \alpha^2 \tau \) is likely to be insignificant.

The extension of \( c_r \) beyond the usual bounds of the base flow velocity is therefore due to the 3rd derivative terms in (4.26), which cannot be bounded by the denominator. Interestingly therefore, the larger values of \( c_r \), which indicate less regular eigenmodes, also lead to larger viscous dissipation, and hence more stable modes. This explains the shape of the spectrum in Fig. 4.3(b).

In Fig. 4.13(b), we tracked the behaviour of mode ‘C’ as \( \text{Re}_{\text{inj}} \) increased.
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This mode becomes unstable for \( Re_{inj} \geq Re_{inj,2} \), implying that it governs the transition behavior. In Fig. 4.17 we show the evolution of the energy balance terms for this mode as \( Re_{inj} \) increases from zero. This mode is stable from \( Re_{inj} = 0.6 \) to 30. The cut-off achieved at \( Re_{inj} = 0.6 \) is primarily due to the increased viscous dissipation at both walls. This phenomenon continues until \( Re_{inj} \approx 3 \), see Fig. 4.17(d). At this point, the ‘viscous hump’ observed near the lower wall gets amplified. This mechanism is probably due to the resonant interaction between mode ‘C’ and an (approximately) neutrally stable inviscid mode , for example mode ‘D’. Further increase in \( Re_{inj} \) thins out the viscous layer at the suction wall faster than that at the injection wall. Suction negates both the exchange as well as the dissipation of energy, and the viscous hump is localised within the lower half of the channel, i.e. injection side. \( \frac{1}{Re} T_3 \) reduces faster than \( T_2 \) and finally the mode becomes unstable when \( Re_{inj} \) increases to 30. The condition at this point is \( \langle T_2 \rangle > \frac{1}{Re} \langle T_3 \rangle \); see Fig. 4.17(f). It is interesting to observe that the mode becomes unstable when the viscous hump reaches the centre of the channel. Further increase of \( Re_{inj} \) results in a gradual reduction of \( T_2 \) and the mode becomes stable again. The mean perturbation kinetic energy \( q(y) \) distribution provides further insight into the instability mechanism. It is defined modally to be:

\[
q = \frac{1}{4} \left( |D\phi|^2 + \alpha^2 |\phi|^2 \right)
\]

(4.27)

Figure 4.18 shows the mean perturbation kinetic energy profiles for mode ‘C’.
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at different $Re_{\text{inj}}$. Each distribution of $q$ has been normalised by its maximum value.

Without any cross-flow, the amount of energy in the two halves of the domain are comparable, the suction half having $\sim 43\%$ of the energy, (note $k = 0.5$). Increasing cross-flow up to $Re_{\text{inj}} \approx Re_{\text{inj},1} = 0.6$ increases the secondary peak until the cut-off is achieved. The energy in the suction half at this point is 46.7\%. The primary peak moves toward the lower wall but cannot reach it because of the no-slip conditions. At $Re_{\text{inj}} > 1$, the primary peak starts moving away from the suction wall. At $Re_{\text{inj}} = 3$, the mode is at its maximum stability (see Fig. 4.13(b)). At this point, the perturbation energy is highly localised within the lower $\frac{1}{8}$th of the channel, along with a small secondary peak at the upper quarter. Further increase of $Re_{\text{inj}}$ to 10 causes the secondary peak to vanish; the energy content in the suction half being only $\sim 7.6\%$. The resonant interactions of T-S waves result in the development of a secondary peak from the primary peak itself. During this process, the secondary peak slowly separates from the primary peak and moves in the direction of the upper wall. For $Re_{\text{inj}} = 30$, the perturbation reaches the channel centre and the mode becomes unstable. The amount of energy in the suction half increases to $18.1\%$. For even higher values of $Re_{\text{inj}}$, for example 45, the upper half holds $\sim 32\%$ of the energy.

Thus it appears that the onset of the cut-off at $Re_{\text{inj},1}$ occurs when the secondary peak holds maximum energy. Increasing injection decays this peak until it reaches a minimum and then starts to grow out from the primary
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Figure 4.18: Non-dimensional mean perturbation kinetic energy profiles for mode ‘C’ at different $Re_{inj}$. Solid lines with symbols denote the unstable modes. For each $Re_{inj}$, $q$ has been scaled by its maximum value.

peak. The end of the cut-off regime, marked by $Re_{inj} > Re_{inj,2}$, occurs when the secondary peak reaches the channel centre and holds sufficient energy.

4.5.2 Eventual stabilization at $Re_{inj,3}$

We have not studied in detail the eventual stabilization of the flow at very large $Re_{inj}$ (i.e. $Re_{inj} \sim Re_{inj,3}$), but we believe the energetics of this stabilization are due to a decay in the energy production. This can be seen most clearly from the identity (4.19), which is in the same form as that for any parallel shear flow, i.e. cross-flow only influences (4.20) directly. Joseph has used this expression to derive general bounds that depend on $|Du|_{max}$, and
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various functional inequalities; see Joseph (1968, 1969). For example, we have linear stability provided that:

$$\alpha Re |Du|_{max} < \max(\xi^2 \pi + 2^{3/2} \alpha^2, \xi^2 \pi + \alpha^2 \pi)$$  \hspace{1cm} (4.28)

where $\xi = 2.36502$ is the least eigenvalue of a vibrating rod with clamped ends at $y = \pm 1$.

The condition (4.28) evidently holds for the flows we consider, but is very conservative and especially so in the limit of large $Re_{inj}$. This conservatism at large $Re_{inj}$ stems directly from the simplistic treatment of $Du$ in bounding the energy production term:

$$\langle (\phi_r D\phi_i - \phi_i D\phi_r) Du \rangle < |Du|_{max} I_0 I_1.$$

With reference to Figs. 4.1 & 4.2 and to (4.11), we see that at large $Re_{inj}$ the base velocity profile consists of a thin layer near the upper suction wall, within which $Du \sim |Du|_{max} \sim Re_{inj}$, which has thickness of $O(Re_{inj}^{-1})$. Away from this thin boundary layer, the velocity gradients are of size $Du \sim 2(k Re_{inj})^{-1} + O(Re_{inj} e^{-Re_{inj}(1-\nu)})$. Note however, that within this suction layer, we have $\phi \sim (1 - y)^2$ due to the boundary conditions on the perturbation. Therefore,
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taking a nominal suction layer boundary at \( y = y_s \), we may estimate as follows:

\[
\langle (\phi_r D\phi_i - \phi_i D\phi_r) Du \rangle = \int_{-1}^{1-y_s} (\phi_r D\phi_i - \phi_i D\phi_r) Du \, dy + \int_{1-y_s}^{1} (\phi_r D\phi_i - \phi_i D\phi_r) Du \, dy \\
\leq \frac{2}{kRe_{inj}} \int_{-1}^{1-y_s} |\phi_r D\phi_i - \phi_i D\phi_r| \, dy \\
+ O(|Du|_{\max} (1 - y_s)^4) \\
\leq \frac{2}{kRe_{inj}} I_0 I_1 + O(Re_{inj}^{-3}) \tag{4.29}
\]

Following Joseph (1969), this leads directly to the bound

\[
\frac{2\alpha Re}{kRe_{inj}} \lesssim \max(\xi^2 \pi + 2^{3/2} \alpha^3, \xi^2 \pi + \alpha^2 \pi), \tag{4.30}
\]

sufficient for linear stability at large \( Re_{inj} \), (with asymptotically \( kRe_{inj} \gtrsim 4 \) required). In other words, at large \( Re_{inj} \), the energy production \( T_2 \) will decay like \((kRe_{inj})^{-1}\) at leading order, so that the viscous dissipation need only be of this order to stabilize the flow.

4.6 Summary

To summarise, we have presented a detailed analysis of linear stability and instability in the \((Re_{inj}, k)\)-plane, for PCP flow with cross-flow. The most complete analysis concerns the important range of low \( Re_{inj} \) and modest \( k \). In this range we have demonstrated that the stabilization mechanism, due to
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Figure 4.19: Variation of $k$ with $Re_{inj}$. The filled □ symbols show the long wavelength cut-off achieved for $0.7 \geq k \geq 0.19$. The filled ◦ symbols show the shorter wavelength cut-off for $0.19 > k \geq 0$ evaluated numerically for $Re = 10^6$. The filled ◆ symbols imply the second long wavelength cut-off. The shaded region depicts the entire zone of unconditional linear stability.

either injection or wall motion, is essentially the same. Long wavelengths dominate. Skewing of the velocity profile shifts the critical layer and at the same time the energy production is diminished until viscous dissipation dominates at cut-off. In Fig. 4.9, we have also shown an interesting quantitative analogy with the cut-off behavior of ACP flows; see Sadeghi & Higgins (1991).

This lower range of $Re_{inj}$ and modest $k$ is probably that which is most important practically. Essentially, this range allows one to compensate cross-flow by wall-motion and vice-versa, achieving unconditional linear stability via either mechanism. With reference to Fig. 4.1, it is the range of $Re_{inj}$ in which
the cross-flow and wall motion are modifications of a base Poiseuille flow. Due to the scaling, the peak velocity is always 1, but at larger $Re_{inj}$ with modest $k$ the Poiseuille component is completely dominated by cross-flow and wall motion.

Globally, the cut-off regimes in the $(Re_{inj}, k)$-plane are as illustrated in Fig. 4.19. The shaded area shows the region of unconditional linear stability. In the intermediate range of approximately $1.3 \leq Re_{inj} \leq 20.8$ values of $k \gtrsim 0.19$ are dominated by long wavelengths and are stable. Below this value, we are able to compute numerical cut-off curves for fixed $Re$. With the limits of our computations, we cannot determine if these cut-off curves asymptote to an unconditional cut-off curve as $Re \to \infty$.

There appears to be a short band of unconditional linear stability for all computed values of $k$ around approximately $20.8 \leq Re_{inj} \leq 22$, before the destabilization occurs at larger $Re_{inj} = Re_{inj,2}$. Since this band can make PP flow unconditionally stable, it could be effectively used in applications where wall motion is not feasible, e.g. cross-flow filtration, medical dialysis. From the practical perspective, it is worth noting that the transition across $Re_{inj,2}$, is from unconditional stability to critical values of $Re$ which are relatively modest (e.g. in the range $10^3 - 10^4$) just a short distance beyond $Re_{inj,2}$. Assuming that the PP flow is linearly unstable, this means stabilization can be achieved with cross-flow velocities of the order of 1% of the mean axial flow velocity.

This destabilization at $Re_{inj,2}$ is again a long wavelength mechanism, which we have analysed using the long wavelength approximation of Cowley & Smith.
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A possible cause of this instability has been found to be resonant interactions of the T-S waves. Study of the linear energetics of the upper limit, $Re_{inj,2}$, has shown that neither viscous dissipation, nor the involvement of a critical layer are significant. Rather, the balance of energy production and dissipation within $T_2$ keeps the mode neutrally stable. Energy analysis of the preferred mode ‘C’ has revealed that the precursor of the transition to instability from unconditional stability is the amplification of disturbances near the injection wall. The mean perturbation kinetic energy has also been analyzed. It has shown that the lower limit occurs when the secondary peak holds maximum energy. Increasing injection decreases the secondary peak until it reaches a minimum and then it starts to grow from the primary peak. When the secondary peak reaches the channel centre and holds a sufficient amount of energy, the unconditional stability mechanism breaks down.

The final stabilization occurring at large $Re_{inj} \geq Re_{inj,3}$ has been analyzed using linear energy bounds. By careful treatment of the energy production term, we are able to show that the energy production terms decreases asymptotically like $Re_{inj}^{-1}$ as $Re_{inj} \to \infty$. We believe that this mechanism leads to the eventual domination of the viscous dissipation at large enough $Re_{inj}$.

In terms of the spatial structure of the perturbations, we note that the stabilization at small and moderate $Re_{inj}$ are both long wavelength phenomena for which the approximation of Cowley & Smith has been shown effective. Implicitly therefore, the critical wavenumbers scale like $Re^{-1}$ in these limits. For the shorter wavelength instabilities we have not analysed the asymptotic
behaviour of the wavenumber with $Re$. A more detailed look at the spatial structure of certain eigenmodes has been presented in Fig. 4.14. This shows a skewing of the streamline recirculatory regimes towards the lower wall for long wavelengths as $Re_{inj}$ is increased, and towards the upper wall at shorter wavelengths as $Re_{inj}$ is increased.
Chapter 5

Conclusions

_Education never ends Watson. It is a series of lessons with the greatest for the last._ — Sherlock Holmes in The Red Circle.

5.1 Summary

In this thesis we have investigated various aspects of two dimensional shear flow instabilities. In Chapter 2 we have investigated the physical reason behind the exponential amplification of an infinitesimal disturbance in an otherwise stable shear flow. By considering idealized shear layers, we have shown that hydrodynamic instability occurs because two (or more) linear interfacial waves, having arbitrary initial amplitudes and phases, interact with each other in such a way that they eventually attain a resonant configuration. The latter provides the condition for (idealized) shear instabilities; it furnishes with the range of unstable wavenumbers. This generalized wave interaction approach (referred to as wave interaction theory (WIT)) has been validated against three different types of shear instabilities, Kelvin-Helmholtz (KH), Holmboe, and Taylor.

WIT also provides a non-modal description of idealized shear instabilities.
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Non-modal instability signifies non-orthogonal interaction between the two wave modes, and is the entire process occurring prior to resonance. Rapid transient growth is a key feature of non-modal instability process. WIT shows that optimal growth occurs when the two waves are in quadrature.

In Chapter 3, the idea proposed in Chapter 2 has been extended to the non-linear regime for the case of KH. It has been shown that the non-linear interaction between two counter-propagating vorticity waves produce elliptical vortices. Contrary to the common notion that KH manifests itself in the form of spiral billow structures, our simulation has shown that elliptical vortices are another asymptotic form of KH. The dynamics of such elliptical vortices (rotation and nutation) as well as the attached thin braids have been investigated. Simple models are shown to provide a leading order description of the vortex and braid dynamics. It has been hypothesized that elliptical vortices in geophysical flows arise due to this phenomenon.

In Chapter 4 we have followed the conventional normal-mode approach to investigate how channel flows can be unconditionally stabilized/destabilized. A channel flow can be unconditionally stabilized by making one of the walls to move (i.e. adding "Couette" component). Previous studies have shown that adding small amount of cross-flow (suction from one wall and injection from the other) produces a stabilizing influence, but little is known about the influence of moderate or large cross-flows. In a parameter space of non-dimensional wall velocity and non-dimensional cross flow velocity, we have investigated how these two parameters influence the stability of a channel flow. It has been
shown that the two effects compensate each other (in the parameter space considered here). Most importantly, it has been found that there exists a small band of cross-flows for which the channel flow is unconditionally linearly stable even in the absence of wall motion.

5.2 Main contributions

The contributions of each Chapter are as follows:

5.2.1 Chapter 2

Here we have been able to provide a mechanistic understanding of shear instabilities in terms of interfacial wave interactions. Moreover we have showed that in the case of idealized shear instabilities, normal modes of spectral analysis, resonant condition of wave mechanics, and equilibrium points of dynamical systems can be brought under one umbrella. We have formulated a condition for idealized, homogeneous or stratified shear instabilities. Our formulation provides a non-modal description of instabilities, hence transient growth processes can be well understood in the light of this theory.

5.2.2 Chapter 3

The main contribution of this work is to bridge contour dynamics with wave interaction theory. We have shown that contour dynamics is the non-linear extension of WIT, and using it we have studied the non-linear evolution of a
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piecewise linear shear layer. It is found that this shear layer produces elliptical vortex. The dynamics of this vortex is well predicted by the theory proposed by Kida. By comparing our results with a number of geophysical vortices, e.g. meddies, Jupiter’s Great Red Spot, Neptune’s Great Dark Spot, we have conjectured that elliptical shaped geophysical vortices probably arise due to the above-mentioned mechanism.

5.2.3 Chapter 4

The main contribution of this chapter is finding the range of non-dimensional wall velocities and non-dimensional injection Reynolds numbers for which the two effects compensate each other. This finding can help developing a robust compensatory design of flow stabilization using either mechanism. The most important contribution of this work is finding a range of non-dimensional injection Reynolds numbers for which the flow is unconditionally stable even in the absence of wall motions. Practically speaking, wall motions are not a feasible option for flow stabilization. Suction-injection on the other hand is comparatively easier to implement. The study can therefore be valuable for various engineering applications where stabilizing the flow is crucial.
5.3 Future research

5.3.1 Chapter 2

Wave interaction theory proposed in Chapter 2 is only valid in the linear regime. In future, this theory needs to be extended into the non-linear regime to understand finite amplitude modal and non-modal instability mechanisms. Although we have extended the KH instability into non-linear domain in Chapter 3, Holmboe and Taylor instabilities need to be considered in future.

Although we have limited our study to the interaction between two waves, the Taylor and Holmboe profiles actually involve multiple wave interactions, which we have neglected. Each density interface in these profiles supports two gravity waves, out of which only the counter-propagating wave has been considered. Noting that two wave interactions are sufficient to produce the normal mode characteristics of Holmboe and Taylor instabilities, it can be argued that the inclusion of co-propagating gravity wave would have been unnecessary. However this wave might have some effect during the initial interaction (non-modal) stages, which needs to be studied in future.

5.3.2 Chapter 3

To better understand the formation of geophysical vortices, more realistic velocity profiles need to be studied. In such flows, the dynamics of the elliptical vortices will be affected by strain-rate as well as background shear. Another interesting aspect worth studying is the nature of the ensuing KH when the
velocity profile is gradually varied from piecewise linear to hyperbolic tangent. Moreover, our analysis is mainly restricted to the early post-saturation phase. We have briefly studied the late post-saturation phase when Kelvin waves appear on the elliptical core. Future study may provide valuable insight into the sustainability of geophysical vortices.

5.3.3 Chapter 4

Future experimental and numerical research needs to be undertaken to shed light into the stabilization of the channel flow by the application of cross-flow. Linear stability analysis has provided us with a range of injection Reynolds number for which the flow is unconditionally stable. Since viscous normal mode stability theory does not correspond very well with experiments or computations, it is unlikely to get the exact predicted range in practice. However, linear theory is known to provide an estimate, which can be favorably utilized while designing experiments or performing numerical analysis.
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Appendix

Stokes’ Theorem applied on a vorticity interface

Stokes’ theorem relates the surface integral of the curl of a vector (in our case this vector is velocity) field $\vec{u}$ over a surface $A$ to the line integral of the vector field over its boundary $\delta A$:

$$\oint_{\delta A} \vec{u} \cdot d\vec{l} = \iint_{A} (\nabla \times \vec{u}) \cdot d\vec{A} \tag{5.1}$$

Holmboe (1962) used this theorem to relate the interfacial displacement $\eta_i$ with the difference in velocity perturbation $(u_i^+ - u_i^-)$ produced at a vorticity interface; see Eq. (2.12). This equation is referred to as “Eq. (3.2)” in his paper. However, the relevant steps required to derive this equation has not been provided. In order to understand how Eq. (2.12) is obtained, we first graphically describe the problem in Fig. 5.1. The background velocity is such that the flow is irrotational when $z > z_i$, and has a constant vorticity, say $S$, when $z \leq z_i$. When the interface is disturbed by an infinitesimal displacement $\eta_i$ (solid black curve in Fig. 5.1), the velocity field also changes slightly - the perturbation velocity in the upper layer ($z > z_i$) becomes $u_i^+$ and that in the lower layer ($z \leq z_i$) becomes $u_i^-$. 
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Let us consider a circuit A-B-C-D, see Fig. 5.1. Applying Stokes’ theorem, we obtain
\[(u_i^+ - u_i^-) \Delta x = S.A\] (5.2)
where \(A = \eta_i \Delta x\) is the area of A-B-C-D, and \(S = \nabla \times \vec{u}\) is the vorticity in this area. Therefore we obtain
\[u_i^+ - u_i^- = S\eta_i\] (5.3)
which is basically Eq. (2.12).
Normal mode form of Holmboe instability

Both interfaces in the Holmboe profile (Eq. (2.67)) individually satisfy the kinematic condition:

\[ \frac{\partial \eta_1}{\partial t} = \frac{\partial}{\partial x} \left( e^{-\alpha} \psi_2 + \frac{1 - 2\alpha}{2\alpha} \eta_1 \right) \] (5.4)

\[ \frac{\partial \eta_2}{\partial t} = \frac{\partial}{\partial x} \left( \psi_2 + \frac{e^{-\alpha}}{2\alpha} \eta_1 \right) \] (5.5)

where \( \psi_2 \) is the stream function perturbation at the lower interface. This interface being a density interface also satisfies the dynamic condition:

\[ \frac{\partial \psi_2}{\partial x} = \frac{J}{\alpha} \frac{\partial \eta_2}{\partial x} \] (5.6)

We assume the perturbations to be of normal-mode form: \( \eta_1 = \hat{\eta}_1 e^{i\alpha(x-ct)} \), \( \eta_2 = \hat{\eta}_2 e^{i\alpha(x-ct)} \), and \( \psi_2 = \hat{\psi}_2 e^{i\alpha(x-ct)} \). Here the wave speed \( c \) is generally complex. Defining \( \hat{\zeta} = \begin{bmatrix} \hat{\psi}_2 & \hat{\eta}_2 & \hat{\eta}_1 \end{bmatrix}^T \), we obtain the following eigenvalue problem:

\[ (M + cI) \hat{\zeta} = 0 \] (5.7)

where

\[
M = \begin{bmatrix}
0 & J/\alpha & 0 \\
1 & 0 & e^{-\alpha}/(2\alpha) \\
e^{-\alpha} & 0 & (1 - 2\alpha)/(2\alpha)
\end{bmatrix}
\] (5.8)
Eq. (5.7) generates the following characteristic polynomial:

\[ c^3 + \left( \frac{1 - 2\alpha}{2\alpha} \right) c^2 - \frac{J}{\alpha} c - J \left( \frac{1 - 2\alpha}{2\alpha^2} \right) + J\frac{e^{-2\alpha}}{2\alpha^2} = 0 \]  

(5.9)

This equation produces complex conjugate roots only when the discriminant is negative. Since the presence of complex roots signify normal-mode instability, negative values of the discriminant is of our interest. The discriminant \( D \) in this case is given by:

\[ D = 16\alpha^2 J^2 - \alpha J \left[ 8 (2\alpha - 1)^2 + 36 e^{-2\alpha} (2\alpha - 1) + 27 e^{-4\alpha} \right] \]

\[ - (1 - 2\alpha)^3 (2\alpha - 1 + e^{-2\alpha}) \]

(5.10)

Imposing the condition \( D < 0 \), we find

\[ \frac{1}{2A} \left( -B - \sqrt{B^2 - 4AC} \right) \leq J \leq \frac{1}{2A} \left( -B + \sqrt{B^2 - 4AC} \right) \]

(5.11)

where

\[ A = 16\alpha^2 \]

\[ B = -\alpha \left[ 8 (2\alpha - 1)^2 + 36 (2\alpha - 1) e^{-2\alpha} + 27 e^{-4\alpha} \right] \]

\[ C = (2\alpha - 1 + e^{-2\alpha}) (2\alpha - 1)^3 \]

Thus Holmboe instability occurs only when the condition in Eq. (5.11) is satisfied.