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Abstract

Electrical power transmission systems are essential to the economy and well-being of modern

societies. The systems consist of power generating facilities, substations, and supervisory control

and data acquisition, which are inter-connected through transmission lines arranged within a

high dimensional network (i.e., large amount of edges and nodes). Efficiency and service quality

are influenced by reliability of this network. Therefore, identification of critical components and

vulnerability analysis become paramount, in particular, in regions where seismic activity is sig-

nificant.

In this research a novel methodology for seismic vulnerability assessment of power transmis-

sion systems is developed. The analysis is carried out from the perspective of both the system’s

form (i.e., topological-electrical importance of elements) and system’s strength (i.e., probability

of failure). The form combines the electrical properties of the network (e.g., electrical distance,

power flow) with the systems approach via hierarchical network decomposition. On the other

hand, the strength focuses on evaluating the probability of failure by means of the physical

consequences of multiple earthquakes scenarios. Therefore, the vulnerability measure presents a

trade–off between strength and form. Sensitivity analysis is carried out, where the influence of

each perspective (i.e., form and strength) in the vulnerability measure is exhibited.

Finally, different techniques for identification of critical components are compared with the

proposed methodology. The results showed that the proposed approach exhibit features that

provide a better understanding of seismic vulnerability of power systems than traditional ap-

proaches.
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Chapter 1

Introduction

The electrical power system constitutes one of the principal lifelines in a country. The power

system influences nearly all aspects of modern life, from computers and electronics to finance,

cooling, and lighting. Even other lifelines rely on its proper operation such as, the water supply

system, communication networks, health networks and transportation. Therefore, the develop-

ment of the power system has been tightly related with the growth of societies, resulting in a

large-scale and highly interconnected network. This characteristic makes the power system more

vulnerable to cascading failures and high consequence events.

In Table 1.1, a summary of the largest blackouts in history is presented. From this table it can

be observed that even though reliability analysis of the power system is in constant improvement,

large power outages continue to happen. This statement is reinforced by the findings in [2],

where the blackout size distribution in the North American grid has been found to have a power

tail. Therefore, large power outages are more likely to happen than expected, as a result of a

conjunction of random events. Moreover, it can be suggested that global power system dynamics

may follow a self-organized criticality behaviour.

Table 1.1: Largest blackouts in history

Location
Millions of people

affected
Date References

India 670 30-31 July 2012 [3]
Indonesia 100 18 Aug. 2005 [4]
Brazil 97 11 Mar. 1999 [4]

Brazil, Paraguay 87 10-11 Nov. 2009 [5]
United States, Canada 55 14-15 Aug. 2003 [6]

Italy, Switzerland, Austria,
Slovenia, Croatia

55 28 Sep. 2003 [4]

United States, Canada 30 9 Nov. 1965 [7]

To ensure safe, economical and reliable delivery of electricity, comprehensive transmission

planning is required [8, 9]. However, today’s society is consistently exposed to low probability

high consequence (LPHC) events, such as earthquakes, floods, terrorist attacks and chemical

plant explosions. Of these, natural hazards are the major cause of power system blackouts

(around 59%) [6]. Tornadoes and ice storm hazards are ranked high as common causes due to

the frequency of occurrence.

However, seismic hazard can also result in devastating losses for the power system. For ex-
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1.1. Power system structure

ample, in 1989 Loma Prieta earthquake (Mw = 6.9) the direct losses estimated were $100 million

[10], in the 1994 Northridge earthquake (Mw = 6.7) were close to $183 million [11]; for 1995

Kobe earthquake (Mw = 6.8) the total cost of damage and upgrading was $ 1 billion, according

to Kansai Electric [12]. Likewise, recent earthquakes reported damage in power systems, e.g., in

2010-2011 Christchurch earthquakes (Mw = 7.1-Sept 2010, Mw = 6.3-Feb 2011, and Mw = 6.0-

June 2011) Orion Power Company reported repair costs of $1.7 million, $35 million, and $3.5

million, respectively. The only reason why these values are small compared to previous records

is that the company had recently invested $5 million (NZD) in seismic upgrading, losses of about

2-3 times were estimated if no upgrading had been done [13]. Thus, the role of incorporation

of vulnerability and risk analysis of lifelines into decision making processes should be carefully

studied [14–22].

Existing studies highlight the need for robust vulnerability assessment and mitigation tech-

niques for electrical power systems. In order to assess vulnerability, different tasks have to be

completed regarding the system properties, possible hazards and consequences. According to

NERC [23], a risk management process includes the following steps:

1. Identification of the elements and the consequences of their potential failure

2. Identification and analysis of vulnerabilities

3. Assessment of risk

4. Identification of countermeasures, cost and trade-off

The main contribution of this thesis focuses on the first two steps. Identification of critical

elements and consequences are assessed through hierarchical decomposition of networks, including

electrical and topological properties of the system. On the other hand, potential vulnerabilities of

the assets are analysed using seismic hazard analysis. Finally, estimation of degree of vulnerability

relative to each network component is presented with the aggregation of the two previous analyses.

1.1 Power system structure

In Figure 1.11 the general structure of an electrical power system is shown. It is mainly composed

of three sub-systems: generation, transmission and distribution. Each of the sub-systems are

explained below.

1. The generation system is shown in Figure 1.1 in black. It is composed of power plants

(1) and step-up transformers (2). It represents the part of the system that generates and

injects power into the system (working at ∼ 10 to 25 kV). The principle of generation is to

take advantage of electromagnetic induction in order to convert movement into electricity.

This task is carried out by power plants whose source of energy can be nuclear, hydro,

wind, oil, natural gas, coil, etc. In 2009, these natural resources allowed the world power

industry to generate a total of 20,053 TWh2.

1Figure adapted from http : //www2.econ.iastate.edu/classes/econ458/tesfatsion/Home458team.htm
2Statistic taken from OECD Factbook 2011-2012: Economic, Environmental and Social Statistics

2



1.1. Power system structure

Figure 1.1: Structure of Electrical Power System

2. The transmission system corresponds to the blue section in Figure 1.1. The power transmis-

sion system consists of a group of sub–systems (e.g., power generating facilities, substations,

and supervisory control and data acquisition facilities-SCADA) that are inter–connected

through transmission lines (see (3) in Figure 1.1). These transmission lines operate at high

voltages (138 to 800 kV) to compensate losses of electricity for conductor heating, allowing

a cost-effective system for power transportation over long distances. Usually, only some

large industrial users are directly connected to the transmission system (see (4) in Figure

1.1).

3. The distribution system (in red) delivers the power to final users (residential, and com-

mercial). The distribution system usually operates below 60 or 70 kV [24], therefore a

step-down transformer connects transmission and distribution, see (5) in Figure 1.1. Large

commercial and industrial customers usually receive service at high voltages (4 - 13 kV),

(6) and (7) in Figure 1.1, while residential users receive it at the 100-V range 3, see (8) in

Figure 1.1.

A power system is usually represented using a one-line diagram, which shows all the connections

and paths between power supply and users (loads). The three phases of the power system

are represented by one single line. The vertical lines represent the buses (i.e., power plants or

substations) and the connecting lines are the transmission lines of the system. Other elements

of the system can be included such as transformers (e.g. two-winding, three-winding, potential,

or current), circuit breakers (e.g., air or oil circuit breaker), and fuses. An example of a one-line

diagram is shown in Figure 1.24. It corresponds to a 14-node network, with 5 generation nodes

and 9 load nodes. Buses with a G correspond to generation buses, and buses with a C represent

synchronous compensators.

3The nominal value varies between networks. The nominal value in North America is 120 V.
4Figure adapted from [9]

3



1.2. Power system dynamics

Figure 1.2: One-line diagram of IEEE Test Case with 14 buses.

1.2 Power system dynamics

The steady-state operation of an entire power system can be obtained through load flow analysis

(also called power flow analysis), which tells us the current flowing through each line, the voltage

and angle in each node, and direction of flow, for a specific dispatch. With this information,

stability and thermal limits can be verified for system operation and management.

A power system of N nodes, can always be represented by nodal admittance or impedance

matrix, which is commonly used for fault analysis [24]. If buses in the system are considered as

nodes of an electric circuit, the relationship between the injected current (I) and voltage (V )

can be expressed using Ohm’s law V = ZI (where Z is the complex impedance). However, to

solve for I, the inverse of Z needs to be obtained. Moreover, in the case that two nodes are

not connected to each other Z takes a value of infinity. Therefore, the admittance of the line

Y = 1/Z is used instead, which facilitates the computational costs. Using this representation for

each node, the general equation for the power system can be defined as follows:

I = YV (1.1)

where I is a vector representing the injected currents; V is the voltages in the nodes; and Z is

the impedance matrix, which is the inverse of the admittance matrix Y. The admittance matrix

4



1.2. Power system dynamics

Y, is obtained as follows:

Yij =











∑N
k=1 yik if j = i

−yij = − 1
zij

if i 6= j and line i, j exists

0 otherwise

(1.2)

where yij is the admittance of line connecting node i to node j and zij is the impedance of the

lines. Note that diagonal elements represent the self-admittances, and off-diagonal elements are

the mutual admittances.

Equation 1.1 give us N equations to solve. However, generation and consumption is usually

given in terms of power and not in terms of current. Therefore, the relation between current and

power leads us to the load flow (power flow) equations:

Ii =
Pi − jQi

V ∗
i

i = 1, 2, ..., N (1.3)

where Pi, Qi are the injected active and reactive power at node i, respectively. Subsequently, if

i is a load node (i.e., it demands power), Pi and Qi will have negative values. Incorporating this

relation into equation 1.1, the N (non-linear) flow equations are found as:

Pi + jQi

Vi

=

N
∑

j=1

y∗ijV
∗
j i = 1, 2, ..., N (1.4)

As it can be seen, the set of equations can be split into two equations per node, corresponding

to the real and the imaginary part (i.e., values of Pi and Qi). Therefore the number of known

parameters should be twice the number of equations so that the system can be solved (theoret-

ically). As mentioned before, power consumption is usually a known parameter for a load in a

power system, since it is directly obtained from the demand. Consequently, load nodes are called

PQ nodes since the known parameters are: real and reactive power; and the complex voltage

(i.e., V and θ) has to be found.

Similarly, generation buses are called PV nodes since real power (P ) and voltage magnitude

(V ) are specified, and reactive power and voltage angle are unknown parameters. In fact, the

generation buses can also be defined in terms of complex power; however, voltage is specified

instead for convenience in balancing demanding power and operational limits [24].

Finally, the slack node (or swing bus) is the third type of node. For this particular generation

bus, the known parameter is the voltage (magnitude and angle). The main reason to define this

node is to have a reference for real power balance. The total amount of power in a balanced

system must not only match the demanded power, but exceed it by the amount of power losses

due to the resistance of the transmission lines. However, these losses are only calculated when

the final value of current is obtained. Therefore, a solution to make the problem tractable is to

reserve one generation bus (the slack bus) to supply only the power due to losses.

5



1.2. Power system dynamics

Theoretically, if the number of known parameters is equal to the number of equations, a

solution should be obtained. However, the calculation of a.c. (alternating current) power flow

equations does not have a closed-form solution [24]. So, iterative models are used to solve the

equations: Newton-Raphson, Gauss, Gauss-Seidel and Fast Decoupled Method are most com-

monly used. Explanation of these models for solving power flow equations can be found in [24, 25].

For practical purposes, a d.c. (direct current) model of the system gives a close approximation

to the a.c. behaviour [24]. Therefore d.c. analysis has been widely used to analyse the operation

of power systems. In a power system of N +1 buses the d.c. power flow equations are presented

as follows:

UB = ZBIB (1.5)

where UB is a vector that represents the d.c. voltage in each bus (node), and IB is the d.c.

representation of the injection current. The equivalent impedance between a pair of buses is

described in terms of a real part called resistance (R) and the complex part, reactance (X). The

first assumption for this approach is that the line losses are ignored, which indicates that the

resistance of a line is zero, and in consequence, the impedance is calculated only in terms of the

reactance.

Efficiency of networks, specifically of power networks, has been studied as a measure of per-

formance. Moreover, changes on the network efficiency after a disturbance are considered as

a measure of consequence [26–28]. From the complex-systems perspective, the efficiency of a

network is defined as the effectiveness of communication between a pair of nodes. This measure-

ment is calculated as the inverse of the geodesic distance (or shortest path), since it is assumed

that the communication between every pair of nodes flows through shortest paths. This is the

case for some networks, such as transportation, and communications. Nevertheless, in electrical

power systems, the current flows through all the lines that belong to any path in-between. Fur-

thermore, the amount of current flowing through each line depends on the impedance of that line.

Arianos et al. [27] introduced the definition of electrical distance (δij) as the cost of the energy

to transit from bus i to bus j, and it is formulated in terms of the impedance of the line as:

δkij = |Zij | = |zi,i|+ |zj,j | − 2 ∗ |zi,j |∀k (1.6)

where k is any path, and the distance between a pair of nodes i, j is calculated in terms of

the magnitude of the equivalent impedance Zij (see [27] for details). Using this definition, the

efficiency is reformulated in terms of electrical distance and the power transmission capacity. The

new efficiency is called net-ability, and is defined as the following global indicator [27]:

K =
1

NGNL

∑

j∈G

∑

i∈L

Ci,j

Zi,j

(1.7)

where NG is the number of generation buses, NL is the number of load buses, and Ci,j is the

power transmission capacity between a pair of nodes. Likewise, the power transmission capacity

6



1.3. Illustrative example

is defined as [29]:

Ci,j = min
l∈E

(

plmax

|f l
ij |

)

(1.8)

where plmax is the maximum power transmitted through line l, and f l
ij is the change of the power

on line l (l ∈ E) for injection at generation bus i and withdrawal at load bus j. f l
ij is obtained

as the difference between the entries fli and flj of the Power Transmission Distribution Factor

(PTDF) matrix (P).

1.3 Illustrative example

The IEEE-14 Test case is used to illustrate the concepts used for d.c. power flow, specifically

the calculation of electrical distance and net-ability. In Figure 1.2 the one-line diagram of the

system is shown. The bus data and branch data is obtained from the repository of the University

of Washington [30]. Let’s first define the parameters of the network:

• Swing bus is generation node # 1

• G = {2, 3, 6, 8}

• L = {4, 5, 7, 9, 10, 11, 12, 13, 14}

• NL=9

• NG=5

• Number of lines NE=20

• Admittance matrix Y is 14x14

• Impedance matrix Z is 13x135

Once the parameters are defined, the first value to calculate is the admittance matrix, which will

help us to obtain both the equivalent impedance (i.e., electrical distance) and PTDF matrix. As

explained in [27], the line losses are ignored, so the line impedance Zij in equation 1.2 is only

expressed in terms of the line reactance xij (see Table A.1 in Appendix A). Similarly, the line

susceptance is considered to be negligible [27].

The electrical distance δij for every pair of nodes is then obtained using equation 1.66. In

Table A.2 of Appendix A, the final electrical distance matrix is shown. As expected, the diago-

nal elements are zero and off-diagonal elements depend on the impedance between every pair of

nodes. Notice that since bus # 1 is the reference node, the entry (i, j) of the matrix is actually

the distances of nodes i+ 1 and j + 1.

On the other hand, the power transmission capacity is defined for a pair of generation and

load nodes, and depends on the line flow limits and the PTDF values (see equation 1.8). Since

5Notice that the swing bus is removed to reference all impedances to it
6Only the magnitude of Z is used for obtaining the electrical distance, to avoid complex values of distances
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there are 5 generation nodes and 9 load nodes, there are 5 ∗ 9 ∗ NE values to calculate for the

PTDF. As an example, the PTDFs for generation node 2 and load node 14 are shown in Table

1.2. The sign of the PTDF value indicates the direction of the power flow with respect to the

reference direction (e.g., for line (1,2) the reference direction is from 1 to 2); however, the PTDF

has a negative sign, indicating that the flow direction is in fact from 2 to 1. The line flow limits

for the IEEE-14 Test Case are not specified in the data; for calculation purposes we will assume

it to be the maximum generation value of PV nodes, which is 40 MW. For this pair of generation

and load node C2,14 is approximately 66 MW. This indicates the amount power injected at node

2 when the first line in all the lines connecting bus # 2 with bus # 14 reaches its limit.

Table 1.2: PTDFs for injection in bus 2 and withdrawal in node 14

PTDF entry Value PTDF entry Value

f2,14
1,2 -0.19437 f2,14

6,11 0.0289

f2,14
1,5 0.19437 f2,14

6,12 0.0878

f2,14
2,3 0.15849 f2,14

6,13 0.3070

f2,14
2,4 0.33168 f2,14

7,8 0.0000

f2,14
2,5 0.31546 f2,14

7,9 0.3662

f2,14
3,4 0.15849 f2,14

9,10 -0.0289

f2,14
4,5 -0.08618 f2,14

9,14 0.6052

f2,14
4,7 0.36622 f2,14

10,11 -0.0289

f2,14
4,9 0.21013 f2,14

12,13 0.0878

f2,14
5,6 0.42365 f2,14

13,14 0.3948

Following the same procedure for every pair of generation and load nodes, the net-ability of

the system is obtained using equation 1.7. For this network, the net-ability K is equal to 252.8,

which give us a measure of the efficiency of the network7.

1.4 Outline and scope

In this thesis a methodology for seismic vulnerability assessment is presented. The analysis is

carried out from the perspective of both the system’s form (i.e., topological-electrical importance

of elements) and system’s strength (i.e., probability of failure). The form combines the electri-

cal properties of the network (e.g., electrical distance, power flow) with the systems approach

via hierarchical network decomposition. On the other hand, the strength focuses on evaluating

the probability of failure by means of the physical consequences of multiple earthquakes scenarios.

In Chapter 2, a summary of vulnerability assessment of power systems is presented; focus-

ing on the development of vulnerability of power systems from complex systems approach. In

Chapter 3, the systems approach methodology for assessing vulnerability of complex networks is

explained in detail. In Chapter 4, the proposed methodology is developed: first, an introduction

to seismic hazard analysis and representation is presented; second, the hierarchical seismic vulner-

7Notice that the units of the net-ability are [A2], which is a measure related to current flow.

8



1.4. Outline and scope

ability assessment methodology is explained, combining the topological, electrical and structural

characteristics of the power system; third, a case study is presented to illustrate the concept of

hierarchical seismic vulnerability; and finally, a comparison study with other topological vulner-

ability measures is presented. In Chapter 5 a sensitivity analysis is presented for variation in the

hierarchical approach, and variation in the seismic response of structures. Finally, conclusions

and future work are presented in Chapter 6.
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Chapter 2

Vulnerability Analysis of Power

Systems

Vulnerability analysis is used in the electric industry as part of decision-making process for

the identification of critical components and proper countermeasures to mitigate threats [23].

Holmgren [31] provides a thorough definition of vulnerability for engineering applications (e.g.,

industrial systems, road system, information security, military, and mathematics) as:

“The collection of properties of an infrastructure system that might weaken or limit

its ability to maintain its intended function, or provide its intended services, when

exposed to threats and hazards that originate both within and outside of the boundaries

of the system”.

Bompard et al. [32] describes the physical behaviour of a power system in terms of: topolog-

ical structure and operational state. Therefore, analysis of power systems such as vulnerability

can be addressed from different perspectives, i.e., what they call “conventional” vulnerability

assessment and “structural” vulnerability. The conventional vulnerability approach analyses the

operational state (i.e., load flow equations) of the system before and after any disturbance and

measures vulnerability in terms of the change of state. However, as mentioned in Chapter 1,

this is a demanding task that requires iterative process, which might not be suitable for practi-

cal applications and some decision-making process. On the other hand, power flow dynamics is

highly dependant on the topological structure of the system, so a less computational demanding,

though representative, methodology for vulnerability assessment can use topological analysis of

power systems [32].

Additional to this classification, a third kind of vulnerability assessment techniques has been

reported, using probability representation of power system components and behaviour. Hence, we

classify the vulnerability techniques into: 1) probability-based [8, 20, 33–35]; 2) complex-system

theory based (topological approach) [29, 36–39]; and 3) physics-based models (conventional ap-

proach) [40–44].

In general, from the electrical engineering perspective, vulnerability analysis of power sys-

tems focuses on analysing the response of the system to random or intentional attacks [42]. In

other words, few approaches implement analysis of specific hazard, like seismic hazards [45].

Moreover, it seems that the literature for seismic vulnerability analysis is developed separately

by earthquake and civil engineers. Shinozuka et al. [46] pointed out the complexity of seismic

vulnerability analysis task and highlighted the importance of integration of disciplines of civil,
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2.1. Probabilistic-based methods

mechanical, electrical engineering and seismology. Aimed by this, our principal goal is to propose

a novel methodology for seismic vulnerability assessment of power systems. This methodology

should integrate knowledge of vulnerability analysis (specifically from topological approach) with

seismic hazard analysis.

In the following sections, a brief review of current vulnerability analysis techniques is pre-

sented, including advantages and disadvantages for decision-making. Detailed development of

“structural” vulnerability is also included. Moreover, a section on seismic vulnerability from

earthquake engineering perspective is presented.

2.1 Probabilistic-based methods

In probability-based methods, the probability theory is used to extract the behaviour of the

system, the characteristics of the elements and disturbances behaviour, the latter is common in

almost all the vulnerability analysis approaches. In these approaches, the elements that charac-

terized the system (load demand, voltage, power flow, etc.) are considered to be random variables

and they are represented by their probability distribution function, which can be extracted from

historical data, expert knowledge, or literature. Once the system behaviour is obtained, the

disturbance is simulated as a random variable, and the consequences in the system are analysed

in order to calculate the vulnerability of the system. In this particular view, the vulnerability is

measured in terms of the probability of system failure.

Depending on the approach, two major techniques for measuring the impact on the system

could be used: the probabilistic approach or the analytical approach [34]. The probabilistic ap-

proach performs a great amount of simulations in order to obtain a representative vulnerability

measures samples and calculate the probability distributions (e.g., [20]); and the analytical ap-

proach, uses mathematical models and its solutions to make the probability calculations [34].

The major advantage about probabilistic techniques is that the complexity of the system

behaviour can be integrated in a set of distributions. Moreover, the information of the grid is

included in the vulnerability analysis, regardless of the power flow. Although it is true that some

uncertainties exist in the power flow of an electrical system, for a lot of decision-making processes,

only the limits of the system and the minimum level of vulnerability are required. In this sense,

an exhaustive analysis of the system could be unnecessary, but only the worst case (e.g., in the

flow of the power system), as well as different contingency cases, should be considered.

2.2 Physics-based methods

The principal characteristic of the energy-function method is that vulnerability is measured by

using the energy function of the power grid. Approaches in this field define the vulnerability of

the system as a combination between the current vulnerability (difference between current energy

and energy in stable state) and a measure of the trend of the system to change its current state

to a vulnerable state. Furthermore, in these approaches, the disturbance is simulated directly
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2.3. Complex-systems-based methods

as the effect on the power flow of the system. In other words, no physical damage or failure

is simulated, but only the consequences that any type of damage may raised in the electrical

dynamics (e.g., high energy flow between lines). Some techniques used for the calculation of

the energy function are Transient Energy Function (TEF) [40, 43] and Branch Potential Energy

model (BPE) [44].

Techniques based in energy function implement pure electrical analysis for the system vul-

nerability measurement. The advantages of these techniques are that the electrical properties

and electrical dynamics of the system are captured, i.e., a realistic simulation of the system is

performed. Moreover, on-line calculations can be done. On the other hand, the system is not

considered as a whole, but only focused on each particular component, which might ignore the

dynamics (not electrical, but interdependencies) and intrinsic properties of the power systems.

For this reason, these techniques are not the best alternative for the seismic vulnerability analy-

sis, because the high-level disruption of the system and different levels of impact cannot be easily

included and interdependencies between elements are ignored.

2.3 Complex-systems-based methods

Vulnerability in terms of complex system theory, is the study of the topological changes (e.g.,

degree distribution, betweenness centrality), subject to a disturbance in the system [47]. Dis-

turbances are simulated by removing nodes. This deletion process can be executed randomly

or systematically, which can cause different levels of consequences (e.g., very large, moderate,

minor), depending on the model of system (e.g., scale-free, random, small-world) that is being

analysed.

Electrical power systems were initially modelled as complex systems by Watts and Strogatz

[36], where the topological properties classify the U.S. power grid as “small-world” network.

However, Barabasi and Albert [37] found that as many other complex networks, the U.S. power

system vertex connectivities follow a scale-free power law distribution. This is later identified to

be an indication of its vulnerability, when power outages seem to follow the same power law [2].

Similar studies are developed for the Italian grid [47] and the complete European grid [39].

Identification of critical components and vulnerability analysis is initially addressed using

topological analysis [31, 38, 48, 49]. Simultaneously, other approaches incorporate the topologi-

cal analysis (i.e., complex-system theory) into a process of successive clustering, with the aim of

extract intrinsic properties of the network (e.g., electrical properties) and detect vulnerabilities

into communities of the network [50]. However, conventional definitions of topological measures,

failed to represent the power flow dynamics of the system8. Therefore, new approaches [27–

29, 32, 51] address the identification of critical elements and vulnerability re-defining topological

concepts such as distance, betweenness, and efficiency using electrical information of the system.

The main disadvantage of complex-systems approaches is that they do not include power flow

8This is due to the fact that current flows through all possible paths and not just shortest paths
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representation of the power system in the vulnerability analysis [52]. Consequently, results are

less reliable compared to other techniques. However, with the introduction of the new concepts

of efficiency and electrical distance that have been recently proposed, this is no longer a problem.

However, it is important to mention that topological analysis (even enhanced) does not replace the

conventional approach, but serves as a complementary tool that can be used in decision-making

process that do not require full operational analysis [32]. Additionally, complex theory includes

the vulnerability analysis of internal properties of the network dynamics and interdependencies

that cannot be easily included using other techniques.

2.4 Seismic vulnerability

Construction of infrastructure systems has always been based on building codes and manuals

that strive to ensure safety and reliability. However, with the development of engineering tools

and software, new modelling techniques are feasible and more realistic simulations have resulted

in release of new construction manuals and codes. Seismic analysis for power systems have fol-

lowed a similar trend. The amount of data gathered from past earthquakes has been used to

develop probabilistic models to analyse seismic response of power systems, this approach is called

probabilistic seismic hazard analysis (PSHA). On the other hand, recent software tools provide

enough computational capacity to develop scenario based simulations with realistic performance

analysis [53]. Therefore, depending on how the seismic hazard is modelled, performance evalu-

ation can be either deterministic or probabilistic. Each of these approaches has its advantages

and drawbacks, which have been previously explored (see [53]).

PSHA describes the seismic hazard through a probabilistic representation such cumulative

distribution. This representation is obtained in terms of the effect in certain location of a set

of probable seismic scenarios, weighted by how probable they are. The main advantage of this

approach is the consistency of the seismic hazard representation in a given region (e.g., size,

attenuation, and frequencies of occurrence), which allows a consistent decision-making process,

such as building design, retrofitting, demolition or resource optimization for seismic risk analysis

[54]. One of the most important applications of PSHA is the creation of seismic hazard maps for

different return periods for U.S., available in [55]. Moreover, they have been used in applications

involving risk assessment, for example [56, 57].

The main drawback of PSHA is that fails to represent correctly the spatial distribution of seis-

mic intensities [53], which is a key element in the study of systems whose elements are widespread,

e.g., lifelines [58]. Consequently, analysis of seismic performance of power systems have been

dominated by deterministic approaches, i.e., scenario-based seismic hazard representation. For

example, Shinozuka et al. [59], Liu and Feng [16], and Nuti et al. [60] proposed strategies (physical

or electrical) for seismic damage mitigation using power flow analysis to determine the direct and

indirect consequences of the earthquake scenarios. Moreover, Schiff [15] and Knight and Kemp-

ner [61] focused in the identification of seismic vulnerabilities through physical analysis of power

system elements and propose frameworks for seismic response and evaluation. Furthermore, the

probabilistic approach has been implemented in seismic analysis of power systems by Adachi and
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Ellingwood [62], Jun and Jie [63], and Gardini et al. [64]. Finally, complex-system theory has

been explored by Duenas-Osorio et al. [65] to analyse seismic response of interdependent networks.

Scenario-based seismic analysis, is usually based on a Monte Carlo simulation where the

following procedure is repeated several times:

1. Sample a possible earthquake scenario and effects (i.e., seismic action)

2. Sample component fragilities

3. Identify non-functional components and cascading effects and update the network accord-

ingly

4. Run power flow analysis for the updated (damaged) network

5. Calculate performance index

Work has been reported to obtain the fragility of the different components of a power system

[56, 66–69], including data gathering from previous earthquakes [70]. These fragilities represent

the probability of exceedence of certain damage state, given a ground acceleration value9 (from

seismic scenario). Therefore, analysing the damage state of each component can lead to a new

configuration of the system, in case the cascading failure is spread out of the station or even if

certain substations or lines are out of service.

The main difference among approaches is in the third step of the procedure: how to determine

functionality of components and cascading effects [71]. The functionality of an electrical com-

ponent is usually modelled as a combination of micro-components that determine the damage

state of a particular station (substation or generation node). A simple approach is to have a

failure/safe assumption of the station model with no internal logic, e.g., [61, 72]. However, multi-

state components are a more realistic approach and state-of-art tendency, where failure can be

spread through the system. This analysis has been performed for different power systems such

Italian network [64]; Los Angeles (CA) power system [46], Shelby County (TN) power network

[53, 65], San Francisco (CA) power network [72] and Sicily (Italy) power network [71], among

others.

Standard configurations of substations are: breaker-and-a-half, double-bus-double-breaker,

double-bus-single-breaker and ring bus [10]. Differences between them rely on the configuration

of the bus, which refers to the main conductors that connect sets of transmissions lines [10].

These configurations are used to analyse seismic performance, e.g. [10, 46, 59]. The components

here analysed are basically disconnected switches, buses, circuit breakers and transformers, i.e.,

with no micro-components.

On the other hand, Vanzi [73] presents one of the widely cited configurations to analyse a

substation [60, 64, 71, 74–77]. The substation is first divided into micro and macro-components,

where performance and damage state of macro-component is fully described by damage state of

9This is discuss in more detail in section 4.1.2
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its micro-components [73]. Macro-components identified are: 1) Lines without transformer; 2)

bars-connecting line; 3) bars; 4) line boxes; 5)power supply to protection system; 6) autotrans-

former line and 7) switches; each of them represented by a list of micro-components (for details

see [73]). In case of failure of a micro-component, the macro-component is insulated. Further-

more, the failure causes a short-circuit propagation that can lead to failure or insulation of other

macro-component, depending on the behaviour of switches and protection devices.

Once the damages due to seismic hazard are calculated, power flow analysis is developed and

flow limits and stability is checked in the network [60]. If any limit is exceeded, respective lines

or load nodes are removed from the network. Finally, direct and indirect cost are calculated

using a performance measure [59]. This measure depends on the power delivered and it can be

expressed in terms of unattended power (weighted or not)[46, 60, 64, 71], connectivity drop [65],

failure probability (statistical representation) [62, 78], reparation time/cost, among others.
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Chapter 3

Systems Approach for Complex

Networks Analysis

Systems approach, also called systems thinking, is a discipline mostly developed in recent years

(20th century) in the context of biology, ecology, psychology and cybernetics to model systems

with complex interactions and structures [79]. Moreover, it has recently gained importance

in operational research and management science, as a way to approach the analysis of social

networks, infrastructure networks, information systems, medical and public health, and even

natural environment. A complete review on contributions and applications can be found in [80].

According to Mingers and White [80], the key elements of systems approach are:

• Consider the problem (i.e., network analysis) as interacting elements in an environment.

• Interactions between elements, not individual elements are key to understand the system

dynamics.

• There is an intrinsic hierarchy in the system and therefore, emergent properties and inter-

actions between “sub-systems” and within “sub-systems”.

Considering the aforementioned description, a hierarchical representation seems to be appropri-

ate [81]. A hierarchy represents a system from its overall behaviour (top of the hierarchy) to the

detailed relationships of its components (bottom of the hierarchy), facilitating the understanding

process of the system performance. Furthermore, it can also be used to extract intrinsic infor-

mation about the network, to enhance decision-making process and to reduce the computational

costs associated with it [81].

However, usually in complex networks the interactions and interconnections between elements

are such that the detection of sub-systems can become a difficult task, e.g., in power systems.

Although substations and power plants have a physical location, the interactions between them

are not exactly related with these physical distances. For instance, the operating state of an

electrical power system is described through power flow analysis, which in turn is represented by

a series of differential equations. Therefore, special algorithms are needed to find the internal

structure.

In this line, clustering algorithms has been applied to identify communities of a system that

share certain properties. Applications can be found in different fields such as biology, machine

learning, pattern recognition, data mining, image segmentation, civil engineering, geology, econ-

omy and social sciences [82, 83]. The system thinking approach has been applied previously for
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decision-making processes of infrastructure systems for resource allocation [84, 85], risk assess-

ment [81], and project management [86].

In the following section, a brief introduction to clustering algorithms is presented. Then,

in the subsequent section, the development of hierarchical decomposition by means of recursive

clustering is explained, as well as concepts involved for detection of critical components.

3.1 Clustering Analysis

According to Abonyi and Feil [87] clustering is “the partitioning of a data set into subsets (clus-

ters), so that the data in each subset (ideally) share some common trait-often proximity according

to some defined distance measure”. Each of these subsets can be represented by a centroid, cre-

ating Voronoi regions. The Voronoi region corresponds to the region in the data space where all

points are closer to this centroid than to any other [88] (see Figure 3.1).

The clustering process highly relies on the distance representation. Some examples of the

most common distance measures to calculate proximity are shown in Table 3.110. One of the

purposes of using clustering algorithms is to be able to reveal hidden data structures [89]. This

concept can be applied to infrastructure systems, such as power systems, to extract inherent

properties of the network without prior knowledge [81].

Table 3.1: Distance measures for similarity in clustering algorithms

Measure Equation

Minkowski distance Dij =

(

d
∑

t=1
|xil − xjl|

1/n

)n

Euclidean distance Dij =

(

d
∑

t=1
|xil − xjl|

1/2

)2

City-block distance Dij =
d
∑

t=1
|xil − xjl|

Sup distance Dij = max
1≤l≤d

|xil − xjl|

Mahalanobis distance Dij = (xi − xj)TS−1(xi − xj)

Pearson correlation Dij = (1 − rij)/2 where rij =

d
∑

l=1

(xil−x̄i)(xjl−x̄j)

√

d
∑

l=1

(xil−x̄i)
2

d
∑

l=1

(xjl−x̄j)

Point symmetry distance
Dir = min

j=1,..,N
j 6=i

‖(xi−xr)+(xj−xr)‖

‖(xi−xr)‖+‖(xj−xr)‖

Cosine similarity Sij = cosα =
x
T
i xj

‖xi‖‖xj‖

10This table is adapted from [89]
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Figure 3.1: Clustering representation. a) Set of data points in 2D with its respective b) clustering
representation (i.e., centroids(diamonds), Voronoi regions, and clusters)

Clustering algorithms can be classified into hierarchical and partitioning [90]. The former, re-

cursively identify systems and corresponding sub-systems forming a hierarchical structure called
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dendogram (e.g., [91],[92], and [93]). On the other hand, partitioning methods aim to find a sin-

gle partition of the network, i.e., they do not seek for sub-systems within sub-systems. However,

by recursively applying a clustering (any) algorithm into the clusters found, one can create a

hierarchical structure.

Standard partitioning techniques (e.g. K-means, fuzzy c-means, self-organizing maps (SOM)

and neural gas) fail to divide complex (non-linear) data structures [90]. But, the idea of networked

world has lead to complex structures that interchange big amount of data, and the dynamics are

not simple to model. Therefore, to tackle this problem spectral clustering and kernel clustering

were proposed [89, 90, 94–96].

A power system can be represented by a graph, whose nodes are the substations and generation

facilities, and the links are the transmission lines. However, as mentioned before, the real distance

between nodes fail to represent the power flow of the network, therefore measures as electrical

distance (see equation 1.6) are more appropriate [27]. So, the current representation has no

simple partition and elaborate algorithms (e.g., spectral or kernel clustering) are needed [97].

3.2 Hierarchical Representation of Networks

Several clustering algorithms are hierarchical by nature (e.g., [91–93, 98]). However, a hierar-

chical representation of a network is not necessarily obtained by hierarchical clustering, in fact

any clustering algorithm can be used. The aim of the hierarchical representation is to provide a

compact representation of the systems dynamics for decision-making process at different levels

of granularity (i.e., from general properties of the system, until properties of each element of it).

The goal of clustering algorithms is to group the data in clusters that share certain information,

or in other words, giving a synthetic representation of the data. Therefore, if applied recursively

any clustering algorithm can produce a hierarchy with different levels of abstraction (i.e., one

per recursion).

The ultimate goal of hierarchical representation of networks is to provide a structure where

sub-systems at different levels of granularity are shown. Consequently, at the top of the hierarchy

the agglomeration of all information of the system is presented, i.e., one single unit represent the

whole network and, moreover, all the elements of the system are included in this unit. Also, it

implies that the bottom of the hierarchy should represent the highest expression of granularity,

i.e., each element is a “sub-system” and is represented by its particular properties. Finally, in

the intermediate levels of the hierarchy, d sub-systems exists, representing clusters of elements

which dynamics depend upon the shared properties of its members. Notice that the granularity

of the system representation increases from top to bottom.

In order to clarify the concept of hierarchical representation, Gomez et al. [81] introduced the

concept of fictitious networks. When a clustering algorithm is applied to a network, d clusters

are found representing at some extent the real network. Then, these clusters can be considered

as nodes of a fictitious network, whose edges are the combination of edges between the elements
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that belong to each cluster. If the same clustering algorithm is applied again, but this time to

the fictitious network (with its corresponding adjacency matrix), then a new level of resolution

of the initial (real) network can be found, i.e., a new level of the hierarchy. If this process is

performed recursively, at the end, a fictitious network with a single node is found, which contains

the complete real network, i.e., the top of the hierarchy.

A formal representation of these concepts can be presented as follows [81]: At a level h of

the hierarchy, a graph representation G(h) can be defined, where the set of vertices (Λ(h)) is

composed of d fictitious nodes ({V (h)
1 , V

(h)
2 , .., V

(h)
d }, with V

(h)
1 , V

(h)
2 , .., V

(h)
d ∈ V 1

1 corresponding

to clusters found at that level. Similarly, the edges between these clusters correspond to set of

edges (Ek = {E(h)
1,2 , .., E

(h)
d,d}) and formed the adjacency matrix Ah.

If the original network is represented by a graph (Greal = {V , E}) of N nodes and P links,

where V = v1, ..., vN and E = e1, ..., eP ; at the top of the hierarchy (i.e. level 1) it is found

that Λ(1) = V
(1)
1 = v1, ..., vN . On the other hand, at the bottom of the hierarchy (level H),

Λ(H) = {V (H)
1 , V

(H)
2 , .., V

(H)
N }, with V

(H)
1 = {v1},...,V (H)

N = {vN} (see Figure 3.2).

The previous representation of hierarchical decomposition implies a set of conceptual state-

ments regarding the recursive clustering process [81]:

1. The clustering algorithm should provide disjoint sets of fictitious nodes (i.e., clusters) at

every level of the hierarchy. Therefore, each (real) node belongs only to one cluster in

each level of the hierarchy. The main reason to consider this, is that each fictitious node is

considered as an independent unit [81], which represents a set of elements of the systems that

share certain properties. If two clusters in the same level share a node, the independence

does not hold and they can not be analysed separately.

2. The set of real nodes must be collectively exhaustive [81]. Which basically means that in

each level, all real nodes must belong to a cluster. This is derived from the main objective

of hierarchical decomposition: represent the whole network at different levels of resolution.

If any node is excluded from the fictitious network at some level, this level does not fully

represent the dynamics and properties of the original network.

3. Convexity of cluster must always hold. This implies that all the nodes in the Voronoi region

of a cluster must belong to that cluster.

4. At any level of the hierarchy, the edge-connectivity of the fictitious network (i.e., G(h)) has

to be greater than zero. Thus, the fictitious network can not be composed of isolated (dis-

connected) clusters. Since the process starts with a connected network, the decomposition

can not result in disconnection, but only connected clusters.
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3.3. Illustrative example

(a)

(b)

Figure 3.2: a) Hierarchical decomposition of a 13-node network and b) its corresponding fictitious
networks (levels 1, 2 and 3 of hierarchy)

3.3 Illustrative example

In electrical power systems, the physical location of substations and power plants is mainly bi-

ased by the demand and geography. However, it doesn’t necessarily represent the dynamics of

the power flow. As mentioned in section 1.2., the power flows through all the paths between

power plant and substations, therefore the typical concept for distance needs to be updated to

the “electrical distance”.
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3.3. Illustrative example

For the purpose of this example, the IEEE 14 Bus Test Case is used, available in [30]. In

Chapter 1, in Figure 1.2 the one-line diagram was presented. As mentioned before, it consists

of 14 buses: 5 power plants and 9 substations or load buses. The graph representation of such

system is shown in Figure 3.3. For this representation the geographical locations are ignored,

since the distance matrix is obtained from the electrical distance.

Figure 3.3: Graph representation of IEEE-14 bus Test Case

One of the most common algorithms of spectral clustering is the one proposed by Shi and

Malik [98] (SM). For this illustrative example, we used SM clustering algorithm to obtain the

hierarchy (this algorithm is described in detail in Chapter 4). The similarity matrix is calculated

as [98]:

Sij =
−dij
σ2

(3.1)

where dij is the distance between node i and node j; and σ2 is a measure of data variation. In

[98] σ2 is set to be around 10% of maximum value of distance.

The electrical distance δij calculated in previous section for the IEEE-14 Test Case (see Table

A.2) is used to obtain the similarity matrix. The SM algorithm is applied recursively, assuming

a binary partition in every level of the hierarchy.11 The hierarchy is composed of four different

levels as shown in Figure 3.4.

11The hierarchical structure obtained by SM is ignored in this example, since it is inspired to obtain a final
k-partition. Thus, in every level, the previous two clusters are analysed separately and grouped, as opposite to
the normal recursion of SM where only one of the clusters is selected to be divided
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3.3. Illustrative example

Figure 3.4: Hierarchical representation of the IEEE-14 bus Test Case

The corresponding clusters and fictitious networks are shown in Figures 3.5 and 3.6, respec-

tively. In Figure 3.5(a), the second level of the hierarchy is shown. The first fictitious node

is composed of nine (real) nodes V
(2)
1 = {v1, v3, v4, v5, v7, v8, v9, v10, v11}, while the second one

is composed of four (real) nodes V
(2)
2 = {v6, v12, v13, v14}. As shown in Figure 3.6, the ficti-

tious network at level 2 is composed of only two nodes, representing the two clusters, where the

edge between them is defined as cut(V
(2)
1 , V

(2)
2 ). At this level of granularity general information

regarding the power transfer between the clusters can be analysed, which may be useful for reli-

ability and failure analysis of the power system.

Continuing with the next level in the hierarchy, in Figure 3.5(b) clustering process of third

level is shown. It is evident that the clusters are not exactly biased by the location of the ele-

ments, but instead it is biased by the equivalent impedance. At this granularity level, only three

fictitious nodes will be able to supply the demanded power, since node V
(3)
4 has no power plant.

Therefore, analysis at this level can be useful for system recovery prioritization.

Finally, in the last level we will have 13 clusters, corresponding to the 13 nodes in the network,

which is the highest level of granularity possible. Notice that node 2 of the real network is been

removed from the analysis, since it is the swing bus and all the values are referred to that node.
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3.3. Illustrative example

(a)

(b)

Figure 3.5: a) Clustering process at second level and b) third level of the hierarchy
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3.3. Illustrative example

Figure 3.6: Fictitious networks for each level of the hierarchy
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Chapter 4

Hierarchical Seismic Vulnerability

of Power Systems12

Previously, identification of critical elements for vulnerability analysis in complex systems has

been addressed through hierarchical decomposition. However, clustering algorithms are highly

dependant on the data representation and characteristics included [90]. Depending on the com-

plexity of the system, there are certain properties of the elements that are not easily incorporated

into system data representation. In a power system, power flow dynamics and vulnerability of

an element to seismic hazard are examples of such properties.

In this chapter, seismic vulnerability assessment for power systems is proposed, based on

hierarchical decomposition of networks. Potential vulnerabilities of the assets are analysed with

consideration of seismic hazard analysis and fragility curves (see section 4.1). Similarly, specific

(electrical) measures are used to enhance the consequence analysis in order to include the power

flow representation of the system.

In the following sections the implemented methodology is explained in detail, as well as each

of the analysis used for obtaining the seismic vulnerability. In section 4.1, the seismic hazard

representation and seismic response of power systems is explained. In section 4.2, the hierar-

chical seismic vulnerability measure is presented, where electrical properties are incorporated.

Finally, in section 4.3, IEEE-118 network is used as case study and the results summary from

this implementation is presented.

4.1 Seismic hazard and vulnerability

4.1.1 Seismic hazard representation

In order to characterize an earthquake two main elements are needed: earthquake source and

earthquake magnitude [11]. To understand the source of earthquakes it is necessary to refer to

the tectonic plates. These plates compose the solid part near the earth’s surface and are slowly

moving towards each other. The movement causes a stress on the edges of the plates such that,

it can reach the strength of the rock resulting in a rupture and a significant release of energy.

The rupture is called fault and the energy released creates what is called seismic waves [11]. The

epicentre is the location on earth’s surface above the place where the earthquake occurred.

12This section has been submitted for publication, see [99]
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4.1. Seismic hazard and vulnerability

The earthquake size is the quantification of the potential damage at a location subjected to an

earthquake. The most common measure to represent it is the magnitude, which can be expressed

in different scales (e.g. Gutenberg-Richter, Local Magnitude, Moment Magnitude, etc.). The

magnitude scale developed by Gutenberg-Richter in 1930s and 1940s is the most commonly used.

In this study, the magnitude (M) can be modelled as a random variable, whose probability

density function is defined as [100]:

P (M) =
βe−βM

e−βMmin − e−βMmax
(4.1)

where Mmin and Mmax are the minimum and maximum expected magnitude on site, and β is

the severity parameter.

After the seismic source is characterized (i.e. epicentre and magnitude), the effect of the

seismic waves at the desired location should be quantified. This energy gets attenuated as it

moves far from the source through the ground. The general form for the attenuation law, relating

distance from the epicentre and earthquake magnitude is as follows [101]:

PGA = h(M, r) = b1(r)e
b2M (4.2)

where PGA is the peak ground acceleration, b2 is 0.573, r is the distance from the site to the

earthquake epicentre, and b1(r) is a function of distance describing the energy dissipation. The

latter, depends in the ground characteristics of the particular location and is usually obtained

through statistical analysis of previous records of ground motion. Some examples of attenuation

equations for different locations can be found in [102–108].

4.1.2 Fragility curves

When a seismic source is given (magnitude and epicentre) it is possible to obtain the acceleration

(i.e., PGA) in any location. However, depending on the type of structure, the consequence of

this acceleration may vary. Calculation of damage state of a structure for a given ground shak-

ing can be done deterministically, assuming certain parameters of the structure. Moreover, this

calculation requires assumptions regarding the ground motion and the site conditions. All these

assumptions introduce uncertainty to the structural response that is not negligible [109].

The uncertainty in seismic demand related to variation of ground conditions is addressed using

fragility curves. These fragility curves characterize the probabilistic relation between damage

state and PGA [109]. The conditional probability of exceeding a damage state (DS) given a

PGA (P (ds > DS|PGA)), is modelled using the cumulative lognormal distribution as follows

[56]:

P (ds > DS|PGA) = Φ

(

lnPGA− λ

β

)

(4.3)

where Φ(.) is the cumulative distribution function of the standard normal distribution; and λ and

β are the mean and standard deviation, respectively. Usually the parameters given for a fragility

curve are the median m (given in g, i.e., with respect to gravity) and the standard deviation β.
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4.1. Seismic hazard and vulnerability

Therefore the mean λ is obtained as follows [69]:

λ = ln(m) (4.4)

In the literature, fragilities of different macro and micro-components of the power system have

been studied, e.g.,[46, 56, 71]. The relation between component failure and methodology varies

among the authors. The methodologies for defining fragilities curves can be empirical, numerical

or mixed (i.e., both empirical and numerical)[69]. In the empirical methods probability distribu-

tions are used to approach the fragility curves; usually normal distribution (e.g.,[70, 110, 111]),

or lognormal distribution (e.g.,[46, 65, 72]) are used for this purpose. On the other hand, several

numerical methods have been used, e.g., fault trees [112], FORM/SORM methods [73], optimiza-

tion [71], Cornell method [113], and boolean approach [56]. Finally, recent approaches combines

both empirical and numerical models to enhance the fragility curves (e.g., [114–116]).

It is important to mention that each author defines different damage levels, i.e., a fragility

curve is proposed per damage state and for each analysed component. Similarly, depending on

the components of the power system and its specifications, the parameters of the fragility curves

change. Some authors (e.g. [56, 65]) study the substations separately depending on its voltage

level, i.e., low-voltage (34.5 to 150kV), medium-voltage (150 to 350kV) and high-voltage (350kV

and above). Likewise, if a substation is anchored or retrofitted, the parameters of the fragility

curve change. The fragility curves defined in [56] for substations without anchorage are shown

in Figure 4.1, assuming a complete damage state.
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Figure 4.1: Fragility curves for complete damage of unanchored substations

Similar to substations, the generation facilities are classified according to its power generation

capacity in small (less than 200MW) and medium/large (200MW and above). The corresponding
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4.2. Seismic vulnerability measure

fragility curves for generation facilities from [56] are shown in Figure 4.2. In Chapter 5 the vul-

nerability measure for the system components is obtained using these fragility curves to analyse

effect of this variation.
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Figure 4.2: Fragility curves for complete damage of unanchored generation facilities

4.2 Seismic vulnerability measure13

The vulnerability measure is quantified in terms of form and strength. The system’s strength

quantifies the probability of failure to the seismic hazard for each element. On the other hand,

system’s form represents the physical (i.e., electrical) and topological importance of an element

relative to the overall system’s dynamics. In other words, the form quantifies the consequence

of failure of an element of the system. Therefore, the vulnerability W is quantified in terms of

system’s form and strength using the hierarchical representation as follows [50]:

W (j) =
∑

linL

1(l)(j)c(l)F (j)S(j) (4.5)

whereW (j) is the vulnerability measure of element j; 1l(j) is an indicator function of the presence

of element j as centroid of any cluster in level l of the hierarchy (see Chapter 2); F (j) is the

form factor of element j relative to the system (i.e., relative importance); S(j) is the strength

factor of element j (i.e., failure probability); and, c(l) is a weighting factor related to the level of

resolution of the hierarchy in l (high in the top of the hierarchy and low in the bottom).

13This methodology was presented in the 15th World Conference on Earthquake Engineering [1]
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4.2. Seismic vulnerability measure

In order to quantify values of form and strength, a specific implementation of equation 4.5 is

adopted to assess vulnerability in power systems:

• The drop in net-ability (△K in equation 1.7 in section 1.2) is introduced as a measure of

the importance (i.e., form) of an element in the system (see equation 4.6). In general terms,

consequence can be measured in terms of change in power flow after a system disturbance.

△K describes the change in power efficiency (i.e., change in “travel distance”) after an

element is removed14. Therefore, if a node removal causes a high drop in efficiency, this

node can be considered “important” with respect to the system dynamics. Therefore, the

form of a node is defined as:

F (j) = △K(j) =
K −K(j)

K
(4.6)

whereK(j) is the net-ability of the network without the element j, K is the total net-ability

of the network, and △K(j) is the drop in net–ability due to removal of node j.

Although this measure only considers single-element failure compared to multiple failure

in seismic hazard analysis, it provides an approximate quantification of consequence that

can be used for long term decision-making process [29].

• The measure of the strength of an element (S(j)) is evaluated for different earthquakes

scenarios through probability of failure from fragility curves, as explained in section 3.1.

This work is focused on giving a general estimation of the vulnerability of the system,

thus a Monte Carlo simulation is utilized for obtaining a measure for a representative

number of earthquakes scenarios. Consequently, the vulnerability is calculated for each

iteration and the vulnerability of each element is calculated as the mean value. Finally, a

vulnerability curve is presented, representing the distribution of vulnerability measures of

system’s elements. In each iteration, the strength is calculated as:

St(j) = P (ds > CD|PGAt(j)) (4.7)

where PGAt(j) is the resulting PGA in the location of element j, for earthquake scenario

t; ds is the damage state and CD is complete damage.

The assessment methodology for power transmission networks using hierarchical decomposi-

tion is as follows (see algorithm 1):

1. Represent the power network by a graphG. The buses of the power system are the nodes (V)
of the graph, where the substations are denoted by L and the power plants are represented

by G, i.e., V = {L,G}. The edges of the graph (E) are the corresponding transmission lines

that connect the buses.

2. Calculate the electrical distance δij of every pair of nodes (see equation 1.6). The similarity

matrix is calculated as shown in section 2.2 (see equation 3.1).

14In [27] the drop in net-ability is obtained for edge-removal. In this work, the node-removal is assumed to
cause the disconnection of all incident edges
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4.3. IEEE-118 case study

3. The spectral clustering algorithm is applied to the network recursively. As explained in

the previous section, the entire network is represented by one fictitious node at the top of

the hierarchy (see “1st level” of Figure 3.2). Every new level consists of “d” hierarchical

nodes (V(2) = {V (2)
1 , V

(2)
2 ,..., V

(2)
d }). This procedure is repeated to each sub–system until

the real network is obtained. This implies that in the last level of the hierarchy (level l)

each network node is represented by a hierarchy node, i.e., N nodes in the bottom of the

hierarchy.

4. The form of each node is calculated in terms of the drop in net-ability (△K) according to

equation 4.6.

5. The strength is calculated by Monte Carlo simulation. Several hazard scenarios are devel-

oped. Each seismic scenario corresponds to a randomly generated magnitude and location

of the earthquake source. Then, using the attenuation equation a PGA value is obtained

in each location (equation 4.2). Finally, using the corresponding fragility curves (i.e., sub-

stations or generation facility), the probability of failure is obtained (see equation 4.3 and

4.7).

6. The vulnerability measure is quantified for each scenario as described in equation 4.5.

Algorithm 1 Seismic vulnerability analysis using hierarchical decomposition

1: G = {V , E}, where V = {L,G}
2: Calculate δij ∀{i, j} ∈ V
3: Obtain H =recursiveClustering(G, δij)
4: Calculate F (j) for all j ∈ V
5: Calculate 1l(j), and c(l), for all l ∈ L and j ∈ G
6: for t = 1 to T do
7: Obtain earthquake scenario ESt = {mt, rt}
8: where mt and rt are the magnitude and location of earthquake source at time t
9: Obtain PGAt(j) ∀j ∈ V

10: Obtain St(j)

11: Actualize Wt = 1l(j) ∗ c(l) ∗ F ∗ St +W
(l−1)
t

12: end for

4.3 IEEE-118 case study

In Figure 4.3 a geographical representation of the IEEE 118 Bus Test Case is presented15. This

Test case compiles the information of the 1962 Midwestern US power system. Since its publi-

cation, this power system is been widely used as a standard test case for power flow analysis

(e.g.,[32, 49, 52, 117]). The system consists of 118 buses (i.e., nodes), 186 branches (i.e., edges),

91 load sides or substations (circles) and 54 thermal unit (squares). A geographical representa-

tion of the network is generated in order to develop the seismic simulation.

The seismic vulnerability methodology summarized in algorithm 1 was used to model this

problem. According to the flow data, node 69 is the swing bus (i.e., G-29), therefore all the

15The information was obtained from an image of the IEEE 118 Bus available in [9]
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4.3. IEEE-118 case study

voltages are referred to this node for the DC power flow. The net-ability value for each node

is obtained using equation 1.7, from the DC power flow approximation (see section 1.2). Then,

△K is calculated for each node.
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Figure 4.3: IEEE-118 Test Case network representation

The drop in net-ability (△K), as previously mentioned, is used to represent the relative

importance of each node of the network (i.e., F (j)). The cumulative distribution of the resulting

net-ability for the IEEE-118 network is shown in Figure 4.4. A high heterogeneity is shown in

the drop of net-ability.

Figure 4.4: Cumulative distribution of drop in net-ability (△K) in the IEEE-118 bus system

Most of the results lie below 0.1 (around 90 %), however few nodes can cause a high △K.
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4.3. IEEE-118 case study

The latter can be seen in the dark region of Figure 4.4 and it confirms the existence of critical

nodes16, whose malfunctioning can cause high consequences in the network [47]. These nodes are

node # 80 (G-36), 65 (G-27), 68 (S-40), 49 (G-20), 77 (G-35) and 37 (S-21) in decreasing order.

The 2RNet software17 is used to acquire the hierarchy of the IEEE-118 network. The clus-

tering algorithm used is Markov clustering (MCL) [118]. This clustering technique is used as

the first approach to analyse the network mainly because it is an unsupervised algorithm, which

means that no a priori knowledge of graph’s community structure is needed (i.e., does not require

number of clusters as input). The obtained hierarchy serves as the basis to create new hierarchi-

cal structures with spectral clustering techniques. In Chapter 5 sensitivity of different clustering

algorithms is undertaken.

The physical distance (dij) of the network was replaced by the electrical distance (δij) to

represent distances for the clustering process. The main reason to do so, is the approximation

in the location of the buses. Since the location was gathered using extrapolation from an image,

the accuracy of node location is questionable. Therefore, the hierarchical decomposition would

not be a good representation of the network if distance matrix is used. On the other hand, the

electrical information is not only reliable, but it also represents internal behaviour of the power

system.

The resulting hierarchy is shown in Figure 4.5. It is composed of four different levels: one

single unit on the top of the hierarchy; in the second level, nine clusters were found; in the third

level, the clustering identified 97 clusters (i.e., d=97); and finally, in the fourth level there is a

cluster per node, i.e., 118 clusters. In Figure 4.6 the fictitious network of 9 nodes (i.e., clusters)

of the second level of the hierarchy is shown. The fictitious network shown in black, and the real

network is in grey. Each element of the real network (118 nodes) is tagged with a letter between

A to I, which corresponds to the cluster it belongs. As it can be seen, the clusters are not evident

since they are dependant on equivalent impedance between buses, which is just partly related to

geographical distances. Therefore, each cluster node is located where the cluster centroid is, and

its size represents the number of nodes that belong to that cluster.

Then, Monte Carlo simulation is carried out (steps 8 to 12 of algorithm 1). The number

of simulations was determined using the coefficient of variation (CV) of the Root Mean Square

Deviation (RMSD) defined as [119]:

CV (RMSD) =
RMSD

x̄
(4.8)

where x̄ is the mean of the sample, and RMSD is the Root Mean Square Deviation, defined as:

RMSD =

√

∑N

t=1(x1,t − x2,t)2

N
(4.9)

16Notice that the figure is in logarithmic scale
17Developed by Risk and Reliability Research group of Universidad de los Andes, Bogota, Colombia. Available

in http://www.2rsoft.tk/
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4.3. IEEE-118 case study

to measure the average difference between two time series x1,t and x2,t, for N predictions (N =

118 for our simulation).

Figure 4.5: Hierarchical representation of the IEEE-118 bus system

Figure 4.6: Clusters in second level of the hierarchy for IEEE-118 network

In Figure 4.7, the CV(RMSD) is shown for different numbers of Monte Carlo simulations. As

it can be seen, after 500 simulations de CV(RMSD) value is very similar, therefore 500 scenarios

are considered for the simulations.
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200 400 600 800 1000
0

0.2

0.4

0.6

0.8

1
x 10

−4

Number of simulations

C
V

(R
M

S
D

)

Figure 4.7: Coefficient of variation of the RMSD

Due to the lack of information regarding the seismic activity in the zone where this network

was located, a simple model for the seismic hazard is developed18. The earthquake scenarios

(ES) magnitude distribution is obtained from [101] with Mmin = 4.5 and Mmax = 7.5 (Figure

4.8).
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Figure 4.8: Monte Carlo simulation: a) Probability of exceedance of magnitudes.

18More complex seismic hazard representation can be easily incorporated into the model by replacing the
attenuation equation and fragility curves
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4.3. IEEE-118 case study

On the other hand, the epicentre is considered uniformly distributed in the area of analysis

[120]. The area of simulation is circular area of 150km diameter, as shown in Figure 4.9. Current

practice for seismic hazard representation assume a random distribution along a fault, however,

no site information is available for this network. The distance between each node of the network

and the epicentre is denoted as r in equations 4.2 and 4.10.
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Figure 4.9: Simulation area of Monte Carlo simulation for 100 ES

Five hundred seismic scenarios were generated, where each scenario corresponds to a specific

magnitude and epicentre. In each simulation, the PGA at each node is obtained using the general

attenuation equation (see equation 4.1), where b1(r) is calculated as follows [101]:

b1(r) =
9.81× 0.0955√

r2 + 7.32
e−0.00587r (4.10)

Finally, the probability of failure and therefore, the strength of each element is obtained us-

ing fragility curves. As explained in section 3.1.2, fragility curves describe the probability of

exceeding a specific damage level. To be consistent with the form measure, complete damage

(CD) is selected, i.e., the substation is no longer connected to the network. For this simulation,

the parameters of the fragility curves are obtain from [56], assuming unanchored substations and

power plants since the data is for a network of 1962 (see Table 5.1).

In Tables B.1 to B.3 of Appendix B, the rankings obtained for different vulnerability mea-

sures are shown, as well as the respective vulnerability values for the IEEE-118 network. In

the next section, these results are used for a comparison study. For now, only the hierarchical

seismic vulnerability measure (represented by W) is analysed. For a better understanding, the

vulnerability of each node is shown in Figure 4.10. From the resulting vulnerability measure it
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4.3. IEEE-118 case study

can be concluded that 90% of the nodes have a vulnerability measure less than 3% of the maxi-

mum vulnerability. This result indicates that critical elements are present in the power system.

Moreover, identification of such elements (i.e., most vulnerable) can be used for prioritization of

retrofitting in a decision-making process (see section 4.4.1).

It is important to note that the vulnerability measure is an aggregation of form and strength

and the value itself has no particular meaning unless it is analysed relative to other nodes of

the same network. In Figure 4.10, the vulnerability measure for each node is shown. The nodes

with black lines, represent the centroids of clusters in the second level of the hierarchy, where the

letter above them corresponds to their cluster.

Figure 4.10: Hierarchical vulnerability measure for the IEEE-118 bus system

For this case study, it can be seen that different levels of vulnerability measure are presented.

The majority of the buses have a value below 0.02 (∼58%), so this would belong to the less

vulnerable nodes. Then, there is a second level of nodes with vulnerability within 0.02 and 0.04

range (∼ 33%). Even fewer nodes belong to the next level of higher vulnerability, with vulner-

ability measure above 0.04 and below 0.08 (∼ 7.5%); and finally, only two nodes would be the

most vulnerable nodes. If nodes are grouped according to this, a hierarchy is reflected in the vul-

nerability measure. Therefore, this vulnerability measure not only identifies critical components,

but it can also be used to developed a complete hierarchy of vulnerable elements. Moreover, by

comparing the centroids, it can be seen that this hierarchy is different than the one obtained by

clustering, which shows the effect of strength and form.

The resulting ranking of the vulnerability measure was compared in [121] with traditional
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seismic vulnerability methodologies. The compared models in increasing order of complexity

are: 1) pure connectivity method, 2) hierarchical-based vulnerability (proposed in this thesis),

3) power flow analysis based (see [71]), 4) power flow analysis with internal components (see

[122]), and 5) power flow analysis with internal components and short-circuit propagation (see

[122]). The spearman rank correlation factors reported of the hierarchical method compared to

flow-based methods are: 0.686 with method 3; 0.647 with method 4; and 0.558 with method 5.

As it can be seen, the hierarchical-based methodology presents a good ranking correlation factor

with respect to flow-based methods. This results indicates that the hierarchical-based seismic

vulnerability approach presents results close enough for decision making process, with respect to

a full analysis (i.e., flow-based methods). However, the difference between them suggests that

flow-based methods are necessary for more detail performance analysis such loss estimation and

cascading analysis (see [121] for details).

4.4 Comparative study

In power systems, the results from a vulnerability assessment can be used to provide insight

about the system performance and subsequently used for retrofit selection decision-making [23].

The vulnerability of an element can be measured in terms of the degree of sensitivity to specific

threats [31]. Although there is not a unique vulnerability index measure, the suitability of dif-

ferent methods for a specific application can be compared indirectly by establishing a relative

ranking (e.g., [29, 38, 47, 52]). In this section, the prioritization strategy for resource allocation

is used in order to compare different vulnerability measures.

In electrical power networks, seismic retrofit can be formulated as an optimization problem.

The objective can be defined as minimization of the expected losses (e.g., loss of load (LOL))

due to seismic hazard. Therefore, this is influenced by physical response of the system, such

as probability of failure, maximum ground acceleration on site, and configuration of the net-

work. Assuming a cost that is proportional to the number of retrofitted structures, the resource

allocation problem can be defined as:

minimize E[LOL]

subject to Nretrofit ≤ k

R ≤ LR

(4.11)

where Nretrofit is the number of elements retrofitted, used as surrogate measure of cost; k is a

pre-defined budget; and R corresponds to the resiliency of the system, which can be constrained

by reliability standards LR (e.g., [123]). Additional constraints and objectives can be included in

the optimization problem depending on the decision-maker, available information, and context

[71, 75, 124–127].

In this problem, a specific budget (k) is given and therefore, the decision is to identify the

k elements of the network that will lead to the minimum LOL. In other words, a prioritization

strategy is needed in order to find a solution. This strategy thus should consider the seismic

conditions of the location, the vulnerability of the network and the electrical behaviour.
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4.4.1 Prioritization for resource allocation

The process of prioritization for resource allocation is described in Figure 4.11. It consists of two

main sections: the first part of the process consists of the prioritization and resource allocation

and the second part consists of the evaluation process. The prioritization is performed for different

budgets (i.e., number of elements, k) as follows:

1. Select the strategy, i.e., vulnerability measure.

2. Prioritize the elements according to the vulnerability measure19 (from high to low).

3. Retrofit the first k elements according to their priority.

Several seismic retrofitting strategies have been proposed (e.g., [71], [15], [59], [128], and

[129]). In this thesis, however, the retrofitting strategy is related to the prioritization of elements

to retrofit. This requires identification of most vulnerable elements that improve the network

performance (i.e., reduce the LOL) if retrofitted for a given seismic scenario.

Once the elements have been retrofitted, the evaluation part takes place. A Monte Carlo sim-

ulation is performed in order to evaluate the effectiveness of the vulnerability measure to identify

the most critical elements. The retrofitted elements are differentiated from the unretrofitted

through their fragility curves. For substations, the fragility curves reported in [112], with ex-

isting transformers and retrofitted transformers are used. On the other hand, for generation

facilities, the fragility curves for complete damage reported in HAZUS [56] for anchored and

unanchored are used to distinguish between them.

The Monte Carlo simulation implemented here is similar to the one described in steps 6 to 12

of Algorithm 1 (see j loop in Figure 4.11). First, a random seismic hazard is obtained and the

PGA on each node is calculated. Then, the probability of failure is obtained from the fragility

curve which varies depending if a node is retrofitted or not. Subsequently, the probability of

failure of each node is compared with a limit state condition, e.g., a collapse threshold (γ), to

know if the node is out or not. This collapse threshold is assumed to be a uniformly distributed

random variable. If the final probability of failure of node i exceeds γ, the node is disconnected.

As a consequence, the disconnected network is the representation of the failure caused by the

seismic hazard. Finally, the LOL is calculated for the resulting network. Furthermore, it is

obtained for each of the prioritization strategies under the same set of seismic scenarios.

In order to compare the strategies, different budgets are analysed, which determine how

many elements can be retrofitted. At the end, the most effective strategy is determined as a

multi-objective optimization, according to the resulting Pareto front comparing the number of

elements retrofitted and its corresponding LOL. The Pareto front is the image of the efficient

set (i.e., set of solutions in which one objective function cannot be improved without worsening

the others)[130]. Therefore, identifying this frontier for each strategy will give a measure of its

efficiency in the resource allocation process. In this chapter, the cost of retrofit is assumed to be

proportional to the number of structures and equal for substations and generation facilities.

19This vulnerability measure can either only account for criticality of nodes or include as well the physical
seismic damage (as in the proposed approach)
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4.4.2 Vulnerability measures

As previously explained, the first step of the retrofitting prioritization strategy is the selection of

the vulnerability measure (i.e., Retrofitting allocation in Figure 4.11). Some of the most common

topological measures used for identification of critical nodes (i.e., vulnerable nodes) in power

systems are: node degree [37, 39, 51, 52], and node/link betweenness [27, 29, 52]. Additionally,

few topological measures have been proposed including power flow [29]. Net-ability is one of

them, however it is already included in our approach. Another approach in this line is node

traffic proposed in [52]; thus it is used for comparison.

In summary, the following three measures have been selected to compare with our hierarchical

method:

• Node degree (D):The degree presents an appropriate metric to compare with, since it is

a representation of the connectivity of the network. Node degree is calculated for each bus

of the IEEE-118 network.

• Node betweenness (B): This metric evaluates the amount of flow that passes through

each node. Therefore, a node with high betweenness centrality will cause high consequences

in the network flow in case of removal. Node betweenness is calculated as well for each bus.

• Node traffic (T): This metric is introduced in [52] to measure the traffic of each bus from

a pure electrical perspective. The traffic (T) is calculated as follows20

Ti = |Pi|+
n
∑

j=1

|(θi − θj)/xij | (4.12)

where θi is the voltage angle in node i, θj is the voltage angle in node j, the summation

represents all the flows into and out of the bus through transmission lines. |Pi| is the

absolute value of net power injection into node i by generators and load, and is calculated

as [52]:

Pi =

n
∑

j=1

(θi − θj)/xij (4.13)

20This measure is similar to a node-loading measure. However, it can only be used to identify critical nodes
(i.e., nodes with maximum traffic) since it is not exactly measuring load (i.e., power) but an absolute value of it.
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Figure 4.11: Retrofit prioritization using vulnerability
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4.4.3 Results and discussion

The vulnerability values for the four measures (i.e., D, B, T and W), with their respective rank-

ings are shown in Tables B.1 to B.3 of Appendix B. It can be observed that the scale and order

of magnitude differ between measures which makes it difficult to compare. For this reason, the

results can also be analysed using the relative importance of each node, i.e., the ranking position.

For these measures, the methodology for retrofitting prioritization in Figure 4.11 is applied. As

output, the LOL of the retrofitted network is obtained for several seismic scenarios (T = 500

for this simulation). Where the retrofitting process prioritize the critical nodes identified by the

vulnerability measure. Thus, the distribution of the LOL gives a measure of the effectiveness

of the vulnerability method to properly identify critical elements of a network in a seismic context.

In Figures 4.12, 4.13 and 4.14 the cumulative distribution of the LOL is shown, for retrofitting

of 10%, 50% and 90% of the nodes, respectively. Some points of each figure are summarized in

Table 4.1 to facilitate the comparison. In Figure 4.12 it can be seen that the hierarchical approach

behaves better than the other measures, and identifies the most critical elements. It can also be

seen, that for the degree and maximum traffic measures the elements retrofitted (i.e., 10% most

critical nodes) are irrelevant to the behaviour of the network, because the LOL is equivalent to

unretrofitted network (see Table 4.1).

Figure 4.12: Comparison of cumulative distribution of LOL for 10% of nodes retrofitted
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Figure 4.13: Comparison of cumulative distribution of LOL for 50% of nodes retrofitted

Figure 4.14: Comparison of cumulative distribution of LOL for 90% of nodes retrofitted

In Figure 4.13, the major difference between measures can be appreciated. Once again, the
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Table 4.1: Comparison of retrofitting prioritization for different vulnerability measures

k LOL
Cumulative distribution of vulnerability measure

Degree Max. Traffic Betweenness Hierarchical Unretrofitted

10%

0.2 0.37 0.37 0.38 0.42 0.37
0.4 0.6 0.6 0.61 0.7 0.6
0.6 0.76 0.76 0.8 0.93 0.76
0.8 0.95 0.95 0.97 0.98 0.95

50%

0.2 0.46 0.44 0.5 0.64 0.37
0.4 0.73 0.73 0.8 0.95 0.6
0.6 0.95 0.93 0.97 0.99 0.76
0.8 1 1 1 1 0.95

90%

0.2 0.93 0.93 0.89 0.94 0.37
0.4 0.99 0.99 0.99 0.99 0.6
0.6 1 1 1 1 0.76
0.8 1 1 1 1 0.95

hierarchical approach presents the less LOL compared to the rest of the measures (see Table

4.1). Additionally, even though the LOL is improved with the other measures compared to

unretrofitted network, the difference is not significant considering that 50% of the nodes have

been retrofitted. This means that the other measures fail to capture critical elements for seismic

hazard.

For an optimization process it is important to measure the trade-off between cost and bene-

fit. For this particular resource allocation process, the cost is related to the number of elements

retrofitted and it is constrained by the total budget. However, it is useful to know the response of

the prioritization strategy for different budgets, so the efficiency of the solution can be measured.

In Figure 4.15 the Pareto front is presented for all the prioritization strategies. Since different

seismic scenarios are simulated, the Pareto front is obtained when the cumulative probability is

∼ 90%. It can be seen, that the hierarchical approach presents the best relation for minimization

of the two objectives.
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Figure 4.15: Comparison of multi-objective minimization results for prioritization strategies
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Chapter 5

Sensitivity Analysis

In section 4.2, the methodology for obtaining seismic vulnerability of power networks was intro-

duced. The hierarchical approach, combines the electrical properties and seismic hazard with the

hierarchical decomposition of the system to highlight intrinsic properties of it. However, the seis-

mic response of the system is based in the probability of failure of each element, i.e., the fragility

curves selected. Therefore, a sensitivity analysis of the vulnerability measure to variation of the

fragility curves is necessary to characterized the methodology.

On the other hand, the system thinking approach depends on the hierarchical decomposition

of networks, which highly relies on the clustering algorithm selected. Therefore, a study on

the effect of varying the hierarchy is paramount. In section 5.1, the sensitivity analysis for

fragility curves is carried on for different models and type of substations. Similarly, in section

5.2, sensitivity analysis of vulnerability is presented by varying the clustering algorithms used

for the hierarchical decomposition.

5.1 Sensitivity of vulnerability to fragility curves

In this section, an analysis of the vulnerability measure is developed, comparing fragility curves

from different regions, and different approaches. Four approaches were selected in order to com-

pare their impact on vulnerability measure for different type of substations structure (see Table

5.1). In Table 5.1 the parameters (mean and beta) of each of the approaches are shown. For this

study, a complete damage (CD) state is considered (i.e., P (ds > CD|PGA).

Among the approaches studied only HAZUS analyses generation facilities, therefore, these val-

ues are also used for generation facilities in the non-HAZUS simulations. Specifically, for Rasulo

et al. [74], Duenas-Osorio et al. [65] and Hwang and Huo [112] the parameters for small genera-

tion facilities are as defined for unanchored substations in [56] (median=0.58g and beta=0.55).

Similarly, the parameters for medium/high generation plants are: median=0.79g and beta=0.5.

Only for HAZUS-anchored simulation, the values for generation facilities are changed as: small

(median=0.78g, beta=0.5), medium/high (median=0.92g, beta=0.55).

In Figures 5.1 to 5.3, the fragility curves for different size substations are shown. The sub-

station model from Rasulo et al. [74] is included in all of them to show the difference between

a general (i.e., any size) and a specific model (i.e., specific size). Furthermore, in Figure 5.3, all

references from Table 5.1 are included, to see that the seismic response of the component changes

even though all of them are modelling substations, due to the specific characteristics included in

each reference.
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Table 5.1: Fragility curves for different substations

Ref. Component Median (g) Beta

Rasulo et al. [74] General Substation model 0.31 0.26

Dueñas et al. [65]

Low-Voltage Substation 0.45 0.44

Medium-Voltage Substation 0.35 0.42

High-Voltage Substation 0.2 0.35

Hwang et al. [112]

Substation with existing
transformers

0.17 0.32

Substation with retrofitted
transformers

0.67 0.29

HAZUS [56]

Low-Voltage Substation
(unanchored)

0.74 0.4

Low-Voltage Substation
(anchored)

0.9 0.45

Medium-Voltage Substation
(unanchored)

0.5 0.4

Medium-Voltage Substation
(anchored)

0.7 0.4

High-Voltage Substation
(unanchored)

0.38 0.35

High-Voltage Substation
(anchored)

0.47 0.4
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Figure 5.1: Fragility curves for complete damage of low-voltage substations
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Figure 5.2: Fragility curves for complete damage of medium-voltage substations
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Figure 5.3: Fragility curves for complete damage of high-voltage substations

Additionally, for simulation of Rasulo et al. [74], only one fragility curve is given, consequently

all substations are simulated as equal. Likewise, two type of substations are presented by Hwang

and Huo [112]: with and without transformer retrofitting. These cases are simulated separately

and all-size substations are given a single fragility curve. Finally, varying the values for sub-
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stations, the vulnerability measure is obtained using the methodology proposed (see Algorithm

1).

The resulting seismic vulnerability measures are shown in Figure 5.4. First, comparing the

final distribution of the vulnerability, it can be seen that the most vulnerable system is given by

the substations with existing transformers (i.e., non-retrofitted). While on the other hand, as

expected, the least vulnerable system is the system with retrofitted transformers. These results

highlight the importance of the transformers in a substation and its vulnerability to failure [11].
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Figure 5.4: Seismic vulnerability for different substation models of complete damage

Now, comparing the models from different regions, the data shows that the Italian substation

model presents a response somewhere in the middle between findings of HAZUS and Dueñas et

al. (2007). Even though the last two are based in data collected in the U.S., in [56] the approach

is numerical analysis, while in [65] the approach is empirical. In terms of regional differences, no

reliable conclusion can be made. However, it can be concluded that the methodology selected

for modelling the fragility of the substation, affect significantly the final vulnerability value. Fur-

thermore, the numerical analysis may tend to underestimate the fragility of the substation.

Finally, the effect on the final vulnerability of the anchored vs. unanchored substations is not

very relevant. This may be due to underestimating the fragility of unanchored substations or

it can reflect that internal properties (i.e., system’s form) of the system have a higher influence

over the final vulnerability than the difference in anchorage of substation.
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5.2 Sensitivity of vulnerability to clustering algorithms

Since the creation of the world wide web and access to vast amount of data, the research commu-

nity has proposed several algorithms for solving the partitioning problem. A detailed description

of different types of clustering algorithms is beyond the scope of this work. However, different

surveys on clustering algorithms have been published e.g., in Jain et al. [91], the topic is addressed

from a pattern recognition perspective; in Berkhin [131] the survey is developed for data mining

applications; while in Xu and Wunsch [89], three perspectives of the partitioning problem are

presented: statistical, computer science, and machine learning.

In this thesis, we focus our attention on spectral clustering. The main idea of these techniques

is to model the clustering problem as a graph partition problem [132], which is suitable with

the nature of power systems. In the following sub-section, the most known spectral clustering

algorithms are explained. Subsequently, in section 5.2.2, the hierarchical decomposition using

each algorithm is shown. Finally, in section 5.2.3, a comparative study of seismic vulnerability

is carried on varying the hierarchy.

5.2.1 Spectral clustering

The basic idea of spectral clustering is to model the data as a graph. Given a set of data points

I, a graph G is defined such that each data point is a node of the graph, and is connected to

others through weighted edges. This weight depends on a similarity measure (S) between the

two data points, i.e., feature distance between points (Sij = Sji ≥ 0). Therefore, the clustering

algorithm becomes a graph partitioning problem.

For this graph certain quantities are defined so they will be useful to normalize the similarity

matrix. A degree vector is defined as [133]: di =
∑

j∈I Sij , whose matrix representation (D,

where Dii = di and Dij = 0 if i 6= j). Likewise, the volume of a set A ⊂ I is defined as

V olA =
∑

i∈A di. Finally, the edge cut between two sets A and B is defined as [98]:

Cut(A,B) =
∑

u∈A,v∈B

S(u, v) (5.1)

Graph partitioning seeks to find a disjoint set of vertices that optimizes certain similarity

measure. Usually, minimal spanning trees or limited neighbour set are used as efficient method-

ologies for graph partitioning. However, these methodologies use local properties of the graph

which fail to capture the global properties of the data [98]. In the context of image segmentation,

new criterion have been proposed that guarantee good partitions [92, 94, 133, 134].

According to Verma and Meila [132] the main steps of a spectral clustering algorithms, for a

given similarity matrix are:

1. Preprocessing: normalization of similarity matrix.

2. Spectral Mapping: calculation of eigenvalues and some eigenvectors of normalized similarity

matrix. A mapping of the data points is performed, such that each point’s properties (i.e.,
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dimensions) are the corresponding entries of the selected eigenvectors.

3. Grouping: simple clustering routine is performed over the new representation of the data.

In Figure 5.5, a flow diagram representing four of the most common algorithms is shown.

The first one is called SM by Shi and Malik [98]. With application for image segmentation, they

proposed a new ’normalized’ cut criterion for the graph partitioning problem. Furthermore, they

prove that optimizing this criterion leads to a partition that maximizes similarity within clusters

and minimizes similarity between them. This normalized cut is defined as follows [98]:

NCut(A,B) = Cut(A,B)

(

1

V olA
+

1

V olB

)

(5.2)

where A and B are two sets that belong to the set of data point (I); and cut(A,B) and V olA

are the aforementioned quantities. This algorithm always finds a bi-partition of the input set.

Therefore to find a partition of X clusters, it recursively applies the normalization, mapping and

grouping steps (see flowchart in Figure 5.5) to the cluster with largest µ2 eigenvalue until X

clusters are obtained [98].

A modification of SM is proposed by Kannan et al. [94], with the algorithm called KVV. As

shown in Figure 5.5, the normalization andmapping steps are the same, however the optimization

criteria for grouping is the Cheeger conductance φ(Ci, C
′
i) instead of the NCut. If data set I is

partition into to clusters C and C′ = I\C, the conductance φ(C,C′) is defined as [94]:

φ(C,C′) =
Cut(C, I\C′)

min(V olC, V olC′)
(5.3)

This algorithm also performs bipartitions in each iteration therefore, it is applied recursively until

number of clusters required are obtained. However, the KVV decides the next cluster as the one

with the minimum conductance. In [94], performance guarantees for this optimization criterion

and recursion are included.

Another modification of SM is presented by Meila and Shi [133]. This algorithm called Mul-

ticut, uses the same normalization as in [98], but instead of finding a single partition of the data

(i.e., using only u2), it maps the data points according to the X eigenvectors u1, u2, ..., uX corre-

sponding to the largest eigenvalues (see Figure 5.5). Finally, the grouping step is done applying

K-means to the new representation of data points, given by the eigenvectors.

Finally, Ng et al. [134] proposed a methodology based in a different normalization of the

similarity matrix (NJW Algorithm). In contrast to SM/KVV/Multicut, it uses the Lapacian of

the similarity matrix to get the X largest eigenvalues with its corresponding eigenvectors. The

latter, are used to find the best partition by stacking the eigenvectors in the columns of matrix

U such that each data point has X dimensions. However, this representation is first normalized

so that the rows in U have a unit length (i.e.,
∑

i∈I Uij = 1). Finally, K-means-orthogonal

algorithm [132] is applied to group the points (see Figure 5.5).
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Figure 5.5: Spectral clustering algorithms
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5.2.2 Hierarchical decomposition

The case study used is again the IEEE-118 Test case (see Figure 4.3). Therefore, the hierarchy

obtained using unsupervised clustering (MCL) is used to initialize the spectral clustering algo-

rithms in the second level of the hierarchy. In other words, K (see Figure 5.5) is equal to number

of fictitious nodes in second level of MCL-hierarchy, i.e., nine clusters. As previously mentioned,

in the first level of the hierarchy there is only one fictitious node, composed of all the nodes in

the graph.

SM clustering

Using the SM algorithm, the fictitious networks shown in Figure 5.6 are found. In the second level

of the hierarchy only two clusters were found, where basically one substation (S-49) is separated

from the rest of the nodes. Although this is not a common partition, it is the one that minimizes

the normalized cut (see equation 5.2). The reason why this node is separated basically yields in

a relatively high equivalent impedance, and the fact that is only connected to two nodes, which

results in a low similarity measure even with its neighbours.

Figure 5.6: Second and third level of hierarchy using SM clustering algorithm

On the third level of the hierarchy, the biggest cluster (whose centroid is node S-4021) is

divided into seven sub-clusters. In Figure 5.6, clusters in level 2 are identified by the letters A

and B, and the numbers following this letter correspond to the clusters in the third level. Finally,

in the last level, each real node is a fictitious node (cluster).

It is important to mention that even though the number of clusters k is given, there is stability

criteria based on the eigenvectors, which controls whether a recursion should be make or not,

therefore the number of clusters in each level may not be the k value (for details see [98]). This

21The centroid of a cluster is obtained as the node that has the highest similarity measure with the rest of the
nodes in the cluster
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is actually what happens in levels 2 and 3 for the IEEE 118 network. We want to have 9 clusters,

to follow communities found with MCL, but we can only partition the network in 2 clusters for

the second level (i.e. V
(2)
1 and V

(2)
2 ). Similarly, in the third level, we want to partition biggest

cluster22 V
(2)
2 into nine sub-communities, but only seven are possible due to the stability criteria

i.e., V
(2)
2 = {V (3)

2 , ..., V
(3)
8 }).

KVV clustering

As shown in Figure 5.5, by applying small changes to SM, we can obtained the KVV algorithm.

The hierarchy obtained using this algorithm is as follows: in the first level, we have one single

fictitious node; in the second level, nine clusters can be obtained; in the third level 29 fictitious

nodes are found, corresponding to partitions of previous nine clusters; and finally, in the fourth

level 118 nodes are the fictitious nodes. Similarly, in Figure 5.7 the second and third level of

hierarchy are shown. In this figure, the fictitious network of the second level is represented by the

black nodes, where the size of the node represents number of nodes that belong to that cluster.

On the other hand, the third level is represented by the number in each node of real network

(grey network).

Figure 5.7: Second and third level of hierarchy using KVV clustering algorithm

NJW clustering

For the clustering algorithm presented in Ng et al. [134] (NJW), the hierarchy has 1 node in the

top, 9 fictitious nodes in the second level, 50 fictitious nodes in the third level, and 118 nodes

in the fourth level. In Figure 5.8, the fictitious network for second level is presented (in black),

as well as the third level, represented by the numbers in the real network (in gray). The nodes

in the second level are more evenly distributed, i.e., size of the node is similar. This is due to

22The other cluster V
(2)
1 is composed of one node (S-49) and therefore it cannot be subdivided i.e., V

(2)
1 = {V

(3)
1 }
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the fact that the previous two algorithms find the next cluster based on a binary subdivision

(recursive clustering), therefore every next cluster is usually smaller than the previous ones.

Figure 5.8: Second and third level of hierarchy using NJW clustering algorithm

In contrast, NJW uses the k eigenvectors corresponding to the k smallest eigenvalues, to

partition the network. So, there is no recursion to find the k clusters of each level of the hierarchy,

in other words, each level of hierarchy requires only one run of the algorithm per cluster in the

upper level. However, the first cluster (cluster A in Figure 5.8) is composed of 47 real nodes,

becoming the biggest cluster in the second level.

Multicut clustering

The hierarchy is obtained for the modification of SM proposed by Meila and Shi [133]. Similar

to NJW, the partition is made with the eigenvectors corresponding to the k smallest eigenvalues,

but using the normalization proposed in [98]. The hierarchy obtained has the same number of

clusters per level as found with NJW, but with different members. In Figure 5.9 the fictitious

network for second level, and partition for third level is shown.

For this hierarchy, the biggest cluster is cluster G (see Figure 5.9), with 30 real nodes on it.

Nevertheless, in general the partition is even among the clusters for second and third level, as

shown by the sizes of the fictitious nodes. Again, this is due to the fact that the partition is not

done recursively, but using k eigenvectors.
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Figure 5.9: Second and third level of hierarchy using Multicut clustering algorithm

5.2.3 Comparison study

The Monte Carlo simulation is developed for 500 earthquake scenarios, considering each of the

possible hierarchies. In each scenario, the vulnerability is calculated for the initial clustering

algorithm (i.e., MCL), as well as for each of the hierarchies from spectral clustering. So, that we

can compare same hazard and failure of the network.

The statistical mean of the vulnerability measure is shown in Figure 5.10 for each of the

techniques. As shown in Figure 5.10, the hierarchical decomposition highly affect the identifi-

cation of critical components, since not all the same nodes are identified as critical. However,

there are patterns and critical nodes shared among the representations. First, it is clear that

nodes between 68 and 98 (i.e., S-40 to S-54 and G-29 to G-44) present a tendency to have higher

vulnerability compared to the majority of the nodes, and this is similar using all hierarchical

representations.

Among the critical area, i.e., zone where most vulnerable nodes are located, there are six

nodes that are identified by all or a group of the approaches as critical nodes. These nodes are:

node 68 (S-40), 70 (G-30),78 (S-43), 79 (S-44),88 (S-49), and 95 (S-52)23. First of all, note that

majority of the nodes are substations, a closer look at these substations give us the reason of such

high vulnerability. The vulnerability measure is a combination of strength, form and hierarchical

representation. Any combination with high value of all of them (or some), can result in a high

value of vulnerability. This is the case for the substations as explain as follows.

23The numbers in parenthesis are the notation given in the graph representation of IEEE-118 network. See
Figure 4.3 of section 4.3.
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Figure 5.10: Seismic vulnerability measure for different clustering algorithms

As previously mentioned, there is no knowledge about soil type, location, or close seismic

faults to the IEEE-118 power system therefore, the probability of failure provide at the end of

the Monte Carlo simulation shows a similar failure measure for the same type of structure (sub-

station or generation)24, giving a higher weight to most vulnerable structures. Analysing the

fragility curves of FEMA [56], the substations are more vulnerable to seismic hazard than the

generation facilities, therefore the strength factor of a substation will be higher.

On the other hand, studying the form of these substations, show us that most of them have a

△K that is moderate but not among the highest, which indicates that the form did not provide

a high influence to the final vulnerability value. However, the clustering algorithms are based in

a similarity measure and it can be seen that all of them have a very high value of similarity with

the rest of the network. This implies that the equivalent impedance is small compared to the

rest of the network, which can facilitate the flow of power through these nodes, becoming critical

nodes.

In contrast to critical substations, the generation bus (G-30) presents a very high △K (2nd

in the ranking), which indicates that its disconnection causes a drop in the effectiveness of flow

24In case of a real power system, identification of faults would change the hazard representation. In that case,
distance, soil type and type of structure will influence the strength factor
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through the network. So, even though it is not a centroid of a 1st or 2nd level fictitious node in

the more than one hierarchical representation, it is a critical node mainly due to its form measure

and this is reflected in the final value of vulnerability.

In contrast to the critical nodes identified by all, most of the nodes present different values

depending on the clustering algorithm used. For this reason, we can conclude that the selection of

the clustering algorithm, moreover the hierarchical representation of the system, is an important

part of the process and should correctly highlight the dynamics of the system. Nevertheless, the

most critical nodes are identified by all measures and they can be used for decision making.

Finally, in Figure 5.11 the distribution of the seismic vulnerability is shown, using the hierar-

chical representation obtained by varying the clustering algorithm. The extreme results are given

by MCL and SM. The vulnerability curve given by SM, shows that the majority of the nodes

have a very low vulnerability, while very few nodes have very high vulnerability. The hierarchical

representation for SM algorithm is form by one node in the top, followed by two nodes in the

second level and eight clusters in the third level. Since the higher weight is granted to centroids

of top of the hierarchy, having few clusters in the top results in few nodes with high weight into

the final vulnerability, and therefore very few nodes are identified as critical.
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Figure 5.11: Cumulative distribution of seismic vulnerability for different clustering algorithms

In the other extreme case, the curve for MCL shows slower increment, which is also influenced

by the hierarchy. Additionally to the (10) centroids in first and second level of the hierarchy, the

clustering process in MCL identifies 97 clusters in the third level, which grants certain weight

to the majority of the nodes. As a result, the vulnerability measure is increased for most of the

nodes, just from the contribution of the hierarchical approach.
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Chapter 6

Conclusions and Future Work

A novel methodology for seismic vulnerability was proposed, integrating concepts of form and

strength of a power network to represent the system behaviour. A hierarchical decomposition

of networks was implemented to extract the relevant information regarding the topological and

electrical dynamics of power systems. Finally, a seismic information about the network is inte-

grated in the model, resulting in representative seismic vulnerability measure that can be used

for decision-making process.

The seismic vulnerability approach introduces a trade–off between the probability of failure of

an specific node and the relative importance of it (strength vs. form). This trade–off is reflected

in the results for the IEEE-118 network. Substations were found to be more likely identified

as critical nodes, due to less resistance to seismic hazard. However, only substations with high

importance in power flow are among the top vulnerable nodes. On the other hand, even though

generation facilities are highly resistant to seismic hazard, the importance in the flow of the

power network is enough to result in a high vulnerability.

Additionally, a hierarchy of critical nodes can be extracted directly from the vulnerability

measure. Highlighting the hierarchical nature of the approach. Moreover, the results are con-

sistent with previous topological analysis that identified a self-organized criticality behaviour in

the power grid, i.e., few nodes are the most critical ones.

On the other hand, when comparing our approach in a decision-making process it can be seen

that the hierarchical approach presents a better approximation of the seismic vulnerability. First,

the cumulative distribution of LOL reveals that the hierarchical approach tends to have a less

LOL independently from the number of nodes retrofitted. Moreover, this appropriate represen-

tation is generalized for all the seismic scenarios. From this comparison it is also notable that the

rest of the metrics have a similar behaviour with one another. The results also show that pure

topological metrics are comparable with electrical metrics in the context of seismic retrofitting

prioritization for power systems. Further analysis should be done to extend this comparison to

other networks.

The sensitivity results show a moderate difference in the vulnerability measure depending on

the clustering algorithm, which indicates that the selection of the clustering algorithm is a key

element for identification of critical nodes. However, the trade–off between strength and form

is presented, identifying similar groups of critical nodes for different clustering algorithms. The

results show that even though higher weights are given to cluster centroids (i.e., influence of

hierarchy), the resistance of the structure to seismic damage (strength) and the importance of
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Chapter 6. Conclusions and Future Work

the element over power flow dynamics (form) play a significant role in the vulnerability measure.

Different simplifications regarding the power flow dynamics of the power system were under-

taken in this thesis. The author considers that integration of cascading analysis is among the

most relevant to proceed as future work. Multiple approaches have been proposed for cascading

analysis of complex systems using pure topological approach (e.g., [39, 135–137]). However only

few approaches have pursued aggregation of both topological and electrical (e.g., [138, 139]) into

cascading analysis of lifelines. Integration of these type of analysis into the hierarchical approach

would be a more realistic approach and might enhance the vulnerability measure.
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Appendix A

IEEE-14 Test Case

Table A.1: Branch data of IEEE-14 Test Case

Tap bus
number (I)

Z bus
number (I)

Branch
reactance (X)

1 2 0.05917
1 5 0.22304
2 3 0.19797
2 4 0.17632
2 5 0.17388
3 4 0.17103
4 5 0.04211
4 7 0.20912
4 9 0.55618
5 6 0.25202
6 11 0.1989
6 12 0.25581
6 13 0.13027
7 8 0.17615
7 9 0.11001
9 10 0.0845
9 14 0.27038
10 11 0.19207
12 13 0.19988
13 14 0.34802

Table A.2: Electrical distance matrix of IEEE-14 Test Case
0 0.149 0.095 0.087 0.248 0.224 0.4 0.234 0.279 0.314 0.374 0.312 0.366

0.149 0 0.106 0.123 0.276 0.239 0.416 0.251 0.299 0.337 0.401 0.338 0.387
0.095 0.106 0 0.034 0.181 0.136 0.313 0.15 0.198 0.24 0.305 0.242 0.288
0.087 0.123 0.034 0 0.17 0.158 0.334 0.165 0.209 0.24 0.296 0.235 0.293
0.248 0.276 0.181 0.17 0 0.219 0.395 0.181 0.192 0.147 0.141 0.091 0.239
0.224 0.239 0.136 0.158 0.219 0 0.176 0.09 0.156 0.237 0.335 0.266 0.265
0.4 0.416 0.313 0.334 0.395 0.176 0 0.266 0.332 0.413 0.512 0.442 0.441

0.234 0.251 0.15 0.165 0.181 0.09 0.266 0 0.075 0.177 0.293 0.221 0.194
0.279 0.299 0.198 0.209 0.192 0.156 0.332 0.075 0 0.144 0.309 0.24 0.245
0.314 0.337 0.24 0.24 0.147 0.237 0.413 0.177 0.144 0 0.276 0.217 0.292
0.374 0.401 0.305 0.296 0.141 0.335 0.512 0.293 0.309 0.276 0 0.13 0.319
0.312 0.338 0.242 0.235 0.091 0.266 0.442 0.221 0.24 0.217 0.13 0 0.222
0.366 0.387 0.288 0.293 0.239 0.265 0.441 0.194 0.245 0.292 0.319 0.222 0
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Appendix B

IEEE-118 Test Case

Table B.1: Metrics and ranking for IEEE-118 network - 1
Node
ID

D RankD B RankB T RankT W RankW

S-1 2 56 2.21E-04 90 5.30E+01 74 7.14E-03 102
S-2 2 57 0.00E+00 92 3.18E+01 98 7.87E-03 99
S-3 3 37 2.67E-02 67 8.52E+01 52 1.14E-02 79
S-4 5 11 2.24E-01 29 3.79E+02 7 3.88E-03 113
S-5 2 60 1.40E-03 85 4.23E+01 84 1.54E-02 67
S-6 2 61 2.87E-02 65 4.75E+02 3 4.24E-03 111
S-7 4 22 8.06E-02 43 1.63E+02 27 1.35E-02 72
S-8 2 62 0.00E+00 95 3.75E+01 91 1.19E-02 76
S-9 2 63 4.05E-03 80 1.98E+01 111 1.88E-02 54
S-10 2 64 0.00E+00 96 2.73E+01 101 1.69E-02 60
S-11 6 5 4.81E-01 16 2.60E+02 17 2.78E-02 31
S-12 2 66 2.32E-02 73 3.75E+01 92 2.90E-02 28
S-13 2 67 2.95E-04 88 5.28E+01 75 3.09E-02 24
S-14 2 68 2.28E-03 83 6.19E+01 68 3.20E-02 22
S-15 4 24 5.16E-02 51 1.74E+02 25 2.76E-02 32
S-16 2 70 0.00E+00 98 4.05E+01 88 9.80E-03 85
S-17 2 71 1.96E-04 91 2.82E+01 100 9.84E-03 84
S-18 4 26 5.60E-01 13 3.33E+02 10 2.89E-02 29
S-19 2 72 0.00E+00 99 2.57E+01 103 2.68E-02 33
S-20 2 73 0.00E+00 100 3.62E+01 93 3.69E-02 14
S-21 6 6 2.43E-01 27 2.74E+02 16 1.41E-02 69
S-22 3 42 7.05E-01 12 2.87E+02 15 3.80E-02 12
S-23 2 75 0.00E+00 101 6.34E+01 67 1.86E-02 55
S-24 2 76 0.00E+00 102 4.15E+01 85 8.79E-03 91
S-25 2 77 4.05E-03 81 2.09E+01 110 3.60E-02 17
S-26 2 78 5.89E-04 87 4.11E+01 87 4.02E-02 11
S-27 3 44 2.38E-02 72 9.83E+01 44 4.64E-02 8
S-28 3 46 2.39E-02 71 7.35E+01 59 1.00E-01 1
S-29 2 79 0.00E+00 104 4.00E+01 89 2.95E-02 26
S-30 2 80 0.00E+00 105 5.43E+01 72 2.36E-02 37
S-31 3 47 3.58E-02 62 6.80E+01 64 3.28E-02 20
S-32 2 81 2.95E-04 89 3.27E+01 96 2.10E-02 46
S-33 2 82 0.00E+00 106 2.68E+01 102 7.40E-03 101
S-34 2 83 0.00E+00 108 3.79E+01 90 8.41E-03 94
S-35 2 84 2.33E-03 82 2.14E+01 109 7.99E-03 97
S-36 3 49 0.00E+00 109 1.42E+02 32 1.17E-02 77
S-37 2 85 1.10E-01 35 1.77E+02 24 9.26E-03 87
S-38 3 50 1.99E-01 32 2.13E+02 21 1.08E-02 80
S-39 2 86 0.00E+00 110 5.20E+01 76 3.21E-02 21
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Appendix B. IEEE-118 Test Case

Table B.2: Metrics and ranking for IEEE-118 network - 2
Node
ID

D RankD B RankB T RankT W RankW

S-40 4 33 1.27E+00 6 2.12E+02 22 3.74E-02 13
S-41 3 51 4.54E-02 54 2.42E+01 105 2.33E-02 39
S-42 5 17 3.27E-01 23 1.54E+02 29 4.95E-02 7
S-43 2 90 8.57E-02 41 7.30E+01 60 5.50E-02 6
S-44 2 91 8.66E-02 40 6.36E+01 66 2.18E-02 43
S-45 2 92 9.86E-01 8 5.45E+01 70 2.19E-02 42
S-46 3 53 3.61E-01 21 9.36E+01 48 4.16E-02 10
S-47 2 93 4.18E-02 58 4.87E+01 78 2.57E-02 35
S-48 2 94 5.60E-02 48 2.48E+01 104 3.06E-02 25
S-49 2 95 4.58E-02 53 1.14E+02 38 6.64E-02 4
S-50 2 98 2.60E-02 68 7.10E+01 62 9.31E-03 86
S-51 5 19 9.87E-01 7 1.24E+02 34 7.61E-02 3
S-52 2 99 5.38E-02 49 4.47E+01 81 1.58E-02 64
S-53 5 20 1.30E+00 5 5.62E+01 69 1.68E-02 61
S-54 2 100 1.51E-01 33 2.31E+01 107 1.84E-02 56
S-55 2 101 4.31E-01 17 3.59E+01 94 4.59E-02 9
S-56 2 103 5.84E-02 46 4.80E+01 79 1.91E-02 52
S-57 2 104 3.23E-02 64 5.37E+01 73 2.01E-02 50
S-58 3 55 2.27E-01 28 7.65E+01 55 2.04E-02 49
S-59 2 106 5.20E-02 50 3.39E+01 95 5.20E-03 106
S-60 2 107 2.58E-02 69 3.13E+01 95 3.40E-03 115
S-61 2 109 1.05E-01 36 1.11E+01 99 1.77E-02 57
S-62 2 110 7.72E-02 44 2.40E+01 114 1.34E-02 73
S-63 1 118 0.00E+00 118 2.19E+01 106 1.74E-02 58
S-64 2 111 2.75E-02 66 4.12E+01 108 2.17E-02 44
G-1 2 58 0.00E+00 93 1.13E+02 86 4.82E-03 108
G-2 2 59 2.45E-02 70 1.01E+02 41 8.59E-03 92
G-3 3 38 2.92E-01 26 4.75E+02 4 8.17E-03 96
G-4 1 112 0.00E+00 94 4.71E+02 5 2.87E-03 117
G-5 7 3 1.18E-01 34 8.84E+01 49 5.00E-03 107
G-6 5 12 6.14E-02 45 1.19E+02 37 1.28E-02 74
G-7 2 65 0.00E+00 97 8.75E+01 50 1.01E-02 83
G-8 4 23 5.76E-02 47 4.57E+01 80 1.66E-02 62
G-9 3 39 1.38E-02 76 1.36E+01 112 2.94E-02 27
G-10 3 40 1.40E-03 86 3.28E+02 11 7.87E-03 98
G-11 2 69 1.30E-02 77 3.47E+02 8 7.10E-03 103
G-12 4 25 3.24E-02 63 1.54E+02 28 8.92E-03 89
G-13 3 41 2.31E-02 74 5.43E+01 71 1.03E-02 82
G-14 5 13 3.87E-01 19 1.22E+02 35 1.14E-02 78
G-15 4 27 1.04E-01 37 1.00E+02 43 2.11E-02 45
G-16 2 74 2.08E-03 84 3.21E+01 97 2.65E-02 34
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Appendix B. IEEE-118 Test Case

Table B.3: Metrics and ranking for IEEE-118 network - 3
Node
ID

D RankD B RankB T RankT W RankW

G-17 4 28 3.75E-02 61 1.01E+02 42 1.55E-02 66
G-18 3 43 5.56E-03 78 7.68E+01 53 1.62E-02 63
G-19 3 45 0.00E+00 103 5.05E+01 77 6.19E-02 5
G-20 9 1 2.19E-01 30 3.42E+02 9 2.32E-02 40
G-21 5 14 4.99E-02 52 7.52E+01 56 8.27E-03 95
G-22 3 48 0.00E+00 107 7.41E+01 58 1.06E-02 81
G-23 5 15 4.24E-02 56 8.66E+01 51 6.22E-03 104
G-24 6 7 9.43E-02 38 2.90E+02 13 6.00E-03 105
G-25 4 29 4.50E-02 55 2.27E+02 20 1.95E-02 51
G-26 4 30 4.14E-03 79 9.37E+01 47 2.36E-02 38
G-27 4 31 7.43E-01 9 4.47E+02 6 2.05E-02 48
G-28 4 32 8.18E-02 42 2.32E+02 19 1.89E-02 53
G-29 6 8 2.13E-01 31 5.53E+02 1 2.90E-03 118
G-30 5 16 8.80E-02 39 1.22E+02 36 9.96E-02 2
G-31 2 87 0.00E+00 111 1.30E+01 113 3.32E-02 18
G-32 1 113 0.00E+00 112 9.25E+00 116 3.12E-02 23
G-33 2 88 0.00E+00 113 7.68E+01 54 2.09E-02 47
G-34 2 89 4.21E-02 57 7.24E+01 61 3.65E-02 15
G-35 6 9 3.03E+00 3 1.70E+02 26 1.73E-02 59
G-36 7 4 6.76E+00 1 2.89E+02 14 9.17E-03 88
G-37 3 52 7.30E-01 10 7.46E+01 57 2.89E-02 30
G-38 5 18 7.29E-01 11 1.44E+02 31 3.62E-02 16
G-39 1 114 0.00E+00 114 2.51E+00 118 8.82E-03 90
G-40 4 34 3.48E-01 22 4.98E+02 2 8.47E-03 93
G-41 2 96 1.82E-02 75 6.86E+01 63 1.23E-02 75
G-42 2 97 3.85E-02 59 7.70E+00 117 4.62E-03 109
G-43 6 10 1.39E+00 4 2.37E+02 18 4.06E-03 112
G-44 2 102 2.93E-01 25 4.30E+01 83 1.42E-02 68
G-45 8 2 5.86E+00 2 2.98E+02 12 3.87E-03 114
G-46 4 35 5.54E-01 14 1.52E+02 30 1.57E-02 65
G-47 3 54 4.25E-01 18 9.69E+01 45 4.31E-03 110
G-48 5 21 4.95E-01 15 1.07E+02 40 3.31E-02 19
G-49 2 105 3.83E-02 60 6.37E+01 65 3.24E-03 116
G-50 4 36 2.99E-01 24 1.36E+02 33 1.39E-02 70
G-51 1 115 0.00E+00 115 4.37E+01 82 1.39E-02 71
G-52 1 116 0.00E+00 116 9.69E+01 46 2.28E-02 41
G-53 2 108 3.73E-01 20 1.04E+01 115 7.63E-03 100
G-54 1 117 0.00E+00 117 2.12E+02 23 2.44E-02 36
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