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Abstract 

 

This thesis is motivated by the fact that there is an urgent need to run scientific many-task 

workflow applications efficiently and easily on large-scale machines. These applications run at 

large scale on supercomputers and perform large amount of storage I/O. The storage system is 

identified as the main bottleneck on large-scale computers for many-task workflow applications. 

The goal of this thesis is to identify the opportunities and recommend solutions to improve the 

performance of many-task workflow applications.  

To achieve the above goal this thesis proposes a two-step solution. As the first step, this 

thesis recommends and designs an intermediate storage system which aggregates the resources 

available on compute nodes (local disk, SSDs, memory and network) and provides a minimal 

POSIX API required by workflow applications. An intermediate storage system facilitates a high 

performance scratch space for workflow applications and allows the applications to scale 

transparently compare to a regular shared storage systems. As the second step, this thesis 

performs a limit study on workflow-aware storage system: an intermediate storage that is tuned 

depending on I/O characteristics of a workflow application.  

Evaluation with synthetic and real workflow applications highlights the significant 

performance gain attainable by an intermediate storage system and a workflow-aware storage 

system. The evaluation shows that an intermediate storage can bring up to 2x performance gain 

compared to a central storage system. Further a workflow-aware storage system can bring up to 

3x performance gain compared to a vanilla distributed storage system that is unaware of the 

possible file-level optimizations. The findings of this research prove that an intermediate storage 

system with minimal POSIX API is a promising direction to provide a high-performance scalable 

storage system for workflow applications. The findings also strongly advocate and provide 

design recommendations for a workflow-aware storage system to achieve better performance 

gain. 
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1.  Introduction  

Meta-applications that assemble complex processing workflows using existing applications as 

their building blocks are becoming increasingly popular. Examples include various scientific 

workflow applications (e.g., modFTdock [1], Montage [2], PTMap [3]) and even map-reduce 

applications [4]. Scientists in various fields like bio-chemistry, molecular-dynamics, geo-

technology use these workflow applications to run massive simulations in order to solve critical 

problems. These applications run on supercomputers with many thousands of cores (e.g.: 

Argonne BG/P with 163,840 cores) and perform large amount of storage-I/O.  

While there are multiple ways to support the execution of these workflows on large 

clusters, in the science area—where a large legacy codebase exists—one approach has gained 

widespread popularity: a many-task approach [5] in which application workflows are assembled 

from independent, standalone processes that communicate through intermediary files stored in a 

shared data-store or independently, on the local storage of the nodes where task execution takes 

place.  

The main advantages of this approach, adopted by most existing workflow runtime 

engines (e.g., Swift [6], Pegasus [7], Makeflow [8]) are simplicity, direct support for legacy 

applications, and natural support for fault tolerance. First, a shared storage system approach 

simplifies workflow development, deployment, and debugging: workflows can be developed on a 

workstation then deployed on a cluster without changing the environment. Moreover, a shared 

storage system simplifies workflow debugging as the state of an application is persisted via files. 

A programmer can inspect the intermediate computation state at runtime and, if needed, can 

collect the files for performance profiling or offline debugging. Second, most of the legacy 

applications that form the individual workflow stages are coded to read their input and write their 

output through the well-known POSIX API. Finally, compared to approaches based on message 
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passing, communicating between workflow stages through a storage system that offers 

persistency makes support for fault-tolerance much simpler: a failed execution step can simply be 

restarted on a different compute node as long as all its input data is available in the shared 

storage.  

Although these are important advantages, the main drawback of this approach is 

decreased performance. The performance is reduced due to the various bottlenecks in both 

hardware and software stacks on the workflow platforms [9][10].  

The goal of this thesis is to identify the opportunities and recommend solutions to 

improve the performance of many-task workflow applications. To this end this thesis proposes 

and designs an intermediate storage system to increase the performance of workflow 

applications on large-scale machines. Further this thesis studies the feasibility of tuning the 

intermediate storage system depending on the application characteristics and proves that the 

intermediate storage system can be further optimized to match the high-level data access 

patterns of the workflow applications.  

This chapter is organized as follows. Section §1.1 describes the motivation behind this 

thesis by highlighting the benefits and the importance of this research. Section §1.2 explains the 

current problems faced by the workflow applications. Section §1.3 highlights the available 

opportunities and briefly discusses possible approaches to harness these opportunities.  Sections 

§1.4 and §1.5 present our solution and methodology respectively. Sections §1.6 and §1.7 

summarize the contribution and the list of publications resulted from this thesis. Finally section 

§1.8 presents the structure of the thesis. 

1.1 Motivation  

The many-task workflow approach is becoming more popular since it provides high flexibility, 

portability, a natural way to express parallelism and rapid application development.  
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This thesis is motivated by the fact that there is an urgent need to run the scientific many-task 

workflow applications efficiently, reliably and easily on large-scale supercomputers. Taking the 

initiative to advance the many-task workflow applications‘ performance will provide multiple 

benefits. Firstly improving the application runtime will lead to better resource utilization and 

energy savings.  Secondly, present supercomputers are specially optimized to provide the best 

performance for MPI-based applications and such initiatives will eliminate the need for special 

costly hardware-level optimizations to run many-task workflow applications. Thirdly, 

considerable portion of supercomputers‘ time is occupied in running the workflow applications.  

The domain scientists run numerous scientific workflow applications on these machines to solve 

useful and challenging problems. Fourthly, providing better scalability and high performance for 

many-task workflow applications will help the domain scientists to solve larger problems more 

accurately than the problems solved presently. From this point onwards whenever we say 

workflows we only refer the many-task computing workflows.   

The following section summarizes three popular scientific workflow applications and their 

characteristics to emphasize above facts such as usefulness, efficiency, scale and amount of 

storage I/O. 

 ModFTDock: Is a popular protein docking application used in new drug designs [1]. It 

processes a set of protein molecule's 3D spatial properties and finds high affinity 

molecules towards a particular protein. ModFTDock is also used to dock RNA to protein 

molecules. Protein docking applications such as ModFTDock and OOPS typically runs at 

scales ranging up to 65,536 of CPUs and perform massive amount of storage IO (read 3.2 

PB and write 2 PB) [9].  

 Montage: Montage workflow [2] is an astronomy application that takes many input 

images, processes and produces a single output. The workflow is composed of multiple 



 4 

stages and has been used by scientists with parallel frameworks such as MPI, Pegasus [7], 

and Swift [6]. Montage typically runs on thousands of machines and applications of 

Montage includes but not limited to data analysis, quality assurance and scientific 

product generation [2]. 

 BLAST (The Basic Local Alignment Search Tool): Is a well adopted workflow 

application to solve sequence alignment problems such as protein structure prediction, 

pattern identification, phylogenetic analysis and etc. It uses a heuristic method and 

searches one or more nucleotide or protein sequences against a sequence database, and 

calculates similarities. Typical BLAST workflow application runs on thousands of 

machines and reads 3.5 PB of data and writes 150GB of data from / to the central storage 

system [9]. 

1.2 The Problem 

Workflow applications can be viewed as a graph of distinct tasks which communicate through 

files stored on a central storage system. Each task takes an input file from the central storage 

system and processes it and produces an output file on the central storage system.  The central 

storage system has been identified as the main bottleneck for the scientific workflow applications 

on the prevalent super computers such as Blue Gene/P and Jaguar [9][10]. Due to the limitations 

in both hardware and software, the storage performance drops severely when the workflow 

applications perform large number of storage IO operations.  

First, on the hardware side, the IO bandwidth between compute nodes and storage nodes 

is limited hence the IO throughput drops linearly with the volume of IO operations.  Second, 

POSIX file system abstraction has a strict semantic hence does not scale well at large scale and 

reduces the performance of workflow applications. Third, a traditional file system cannot use the 

information available at the level of the workflow execution engine to guide the per-object data 
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placement or to optimize for various access patterns at per object granularity. Similarly, a 

traditional distributed storage system does not expose data-location information, which prevents 

the workflow runtime engine from exploiting opportunities for collocating data and computation. 

1.3 The Opportunities 

The nature of workflow applications and the current supercomputing infrastructures used to run 

these applications provide three opportunities.  

First, the compute nodes are underutilized and the compute node resources can be 

aggregated to produce a high performance shared storage space. The workflow based 

processing used by a large number of scientific applications [9], is generally composed of three 

main phases: stage-in input-data from central (and often external to the compute nodes cluster) 

storage to the compute nodes local storage, multiple computation stages that communicate 

through intermediate files, and stage-out the final results to the central storage. These three 

phases impose an intense workload on the central storage system. To reduce the load on the 

central storage applications can temporarily deploy and configure a shared intermediate storage 

to aggregate the storage resources available on the compute nodes (local disk, SSDs, memory) 

and use the storage system thus created as a high-performance scratch space to achieve better 

performance and resources utilization during runtime.   

Second, strong POSIX storage abstraction adopted by central storage systems is not 

required due to the nature of the workflow applications.  The costly locking protocol and the 

strict consistency guarantee provided by POSIX storage abstraction has been identified as the 

main scalability and performance bottleneck for parallel applications at the large scale [9].  In 

workflow applications, the workflow runtime has the entire knowledge of the workflow hence 

the file system consistency can be explicitly managed by the runtime and strong consistency 

provided by POSIX storage abstraction is not necessary. A storage system that covers the 
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minimal POSIX semantics that are required by workflow applications is enough to support a 

large number of legacy workflow applications and will be a promising solution to meet the 

scalability and the performance demands of the workflow applications at the large scale.   

Third, workflow applications have regular data access patterns hence a storage system 

can be designed with special optimizations to speed-up these patterns [9][11]. Further an 

intelligent storage system / software stack can discover the data access patterns (either during 

application deployment time or runtime) of the workflow applications and harness these special 

optimizations depend on the patterns to provide better storage performance. 

1.4 Proposed Solution  

This work harnesses the opportunities described in section §1.3 and proposes a two-step solution 

to improve the performance of workflow applications.  

As a first step this thesis proposes an intermediate storage system:  A storage system that 

aggregate the storage resources available on the compute nodes (local disk, SSDs, memory) and 

provides the minimal POSIX API required by the workflow applications.  At the beginning the 

workflow manager will stage-in the data from central storage system to intermediate storage 

system. Then the application does perform all the computations by reading from / writing to the 

intermediate storage system. At the end, the workflow manager will stage-out the final result 

back to the central storage system. The intermediate storage system will reduce the pressure on 

the central storage system as the amount of data generated during the workflow execution is 

much larger than the data staged-in or staged-out. Further it provides better scalability and 

performance for workflow applications compare to a regular storage system due to the minimal 

POSIX support.  

As a second step the thesis investigates the viability of a workflow-aware storage system: 

that is, a storage system that is able to efficiently support the data access patterns generated by 
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workflows through optimizations at the file or directory level. Further, the storage system 

exposes data placement information so that the workflow runtime engine can make data-aware 

scheduling decisions. The storage system can identify the data access patterns either during 

application deployment time or application runtime to drive the data layout (e.g., co-placement, 

replication levels, local-chunk placement) of a workflow application [12], [13], [14].  Storage 

system designers can incorporate the techniques that we study here in an intermediate storage 

system and can make it workflow-aware to provide an optimized storage performance for each 

application. 

1.5 Methodology 

To build an intermediate storage system, we derive the requirements of an intermediate storage 

system by analyzing popular workflow applications. Then we design and implement the storage 

system. Finally we integrate the intermediate storage system with workflow runtime engine [6] 

and quantitatively evaluate the performance of synthetic and real workflow applications on Blue 

Gene/P supercomputer [15].  

Then we systematically perform a limit study on workflow-aware storage system. We 

start from the previous characterization studies on workflow applications, extend the data access 

patterns by looking at the real workflow applications and identify the storage level optimizations 

to improve the regular data access patterns in the workflow applications. Then we quantitatively 

evaluate the impact of the optimizations on each data access pattern. We prove that a workflow-

aware storage system can bring significant gains and also provide evidence to show that these 

techniques can be incorporated in an intermediate storage system with minimal effort [16].  
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1.6 Contributions 

This thesis makes several contributions under two themes: first, an Intermediate Storage System; 

second, A Workflow-aware Storage System. The following paragraphs describe each 

contribution. 

 

An Intermediate Storage System: A storage system that aggregates the resources of the 

computing nodes can provide temporary high-performance scratch space for the workflow 

applications. This thesis first, designs and implements an intermediate storage system. Second, it 

integrates the intermediate storage system with workflow runtime. Third, this study quantitatively 

evaluates the performance of intermediate storage system on a Blue Gene/P supercomputer [15] 

with synthetic and real workflow applications.  

The design and implementation of the intermediate storage have been collaboratively 

performed with Samer Al-Kiswany and with minor help from a few other students at NetSysLab 

[17]. I contributed to the design, implementation and integration of the entire system. Importantly 

I was the sole contributor for building the crucial components of an intermediate storage system 

for workflow applications on large scale machines. I designed and implemented mechanisms to 

support a set of POSIX APIs (random read and write), a part of metadata service, data 

placement policies, garbage-collection, chain and parallel replication, and client side caching of 

the intermediate storage system.  Section §3.2 highlights the significance of having these 

functionalities in an intermediate storage system designed to support workflow applications. 

Even though my sole contribution is a complex effort (30% of the entire code base which 

has more than 60,000 lines of code in total), this document does not present the entire design of 

the system to keep the thesis concise.  However an evaluation of the intermediate storage system 
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is presented in Chapter 3. For reference please refer the relevant sections of MosaStore technical 

design document attached in Appendix A  .  

Further it is important to note that building an intermediate storage system is essential to 

study the potential benefits of a workflow-aware storage system. 

 

A Workflow-aware Storage System [16]: First, the thesis starts from previous workflow 

characterization studies, identifies new data access patterns by looking at some workflow 

applications and suggests corresponding storage-level optimizations to speed up each data flow 

pattern. Second it studies the viability of a storage system optimized for workflow applications: a 

storage system that can be optimized depending on the workflow application characteristics (i.e. 

based on data access pattern). It quantifies the potential performance benefits of a workflow-

aware storage system. These suggestions can be incorporated in an intermediate storage system 

to further improve the performance of workflow applications. These findings are published in 

CCGRID '12 [16] and also submitted for Elsevier FGCS Journal [18].  

In addition, these findings also motivated and informed the design of two research 

projects in the group: cross layer optimized storage system (Al-kiswany et al. [19]) and an 

automatically performance optimized storage system (Costa et al. [14]).   

1.7 Research Publications 

This work resulted in one refereed publication, one technical report, two conference submissions 

and one journal submission. These articles were written in collaboration with Samer Al-Kiswany, 

Lauro Beltrão Costa, Hao Yang, Abmar Barros, Gillies Fedak, Zhao Zhang, Daniel S. Katz, 

Michael Wilde, and Matei Ripeanu. The list of the articles is given below. 

 Emalayan Vairavanathan, Samer Al-Kiswany, Lauro Beltrão Costa, Zhao Zhang, 

Daniel S. Katz, Michael Wilde, and Matei Ripeanu. A Workflow-Aware Storage System: 
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An Opportunity Study. In Proceedings of the 2012 12th IEEE/ACM International 

Symposium on Cluster, Cloud and Grid Computing (CCGRID '12). Acceptance rate: 

27% (83/302) - Nominated as one of the top 15 papers in the conference and invited for 

a special issue of Elsevier Future Generation Computer Systems Journal (impact factor 

1.978) [16]. 

 Emalayan Vairavanathan, Samer Al-Kiswany, Abmar Barros, Lauro Beltrão Costa, Hao 

Yang, Gilles Fedak, Zhao Zhang, Daniel S. Katz, Michael Wilde, and Matei Ripeanu. A 

case for Workflow-Aware Storage: An Opportunity Study using MosaStore. Submitted to 

special issue of Elsevier Future Generation Computing Systems Journal [18]. 

 Samer Al-Kiswany, Emalayan Vairavanathan, Lauro Beltrão Costa, Hao Yang and 

Matei Ripeanu. The Case for Cross-Layer Optimizations in Storage: A Workflow-

Optimized Storage System. Submitted to FAST '13 [19]. 

 Lauro Beltrão Costa, Abmar Barros, Emalayan Vairavanathan, Samer Al-Kiswany and 

Matei Ripeanu. Predicting Intermediate Storage Performance for Workflow Applications. 

Submitted to CCGRID '13 [14]. 

 Samer Al-Kiswany, Emalayan Vairavanathan, Lauro Beltrão Costa, Hao Yang and 

Matei Ripeanu. MosaStore functional and design specification (Technical Report) [17].  

1.8 Thesis Structure 

The rest of the thesis is organized as follows. In chapter 2, we present the software and hardware 

systems used by the workflow applications and explain the challenges faced by these 

applications.  In chapter 2, we also provide a short summary of the related work on storage 

systems. In chapter 3, we propose an intermediate storage system, derive the requirements for the 

intermediate storage system in the context of workflow applications and also present the 

intermediate storage system evaluation.  In chapter 4, we argue that there are still opportunities to 
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optimize the intermediate storage depending on the workflow applications‘ data access patterns 

and build a case for a workflow-aware storage system. In chapter 5, we study the opportunity of 

building a workflow-aware storage system using synthetic and real workflow applications. 

Finally we summarize our findings in chapter 6. 
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2.  Background and Related Work 

The chapter begins with a brief summary of a sample ecosystem that is used to support scientific 

workflow applications and the present challenges faced by these applications (§2.1). The chapter 

concludes with a high level summary of related work in storage systems (§2.2).  

2.1 Background 

Many-task workflows applications are composed of distinct executables with interdependencies 

and generally viewed as a graphs of dissimilar tasks  that communicates though files stored in a 

shared storage system via POSIX API [20]. This style of workflows is easy to develop, debug, 

optimize and have implicit fault tolerance as the program state is persisted in a shared storage. 

Further structuring the application as many-task often provides a natural way to express 

parallelism and makes development easy compared to other approaches such as message passing 

[20]. The following sections present one example of the software and hardware stack used to 

support workflow applications on current large scale platforms. 

2.1.1 Software Stack 

Running workflow applications efficiently, reliably, and easily on large parallel computers is 

challenging. The workflow runtime can be roughly divided into two parts: a front-end that which 

evaluates a user workflow program and generate tasks (often a dataflow script written in a 

parallel scripting language), and a back-end which distributes the tasks to workers using a task 

dispatching service. Even though there are many ways to develop many-task workflows, the 

parallel scripting is a popular approach among scientists [20]. In a parallel scripting language, the 

workflow is often written as a script which assembles distinct interdependent tasks with each task 

reading and writing from a shared storage system. Swift [6], Dryad [21], Skywriting [22] , and 

CIEL [23] are few examples for such systems.  
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In this research we focus on Swift [6]. Swift is a scripting language designed for 

composing standalone executables into parallel applications that can be executed on compute 

nodes. Swift is widely used by domain scientists to write the workflow applications. Swift is 

responsible for the execution, composition, and coordination of the graph of tasks in a workflow 

application. Swift can automatically identify the task independencies and parallelize the 

programs to keep the resources utilization at high.  

 

 

Figure 1: Software stack to support workflow execution on large scale machines 

 

MapReduce [4] is another programming framework similar to Swift. Swift and 

MapReduce frameworks share a set of common design goals such as programmer productivity, 

implicit parallelism, transparent scalability, failure tolerance and load balancing. However 

comparing to MapReduce, Swift provides additional benefits such as portability, flexible data 
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model and intuitive programming model. Further Swift also supports multiple data access 

patterns whereas map-reduce only supports map and reduce data access patterns.  

Figure 1 illustrates the software stack used by the workflow applications on large scale 

machines.  A workflow application written in Swift is converted to intermediate code by the 

Swift compiler and then processed by the Swift workflow runtime engine [6]. The workflow 

runtime engine applies several optimizations such as automatic parallelization, adding heuristics 

to harness data locality and schedules the tasks on the compute nodes using a task dispatching 

service and the workers deployed on the compute nodes (e.g. Coasters [24]).   The tasks read the 

input data from a shared storages system (generally the shared central storage system), process 

the data and write the output back to the shared storage system. Here it is important to notice the 

inter task communication is done through the files created on the shared storage system. 

The shared storage system used in large scale machines generally supports a strong 

POSIX file system semantics and often incapable of handling the I/O demands of the scientific 

workflow application.  For example GPFS starts to perform poorly when files are created under a 

same parent directory [10], [9] due to the strong consistency semantics and costly locking 

protocol.  

2.1.2 Hardware Platform Example 

Figure 2 illustrates the high-level architecture of BG/P super computers at Argonne National 

Laboratory (ANL) [15]. It has 160k compute cores, 640 I/O nodes (each with 4 cores) and 80 TB 

aggregated local memory and can provide 557TF aggregated peak performance [15], [25], [26]. 

Each compute node has 32 bit, 850 MHz 4 cores (IBM Power PC 450) and 2GB of memory.  

The compute nodes are connected to two different networks called the ‗torus‘ network 

and ‗tree‘ network. In BG/P inter connect (or process) traffic uses the torus network and each 

compute node are connected to 6 neighbors via 6 torus links each have 6.8 Gb/s (3.4 Gb/s uni-
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directional).  I/O traffic uses the dedicated tree network and forwarded to designated IO nodes. 

Then the I/O nodes forward the I/O requests to the central storage system (e.g. GPFS / Lustre) 

often deployed on multiple storage nodes. 

 

 

Figure 2: Architecture of Blue Gene/P Supercomputer at Argonne National Laboratory 

 

Here we like to stress two important points.  

 First the architecture described above (incorporating compute nodes, I/O nodes and 

central storage via multiple high performance networks) is the defacto standard for large 

scale high performance computing systems.   

 Second the central storage system becomes a bottleneck due to the limited bandwidth 

between the compute nodes and the storage nodes. For this machine a network with 

1.28TB/s bandwidth connects the 160K computes nodes to the GPFS, resulting in only 

1MB/s storage bandwidth per core.   



 16 

During the execution of workflow application a large number of tasks use the central storage 

system for inter-task communication and the central storage systems are incapable of handling 

the volume and frequency of the file system access generated by these applications. Hence time 

spent in I/O proportionally increases with the number of concurrent tasks and leads to low system 

performance.  For example, Zhao et al. [27] characterize the Montage workflow execution time 

on BG/P super computers with 512 cores and the central GPFS storage system. The study shows 

that even at a very small scale 73.6% of total time is spent on performing I/O operations and 

waiting for I/O to complete due to I/O bottlenecks presents in the system. The actual processing 

time was 13.4% and the rest of the time (13.0%) was spent on other overheads such as 

scheduling.  

2.2 Related Work – Storage Systems 

The volume of past work on alleviating storage system bottlenecks is humbling. Distributed 

storage systems have been an active research topic for many years. This section limits itself to 

positioning a smaller number of projects that directly focus on alleviating the storage bottleneck 

for workflow applications. The rest of the section, first summarizes the work related to generic 

distributed storage systems for workflow applications (§2.2.1). Second, this section discusses the 

solutions optimized for a specific set of applications (§2.2.2). Third, this section summarizes the 

directions towards highly configurable storage systems (§2.2.3) – systems optimized for storage 

performance while preserving the shared storage system abstraction.  Fourth, this section presents 

the work related to co-designed data management systems (§2.2.4) – this approach holds the 

promise of higher performance yet it leads to a more complex and less portable design by 

breaking the layering between the storage and the workflow runtime which offers a natural 

abstraction and separation of concerns.  
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2.2.1 Generic Distributed Storage Systems 

Generic storage systems are designed with ―one size fits all‖ philosophy to support all the 

applications. Examples for such storage systems include GPFS [28], Lustre [29] and Frangipani 

[30]. The design goal is to provide a transparent, reliable and secure storage abstraction to 

support most of the applications. Even though this approach has few advantages such as 

portability, security and ease of development, the main disadvantage is the limited performance. 

Storage abstraction provided by POSIX standard [31] is widely adopted in software systems. The 

POSIX storage abstraction was designed for single node file system and has severe scalability 

and performance bottlenecks when it is adopted by parallel file systems. The consistency 

semantics requires all the file system operation to be atomic; hence locking overheads 

exponentially increases at large scale with scientific workflow applications.   

2.2.2 Application-optimized Storage Systems 

Building storage systems geared for a particular class of I/O operations or for a specific access 

pattern is not uncommon. For example, the Google file system [32] optimizes for large datasets 

and append access, HDFS [33] which shares many design goals with GPFS-SNC [34], optimizes 

for immutable data sets, location-aware scheduling and rack-aware fault tolerance; the log-

structured file system [35]  optimizes for write intensive workloads, arguing that most reads are 

served by ever increasing memory caches and  storage systems implementing the MPI-IO API 

optimize for parallel access operations. BAD-FS [36] optimizes for batch workloads, Amazon 

Dynamo [37] optimizes for intensive put/get operations and TidyFS [38] is designed to increase 

the performance of a set of Dryad [21] and DryadLINQ [39] applications and it supports high 

throughput, write once sequential I/O. 

These storage systems and the many others that take a similar approach are optimized for 

one specific access pattern or set of applications and consequently are inefficient when different 
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data objects have different patterns, like in the case of workflows. Another known problem with 

application-optimized storage systems are non-standard APIs which makes the applications less 

portable between different systems. 

2.2.3 Highly Configurable Storage Systems 

A few storage systems are designed to be highly configurable – and thus, after deployment-time 

(re)configuration, efficiently serve a wide set of applications. The versatile storage system [40] 

argues that storage systems should be specialized for the target application at deployment time. It 

aims to incorporate a broad set of optimization techniques, enable high configurability at 

deployment and/or run time, and support multiple applications through customized, per 

application deployment, all while still providing a standard POSIX API. In the same vein, Ursa 

Minor [41] offers deployment-time configurability to meet application access patterns and 

reliability requirements. While these storage systems can be configured to better support a range 

of applications, they are not designed to support workflows with different access patterns for 

different files. BFS [36] is an application optimized storage system yet it allows application 

instances to choose optimal caching, replication and consistency policies via a high level job 

scheduler. PPFS [42] is another configurable storage system which provides mechanisms to 

control the caching, pre-fetching, data layout and consistency semantics via a non standard API. 

2.2.4 Co-designed Data Management Systems 

A frequently adopted approach (Falkon [43][44], AME [45][27], Pegasus [7], GrADS [46], 

DAGMan [47]) for managing intermediate files in workflow runtime engines is to give up the 

shared storage system abstraction as well as the POSIX interface and redesign, from scratch, a 

minimal data store service coupled with the workflow runtime engine. The data store 

implemented gives up the shared namespace offered by a POSIX-compliant shared storage 

system and treats each participating node as an independent, fully functional storage element. An 
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independent service keeps track of data location. The scheduler will use this service and attempt 

to submit jobs where data is already located, schedule explicit data moves so that data is available 

on the local storage of a node before a task starts executing, or provide a global metadata service 

such that each compute node can check the availability of, and copy to local storage node, the 

intermediate input files before executing the task. While this approach is likely to lead to higher 

performance (an observation that holds for designs that give up layering), we believe that its 

drawbacks are not negligible (higher system complexity and limited or failure to support large 

files that do not fit in the local storage of a single node), in addition to forfeiting most of the 

advantages of a layered design which we summarize in the introduction. 
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3.  An Intermediate Storage System: Alleviating the I/O Bottleneck 

We propose a design for an intermediate storage system to alleviate the I/O bottlenecks faced by 

many-task workflows. An intermediate storage system aggregates the storage resources available 

on the compute nodes (local disk, SSDs, memory) and provides a high performance scratch space 

with minimal POSIX API (Figure 3).   

An intermediate storage is deployed per application and has a limited life-time. A 

workflow runtime deploys and configures the intermediate storage on the compute nodes 

allocated for an application. Afterward the workflow runtime stages-in the data from the central 

storage system and starts the workflow application. The application performs all the computation 

on the intermediate storage and then the workflow runtime stages-out the final result to the 

central storage system. Finally the workflow runtime terminates the intermediate storage 

deployment and release the compute nodes. 

 

 

Figure 3: Intermediate storage system on supercomputers 
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Intermediate storage provides multiple benefits. First an intermediate storage system 

provides scalable and high performance storage as it can harness ample network bandwidth 

provided by the torus network.  Second, it reduces the pressure on the central storage system as 

the amount of data generated during the workflow execution is much larger than the data staged-

in or staged-out. Third, having a dedicated intermediate storage per application will reduce the 

interference from other users and also provide an opportunity to tune the storage system to 

achieve better performance. 

3.1 Intermediate Storage System Requirements 

There are multiple ways to design an intermediate storage system. For example Zhao et al. [27] 

give up the POSIX abstraction and uses a specialized interface for data management tasks. 

Providing a storage system with POSIX interface brings multiple benefits such as ability to 

integrate with legacy applications (without changing the applications), portability and rapid 

application development (POSIX is a well adopted standard). 

An ideal intermediate storage system has the following general requirements to efficiently 

support various workflow applications.  

 Easy to deploy: The storage system should be easy to deploy and mount by the workflow 

runtime during an application‘s initialization period (e.g., to support glide-in deployments 

[36] [48]). Further, ideally it should be transparently interposed between the application 

and the system central storage for automatic data pre-fetching or storing persistent data or 

results.  

 Easy to integrate with applications: Majority of the workflow applications perform 

standard file system operations such as file creation and deletion, sequential / random 

reads and writes, directory creation and deletion. They do not use other complex file 

system operations related to permissions and users, file system locking and memory 
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mapping. A storage system that offers a partial POSIX-like API is adequate and can 

provide access to the aggregated storage space, without requiring changes to applications. 

Further strong consistency semantics is not required for an intermediate storage system as 

managing consistency can be moved to the workflow run-time. Offering additional, high-

performance APIs (e.g., HDF5, NetCDF) might be desirable. 

 Versatility and ability to configure: The storage system should provide several 

configuration knobs to support configurability for diverse applications. The system 

should be easy to configure and tune for a specific application workload and deployment 

environment. This includes ability to control local resource usage, in addition to 

controlling application-level storage system semantics, such as consistency and data 

reliability requirements. 

 Efficiently harness allocated resources to offer high performance and scalability: The 

storage system should efficiently use the node-local storage and networking resources to 

provide high performance access to the stored data. To this end we choose the object 

storage approach for the intermediate storage system as it decouples data from metadata 

and provides the ability to scale data and metadata independently.  

3.2 Intermediate Storage System Design and Implementation 

We designed and developed an intermediate storage system by adding functionalities to 

MosaStore to make it capable of supporting workflow applications on supercomputing 

deployment. MosaStore (Figure 4) is an experimental shared storage system. MosaStore is 

designed to harness unused storage space from network-connected machines to build a high-

performance, yet low-cost data store that can be easily configured for optimal performance in 

different environments. MosaStore aggregates distributed storage resources: storage space (based 

on spinning disks, SSDs, or memory) as well as the I/O throughput and the reliability of the 
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participating machines. Further, MosaStore adopts an object-based distributed storage system 

architecture, with three main components: a centralized metadata manager, the storage nodes 

(donor nodes), and the client‘s system access interface (SAI) which uses FUSE [49] kernel 

module to provide a POSIX file system interface.  

 

 

Figure 4: MosaStore storage system architecture. The figure highlights the three high-level components 

the system access interface (SAI) sitting at the client; the manager that stores all system metadata, and 

the donor nodes that store data chunks. 

 

The metadata manager maintains the entire system metadata including but not limited to: 

donor nodes‘ status, file chunk distribution, access control information, and data object attributes. 

The metadata service is completely decoupled from the data service to provide high scalability. 

Each file is divided into fixed size chunks that are stored on the storage nodes. The mapping 

between a file and corresponding chunks are stored in the manager as a part of chunk 

distribution. Further, the Manager uses a round robin chunks placement policy hence when a new 

file is created on a stripe of n nodes the file‘s chunks are placed in a round robin fashion across 

these n nodes. 
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The donor nodes contribute storage space (memory or disk based) to the system. Donor nodes 

serve clients‘ chunk store/retrieve requests and also interact with the manager by publishing their 

status using a soft-state registration process. 

The system access interface (SAI) is a collection of implemented FUSE call-backs that 

operate on a client node and provides a mechanism to access the storage space offered by the 

donor nodes. The SAI implementation supports a few important POSIX file system calls 

including sequential read and writes. 

To MosaStore, we added garbage collection using epidemic protocol (make it efficiently use 

the scarce storage space – otherwise the application / storage will crash in supercomputers due to 

lack of memory), mechanisms to support POSIX file API (importantly random reads and writes, 

flush, delete – real workflow applications use these APIs), and modules to support chain and 

parallel replication (to reduce the impact of hot spot files), data placement policy and client side 

caching in order to build an intermediate storage system. Further we also made the intermediate 

storage system more configurable by exposing control knobs in configuration files.  

Finally we successfully integrated the intermediate storage with workflow runtime and 

evaluated with synthetic and real workflow applications. The evaluation (§3.3) shows that the 

system successfully supports the workflow applications using all the above features in Blue 

Gene/P platform. 

This intermediate storage is currently used by several researchers in University of Chicago 

and Argonne National Laboratory.  

3.3 Intermediate Storage Evaluation 

The intermediate storage (i.e. enhanced version of MosaStore in §3.2 [17]) was integrated with 

the workflow runtime Swift [6] and evaluated with both synthetic and real workflow 
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applications.  The synthetic application is fully data intensive and used to obtain an estimate on 

the upper bound on the achievable gain. Workflow applications are realistic and more complex; 

have both computation and storage I/O and uses variety of POSIX file system API (file creation / 

deletion, read, write and etc).  

The experiments were performed on a miniature version of Blue Gene/P experimental 

platform with 1024 nodes. This platform is exactly similar to the one described in section §2.1.2 

and has two dedicated central storage instances, one with PVFS and other with GPFS. In all the 

experiments the MosaStore manager was deployed on one of the compute nodes and the rest of 

the nodes are used to run the storage nodes, the MosaStore SAI, and application. During these 

evaluations the interference from other users was negligible since the machine was not used by 

other users.  

The ability to successfully run two complex workflow applications (Montage [2] and 

modFTDock [1]) and synthetic application with Swift [6] and the intermediate storage on Blue 

Gene/P with 128 node  validates that the intermediate storage works functionally correct. And 

implies the intermediate storage system can be deployed during application launch time, 

supports minimal POSIX API required by the workflow applications (otherwise applications 

would have failed) and also has a successfully functioning garbage collection (otherwise 

applications would have crashed due to lack of memory).  

We did a complete evaluation of the intermediate storage with synthetic benchmark 

(presented in §3.3.1) and modFTDock only (presented in §3.3.2). The evaluation presented in 

§5.2 validates that the intermediate storage function correctly with Montage and other synthetic 

benchmarks. 
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3.3.1 Synthetic Benchmark 

The workload: We ran data-intensive application pipelines (proportional to number of compute 

nodes) in parallel (Figure 5) using Swift.  Each of these pipeline stages-in a common input file 

from the shared GPFS central storage system and then goes through three processing stages that 

read input of 10 MB from the intermediate store and write the intermediate output of 20MB to 

the intermediate store, then the final output of 1MB is staged out back to the central storage 

system.  

 

  

Evaluation Results: Figure 6 presents the performance of pipeline benchmark on Blue Gene/P. 

We compare the intermediate storage (labeled as MosaStore) with the central storage system 

PVFS [50]. Our intermediate storage performs 100% better than central storage system. The 

performance gain comes from both the ample network bandwidth available between compute 

nodes and the minimal POSIX file system interface implementation supported by the 

intermediate storage. Here it is important to notice that both systems have scalability issues with 

increasing number of nodes. Our investigation showed that in the case of intermediate storage 

Figure 5: Pipeline Figure 6: Pipeline runtime on BG/P 
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system scalability issues come from two components: first the Swift runtime has scalability 

issues and second the single manager on MosaStore does have its own limitations. We believe 

that distributing the MosaStore manager will provide better performance and scalability at large 

scale.   Further it is important to notice that the benchmark is fully data-intensive and for real 

applications the performance gain may be less than the results reported here. 

3.3.2 modFTDock 

We ran modFTDock [1] at larger scale on BG/P to verify scalability and explore whether the 

performance gains are preserved when compared to much more powerful backend storage 

(GPFS) available on this platform.   Figure 7 shows the modFTDock runtime on BG/P while 

varying the number of nodes allocated to the application.  The workload size increases 

proportionally with the resource pool. 

On the one side, we notice a consistent 20-40% performance gain of our intermediate 

storage over GPFS. On the other side, we would like to highlight that modFTDock is a compute 

bound applications and an intermediate storage system with minimal POSIX support will bring 

much large gains than this for data intensive applications. 

 

Figure 7: modFTDock runtime on BG/P 
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4.  A Case for Workflow-Aware Storage Systems 

This chapter explores one possible way to improve the performance of intermediate storage 

system for workflow applications. A workflow-aware storage system which permits specialized 

per-file optimizations and exposes data placement information can efficiently support the 

workflow applications as they generate regular data flow patterns.  

The rest of the chapter builds a case for a workflow-aware storage system by identifying 

the opportunities. The next chapter quantifies the benefits of a workflow-aware storage system 

with an experimental study.  

This chapter argues that there is still room left to improve the performance of workflow 

applications (§4.1) and provides evidence for data access patterns in workflows and recommends 

possible storage level optimizations for each pattern (§4.2).  Finally the chapter highlights 

multiple ways to identify the data access patterns and provides evidences to show that these 

optimizations can be incorporated in a storage system without increasing its complexity (§4.3). 

4.1 The Opportunities 

Two observations reveal that specializing an intermediate storage system will bring 

promising gains for workflow-based applications: First, the workflows are composed of basic 

data access patterns. These patterns render existing storage systems unable to harness all 

optimization opportunities as this often requires enabling conflicting optimizations or even 

conflicting design decision at the storage system level. Second, when scheduling, most workflow 

runtime engines make suboptimal decisions as they lack detailed data location information that is 

generally hidden by the storage system. 

An intermediate storage system that aggregates the resources of the computing nodes 

(e.g., disks, SSDs, and memory) provides two key advantages. First, it can be efficiently 
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configured to support the data access patterns generated by workflows through the file or 

directory level optimizations. Second, an intermediate storage system can expose the data 

placement information so that the workflow runtime engine can make data-aware scheduling 

decisions (Figure 8).  

 

 

Figure 8: A case for workflow aware storage system 

To support specific data access patterns, the storage system will use hints [12] that will 

drive the data layout (e.g., co-placement, replication levels, chunk placement) that indicate the 

expected access pattern. Section §4.3 argues that such hints can be either provided directly by the 

workflow runtime engine, as it has full information about the data usage patterns; or inferred by 

the storage system itself based on historical information. In addition the extended POSIX 

interface can be used by the storage to expose the data placement information to a workflow 

runtime engine.   

Building a workflow aware storage system is indeed feasible and can bring significant 

performance gains. It is feasible, for two reasons: First, previous studies showed that workflows 

have a small set of common data access patterns, thus a small set of storage optimizations are 
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enough to serve these patterns. Second, our study shows that these optimizations can be 

incorporated in a high-performance storage system without significantly increasing its 

complexity (§4.2).  

Finally it is important to state that a number of alternative approaches (§2.2) have been 

proposed to alleviate the storage bottleneck for workflow applications. They range from storage 

glide-ins (e.g., BADFS [36]) to building application-optimized storage systems (e.g. HDFS [33], 

BADFS [36]), to building a configurable storage system that is tuned at deployment time to 

better support a specific application [40], to offering specific data access optimizations (e.g., 

location-aware scheduling [51], caching, and data placement techniques [52]). Taken in isolation, 

these efforts do not fully address the problem the workflow applications face presently as they 

are either specific to a class of applications (e.g., HDFS for map-reduce applications), and 

consequently incapable to support a large set of workflow applications; or enable system-wide 

optimizations throughout the application runtime, thus inefficiently supporting applications that 

have different usage patterns for different files. The goal is to integrate lessons of the above past 

work in the context of workflow application and recommends a set of techniques to improve the 

performance of workflow applications. 

4.2 Data Access Patterns in Workflow Applications 

Several studies explore the data access patterns of workflow applications: data access patterns of 

large group of scientific workflows are studied and characterized by Wozniak et al. [9] (5 

applications), Katz et al. [20] (12 applications), Shibata et al. [53] (5 applications), Bharathi, et 

al. [11] (5 applications) and Ustunet et al. [54]. This section starts from the workflow data access 

patterns identified by the above studies. Further this section extends the already available data 

access patterns with a set of identified new data access patterns scatter, gather and distribute. 

Even though scatter, gather and distribute patterns already exist in several other areas such as 
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MPI, it is important to notice that these patterns are new in the context of many-task workflow 

applications. Further it proposes the file-level / data-object level optimizations that a storage 

system needs to support to improve the performance of each pattern (summarized in Table 1). 

The rest of the section briefly presents the common data access patterns in the workflows and the 

opportunities for storage optimizations at the data-object level. 

 Pipeline: A set of compute tasks are chained in a sequence such that the output of one 

task is the input of the next task in the chain. An optimized storage system can store the 

intermediate files on the same machine as the one that executes the task (if space is 

available) to increase access locality and to efficiently use local caches. Ideally, the 

location of the cached copy is exposed to the workflow scheduler so that the task that 

consumes this data is scheduled on the same node.  

 Broadcast: A single file is processed by a number of compute nodes at the same time. 

An optimized storage system can create enough replicas of the shared file to eliminate the 

possibility that the node(s) storing the file become overloaded – resulting in a 

performance bottleneck. 

 Reduce: A single compute task processes a set of files that are produced by multiple 

different computations. Examples include a task that checks the results of previous tasks 

for a convergence criterion, or a task that calculates summary statistics from the output of 

many tasks. An optimized storage system can intelligently place all these input files on 

one node and expose their location information, thus creating an opportunity for 

scheduling the reduce task on that node and increasing data access locality.  

 Scatter: A single file is read by multiple compute nodes where each node accesses a 

disjoint ‗region‘ in the file. An optimized object storage system can configure the chunk 

size to be smaller than the region size (such that no two regions share a chunk) and 
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optimize its operation by placing all the chunks that belong to a particular region on the 

same node, placing different file regions on different nodes, and by exposing chunk-level 

data placement to the application.  

 Gather: A single file is written by multiple compute nodes where each node writes to a 

disjoint region of the file. An optimized storage system can configure the chunk size to be 

smaller than that the region size (such that no two regions share a chunk) and to provide 

metadata support for multiple concurrent updates to a single file metadata, enabling 

parallel writes to all file regions. The data placement is optimized based on the next step 

in the workflow (e.g. single node for pipeline, or on multiple nodes for scatter). 

 Reuse: A single file is read multiple times by one or multiple tasks scheduled on the 

same compute node. An optimized storage system can replicate the file onto a storage 

node on the same machine as the one that executes the tasks (if such storage node 

exists and space is available) or cache a copy of the file at the same node. 

 Distribute: A collection of files is generated by a task is consumed by multiple tasks 

running on different compute nodes. An optimized storage system can use a smart data 

placement scheme to support distribute pattern. Such storage will spread the files in a 

balanced way across storage nodes and collocate the chunks belongs to a file on a single 

node or on minimal set of nodes. Also based on the application it may replicate the files. 
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Table 1: Popular data access patterns generated by workflows. Circles represent computations. An 

outgoing arrow indicates that data is produced (through a temporary file) while an incoming arrow 

indicates that data is consumed (from a temporary file).  There may be multiple inputs and outputs via 

multiple files. We use a notation similar to that used by Wozniak et al. [9]. 

 

Pattern Pattern Details Optimizations 

Pipeline 

 

 Node-local data placement (if possible).  

 Caching.  

 Data-informed workflow scheduling.  

Broadcast   Optimized replication taking into account the 

data size, the fan-out, and the topology of the 

interconnection. 

 

Reduce   Reduce-aware data placement: co-placement 

of all output files on a single node. 

 Data-informed workflow scheduling. 

 

Scatter   Application-informed chunk size for the file.   

 Application-aware chunk placement. 

 Data-informed workflow scheduling. 

 

Gather 

 

 Application-informed chunk size for the file.   

 Application-informed chunk placement. 
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Pattern Pattern Details Optimizations 

Reuse 

 

 Application-informed replication. 

 Application-informed caching. 

Distribute Input

Output files
 

 Application informed file and chunk 

placement. 

 Application informed replication. 

 

4.3 Determining the Data Access Patterns 

Information on the data access patterns is crucial to enable the ability of the storage system to 

optimize. Most of the applications use thousands of files and contain more than one pattern.  

Several approaches already described in past work can be used to provide such information to a 

workflow-aware storage system: the workflow runtime engine can provide this information as 

this information may be available in the workflow description, this information can be inferred 

by the storage system itself through monitoring, or inferred by profiling the application‘s I/O 

operations. This section briefly describes these approaches: 

 

Application analysis by the workflow runtime engine: Workflow runtime engine builds and 

maintains the data dependency graph and uses this graph to schedule the computation once the 

data become available. Thus, the runtime engine already knows the usage patterns and the 

lifetime of every file in the workflow execution. This information can be provided to the 

underling storage system to optimize its operations based on these hints. Santos-Neto et al. [12] 
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propose using ‗tags‘ as the cross-layer communication mechanism through which the workflow 

runtime engine can provide hints to the storage system on data access patterns. These hints can be 

communicated as extended file attributes to comply with the POSIX API. In fact, file attributes 

can be used as a bidirectional communication channel. On one side, the workflow engine can 

pass data usage hints to the storage system; on the other side, storage system can expose per 

file/directory internal information (e.g., data location) that help workflow engine optimize its 

runtime decisions. 

 

Monitoring and auto-tuning: Although the dependency graph provides the usage patterns 

present in an application that can inform which optimization should be used (e.g., broadcast 

pattern indicates the need of replication), the storage system may need more information to fine-

tune the optimizations depending on the platform or the application (e.g., how many replicas is 

the optimal, what is the optimal cache size). Past work [55] uses a monitoring module to collect 

information on the access patterns and predicts the future ones. The storage system can 

automatically optimize its operations based on these predictions. Note that the auto-tuning is out 

of the scope of this paper and is an ongoing work in our group [13].  

 

Application profiling: Another approach to fine-tune the configuration is having the system 

administrator inferring the access patterns through application profiling or from a description 

provided by the application developer. The administrator then configures the storage system to 

optimize its operation for the frequently used access patterns. 
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5.  Workflow-aware storage system: An Opportunity Study 

The previous chapter provided arguments that building a workflow aware storage system is 

indeed feasible. This chapter evaluates the potential gains a workflow-aware storage system can 

bring using micro-benchmarks, application-level synthetic benchmarks and scientific workflow 

applications.  

The goal with this opportunity study is to evaluate the performance benefits of a 

workflow-aware storage system before paying the full cost of prototyping it. To this end, the 

ability to expose data location through POSIX‘s extended file attributes was added to MosaStore 

storage system. This enables MosaStore to be integrated with a workflow runtime engine that 

supports data-aware scheduling. The chapter explains the hacks (customizations) introduced in 

MosaStore for each pattern (§5.1) followed by detail evaluation (§5.2). 

5.1 Hacks:  Customizing MosaStore 

A workflow-aware storage system should provide per-file configuration at run time to support 

high-configurability for diverse applications‘ access patterns. Further, the workflow-aware 

storage system should be workflow engine friendly. That is, it should expose internal per-

file/directory information (e.g. data location) that helps the workflow engine optimize its runtime 

decisions (e.g., data location aware scheduling). 

To mimic a workflow-aware storage system and to evaluate its performance the enhanced 

version of MosaStore (i.e. the intermediate storage system in §3.2) was customized according to 

the pattern. This section briefly presents these hardcoded customizations (described in more 

detail in §5.2.2 in the context of the evaluation experiments). The goal with these experiments is 

to better understand the potential performance gains that can be offered by a workflow-aware 

storage system before completely implementing one. Thus, for some of the customizations we 
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make that are incompatible with each other in the current MosaStore implementation (e.g., 

different data placements schemes as they are, in the original MosaStore, system-wide policies 

rather than per-file policies) we enable/disable for each experiment some of these changes in the 

code, recompile the code, and redeploy the storage system. All optimizations described below 

harness the fact that MosaStore exposes data placement through POSIX-extended file attributes 

and assume that the workflow runtime engine can optimize its decisions using this information 

(i.e., the runtime engine can schedule computations close to where data is located). 

 Optimized data placement for the pipeline pattern. The MosaStore data placement 

module was changed to prioritize storing output files produced by a pipeline stage at the 

node where the task corresponding to that stage runs. If data does not fit on the local 

node, then the file‘s chunks are shipped remotely through the normal MosaStore 

mechanisms.  

 Optimized data placement for the reduce pattern. The MosaStore was changed to co-

locate all the output files of a workflow stage followed by a reduce stage on a single pre-

specified storage node. If data does not fit on the local node, file chunks are shipped 

remotely through the normal MosaStore mechanisms. 

 Replication mechanism optimized for the broadcast pattern. To avoid that the storage 

nodes for a file used in a broadcast pattern become a bottleneck, we increase the 

replication factor of these files. The default MosaStore lazy replication mechanism was 

changed to eager parallel replication: replicas are created eagerly while each chunk is 

written to storage.   

 Optimized data chunk placement for the scatter and gather patterns. Unlike other 

patterns described above that require optimizations at the file level, scatter and gather 

require chunk-level optimizations, as a single file‘s chunks are accessed by a number of 
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compute tasks in parallel. Consequently, we set the MosaStore chunk size to match the 

application per-node access region size, and constrain the MosaStore data placement such 

that we can determine where each chunk of a file is placed. Further, we optimize the 

scheduling decision to run the compute task on the node that has the specific file chunk 

accessed by that task. 

In addition to the per-pattern customizations described below, one general optimization was 

applied in all the experiments: local file access was prioritized over the remote access to take 

advantage of access locality. The storage client was changed to prioritize reading chunks directly 

from the local storage node instead of reading from remote nodes (if a chunk is available). 

5.2 Evaluation 

The evaluation of workflow-aware storage system is done in three ways. First to quantitatively 

evaluate its impact in realistic settings we designed a micro benchmark to evaluate the cost of 

accessing local vs. remote storage node to serve application‘s data requests (§5.2.1). Second, the 

application-level synthetic benchmarks (§5.2.2) are designed to mimic the data access pattern of 

the scientific workflows. Since the real scientific workflows are complex and often have multiple 

I/O patterns with several stages (§4.2) using the synthetic benchmarks will be a good method to 

quantify the gains for each pattern. Finally, we use Montage [2] and modFTDock [1] – real 

applications to evaluate the workflow-aware storage system.  

The evaluation using synthetic benchmarks shows that a workflow-aware storage system 

can bring significant performance gains. Compared to a general distributed system that uses the 

same hardware resources, per-file optimizations and exposing data location enable 0.5x to 3x 

performance gains depending on the access pattern. Further, compared to a central NFS server 

deployed on a well provisioned server-class machine (with multiple disks, and large memory), a 
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workflow-aware storage system achieves up to 16x performance gains. (NFS only provided 

competitive performance under cache friendly workloads due to it well provisioned hardware.) 

5.2.1 Micro Benchmark: The Impact of Locality 

Experiment setup: We deployed the MosaStore storage system with the manager, one storage 

node and one SAI in two different setups: First, to evaluate the cost of accessing a local file, we 

deploy the storage node and the SAI on the same machine. Second, to evaluate the cost of 

accessing remote files, we deployed the storage node and SAI on two different machines. In both 

setups the manager was deployed on a separate machine to keep the metadata cost constant 

across the experiments. Each machine has Intel Xeon E5345 4-core, 2.33-GHz CPU, 4-GB 

RAM, 1-Gbps NIC, and a 300-GB 7200-rpm SATA disks. 

Customizations: The default MosaStore system uses regular sockets [56] to communicate 

between the storage nodes and the SAI. The regular socket uses the standard network stack; 

hence, it adds an additional overhead when the SAI and the storage node are collocated on the 

same physical node. We changed the MosaStore to use domain sockets [56] and partially 

eliminate this overhead in this situation. The reason is that domain sockets use shared memory to 

communicate instead of the network stack, while, at the same time, support the standard socket 

APIs. 

The workload: The micro benchmark sequentially writes 30 files of 1 GB via a single SAI and 

then sequentially reads these files. We chose large files and write/read the files back to back to 

reduce the effect of caching especially when data reside on disk. The benchmark reports the 

write/read throughput. 

Evaluation results: We evaluated the achievable performance gain due to locality while having 

the data chunks stored on either RAMdisk or spinning-disk. We present, in Figure 9, the I/O 

throughput for the following configurations: the local storage node when using the domain socket 
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(labeled ‗Domain‘ in the figure), the local storage node with regular socket (‗Regular’), and the 

remote storage node with regular socket (‗Remote’). Additionally, for comparison, we present the 

results of running the same benchmark when using the native file systems (ext3 on spinning-disk 

and tmp-fs on RAMdisk - labeled as ‗Local’ in the figure) which represent ideal baselines, and 

eliminate all MosaStore overheads. 

Figure 9 presents the I/O throughput when the storage node is backed by spinning-disk 

(left plot) and RAMdisk (right plot).  For each plot there are two sets of columns presenting the 

write and, respectively, the read throughput. We make the following observations. When data 

chunks are stored on spinning-disk, locality does not have a pronounced impact on the read 

throughput; the reason is that in this case the disk itself is the bottleneck (Figure 9). Locality, 

however, provides significant performance gains for writes, even when data chunks are stored on 

disk. This is because the writes often hits the file system cache hence the network becomes the 

bottleneck. When the storage node is backed by a RAMdisk, the network become bottleneck in 

both cases and both local read and writes are much faster than remote read and remote write. 

Further, in most cases, accessing local data through domain sockets offers a performance 

advantage.  Compared to accessing local data through the regular TCP sockets, domain sockets 

offer 27% - 47% (on RAMdisk) and 6%-10% (on spinning-disk) higher throughput in the four 

configurations we study. As expected, accessing data stored on a remote node leads to a 

throughput 52% to 84% lower (except in the read from spinning disk case mentioned above). The 

performance penalty is magnified when the storage nodes are backed by RAMdisk instead of 

spinning-disks.  

Finally, this experiment allows us to have a first estimate of the overheads added by 

MosaStore when compared to a local storage system.  While these overheads appear significant, 

we note that the comparison is not entirely fair: we compare a distributed file-system (deployed 
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such that some components, the manager in our case, are indeed remote) with a local file-system.  

As expected when the storage node is backed up by the much faster RAMdisks the throughput 

loss is much more pronounced than when the storage node is backed up by spinning disk (up to 

5.2x throughput loss for RAMdisk vs. up to 1.06x throughput loss for spinning-disk).  

 

Figure 9: I/O throughput when the storage node is backed by spinning-disk (left plot) and RAMdisk (right plot).  

For each plot there are two sets of columns presenting the write and, respectively, the read performance.  Note 

that the axes use different scales in the two plots. Figures represent average throughput, and standard deviation 

in error bars, over 30 reads/writes.  

 

5.2.2 Synthetic Benchmarks 

We evaluate our approach using a set of application-level synthetic benchmarks. We designed the 

benchmarks to mimic the data access pattern of the scientific workflows. These benchmarks 

evaluate the impact of pattern specific storage optimizations. We evaluate the synthetic 

benchmarks on storage nodes supported by either spinning-disk or RAMdisks. 

Experiment setup: Current workflow processing often works as follows: workflow applications 

stage-in the input data from a backend storage system to an intermediate shared storage space, 

process the data in this shared space, and then stage-out the results, persisting them again on the 

back-end storage system. The intermediate shared storage is faster than back-end storage and 

provides a high performance scratch space to the application.  
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Our experiment setup is similar to this scenario. Throughout the evaluation, we compare 

the performance of the following intermediate shared storage alternatives: a workflow-aware 

storage system (i.e., the data access pattern optimized MosaStore); a generic distributed storage 

system (we use an un-optimized MosaStore deployment); and an NFS server representing a back-

end storage system that often is found in large scale computing machines. We note that an un-

optimized MosaStore storage system is similar in architecture and design to a set of cluster 

storage systems such as Lustre. Further, although NFS is not typically used in large scale 

platforms, at our scale with the setup of 20 machines, it fairly approximates a well-provisioned 

shared back-end storage system. 

We ran our evaluation on a cluster of 20 machines. Each machine has Intel Xeon E5345 

4-core, 2.33-GHz CPU, 4-GB RAM, 1-Gbps NIC, and a 300-GB 7200-rpm SATA disks. The 

system has an additional NFS server that runs on a well provisioned machine with an Intel Xeon 

E5345 8-core, 2.33-GHz CPU, 8-GB RAM, 1-Gbps NIC, and a 6 SATA disks in a RAID 5 

configuration. The cluster is used to run one of the shared storage systems (MosaStore with either 

the default code or with the changes we have made to mimic a workflow-aware storage system) 

and the synthetic applications. One node runs the MosaStore manager and 19 run the storage 

nodes, the MosaStore SAI, and the application itself. With the NFS configuration we run NFS on 

the above mentioned server and the application on the other 19 nodes. 

The sets of synthetic application benchmarks fit the standard workflow application model 

(stage-in, workflow execution and stage-out) and are composed of read/write operations that 

mimic the file access patterns described earlier. The benchmarks are purely I/O bound and 

provide an upper bound on the achievable performance for each pattern. For this opportunity 

study, we looked at several real world workflow applications [10, 16, 17, 18, 19] and selected 

three workload types with different file sizes. Figure 10 summarizes these application 

benchmarks. 
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Figure 10: Summary of synthetic benchmarks for pipeline, broadcast, reduce, and scatter patterns. Nodes 

represent workflow stages (or stage-in/out operations) and arrows represent data transfers through files.  Labels 

on the arrows represent file sizes for the ‗small‘ workload.  The other workload sizes are presented in Table 2. 

 

Table 2: File sizes for different workflow patterns. 

Data access 

patterns 

Workloads (file size for input, intermediate & output) 

Small Medium Large 

Pipeline  100KB,200KB, 10KB 100 MB, 200 MB, 1MB 1GB, 2GB, 10MB 

Broadcast  100KB, 100KB, 1KB 100 MB, 100MB, 1MB 1 GB, 1GB, 10 MB 

Reduce 10KB, 10KB, 200KB 10MB,10MB, 200 MB 100MB, 100MB, 2 GB 

Scatter 100KB, 190KB, 1KB 100 MB, 190MB, 1MB 1 GB, 1900MB, 10 MB 

 

The rest of this section presents, for each synthetic benchmark: pipeline, broadcast, reduce, and 

scatter, the detailed experiments we executed, the MosaStore customizations that support them, 

and the performance evaluation results. 
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5.2.2.1 Pipeline Pattern Evaluation  

Customization: To efficiently support the pipeline pattern, the workflow-aware storage system 

changes the MosaStore data placement mechanism to place newly created files on the node that 

produces them. This change supports fast access to the temporary files used in the pipeline 

pattern as the next stage of the pipeline is launched on the same node.  

The workload (Figure 10 – A): We run in parallel 19 application pipelines similar to the ones 

described in the Figure 10.  Each of these pipelines stages-in a common input file from the shared 

back-end storage (i.e., the NFS server), goes through three processing stages, that read input from 

the intermediate store and write the output to the intermediate store, then the final output is 

staged out back to back-end (i.e., NFS).  The cluster is used to run the MosaStore storage system 

and the synthetic application. One node runs the MosaStore manager and 19 run the storage 

nodes, the MosaStore SAI, and application scripts.  

 

 

Figure 11. Pipeline pattern – small files. Average 

execution time (in seconds) for small file sizes. Error 

bars represent standard deviation for all stages of the 

workflow (the entire experiment time). 

 

Figure 12. Pipeline pattern – medium files. Average 

execution time (in seconds) for medium-size file. 

Error bars represent standard deviations for the entire 

experiment. 
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Figure 13. Pipeline pattern large files. Average execution time (in 

seconds) for large file sizes. 

 

Evaluation Results: Figure 11, Figure 12 and Figure 13 present the performance of our systems 

for small, medium, and large workloads. The figures present distinctly (as stacked bars) the 

performance for data staging (stage-in time plus stage-out time) and the performance for the 

pipeline stages that touch the intermediate storage system. We experiment with four possible 

intermediate storage configurations: (1) a local file system (labeled ‗local‘ in the plots) which 

represents the best possible performance and is presented as a baseline for comparison; (2) NFS 

itself used as intermediate storage(labeled ‗NFS‘ in the plots); (3) MosaStore applying standard 

configuration and optimization techniques (labeled ‗MS RAM‘ or ‗MS DISK‘ depending on 

whether the storage nodes are backed by RAMdisk or spinning-disk); and (4) a MosaStore with 

modifications to become workflow aware (labeled ‗WFRAM‘ or ‗WFDISK‘). 

We note that we could not execute the ‗large‘ workload for three configurations:  The 

NFS crashes (or takes unreasonably long time) under this workload and there isn‘t enough space 

to execute this workload with RAM based storage nodes. For all scenarios, the workflow-aware 

system performs faster than NFS and MosaStore un-optimized, and is close to the performance of 
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the local file system. The larger the file sizes, the larger the difference between the workflow-

aware setup and the other two alternatives of shared intermediate storage. For medium files, the 

workflow aware storage is 10x faster than NFS, and almost 2x faster than vanilla MosaStore. For 

large files (1GB), this difference is even larger, NFS is unable to properly handle the demand 

generated and we stopped the experiments after 200 minutes. Further with large files, we could 

not run the RAM disk experiments due to the memory limitation in our cluster and most part of 

the time is spent in staging phases. 

The local configuration presents the optimal data placement decision for the pipeline 

pattern, serving as a baseline. In both experiments the workflow aware storage (‗WFRAM‘ and 

‗WFDISK‘) lags behind the local storage due to added overhead of metadata operations and 

additional context switches and memory copies introduced by fuse user-level file system.  

5.2.2.2 Broadcast Pattern Evaluation 

Customization: To efficiently support the broadcast pattern for the workflow-aware system, we 

added eager replication to the MosaStore base system (the system originally supported lazy 

replication only). With eager replication replicas are created in parallel, while a file is written to 

the storage system (if replication is needed for that file). A broadcasted file will be eagerly 

replicated by the storage system thus reducing the likelihood of a bottleneck when a file is 

consumed by multiple concurrent workflow stages.  

The workload (Figure 10 – B): An input file is staged-in to the intermediate storage from the 

back-end storage (i.e., the NFS). Then the first stage of the benchmark reads the input file and 

produces a broadcast-file on the intermediate storage. In the second stage, the broadcast-file is 

read by 19 processes running in parallel on 19 different machines. Each of these processes writes 

its output independently on the intermediate storage. As a last stage, the output files are staged-

out to the back-end storage in parallel. 
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Evaluation Results: Figure 14, Figure 15 and Figure 16 present the performance for this 

benchmark for ‗medium‘ and ‗large‘ workloads, while varying the number of replicas created. 

WF performs better than MStore (i.e., no replication), reaching the best performance for 8 

replicas for medium files and 4 replicas for large files. This result matches the expectation of the 

potential benefits of WASS approach.  

 

 

Figure 14: Average execution time for broadcast 

synthetic benchmark with medium workload. All 

storage systems are deployed on spinning disks. 

 

 

Figure 15. Average execution time for broadcast 

synthetic benchmark with large workload. All 

storage systems are deployed on spinning disks. 

 

 

 

Figure 16. Breakdown of broadcast benchmark for the ‗medium‘ workload. 
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For more replicas than this optimal number, the overhead of replication is higher than the gains 

of adding more data access points. A similar pattern can be observed for small files; in this case, 

replication does not pay off at all. To better understand the trade-off between adding more access 

points and creating extra replicas, Figure 16 shows the breakdown of the benchmark phases. As 

the number of replicas increases, the time to process the data (the ‗workflow‘ line) decreases and 

the time to create the replicas increases.  

5.2.2.3 Reduce Pattern Evaluation 

Customization: To efficiently support the reduce pattern, for workflow awareness we change the 

MosaStore data placement such that all output files of one stage are co-located on a pre-specified 

storage node. The synthetic application using the reduce pattern runs the reduce application on 

the nodes storing all the files increasing file access locality. 

The workload (Figure 10 – C): During the stage-in phase 19 input files are staged-into the 

intermediate storage from the back-end storage. In the first stage of the benchmark 19 

executables, running in parallel on 19 different machines, each reads an input files and produce 

an intermediate file. In the next stage a single executable reads the intermediate files and 

produces the reduce-file (final output). The reduce-file is staged-out to the back-end store (the 

NFS). 

 

A. Small workload 

 

B. Medium workload 

 

C. Large workload 

Figure 17: Reduce pattern. Average benchmark execution time (in seconds). 

 



 49 

Evaluation Results: Figure 17:  shows the benchmark runtime for all three workloads and the 

five different configurations of the intermediate storage system (intermediate storage on NFS, 

MosaStore and the workflow aware system and, for the last two options, with storage nodes 

using RAMdisk and spinning disk) 

With spinning-disk configuration, for medium and large files, workflow-aware is between 

3.9x (with large files) to 3.4x (with medium files) faster than NFS and 1.2x (for large files) to 

2.25x (for medium files) faster than MosaStore default configuration. NFS performs relatively 

similarly to the other options for small files: this happens because the advantages offered by the 

faster intermediate system are cancelled by its additional overheads that start to dominate for 

small files.  

For the large workload, workflow time on WF DISK is longer compared to MS DISK. 

This happens because during the reduction phase the data is on the spinning-disk and the disk 

throughput becomes a bottleneck given the concurrency of several clients in parallel to write the 

data. However, WF RAM has significantly shorter workflow time since the entire data is on 

RAMdisk without the throughput bottleneck of spinning-disks. With RAMDisk configuration, 

workflow aware storage system achieves the highest performance with medium and large files 

workload, up to 2.6x times faster than MS_RAM and up to 1.9x faster than WF_DISK. This is 

mainly due to a significant reduction in the workflow execution time. This reduction in workflow 

execution time is due to the optimized data placement in workflow aware storage that increases 

the data locality. 
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5.2.2.4 Scatter Pattern Evaluation 

Customization: To efficiently support the scatter pattern, we applied two modifications to 

MosaStore: first, we enable configuring the storage system‘s chunk size in order to match the 

application-level scatter ‗region‘ size (i.e., the region of the file that will be read by a single 

application), and second, we modify the MosaStore data placement to collocate all the chunks 

belonging to a particular file region on the same node. 

The workload (Figure 10 – D): Initially an input file is staged-in to the intermediate storage 

from the back-end storage (i.e., the NFS). The first stage of the workflow reads the input file and 

produces a scatter-file on intermediate storage. In the second stage, 19 processes running in 

parallel on different machines. Each process reads a disjoint region of the scatter-file and 

produces an output file. Finally, at the stage-out phase, the 19 output files are copied to the back-

end storage. 

Evaluation Results: In experiments with MosaStore and workflow-aware storage, the scatter 

benchmark spends equal amount of time in staging in the input file (12 seconds on average for 

the large workload) and creating the scatter file (27.5 seconds on average for the medium 

workload). The stage in time and file creation time are significant, amounting to 70-90% of the 

benchmark time. Staging time and scatter file creation time on NFS was significantly slower than 

the other systems. For clarity of the presentation we present only the runtime of the scatter stage 

(stage-2) in Figure 18 and Figure 19. Further, for small workload, the evaluation results were 

inconclusive due to high variance; hence we do not present them here. With spinning-disk 

configuration, for medium and large files, workflow-aware storage is around 8.1x faster than 

NFS and 1.5x faster than MosaStore default configuration. With RAMDisk configuration, 

workflow aware storage system achieves the highest performance with medium and large files 

workload, up to 10.4x times faster than NFS and 2x faster than MosaStore default configuration. 
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This is mainly due to the application customized data placement in the workflow aware storage 

system that significantly increases data access locality. 

 

 

Figure 18. Scatter pattern medium files. Average 

execution time (in seconds) and standard deviation 

for the scatter stage of the benchmark (medium file 

sizes) 

 

Figure 19: Scatter pattern large files. Average 

execution time (in seconds) and standard deviation for 

the scatter stage of the benchmark (large file sizes) 

 

5.2.3 Workflow Applications 

The previous section demonstrated that the benefits of workflow-aware storage system approach: 

optimizing for data access patterns with synthetic benchmark provide significant performance 

over an un-optimized storage. This section evaluates the promising gains of workflow-aware 

storage using a significantly more complex real workflow applications Montage (§5.2.3.1) and 

modFTDock (§5.2.3.2).  

To run these experiments we used a set of 11 machines from the same cluster that we 

used in synthetic benchmarks. We deployed MosaStore/Workflow-aware storage manager on a 

dedicated node and used other 10 nodes to run the rest of the system (storage nodes and 

MosaStore SAI were co-deployed in all the 10 nodes).  We use a set of cross-layer mechanisms 

developed by Al-kiswany et al. [19] to optimize reduce patterns in these experiments.  
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5.2.3.1 Montage 

The Montage [2] workflow is chosen for two reasons. First it is a complex and data intensive 

workflow and second it is a popular application used by many others to evaluate the many-task 

platforms [27], [45]. The Montage workflow is composed of 10 different processing stages with 

varying characteristics (Table 3). The workflow uses the reduce pattern in 2 stages and the 

pipeline patterns in 4 stages (labeled in Figure 20).  Nodes represent workflow stages and arrows 

represent data transfers through files. 

 

 

Figure 20: Montage workflow. The tags we use to indicate date usage patterns are presented in the figure. The 

characteristics of each stage are described in Table 3. Labels on arrow represent the data access patterns. 
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The I/O communication intensity between workflow stages is highly variable (presented 

in Table 3 for the workload we use). The workflow uses pyFlow framework as the workflow-

runtime. Overall the workflow generates over 650 files with sizes form KB to over 100MB and 

about 2GB of data are read or written from storage. 

  

Table 3: The characteristics of each stage for the Montage workflow 

Stage Data #files File size Optimization 

stageIn 109 MB 57 1.7 MB -2.1 MB  

mProject 438 MB 113 3.3 MB - 4.2 MB Yes 

mImgTbl 17 KB 1   

mOverlaps 17 KB 1   

mDiff 148 MB 285 100 KB - 3 MB Yes 

mFitPlane 576 KB 142 4.0 KB Yes 

mConcatFit 16 KB 1   

mBgModel 2 KB 1   

mBackground 438 MB 113 3.3 MB - 4.2 MB Yes 

mAdd 330 MB 2 165MB Yes 

mJPEG 4.7 MB 1 4.7 MB Yes 

stageOut 170 MB 2 170 MB Yes 

 

Evaluation Results: Figure 21 shows the total execution time of the Montage workflow in five 

configurations: over NFS, and with MosaStore (labeled as MS-DISK / MS-RAM) and workflow-

aware storage (WF-DISK / WF-RAM) deployed over the spinning disks or RAM-disks of local 

nodes. The workflow-aware storage system achieves the highest performance when deployed on 

disk or RAM-disk. When deployed on disk the workflow-aware storage achieves 20% 

performance gain compared to NFS. Further the workflow-aware storage achieves up to 10% 

performance gain compared to MosaStore when deployed on disk or RAM-disk. When deployed 

on disk the workflow-aware storage achieves 20% performance gain compared to NFS. Further 
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the workflow-aware storage achieves up to 10% performance gain compared to MosaStore when 

deployed on disk or RAM-disk. 

 

 

 

Figure 21: Montage workflow total execution time. Note that, to better highlight the differences, y-axis does not 

start at zero. 

 

 

 

Figure 22: Montage workflow per-stage execution time 
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To quantify the amount of gain achieved by each optimization we analyzed the per-stage 

execution time (Figure 22). From Figure 22 we can clearly observes that the performance gain 

comes from the optimizations (optimizations for reduce pattern) used in mAdd and reproject 

stages. In all other stages workflow-aware storage system performs almost equal to MosaStore. 

Further investigations reveal this observation. The workflow-aware storage system may not bring 

performance gain for small files. This is because the cost of enabling the optimization and getting 

a file location from the workflow-aware storage may overweigh the achievable performance. 

5.2.3.2 modFTDock 

 

  

 

For modFTDock we use Swift to drive the workflow: Swift schedules each application stage, and 

tags the files according to the workflow pattern. As modFTDock combines the broadcast, reduce 

and pipeline pattern. The database is replicated (broadcast pattern) and the output of every dock 

stages is collocated on a single storage node that will execute the merge stage (reduce). The 

Figure 23: modFTDoc workflow. Labels on 

arrows represent the data access patterns. 

Figure 24:  modFTDoc workflow total 

execution time. 
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merge output is placed on local storage node in order to execute the score stage on the same 

machine (pipeline pattern). 

modFTDock experiments were run on cluster with 10 dock processes process the input 

files (100-200KB) and a database (100-200KB). The storage nodes are mounted on RAM-disks. 

Figure 24 presents the total execution time for the entire workflow including stage-in and stage-

out times for MosaStore and workflow-aware storage. The workflow-aware storage optimizations 

enable a faster execution: modFTDock with Swift is 20% faster when running on workflow-

aware storage than on MosaStore, and more than 2x faster than when running on NFS. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



 57 

6.  Conclusion 

In this thesis we have demonstrated possible ways to improve the performance of 

workflow applications on large scale machines. In particular we have proposed a two-step 

solution to alleviate the performance of workflow applications and qualitatively evaluated the 

gains with both synthetic and real workflow applications. 

First, we proposed and designed an intermediate storage system to increase the 

performance of workflow applications on large-scale machines. An intermediate storage system 

aggregates the storage resources on compute nodes and supports a minimal set of POSIX API 

will provide high performance and scalable storage space compared to a regular shared storage 

system. Second we explore the viability of a workflow-aware storage system: the opportunity of 

tuning the intermediate storage system depending on the data access pattern of a workflow 

application. To this end, we discuss the feasibility of building a workflow-aware storage system 

that can provide per-file optimizations, and experimentally evaluate the attainable performance 

gains with a workflow-aware storage system.  

The evaluation with synthetic and real workflow applications highlights the significant 

performance gains achievable by both an intermediate storage system and a workflow storage 

system. An intermediate storage can bring up to perform 2x performance gain compare to a 

central storage system. A workflow-aware storage system (i.e. an intermediate storage optimized 

for application‘s data access pattern) can bring up to 3x performance gain for some data access 

patterns compared to a regular intermediate storage system. 

Our findings highlight that a workflow-aware intermediate storage system is a promising 

direction to provide a high-performance scalable storage system for workflow applications. 

 Our research has two implicit assumptions. First, the workflow applications are data-

intensive. Even though most of the many-task workflow applications are data-intensive, we 
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would like to point out that an intermediate storage system or a workflow-aware storage system 

may not provide noticeable performance gain for compute intensive applications. 

Second, our workflow-aware system approach harness the fact that storage nodes and 

storage clients are always co-deployed on a cluster.  Although this assumption may not be true in 

some systems, we would like to highlight that this is the case for large scale computer systems 

such as Blue Gene/P and Jaguar [15]. 

6.1 Future Work 

Two research avenues are resulted from this research: First, one can build a workflow-

aware intermediate storage system to demonstrate the potential gains highlighted by this study 

and second, exploring the feasibility of determining the workflow applications‘ data access 

patterns. We are currently exploring two approaches for determining application access pattern: 

by extending workflow compilers and runtime engines, that have full information about the 

workflow ‗shape‘, to communicate file access patterns to the storage system through POSIX 

extended file attributes [19], and by building workload monitoring and access prediction 

components and using predictions for storage system auto-tuning [14]. 

Here we also would like to highlight a few implications of our future research. First, a 

workflow-aware storage system approach may add some level of complexity to a storage system. 

However our experience during the opportunity study highlights that the complexity added by 

workflow-awareness is manageable and actually pays-off. Second, in realistic settings a 

workflow-aware storage system may not bring noticeable performance gain for some 

applications. A workflow-aware storage system brings two additional overheads: the cost of 

enabling storage-level optimizations and the cost of accessing the location of files. In some cases, 

these overheads may overweigh the performance gain that can be brought by storage 



 59 

optimizations. However one can optimize these overheads and improve the performance of a 

workflow-aware storage system. 
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MOSASTORE FUNCTIONAL AND DESIGN SPECIFICATION 

Main contributors to this document: Samer Al-Kiswany, Lauro Costa, Matei Ripeanu, Emalayan Vairavanathan.  

Other contributors to the MosaStore project and to this document: Gabriel Bezerra, Abmar Barros, Abdullah Gharaibeh, 

Elizeu Santos-Neto, Thiago Silva, Sudharshan Vazhkudai 

1 Objective 

This document serves three purposes: First, it serves as an 

introduction to the MosaStore project. Second, it serves as a 

reference for the core MosaStore storage system 

functionality, architecture, and implementation.  Finally, it 

will serve as a roadmap for planned MosaStore extensions.  

MosaStore
1
 is an experimental storage system. 

MosaStore is designed to harness unused storage space from 

network-connected machines to build a high-performance, 

yet low-cost datastore that can be easily configured for 

optimal performance in different environments, and for 

different application data access patterns. MosaStore 

aggregates distributed storage resources: storage space 

(based on spinning disks, SSDs, or memory) as well as the 

I/O throughput and the reliability of the participating 

machines.  

We have two strategic goals with MosaStore: On the 

one side, MosaStore is meant to support fully fledged 

applications that are deployed in contexts where aggregating 

resources into a specialized storage system is advantageous. 

For example MosaStore can be used to support many-task 

applications [1-3], to provide a specialized, high-

performance scratch space [4], to support check-pointing 

[5], or as a glide-in data store [6], [7].   

On the other side, we will use MosaStore as a 

platform to explore and evaluate innovations in the storage-

system architecture, design, and implementation.  For 

example, we plan to extend MosaStore to explore the 

feasibility of cross-layer communication through custom file 

metadata [8][9][10], explore solutions to automate storage-

system configuration [11], to explore support for data 

deduplication [12], to explore the feasibility of a versatile 

storage system [13], [14], or to explore techniques to 

evaluate and minimize the energy footprint of the storage 

system [15]. These are only a few of the advanced research 

projects that will exploit (and hopefully contribute) to the 

MosaStore code base.  

The rest of this document is organized as follows: 

first it briefly presents a number of intended usage scenarios 

(Section 2), the requirements the MosaStore storage system 

aims to meet (Section 3), the functionality currently offered 

(Section 4), the current architecture (Section 5) and 

                                                           

1  Available at: http://netsyslab.ece.ubc.ca/wiki/index.php/MosaStore 

implementation details (Section 6). Section 7 summarizes 

gaps in the current system implementation and serves as a 

development roadmap of MosaStore. Finally, the 

appendixes provide links to other documents and details 

about installation and MosaStore internals. 

2 Background and Usage Scenarios 

2.1. Background 

Modern large-scale scientific applications span across 

thousands of compute nodes and have complex 

communication patterns and massive storage requirements 

[16]. They aggregate thousands of computing nodes to get 

ample computational power and storage space. For these 

applications, the storage system‟s throughput and scalability 

plays a key role in the overall application performance.  

Moreover, these applications exhibit highly 

heterogeneous storage requirements over multiple axes such 

as read vs. write workload composition, throughput, 

durability, response time, consistency and reliability 

guarantees. A typical distributed data store will struggle to 

efficiently satisfy the storage requirements of all these 

applications as application-specific storage system 

optimizations are difficult to design, configure, and deploy 

and, ultimately, may be conflicting among various 

applications. 

Distributed storage systems have been an active 

research topic for many years. The overarching goals have 

been to provide scalable, reliable, secure, and transparent 

storage.  Recent designs to support modern scientific 

applications include: Ceph [17], [18]; GPFS [19], Lustre 

[20], PVFS [21], Frangipani [22]. 

One trend to support scalability and performance is to 

enable high configurability (or versatility) of the storage 

system to support specialization for specific deployment 

environments and workloads. For example, Ursa Minor [13] 

is a versatile storage system which provides multiple data 

encoding schemes to exploit the tradeoffs between 

performance and fault tolerance in the context of various 

workloads.  

A second trend is specializing the storage system for a 

specific workload or deployment environment.  For 

example, Google file system [23] optimizes for large 

datasets and appending access; BAD-FS [6] optimizes for 

batch job submission patterns over wide area network 

connections, and Amazon Dynamo [24] optimizes for 

intensive objects put/get operations. The aforementioned 
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storage systems often optimize for one specific workload, 

provide limited configurability, and provide a non-standard 

API, requiring modifications to the application.  

MosaStore differs from these systems in its design and 

deployment goals. It aims to incorporate a broad set of 

optimization techniques, enable high configurability at 

deployment and/or run time, and support multiple 

applications through customized, per application 

deployment, all while still providing a standard POSIX API.  

2.2. Usage Scenarios 

MosaStore is designed to support two main deployment 

scenarios: 

 Limited-life deployments (a.k.a., storage system glide-in 

[6], [7]).  In this case, the storage-system is submitted 

together with a batch application, instantiated on all (or a 

subset of) the nodes allocated to the application, and has a 

lifetime coupled with the application lifetime. 

 Long-term storage system that aggregates node-local 

storage resources – for deployments in clusters or 

networks of workstations. 

Two of the limited-life deployment scenarios we envision 

(and already supported) for MosaStore are presented below. 

We plan to add more scenarios as we explore them.  

2.2.1 High-performance Scratch Space for Many-task Applications  

The workflow-based processing used by a large number of 

scientific applications [25], [26], is generally composed of 

three main phases: stage-in input-data from central (and 

often external to the compute nodes cluster) storage to the 

compute nodes local storage, multiple computation stages 

that communicate through intermediate files, and stage-out 

the final results to the central storage. These three phases 

impose an intense workload on the storage system. 

To reduce the load on the shared, system-wide storage 

system applications can temporarily deploy and configure 

MosaStore to aggregate storage resources available on 

allocated compute nodes (local disk, SSDs, memory) and 

use the storage system thus created as a high-performance 

scratch space to achieve better performance and resources 

utilization during runtime.  

 The application will have to deploy and configure this 

storage system at launch time; then import the necessary 

data. The storage system will then be used throughout the 

application‟s life time for input/output purposes (and the 

application may even be able to pass hints to optimize 

storage system performance). Finally, the end result of the 

application will be copied on the shared/central file system 

for persistence and the MosaStore temporary deployment 

terminated. MosaStore is optimized fast mounting and rapid 

data migration to support these requirements.  

As many other classes of applications, instances of 

different many-task scientific applications may differ 

regarding their data usage characteristics such as 

throughput, data life-time, read/write balance, data 

compressibility, locality and consistency semantics. 

MosaStore enables each application to configure the storage 

system to best support its own deployment. This application-

oriented tuning allows applications to optimize MosaStore 

operations for the target workload. 

2.2.2 Checkpointing 

Long-running applications periodically write large snapshots 

to the storage system to capture their current state. In the 

event of a failure, applications recover by rolling-back their 

execution state to a previously saved checkpoint. The 

checkpoint operation and the associated data have unique 

characteristics [27][28]. First, checkpointing is a write-

intensive operation. Second, checkpoint data is written once 

and often read only in case of failure. Finally, consecutive 

checkpoint images present the application state at 

consecutive time steps and, depending on a number of 

factors (e.g., checkpointing technique used, frequency) may 

have a high level of similarity.  

MosaStore uses two optimizations to improve the 

overall performance of checkpointing applications. First, it 

reduces the data transfers and storage space usage by 

detecting similarities between checkpoint images. Second, it 

absorbs the bursty checkpointing writes, and asynchronously 

writes the checkpoints to the central storage. (See evaluation 

by Al-Kiswany et al. [5]). 

3 Requirements  
To support the above usage scenarios, MosaStore 

requirements are:  

 Easy to deploy: The storage system should be easy to 

deploy and mount as part of an application‟s start-up 

script (e.g., to support glide-in deployments [6], [7]). 

Further, ideally it should be transparently interposed 

between the application and the system central storage for 

automatic data pre-fetching or storing persistent data or 

results.  

 Easy to integrate with applications: The storage system 

should offer a POSIX-like API to facilitate access to the 

aggregated storage space, without requiring changes to 

applications.  Offering additional, high-performance APIs 

(e.g., HDF5, NetCDF) might be desirable. 

 Versatility and ability to configure: The storage system 

should provide several configuration knobs to support 

configurability for diverse applications. The system 

should be easy to configure and tune for a specific 

application workload and deployment environment. This 

includes ability to control local resource usage, in addition 

to controlling application-level storage system semantics, 

such as consistency and data reliability requirements. 

 Efficiently harness allocated resources to offer high 

performance and scalability: The storage system should 

efficiently use the node-local storage and networking 

resources to provide high performance access to the stored 

data. We aim to support O(10,000) concurrent clients, 
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O(1000) donor nodes, O(1M) files (typical file size is 

between 1kB to 100 GB), O(50K) directories. 

 Offer efficient storage for partially similar data. The 

storage system should support optimizations for 

workloads producing partially similar outputs (e.g., 

checkpointing workloads) by supporting versioning and 

content-based addressability. 

Other requirements the storage system might support:  

 Tuneable security: Different deployments or different 

applications might lead to different security requirements. 

In the future, we plan to support a tuneable security levels 

in terms of access control, data integrity, data 

confidentiality, and accountability. Note that the security 

mechanism should be compatible with the security 

infrastructure deployed on exiting production systems. 

4 Functionality 
This section briefly presents the functionality offered by 

MosaStore. 

4.1. POSIX API Coverage  

MosaStore supports most of the POSIX file system calls that 

are frequently used by applications. Table 4 provides a 

detailed description for the support level planned for each 

system call and indicates the implementation status for the 

calls we do plan to support.  

System calls we do not plan to support in the future: 

To reduce the complexity of the system, MosaStore does not 

support system calls related to file system locking (fcntl()), 

and special file control (ioctl()). Also it does not support 

system calls related to I/O multiplexing (select() and poll()). 

Mounting system calls (mount() and unmount()) and quotas 

(quotactl()) might be supported in latter releases according 

to necessity. 

4.2. Support for Extended Attributes 

MosaStore enables adding custom <key, value> pair 

attributes to files and directories. These custom attributes 

can be used for: application specific custom metadata such 

data provenance information, or to enable cross layer 

optimizations [9][10][8]. MosaStore implements the Linux 

kernel extended attribute API [29] as the API to access and 

modify custom attributes.  

4.2.1 Namespace for Extended Attributes - Reserved Names  

The following are reserved custom attributes; i.e., these 

attributes are reserved for cross-layer communication. In 

some cases these attributes are read-only – i.e., applications 

are not allowed to set their values).  The list below is 

tentative and intended only to show possibilities: 

 location: is an custom attribute that exposes the file 

location in MosaStore (i.e. the list of nodes storing the 

specific file).  

 replication level: is a custom attribute through which an 

application indicates the desired replication level for a 

specific file (otherwise, the system-level value is used by 

default) 

 stripe-width: a custom attribute to control data 

placement, that is, on how many nodes the file data is 

stored  (see section 4.4). 

 data-placement: a custom attribute to indicate the data 

placement strategies. 

 deduplication-enabled: a custom attribute to control 

whether deduplication is enabled for a specific file. (in 

case MosaStore supports both modes in a single 

deployment). 

 versioning-enabled: a custom attribute to control 

whether versioning is enabled for a specific file (in case 

MosaStore supports both modes in a single deployment). 

 file closing modes: custom attributes that enables the 

application to specify the semantics of the close 

operation (i.e., optimistic vs. pessimistic) 

4.3. Content-addressable Storage   

MosaStore supports two data storage schemes: a partial 

content addressable storage (CAS) solution [27], [28], [30] 

and a traditional storage solution. CAS brings a number of 

benefits: e.g., smaller storage footprint and higher 

throughput for workloads where data objects have high 

content similarity; and an implicit ability to verify stored 

data integrity. The administrator can enable/disable CAS
2
.  

If CAS is enabled then the administrator can choose the 

scheme to detect block boundaries: fixed-block size or 

content-based block boundaries
3
, and can specify the 

parameters for each of these schemes. 

 The content addressable storage is partial in the 

sense that it only supports detecting content similarity 

among the multiple versions of the same file (it does not 

detect content similarities across files). 

Main use cases: checkpointing, workloads with high content 

similarity between successive versions of the same file.  

4.3.1 Support for Versioning  

Currently MosaStore supports versioning only if it is 

configured as a content addressable storage. The current 

(most recent) version of a file can be referred by the original 

file name and the user is expected to use an explicit file 

naming scheme (as described below) in order access the 

previous version of the file.  

For example: Suppose a user created a file named Hello.C 

Then its previous versions will be accessible by using their 

names as Hello.C_v1, Hello.C_v2 and so on. Hello.C will 

                                                           

2 Implementation status: the goal is to be able to support enabling/disabling 

of CAS dynamically. 

3 Implementation status: code for variable-size blocks and content-based 

block boundaries working but not yet integrated in the main branch 

(December 2010) 
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always refer to the latest version of the file. The user will be 

able to list all the available versions by using the list (“ls”) 

command, and can access the previous versions as regular 

files in a read-only mode
4
. 

4.4. Data Placement 

Two decisions need to be made when a new file is 

persistently stored:  Which (and how many) storage nodes 

should be used to write the file to? And, among these 

storage nodes, how to distribute the data?  

To answer these questions currently MosaStore uses two 

policies (described below at a high level):  

 To write a file the destination storage nodes are selected in 

a round robin fashion to load-balance. 

 Once a set of storage nodes is selected stripped writes are 

used to accelerate the writes. The stripe_width is a 

configuration parameter - setting the stripe width to 1 

results in writing the entire file on one storage node. 

4.5. Replication 

MosaStore employs data replication for fault tolerance and 

performance
5
. The replication level (i.e. the number of 

replicas maintained per data block) is configurable. 

4.6. Optimistic vs. Pessimistic Operation Semantics  

MosaStore supports operation semantics that can be 

characterized as pessimistic or optimistic. These manifest at 

multiple levels. For example: 

 Deciding when to return success after a request to 

replicate one chunk (optimistic/pessimistic replication).  

Optimistic chunk replication is declared successful after a 

request is successfully launched, while pessimistic 

replication is declared successful only after all replicated 

data has been accepted at all destination nodes. Writing 

the first replica of a chunk is always pessimistic.  

 Deciding when a close() call should return to application 

(optimistic/pessimistic file close). In a pessimistic 

configuration, a close() system call returns only after all 

chunks of the file have been successfully stored at the 

storage nodes (replicated or not depending on the 

replication level and on the optimistic/pessimistic 

replication scheme at the chunk level). For optimistic 

configuration, a close() operation returns immediately to 

the application. The storage system creates a thread to 

                                                           

4 Implementation status: The code does not currently enforce the read-only 

access to past versions.  A file will be corrupted if an old version is 
modified. (December 2010) 

5
 Implementation status: this is implemented, however, fault-tolerance is 

not implemented yet– that is, the chunks stored on a failed node are not 

recreated. (June 2011) 

complete the write operation and committing the final 

blockmap to the manager.  

The application developer or administrator is able to specify 

the type of replication and type of file-close semantics (e.g., 

via a configuration flag or via tagging).  

5 Architecture 
The MosaStore prototype consists of a logically centralized 

manager, multiple donor nodes and multiple clients as 

shown in Figure 1. 

Application
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Ext-3 file system
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Figure 1: Applications running on the client nodes access the 

storage system via the system access interface (SAI). 

 

Typically, each of the above three components is 

deployed on a different node (e.g., a Linux machine) and 

running as a user-level process. It is also possible to run the 

donor and the SAI on the same machine.  

The following sections present the key design decisions 

made (Section 5.1) and provide a high-level description of 

each MosaStore component (the manager §5.2, the donor 

nodes §5.3, the SAI §5.4), and finally presents the caching 

design §5.5. Finer-grain implementation details are provided 

in Section 6.  

5.1. Architectural Design Decisions  

5.1.1 Stateless Manager  

The Manager maintains only the persistent metadata 

information and does not maintain state regarding the 

operation in-execution by specific clients (e.g., the manager 

does not maintain a list of open files and neither it hands off 

leases). Similarly, the manager does not keep track of the 

cached data at specific clients. A stateless manager helps 

limit the system‟s complexity and improves the overall 

system scalability.  

5.1.2 Consistency Semantics  

For files MosaStore provides session semantics (a.k.a., 

open-to-close semantics): that is changes in a file will be 

visible only to clients that open the file after it was closed by 

the client modifying it. For example suppose a file is opened 

for reading by application A then, after some time, it is 
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opened by application B for writing (from a different node). 

Application-A will not be able see the modifications made 

by application-B. The application developer is expected to 

be aware about MosaStore‟s consistency model. 

For metadata operations, sequential consistency is 

provided. 

5.1.3 File Chunks 

Files are fragmented into chunks that are stripped across 

donor nodes for fast storage and retrieval. Chunks are the 

addressable data unit of storage.  For each file, there is a 

chunkmap mapping the file to its set of chunks and their 

storage location(s) (i.e., the donor node that stores them). 

5.1.3.1 Defining Chunk Boundaries 

MosaStore supports two schemes to define chunk 

boundaries: chunks of fixed size and chunk boundaries 

based on content
6
. The choice of the chunk boundary 

scheme is configurable (at present at compile time
7
).  

 In the fixed-size scheme, the size of the chunk is 

configured at deployment time and files are divided into 

equally sized chunks.  

 The content-based chunking used is similar to that 

described by [31]. The user can configure the 

mechanism to use SHA1, MD5 or Rabin fingerprints 

[32] to detect the chunks boundaries and can provide 

the other parameters that drive the characteristics of 

these schemes (e.g., average chunk size).  

5.1.3.2 Chunk Naming 

Chunk naming in MosaStore can be done in two ways: 

naming by sequence numbers (to support a traditional 

storage system) and naming-by-hash (to support content 

addressability). At present the choice is made at compile 

time. Specifically: 

 Sequence-based naming. This scheme generates a unique 

identifier for each chunk IDs in order to avoid naming 

conflicts between any two chunks in the system. A 

combination of IP address of node running the SAI that 

produced the chunk, the SAI process ID, and uniquely 

increasing sequence number (the time counter) is used to 

create the unique identifier ([IP-

Addresses]_[ProcessID]_[SequenceNumber]_[Timestam

p]).  

                                                           

6  Implementation status: Not yet in the main code trunk (June/2011). Used 

by StoreGPU project  

7 Note: Dynamic performance tuning functionality may require switching 

back and forth between these naming schemes in order to measure the 

performance trade-offs at runtime.  

 

 Content-based naming.  In this scheme the chunk 

identifier is the hash value obtained by hashing the chunk 

content using SHA or MD5 function.  

5.1.4 Detecting Chunk Similarity  

Similarity is detected based on chunk names (when CAS is 

enabled
8
): if the content of two chunks does not hash to the 

same value then chunks are decidedly different.  If two 

chunks hash to the same value they can be either further 

compared byte-by-byte (as [33] does) or, if one assumes low 

probability of hash collisions, the two chunks can be directly 

declared similar (this is the assumption made in the current 

implementation and is similar to the assumption made in 

[31]). Currently MosaStore chooses the later and relies on 

the collision resistant properties of the SHA-1 hash function 

[34].  

5.2. The Metadata Manager 

The metadata manager maintains the entire system metadata 

including: donor nodes‟ status, file chunk distribution, 

access control information, and data object attributes. The 

metadata service is decoupled (to the extent possible) from 

the data service. That is, clients access the data stored on 

donor nodes directly and not through the metadata manager.  

Since files are divided into chunks and each chunk is 

identified by its name. It is the role of the metadata manager 

to maintain the mapping between files and chunks (through 

a chunkmap associated with each file) in addition to the 

other file metadata. 

The Manager uses the NDBM library [35] to persist 

the metadata. NDBM uses a disk-based extendible hash 

table to store key-value pairs. The metadata spans across 

several database tables (the database schema is presented in 

Appendix 4). All database transactions are serialized using a 

synchronization mechanism (a single mutex) to provide 

thread safety.   

Figure 2 shows the thread level architecture of the 

Manager. There are four types of threads: 

  Main thread. It listens to a port and pre-processes the 

requests from donor nodes and SAIs. 

 Request processing threads. These threads are spawned by 

main thread to serve the requests from SAI and to process 

the periodic updates and heartbeats from donor nodes. 

 Garbage collector thread. This thread periodically gets 

the detail of deleted chunks from NDBM tables and 

forwards to a donor node for garbage collection. 

 Replication service thread. Donor nodes failures are 

monitored by replication thread and durability guarantees 

are preserved by creating new copies of chunks. 

                                                           

8 Implementation status: Present only in the SequentialIO module (and not 

in the GeneralIO) (June/2011) 
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Figure 2: Manager Architecture.  The listening socket is 

shown as a dark circle; the direction of the arrow shows the 

data flow.  The ‘garbage collector’ and the ‘replication’ 

service threads are spawned at module initialization.  

5.3. Donor Nodes 

The donor nodes contribute storage space (memory or disk 

based) to the system. Donor nodes interact with the manager 

by publishing their status using a soft-state registration 

process, serve clients‟ chunk store/retrieve requests, and 

participate in the garbage collection mechanism (based on 

an epidemic protocol).   
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Figure 3: Donor Node Architecture. The listening socket is 

shown as a dark circle; the direction of the arrow implies 

that the request processing thread is spawned by the donor 

main thread.  The ‘garbage collection’ and the ‘update’ 

service threads are spawned at module initialization. 

 

Figure 3 shows the thread level architecture of the 

donor node. There are four types of threads: 

 Main thread. The main thread listens to a port for 

incoming connections. It receives the requests from 

connection and pre-processes it; garbage collection 

requests are passed to garbage collection request 

processing thread via transfer queues and disk IO requests 

are passed to request processing threads. 

 Request processing threads. Request processing threads 

are spawned dynamically by main thread for each disk IO 

requests (e.g: reading / writing chunks). 

 Garbage collection request processing thread. This thread 

is created during donor node start–up. Once it receives a 

garbage collection message, the space is reclaimed and the 

message is passed to the update thread via transfer 

queues. 

 Update thread. This thread has two functions: first, it 

sends periodic updates (heart-beats) to the manager (e.g., 

containing space left, health status); second, it implements 

the epidemic protocol that distributes the garbage 

collection messages to other donor nodes. 

5.4. The System Access Interface (SAI) 

The SAI (system access interface) is a user-level file system 

implementation on top of FUSE [36][37](Figure 4).  

FUSE introduction: The FUSE infrastructure (Figure 

4) consists of two parts: user space FUSE library (libfuse) 

and a FUSE kernel module. The FUSE library provides a 

framework through an exported API that is used to 

implement a user-space file system. The kernel module is 

composed of fusefs, and a character device interface 

exported through the pseudo device driver /dev/fuse. The 

kernel module and libfuse communicate through the 

character device; file system requests from the virtual file 

system are received by fusefs and transmitted through 

/dev/fuse to the library, where they are processed and the 

results are returned back to vfs through the character device 

to fusefs. 

User level file system

Implementation

libfuse

glibcglibc
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VFS

fusefs

Ext3

User Space
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Storage Space

Application
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Figure 4: Communication between Application and SAI 

The FUSE API [38] defines the interface (callbacks 

and their arguments) used by application developers to 

implement FUSE file systems in user space. The FUSE 

protocol defines the communication between the FUSE 

kernel module and the FUSE user space library. A detailed 

description of the FUSE protocol can be found in the FUSE 

Protocol Specification
9
. 

                                                           

9 See: http://fuse.sourceforge.net/ 
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Design: MosaStore‟s system access interface (SAI) is 

a collection of implemented FUSE callbacks that provides 

the mechanism to access the storage space offered by the 

donor nodes and provides client side optimizations that 

include caching and similarity detection. The SAI supports 

the most frequently used POSIX system calls (see section 

4.1) and provides easy integration with existing and future 

applications.  

The SAI has two modules, namely the sequential I/O 

module, and the general I/O module to serve file system 

calls. The sequential I/O module is highly optimized for 

sequential read and writes. The general I/O module serves 

random reads and writes. Depending on how a file is open, 

callbacks are dispatched to one of these two modules.   

At the thread-level, the SAI contains a permanent 

thread called SAI main thread
10

 plus dynamic threads are 

explicitly spawned by the SAI to process some of the 

callbacks associated with each of the above modules as a 

result of the file system calls to serve different tasks in 

parallel. More specifically: 

 [sequential I/O module] Get Chunk thread is spawned to 

fetch chunks while serving a file read request. It 

terminates after serving the read() request.  

 [sequential I/O module] Agent Run thread is spawned 

dynamically to send the chunks to donor nodes during a 

file write(). 

 [sequential I/O module] Commit and Free threads are 

used to update/send the metadata information to the 

Manager, once the file is closed after a write.  

 [general I/O module] General IO Send File thread is used 

to send the data and metadata of an optimistically opened 

file via the general IO module. 

5.5. Caching 

Caching can significantly improve performance. This 

section discusses caching issues at each of the three 

MosaStore components. Implementing a caching 

mechanism at the metadata manager itself is not a priority: 

The manager already takes advantage of the caching 

provided by NDBM library. Also implementing another 

caching layer on top of NDBM might be complex and the 

potential performance gains are not clear.  

Caching at donor nodes might not be necessary if the 

donor nodes are going to use DRAM based storage (e.g., for 

diskless nodes such as those of BG/P machine). 

Hence, MosaStore provides only client-based caching 

at the SAI. The current design caches metadata in order to 

reduce the burden on the manager. The cached metadata 

includes the list of files in a directory and their attributes. 

                                                           

10 If FUSE is configured as „multi-threaded‟ then multiple threads will be 

spawned by FUSE itself to process these callbacks.  

The cached metadata is invalidated after a configurable time 

period
11

.  

In the future, different caching and pre-fetching 

schemes for donor nodes and the metadata manager can be 

investigated and combined with dynamic performance 

tuning functionality. 

6 Implementation Details 
To provide a more detailed presentation of MosaStore 

internals, this section illustrates the most important 

workflows currently implemented in MosaStore prototype.  

The following section (Section 7) provides a detailed 

discussion on missing and planned additional functionality. 

In MosaStore file input/output operations can be performed 

either using SequentialIO module or GeneralIO module. 

SequentialIO is highly optimized to support high-throughput 

write-once and read-many workloads [16] while GeneralIO 

has few optimizations and designed to support workloads 

with append-only and random read/write patterns. 

These modules help MosaStore to better support IO-

optimizations with less implementation complexity. 

Currently MosaStore uses the flags passed-in a file-open call 

to identify the suitable IO module. In addition all the write 

operations to an already existing file are always forwarded 

to GeneralIO. The following sections (6.1 and 6.2) describe 

the read-many and write-once workflows of SequentialIO 

and the available special optimizations. The section 6.3 

explains random write and append-only workflows of 

GeneralIO module. 

6.1. File Read  

The processing steps during the read operations are the same 

regardless of the naming scheme (by sequence, or by hash) 

(Figure 5). 

                                                           

11 Implementation Status:  This functionality is to be implemented by 

Emalayan (November 2010) 
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GetChunk()

GetChunk()
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Figure 5: Read workflow for Sequential IO module (full 

arrows - synchronous communication; half arrow - asynchronous 

communication; name of the messages are indicated on top of an 

arrow)  

File read workflow 

1. Upon a file open request from an application, the SAI sends 

a request to the manager and downloads the relevant 

blockmap (blockmap: metadata information consists of file 

attributes and the file chunkmap, chunkmap: contains 

information about where each chunk is stored).  

2. The SAI updates its local metadata cache.  

3. According to the read request (based on the current reading 

location), the SAI downloads the corresponding data chunks 

from donor nodes (GetChunk()).  

4. Upon a file close request, SAI removes the blockmap from 

the metadata cache. 

 

Note: File read-open requests will not go through manager 

if the blockmap exists in the metadata cache. 

6.1.1 Read Ahead Optimization 

The SAI implements a read-ahead optimization. When a file 

is opened for read, the SAI spawns a pool of n reading 

threads that fetch data from donor nodes. The number of 

threads n is configurable. When the threads are created, they 

start prefetching the first n chunks of the file to the SAI read 

buffer. Once a chunk is completely read by the application, 

one of the threads will fetch a new chunk. 

6.2. Writing Files  

MosaStore performs a number of optimizations for files 

opened via SequentialIO module. This module only supports 

new files that are opened in write-only mode.  The steps 

performed during the write operations are slightly different 

for different naming schemes (by sequence or by hash) and 

depend on whether naming by content and versioning are 

enabled. The section starts with presenting the most basic 

workflow and extends it for various other configurations. 

The workflow for a sequential write is shown in Figure 6. 

SAI Manager Donor-1 Donor-2 Donor-n

GetChunkAllocation()

PutChunk()

PutChunk()

PutChunk()

CommitBlockMap()

CommitBlockMap()

Clean metadata

 
Figure 6: Write workflow for the SequentialIO module 

 

New file, sequential write workflow.   

Assumptions: - sequence-based naming, no replication, file 

versioning is disabled, sequential write 

1. When a file is opened for write, SAI gets the the chunkmap 

from the manager and instantiates a blockmap by combining 

the chunkmap and attributes. The manager creates a 

chunkmap by allocating the chunks in a round-robin fashion 

from the donor nodes. 

2. After opening the file for write, typically, multiple write() 

requests are issued by the application. The data is written 

into a temporary buffer by the SAI. 

3. When the size of the data written in the buffer reaches the 

size of a complete chunk, the data is sent to a donor node as 

a new chunk (PutChunk()). The new chunk metadata is 

added to the file blockmap. 

4. The current blockmap is committed at the manager 

(CommitBlockMap()) and the status of commit operation is 

returned to the application if a  flush() callback is received 

from the libFuse. 

5. Once the file is closed by application, the SAI commits the 

final blockmap at the manager and cleans the metadata 

cache. The libFuse always issues a flush() when application 

closes a file. 

 

Note 1: Using a content-based naming scheme. The write 

operation with content based scheme is similar to the write 

operation with sequence based scheme with the following 

additions.  (The step number corresponds to the step number 

in the workflow above): 

2  During the write operation the written data is written to a 

temporary buffer. When the temporary buffer reaches a 

defined size the buffer is processed to detect possible 

chunks boundaries.  

3.1 If a chunk boundary is detected then a new chunk is written 

to the donor nodes and the chunk metadata (including the 

chunk hash value) is added to the file chunk map. The 

chunk boundary can be detected either based on fixed-size 

or variable-size. The algorithm to detect variable-size 

chunk boundaries is described in [39], [40] 
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3.2 Else (a chunk boundary was not detected and the maximum 

buffer size is reached) an artificial chunk boundary is 

inserted.  

 

Note 2: Adding file versioning. Currently only in the 

content based naming scheme MosaStore supports 

versioning. The write operation with versioning (or with 

similarity detection) is similar to the write operation 

presented so far with the following changes (The step 

number corresponds to the step number in workflows 

above): 

1.  When the file is opened for write, the SAI retrieves the file 

blockmap (attributes and chunkmap) of the file‟s latest 

version from the manager. Then the SAI also creates a new 

blockmap for the new version of the file. 

3.  When a new chunk is detected (either through path 3.1 or 

3.2 of Note 1) and its hash is computed, the SAI will search 

for the chunk‟s hash value in the file‟s latest version 

blockmap before sending the new chunk to the donor node. 

If a matching hash value is found, the SAI copies the chunk 

metadata from the latest version to the new version and no 

data is transferred to donor nodes. If no matching hash 

value is found, the process continues as before.  

Note 3: Adding replication. If replication is enabled for 

a file
12

, chunks will be copied on multiple donor 

nodes.  Replication can be done either pessimistically 

or optimistically. An application will not be notified 

regarding the failure of optimistic replication. In this 

case metadata information of the file will contain some 

invalid donor node information and the SAI will 

transparently manage this failure by detecting invalid 

donor nodes and fetching the data from available 

donor nodes. The write operation of replicated 

(optimistic) file is similar to the original write 

operation with the following changes (Figure 7). 

                                                           

12 Currently, the replication level it is configuration parameter for the entire 

deployment (for all created files). In the current implementation it assigns 
the replication level defined in the configuration file to all files. In the 

future the replication level will be per file and communicated through the 

tagging mechanism (February‟11). 

SAI Manager Benefactor-1 Benefactor-2 Benefactor-p

PutChunk()

Status

GetChunks()

Chunk Allocation

Chunk and BenInfo
PutChunk()

 
Figure 7: Replication work flow of a file (replication-

semantics = 2 and replication-level = 3) 
 

1  When the SAI contacts the manager, it indicates the 

replication level and the manager replies with a larger 

space allocation (chunkmap). 

3.1 Then SAI chooses a benefactor from replicas list and 

forwards the chunk and the list of replicas to it.  This 

benefactor firstly stores the chunk in its local disk and 

forwards the chunk to the remaining benefactors. 

3.2 Then, it sends a status message to SAI to indicate whether 

the operation completed successfully or not.  

 

During pessimistic replication, an application is notified 

about the status of the replication during a file close 

operation. Two parameters: replication-semantics (used to 

vary the replication between pessimistic to optimistic) and 

replication-level (maximum number of replicas) are used to 

configure the replication. The SAI always pessimistically 

replicates the chunk in some number of replicas equal to 

replication-semantics and then optimistically replicates the 

chunk the chunk in other replicas (1 <= replication-

semantics <= replication-level). Further fault-tolerant 

service in the manager always monitors the failed donor 

nodes and replicates the data accordingly. 
 

Note 4: Using pessimistic/optimistic file close. Files can be 

opened through SequentialIO either in optimistic mode or 

pessimistic mode. In pessimistic mode SAI flushes all the 

buffered data and metadata to the manager and donor nodes 

and returns the status of the operation to the application 

during a file close (6.1 and 6.2 explain the operations in 

pessimistic mode). A successful close guarantees that the 

file is safely stored in the system. 

 

In optimistic mode, the SAI immediately return success to 

the application upon a file close and flushes the stored data 

and metadata asynchronously. The safety of the file is not 

guaranteed. All the above mentioned optimizations are 

supported in both modes. 
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6.3. Read/Write 

Read/Write operations through GeneralIO is different from 

read() only and, write() only workflows in SequentialIO: 

here an existing file is downloaded entirely by SAI and both 

read() and write() operations occur locally.  When a 

modified file is closed by an application, the file is stored in 

donor nodes and its metadata updated at the manager. 

Compared to previous implementations described in Section 

6.1 and 6.2 this approach is inefficient because during a file 

open call entire file is fetched and stored at the client side. 

 
GeneralIO also supports optimistic/pessimistic file close 

operations, content based naming scheme and replication. In 

contrast to SquentialIO, GeneralIO caches both data and 

metadata to better support applications. The caches are can 

be flushed either during a file close (pessimistic-close) or 

after configurable interval (optimistic-close). The read 

operation of a file is similar to the 6.1 with the following 

changes. 

1 SAI checks whether the file is available in the local cache 

and if the file is not available it download the blockmap 

from the manager. 

2  The SAI increases the reference-count of the file by 1. 
3 The SAI downloads all the chunks from the benefactors 

and creates a local file for read operations.  Then SAI 

updates its local data and metadata caches. All read 

operations are performed on this local copy. 

4 Upon a file close request, SAI reduce the reference count 

and return success to the application. The cached metadata 

and data is cleaned if reference-count is zero. 

 

Note: If a file is available in local SAI cache all the read operations 

will be served locally. And if a file is opened with optimistic close 

mode, SAI cleans both the data and metadata cache after a 

configurable interval. 

The write operation of file is similar to the 6.26.1 with the 

following changes. 

1 When a file is opened for write SAI communicate with 

manager to check whether the file is already available in 

the system. If the file is not available it creates a new file 

locally. 

2 All the writes are written to the local file by SAI. 

4 Upon a flush request, the SAI sends a request to the 

manager with the current file size and request for new 

chunk allocation and instantiates a blockmap. Then SAI 

sends the chunks to donor nodes and commit the blockmap 

at the manager. 

5 Once the file is closed, SAI again do the step-4.    

 

Note: If a file is available in local SAI cache all the write 

operations will be served locally. And if a file is opened with 

optimistic close mode, SAI flushes both the data and metadata 

cache after a configurable interval. 

6.4. File Deletion
13

 (unlink()) 
1. The SAI sends a message to the manager to delete the file. 

2. The manager replies back with the status of deletion 

operation. 

3. SAI removes this entry from its local metadata. 

6.5. Getting file attributes, reading directory information: 

getattr() and readdir() 
1. The SAI checks whether file metadata information is 

available in the local cache. If it is available, the request will 

be served from local metadata. If it is not available, it will 

send a message to the manager to download the metadata.  

2. The manager replies back with the metadata. 

3. SAI updates its local cached metadata and serves the request. 

6.6. File Standard Attributes, Extended Attributes and 

Directory Operations 

The workflows for implementing the standard file attribute 

operations (chmod(), access(), mtime()), extended attribute 

operations (setxattr(), getxattr(), removexattr(), and 

listxattr()) and directory operations (rename(), rmdir(), 

mkdir()) are similar. All these functions require 

communication with the manager only. As a result the 

workflow is:  

1. The SAI sends a request to the manager to update/download 

metadata.  

2. The manager replies back with the status of operation and 

the requested metadata (in case of getxattr()/listxattr()). 

6.7. Truncate  

Currently the system only supports truncate() to zero length 

files (a common use). For a detailed discussion of what‟s 

needed to fully support truncate see Appendix 6. 

6.8. Space Management or Garbage Collection 

This section explains the garbage collection mechanism 

used by MosaStore to reclaim the space after file deletion.  

 

For garbage collection; one approach is to let the manager to 

directly communicate with relevant donor nodes to recover 

the space. This will increase the manager‟s burden on larger 

deployments due to the large number of TCP connections 

and the number of messages to be sent. Another approach is 

to spread the list of deleted chunks among benefactors in an 

epidemic fashion. This will reduce the burden on Manager 

considerably with some challenges in establishing the 

epidemic protocol.  

 

We have implemented garbage collection using epidemic 

protocol in MosaStore. The garbage-collection supports the 

                                                           

13 Implementation Status: Currently (November 2010) MosaStore only 

removes the file‟s metadata at the manager. The actual data (chunks) in 

donor nodes are freed only the file is using sequence-based naming scheme. 

We are working on a garbage collection scheme. 
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both naming schemes. Each chunk has a reference-count 

which tracks the number of files shares the same chunk. 

Upon a file deletion reference count of the chunks are 

adjusted and the chunks with reference-count equal to zero 

are written to the database for deferred garbage collection. 

Important steps of the epidemic protocol are discussed 

below: 

 

 Bootstrapping the epidemic protocol and Spreading 

membership. 

Each donor nodes maintains the entire list of donor nodes in 

the system. The manager uses epidemic protocol to spread 

the information about the newly joined donor nodes to the 

rest of the donor nodes in the system. So the information 

about the new donor nodes are added to the manager‟s 

pending membership list and then later published with the 

garbage collection message in an epidemic fashion. After 

forwarding the membership information the manager cleans 

its pending memberships list. The manager forwards the list 

of all the active donor nodes in the system if a donor node 

joined newly. 

 Spreading garbage collection messages. 

The manager gets the chunks to be garbage collected from 

the database. Then the manager initiates the epidemic 

protocol by forwarding the garbage collection message to a 

randomly selected donor node. After forwarding the 

message, the manager removes the chunks name from 

database. 

Every donor node which receives a garbage collection 

message, forwards it to some other randomly selected 

donor-nodes. The message is spread to the rest of the system 

in this manner.  

 When to stop the protocol. 

Each garbage collection message has a non negative time-

to-live value. The manager calculates this value and 

forwards it with the garbage collection message. A donor 

node reduces this value by one before forwarding it to 

another donor node. If a donor node receives a garbage 

collection message with time-to-live value equals to zero, 

then it reclaims the storage space and stops the message 

spreading; basically the epidemic protocol is stopped. 

 Handling failed donor nodes and spreading failed node 

information. 

Each donor nodes is responsible to identify the failed donor 

nodes. If a donor node (node-A) cannot connect to another 

donor node (node-X) in several tries, then node-X is treated 

as failed and removed from node-A‟s membership list. 

 

Modeling of the epidemic protocol. 

 

The following section presents the mathematic model of the 

epidemic protocol. 

fan-out (f) - The number of donor nodes selected at a time 

to spread a garbage collection message. 

time-to-live (l) - Number of hops ( donor nodes)  that a 

garbage collection message can pass before termination. 

P - Probability of a donor node not getting garbage 

collection message 

N – Total number of nodes in the system 

 

Total messages in the system  

Therefore    =>    

 

       - Equation-1 

 

In MosaStore P is kept as a constant. The time-to-live value 

is calculated by the manager for a particular fan-out to 

satisfy probabilistic guarantee P using the Equation-1. 

MosaStore provides two configurable parameters namely 

“fan-out” and “garbage-collection-interval” to control the 

epidemic protocol. “garbage-collection-interval” determines 

the time period between two garbage collection messages. 

 

Epidemic protocol and manager failure: 

During a manager restart all the benefactors in the system 

will connect back, so the epidemic protocol can be 

established as explained above. 

7 Gap Analysis and Design Decisions 
This section discusses the gaps between the functional 

specification and the current working prototype of 

MosaStore. The goal of this section is to guide the 

MosaStore team in the planning (by enumerating the gaps) 

and development process (by providing detailed discussion 

of planned functionality).   

7.1. POSIX API 

Table 4 describes the current implementation status of the 

POSIX API support in MosaStore and outlines the calls that 

will be developed. To help with prioritization, the table also 

presents an estimate for the effort associated with 

implementing each system call.  

7.2. Caching 

SAI based caches should be invalidated after some 

configurable period. 

7.3. Support for glide-in usage scenario 

Since, in this scenario, MosaStore is deployed at the start-up 

of an application and used until application finishes, it is 

necessary to provide an efficient way to import and export 

data from/to other file systems (e.g., GPFS / Lustre). Here 

the challenges are that staging data in/out should be (ideally 

be) transparent to the application (or at least simple) while 

providing consistency, high performance and fault tolerance. 
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7.4. Fault Tolerance  

We need to deal with the failures of all three components of 

the system as well as with network failures (message loss 

and connectivity loss). 

7.4.1 Donor node failures  

A donor node may be unreachable due to software, machine, 

or network failures. In these cases, all the chunks stored in 

the donor node will be unavailable temporarily or 

permanently. A donor node will always validate its data if it 

connects to the file system after a failure.  The functionality 

to be implemented to provide fault tolerance is to restore on 

other donor nodes the chunks that were lost due to failure
14

:  

Fault detection: Donor nodes currently send regular 

heartbeat messages to the manager. With this information, 

the manager can detect failed donor nodes and mark them as 

dead (note to deal with temporary failures). 

7.4.2 Manager Failures 

The manager may fail and lead to an entire storage system 

malfunction due to software crashes, machine failures and 

network partition/failures. Current design will not address 

these problems and this task is scheduled for the next phase 

of the project that focuses on a complete metadata manager 

redesign to provide scalability and fault tolerance.  

7.4.3 Client node failures  

Need to argue that they do not leave in the wrong state. 

7.5. Security 

The security is currently relaxed in MosaStore since one of 

the main use cases is as an application-dedicated storage 

system and, generally, will be used in trusted network 

environments. We have explored designs that include 

configurable security levels in [ref] 

7.6. Inter-file similarity detection 

The current system does not support similarity detection 

across files (i.e., it supports only similarity detection across 

multiple versions of the same file.). We will carefully 

evaluate the potential gains from supporting this feature (as 

supporting it involves a complete metadata redesign)  

7.7. Other areas for improvement  

There are multiple additional areas to improve. Firstly, 

MosaStore extensively uses blocking socket calls for 

sending and receiving operations. Second, MosaStore 

creates one thread per open connection. Third, MosaStore 

uses temporary TCP connections to communicate among the 

manager, donor nodes and SAIs – reusing connections is 

feasible to improve performance. A better approach is to use 

                                                           

14 Implementation status (June/2011). Partially implemented - we had a 496 

project on this  

non-blocking or asynchronous I/O calls for socket I/Os with 

persistent TCP connections.  

 

7.8. Known Implementation Shortcuts 

This appendix lists known implementation shortcuts: 

 truncate()only supports truncate(path, 0). Here the file 

is deleted and a new file is created. 

 chmod() operation is ignored and all files have a 0x777 

access mode 

 chown() operation is ignored and all users can access all 

files 

 utimens() operation is ignored. The SAI returns 

modification_time and access_time 

 One useful exercise is to try to find „unsafe‟ library 

calls in the code (e.g., calls to routines that are not 

thread safe) and make sure there are no concurrency 

problems.  

 Issue with updates vs. insert/delete – leads to coarse 

granularity in the metadata and to wired interaction with 

garbage collection 
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Appendix 1: RELATED LINKS 
MosaStore website: http://mosastore.net or http://netsyslab.ece.ubc.ca/wiki/index.php/MosaStore  

Appendix 2: Installation instructions 
Download the MosaStore tar-ball and extract it in a local directory. MosaStore is composed of three main modules namely 

manager, benefactor and file system interface and the extracted MosaStore source code directory contains different 

directories for each module. Each module can be separately built using the Makefiles and further direction is provided in the 

“readme.txt” files available with each modules. Manager, Benefactor and SAI binaries should be started as mentioned below 

to deploy the MosaStore file system. 

 

Manager:  

Run the binary using “./manager  [port_number] [config_file]” where; 

[port_number]: is the port number through which the manager accepts incoming connections. 

[config_file]: is the path to the configuration file to be used.  

Benefactor:  

Run the binary using “./benefactor [config_file]” where; 

[config_file]: is the path to the configuration file to be used.  

 

SAI: 

Run the binary using “./mosastore -o direct_io -o sync_read -o allow_other -c [config_file] [mount_point]” where ; 

[mount_point]: is the mounting point (e.g. /tmp/mntpoint) and make sure that the mounting point is empty. 

[config_file]: is the path to the configuration file to be used.  

 

Note: Always [config_file] parameter is optional and if it is not provided the MosaStore File System will check the current 

directory for configuration file. If configuration file is not available in the current directory then binaries will terminate. 

 

Appendix 3: Configuration instructions 
This section presents the set of configuration options at each of the main three components of the system: the manager, the 

donor nodes, and the SAI. (Default values are provided together with the default configuration files used by MosaStore).  

Table 1: Manager Configurations 
Configuration Descriptions 

stripe_width This will determine the number of benefactors that the 

client will strip the data during file write operations. 

chunk_size The maximum size of a chunk. 

max_num_ben The maximum possible number of benefactors in the 
system 

log_mode Log mode could be : DEBUG, VERBOSE, ERROR, 

FATAL, RESULT, OFF (Optional) 

log_file Name of the log file (Optional). If log_file name is not 

specified and log_mode is not OFF, all the messages 

will be written to standard output. 

 

Table 2: Benefactor configurations 
Configuration Descriptions 

manager_name The hostname or the IP address of the manager. 

manager_port The manager port number. 

benefactor_path The path to the local directory where the benefactor stores the 

chunks. 

http://mosastore.net/
http://netsyslab.ece.ubc.ca/wiki/index.php/MosaStore
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aggregation_type Aggregation type which specifies the benefactor‟s chunk storage 

medium, this could be <DISK> or <MEMORY>.  

disk_space_size The donated disk space size in MB. 

memory_space_size The donated memory space size in MB, this is effective if 

aggregation type= MEMORY 

update_period Determines the time interval between two successive status update 

messages. Status update messages are used to inform the status of the 
benefactor to the manager. 

benefactor_address The local IP address the benefactor which should be used while 

creating listening sockets. (Optional – this is useful if a machine has 
multiple IP addresses).  

log_mode Log mode could be : DEBUG, VERBOSE, ERROR, FATAL, OFF 

(Optional) 

log_file Name of the log file. If not specified and the log_mode is not OFF, 
the log messages will be sent to standard output. 

 

Table 3: SAI configurations 

Configuration Descriptions 

manager_name The hostname or the IP address of the manager 

manager_port The manager port number. 

chunk_naming Naming scheme can be either SEQNUM or HASH and selected according to the workloads. 

For example high similarity workloads need HASH naming scheme to enable similarity 
detection. 

commit_scheme Commit scheme might be NOOVERWRITE or OVERWRITE or VERSIONING. 

NOOVERWRITE: writing a new file with the same name as an existing file will fail; 

OVERWRITE: system allows to create new file with an existing file name; VERSIONING: 
system stores  

num_reserve_chunks Specifies the capacity of chunk repository. Higher capacity will reduce the communication 

between SAI and the manager regarding chunk allocations.   

write_interface_type Used to select the write interface type. SLIDINGWINDOWWRITE:  Sliding window write 
interface, is the typical setting. 

 

memory_size The memory space allocated for the buffers in the write operations, in MB, effects Sliding 
window interface only. 

local_write_directory Specifies the path to the directory which is used by SAI to store all the temporary files. 

fbr_request_buffer_size Specifies the number of chunks allocated during a read request. 

num_threads_per_agent Specifies the number of threads per write agent (there is an agent per benefactor and at least 

this value should be one).    

cache_update_period Cache update period in seconds, if this value is set to 0 then the cache is disabled– Samer pls 

verify15 

log_mode Log mode could be : DEBUG, VERBOSE, ERROR, FATAL, RESULT, OFF (Optional) 

log_file Name of the log file 

 

Appendix 4: ER Diagram for Metadata 
MosaStore database schema consists of several normalized database tables which hold information regarding files and 

directories (Figure 8).  

TABLE_FILE_IDS and TABLE_DIR_IDS map all the files and, respectively, directories in the file system to 

unique integers called file Id and directory Id respectively.  

The directory Id is used as foreign key to access a directory‟s attributes, extended attributes, list of files and list of 

sub-directories which are stored in TABLE_DIR_ATTRS, TABLE_DIR_FILES, TABLE_DIR_XATTRS, and 

TABLE_DIR_SUBDIRS respectively.  

Similarly, the file Id is used as foreign key to access a files‟ attributes, extended attributes, chunk list, and benefactor 

list which are stored in TABLE_FILE_ATTRS, TABLE_FILE_XATTRS, TABLE_FILE_CHUNKS and 

TABLE_FILE_BENEFACTORS. 

 

                                                           

15
  This is not implemented yet. This is what we plan to implement.(February‟11) 
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Figure 8: Entity-Relationship diagram of MosaStore Metadata 

 

Appendix 5: POSIX system calls 
 

POSIX call 
Current 

Status 

Implementation 

Effort 
Additional Note 

close() Yes   

unlink() Yes   

chdir() Yes   

lseek() Yes   

fstat() Yes   

rename() Yes   

mkdir() Yes   

rmdir() Yes   

chroot() Yes   

stat() Yes   

lstat() Yes   

dup() Yes   

dup2() Yes   

getdents() Yes   

fchdir() Yes   

sysfs() Yes   

read() Partially Moderate Random reads are not supported () 

write() Partially Moderate 

Random writes and file append is not 

supported 

open() Partially High Wide variety of file flags are not supported 

creat() Partially  See open() 

mknod() Partially High Some flags are not supported 

readv() Partially Low Dependency with read() function  

writev() Partially Low Dependency with write() function  

pread() Partially  Dependency with read() function  

pwrite() Partially  Dependency with write() function  

link() No Low  

chmod() No Low  

fchmod() No  See chmod() 

lchown() No Low  

fchown() No  See lchown() 

chown() No  See lchown() 

utime() No Low  

access() No Low  

sync() No Medium  

symlink() No Low  

readlink() No Low  
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truncate() No Medium See Appendix 6.1 

ftruncate() No  See truncate() 

statfs() No Medium  

fstatfs() No  See fstatfs() 

fdatasync() No   

fsync() No   

Table 4: Status of file system calls in current MosaStore implementation 

Appendix 6: Design Discussion 
This appendix discusses the design issues for some parts of MosaStore and details the shortcuts taken in the 

implementation. 

A. 6.1.  truncate() design 

API Details: truncate(file, new_size) will change the file size to new_size. 

If new_size < current_size  

then the extra data will be deleted and the file will have its size equal to new_size 

else the file will be padded with zeros until the file size is equal to new_size 

 

Often truncate() is called to delete the file content i.e., truncate(file, 0). 

 

Why a complete support of truncate needs elaborate implementation? The implementation is complex since 

truncate may have some complex special case (especially with name_by_hash): 

 if the new_size < current_size and the new_size is not on the chunk boundary here we need to delete the 

extra chunks, and also to copy the last chunk and create a truncated version of the last chunk, hash the new 

chunk and update the file blockmap (this is needed to support truncate for content addressablity) - (this 

involves new operations on the benefactor to compute the hash and update the file blockmap) 

 if new_size > current_size we need to pad the file with chunks filled with zeros. this involves developing 

new mechanism to create chunks filled with zeros of varying sizes and computing their hashes and update 

the file blockmap. 

 It is complex to support truncate for open files 

 

Possible optimization: 

One optimization is to create a special chunk (chunk_0) which is not stored on any benefactor. 

Adding this special chunk needs special processing in many places in the code: 

 read operation to create a buffer and fill it with zeros when chunk_0 is read 

 need to provide special implementation to support modifying existing files with chunk_0. 

 Garbage collection and replication to ignore this chunk 

 

Possible shortcuts: 

 Support truncate only when naming chunks by sequence number. this will cut 25% of the implementation 

but still we need to implement most of the mechanisms. 

 Larger shortcut: only support the most common truncate operation ( truncate(file, 0)) here we will delete 

the previous file and leave it empty. And return error for any truncate with new_size > 0 


