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Abstract

An adaptive method for producing anisotropic quasi-structured meshes is presented in this

thesis. Current anisotropic adaptation schemes produce meshes without any regular struc-

ture which can hurt accuracy and efficiency of the solution. By modifying the anisotropic

adaptation schemes, producing aligned, quasi-structured meshes is possible which means

that the accuracy and efficiency of the flow solution are improved. By using quasi-structured

meshes, we can get the advantages of flexibility of unstructured meshes for complex ge-

ometries and accuracy of the high directional qualities of the structured meshes at the

same time. The construction of the quasi-structured meshes from initial isotropic unstruc-

tured meshes is accomplished by assigning metrics to vertices based on the error estimation

methods. The metrics are used to communicate the desired anisotropy to the meshing pro-

gram. After assigning a metric to each vertex, the mesh is refined anisotropically using four

mesh quality improvements operations to produce high quality anisotropic quasi-structured

meshes: swapping to choose the diagonal of the quadrilateral formed by two neighboring

triangles which results the maximum quality, inserting vertices for large triangles, vertex

removal to eliminate small edges and vertex movements to optimize the location of the

vertices so that quasi-structured meshes are created. The idea in the optimization process

is to smooth a vertex location by seeking so that the final mesh contains target elements

dictated by the metrics assigned in the three vertices of that triangle. The final, high qual-

ity mesh is produced by using these operations iteratively based on the metrics assigned to

each vertex in an adaptive, solution-based process.
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Chapter 1

Introduction

Numerical methods are now commonly used as an important analysis tool in the solution

of scientific and engineering problems. While the efficiency of such methods has been

dramatically improved, there is still a strong industrial desire to produce more accurate

numerical solutions. The equations governing the fluid behavior are a set of PDEs which

are the focus of numerical analysis [54]. As a result of their complexity, there is not

any general analytical solution for these equations. One classic example is the Navier-

Stokes equations which describe the motion of viscous fluids. Although exact solutions are

available for simplified flows, such as Poiseuille flows [28], the existence of a solution to

these equations in the general case remains to be proved. On the other hand, since the

solution has a multi-scale nature, experimental analysis is also costly. Considering these

limitations, numerical solution is one of the best choices for problems involving fluid flows.

Computational Fluid Dynamics (CFD) has shown remarkable capability for fluid analysis

and also produces accurate and efficient (both in terms of memory usage and time) results.

Nowadays, CFD is used extensively and successfully in industry throughout the design

process, from preliminary design to shape optimization. Increasing computing power over

the last two decades has resulted in the development of new computational techniques and

algorithms, enhancing the versatility of CFD applications [45].

Modeling, mesh generation and solution are three essential components involved in nu-

merical simulations [25]. Modeling includes the governing equations, the problem geometry

and the boundary conditions. To solve the PDEs numerically, the continuous domain being

studied should be tessellated into shapes recognized by the solver. This process, referred

to as mesh generation, is one of the most time consuming parts of CFD solution in hu-

man time. These equations are then discretized over the domain and a system of algebraic

equations which should be solved is obtained. Finally the system of algebraic equations is

solved and the numerical solution for the flow of interest is obtained.

Since the discretization of the fluid flow equations is carried out on the mesh, the CFD

solution may be significantly inaccurate without using a properly discretized domain [45].
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Furthermore when dealing with complex geometries, generating an appropriate mesh is the

most time consuming part of the solution process for a CFD user. According to a real

aerodynamic case study in aerospace engineering, the mesh preparation time can be up

to 45 times larger than the required computation time for the fluid flow simulation [21].

Hence, it is necessary to reduce the mesh generation time and there is a large potential to

gain by automating this process. This thesis deals with the second step of this procedure,

mesh generation.

1.1 Motivation

Numerical solution of PDEs is an important analysis tool for scientists and engineers. Ide-

ally, numerical simulations should require only specification of the physics, geometry and

boundary conditions of the problem and a solution with the desired accuracy should be

obtained [54]. The construction of a grid which minimizes the number of nodes required

to compute a flow field within a prescribed tolerance level, or even of a grid which approx-

imates the geometry of the domain with sufficient accuracy to allow the computation of

an initial coarse solution in an adaptive solution process, remains in fact a difficult and

time consuming task with the commonly available software [58]. Among the many tasks

which require substantial user input in grid generation, prescribing the mesh spacing for a

complex domain is probably the most demanding in terms of human resources required.

The accuracy of the final solution is highly dependent on the mesh spacing; accordingly

one approach for achieving accurate solution is to repeat the problem with increasingly

finer meshes until an acceptable variation, i.e. within the tolerance, from one solution to

another is obtained [54]. This approach is inefficient and time consuming. Assessing and

minimizing discretization error by this method requires time consuming mesh dependence

analysis or computation of solution on meshes that are finer than the required solution

accuracy dictates. Furthermore, a local difference in element shape, orientation and size

has a dramatic influence on the solution. Hence, it is only asymptotically guaranteed to

obtain a more accurate solution by dividing the domain more and thus having finer mesh.

One method employed to overcome this problem is mesh adaptation, in which the mesh

is locally fit to the particular features of the flow. Mesh adaptation seeks to automate

the process of minimizing discretization error by first computing the solution on a coarse

mesh and then successively refining the mesh so that the optimal mesh for the solution

being computed is produced. A mesh generator should aim at achieving the best possible

2



mesh using as few mesh points as possible since the computational costs (both in terms of

memory usage and time) are directly dependent on the number of elements in the mesh.

It is useful to make the mesh finer in certain regions where the solution details must be

captured, for example near boundaries, while keeping it coarse everywhere else (such as far

fields). One of the most important properties of a proper mesh for numerical simulations

is that the density of mesh points should be easily controllable and allowed to vary quickly

over a short distance [25]. This property which is easily available in adaptive schemes saves

simulation time since it prevents time from being wasted in regions that would otherwise

be over-resolved.

1.2 Mesh Classification

The finite volume and finite element methods, which are two of the most commonly used

approaches for spatial discretization of PDEs, are applied to a computational domain par-

titioned into simples entities. This spatial decomposition is called a mesh. Meshes are

categorized as structured and unstructured according to their connectivity and are divided

into isotropic and anisotropic meshes based on the aspect ratio or shape of elements. In the

following section, structured and unstructured meshes are discussed in detail, then another

category of meshes called quasi-structured meshes are introduced in Section 1.2.2. Features

of isotropic and anisotropic meshes are described in Section 1.2.3.

1.2.1 Structured and Unstructured Meshes

The most common types of grids used in CFD applications are categorized according to

their connectivity as structured and unstructured meshes. In a structured mesh, all cells

and vertices have the same fixed and predictable topology. As a result each cell and vertex

can be identified by indices. As an example, in a structured mesh (Fig.1.1a), cell (i, j) is

always topologically between cell (i+ 1, j) and cell (i − 1, j) where are on the topological

right and left of it respectively. Structured meshes are generally composed of quadrilaterals

in two dimensions and hexahedra in three dimensions.

Unstructured meshes on the other hand have elements with irregular and variable

topologies in the sense that the connectivity is not predictable and must be explicitly

declared. For an unstructured mesh (Fig.1.1b), there is not particular topology which in-

dicates the neighbors of control volume 1, for instance. The mesh adjacency data must

therefore be stored to know the neighbors of a given vertex [25]. Unstructured meshes are
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(a) (b)

Figure 1.1: Topology of (a) structured and (b) unstructured mesh.

most commonly made of triangles or quadrilaterals in two dimensions and of tetrahedra,

pyramids, and prisms in three dimensions. An unstructured mesh may also contain different

types of entities in which case it is referred to as a mixed mesh.

From the numerical point of view, structured meshes with reduced memory usage as a

result of their predictable topology are attractive. For more clarification, flux computation

in finite volume method is considered. A fixed template is sufficient for flux computation

in structured meshes; accordingly, faster solution with reduced memory usage can be de-

veloped capitalizing on their predictable topology [25]. However, the task of generating

them around complex configurations has proved to be a considerable challenge. Obtaining

a structured mesh of a complex domain often involves time-consuming human interventions

that can easily offset the saving realized by the solver itself . Furthermore, generalizing

the grid generation and adaptation in this approach is still not an easy task and needs

significant effort.

On the other hand, for unstructured meshes evaluating the same flux as discussed

above for finite volume method requires performing a polynomial reconstruction of the

solution over each control volume. In spite of the higher cost for the solver, unstructured

meshes are more applicable when arbitrary complex geometries are involved because of their

automation capability and also their flexibility in refinement based on the geometry and
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adaptation based on the solution features and gradients. Accordingly, the time and effort

required by the user to produce an acceptable mesh reduces significantly [21]. Therefore,

unstructured meshes are one of the most suitable choices for complex geometries; associated

solvers are becoming more common in modern CFD applications and promise to be more

capable and successful for complex aerodynamic problems.

1.2.2 Quasi-structured Meshes

Many numerical examples have proved that the performance of a numerical scheme is highly

dependent on the features of the discretization. Some features like boundary layers are easier

to capture numerically by using structured meshes, so most unstructured codes strive to

use quasi-structured meshes. In the vicinity of bodies, another type of meshes called quasi-

structured grid is employed to capture the boundary layer in viscous simulations [4, 40, 61].

Fig. 1.2 shows an unstructured mesh (a) converted to a quasi-structured one (b) in the

sense that by removing diagonals of the quadrilaterals formed by two neighboring triangles,

a structured mesh (c) would be obtained. Therefore, the quasi-structured meshes can be

defined as triangular meshes that are similar to structured quad meshes with diagonals

added which means the topology is not predictable and consequently they are treated

as unstructured meshes. The quasi-structured method takes advantages of the positive

properties of structured grid elements in the regions which need them the most and uses

automated unstructured grid techniques where not much is happening in the flow field. This

combination of grid types not only allows the benefits of structured and unstructured grids

to be attained simultaneously, but also allows high grid quality to be achieved throughout

the domain due to the appropriate use of each element type [71]. The ability to control

the shape and distribution of the grid locally is a powerful tool which can yield excellent

meshes.

1.2.3 Isotropic and Anisotropic meshes

As mentioned earlier, the size and the shape of cells in the grid may have a dramatic

influence on solution accuracy. When the physical behavior of the problem is isotropic,

using an isotropic mesh (ideally, equilateral) whose cell size is such that the error per cell

is equidistributed is generally preferable [54]. Therefore, the majority of mesh generation

software tends to focus on creating cells of varying length scales but with unitary aspect

ratios. However, many physical phenomena relevant to engineering problems have highly

anisotropic solutions. The boundary layer in high Reynolds viscous fluid flows is a good
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(a) Unstructured

(b) Quasi-structured

(c) structured

Figure 1.2: Converting unstructured mesh to structured mesh

example of this phenomenon. In a boundary layer strong velocity gradients develop in

a direction perpendicular to the flow in comparison with velocity gradients parallel to

the flow. Transonic and supersonic flows in which discontinuities or shock waves may

appear are another example of these anisotropic phenomena: numerical gradients normal

to shock waves are much larger than numerical gradients parallel to them. To capture

these phenomena accurately, one could use a large number of very small isotropic triangles

clustered at the boundary, as is done in the mesh depicted in Fig. 1.3, or near shock waves.

The strong gradients in the perpendicular direction are accurately captured through such

an approach but the simulation is inefficient as a consequence of over-resolved flow in the

tangential direction [25]. The isotropic mesh around a NACA-0012 airfoil which is depicted

in Fig. 1.3 has a very high density close to the airfoil. The size of mesh elements normal

and tangential to the boundary layer are the same, which means the computation costs too

much unnecessarily.

A better approach is to use anisotropic meshes aligned with the flow which means that

the mesh contains long and thin elements that have been stretched according to a preferred
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Figure 1.3: Isotropic mesh around NACA-0012, Figure courtesy of Serge Gosselin’s PhD
thesis [25]

direction i.e. parallel to the boundary layers or shock waves. Rippa [60] has found that for

linear interpolation of smooth functions, elements should be long in directions where the

magnitude of the second directional derivatives is small and thin where the magnitude of

the second directional derivatives are large. Fig. 1.4 compares isotropic and anisotropic

meshes for the same geometry. Elements are nearly equilateral triangles for the isotropic

mesh and they are stretched in one direction (in this example in the x-direction) in an

anisotropic mesh.

The anisotropic grid generation approach has been applied with success to the computa-

tion of inviscid and viscous flows around complex aeronautical configurations [3, 58, 65, 67].

In addition to providing unstructured grids of good quality formed by a relatively small

number of elements, some desirable properties of the grid are also easily controllable. For

instance, it is possible for aerodynamics problem to maintain the chord wise number of

nodes along the wing span almost constant, which is difficult by using an isotropic unstruc-

tured mesh generation process. Accordingly, for a given number of mesh points, better

resolution of boundary layers and shock waves are obtained by using anisotropic meshes

since the mesh anisotropy matches the solution anisotropy. Anisotropic adaptation uses

a feedback loop in a CFD algorithm in which the solution on an initial mesh guides the

creation of an anisotropic mesh that fits the physical behavior of the problem. Since the

number of mesh points dramatically decreases by using an anisotropic mesh, there is a
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(a)

(b)

Figure 1.4: Comparison between (a) Isotropic and (b) Anisotropic mesh for a rectangle

significant reduction of computational cost for achieving the same accuracy. Another ad-

vantage of using an anisotropic mesh is that the dependence of final solution on the mesh

significantly decreases for a given number of mesh points which means that there is more

confidence in the results [54]. Considering the fact that mesh generation is often the most

time-consuming part of CFD, by automating this process, the usability of CFD programs

substantially increases.

1.3 Objective and Outline

Current anisotropic mesh adaptation schemes produce meshes without any regular structure

which hurts both the accuracy and the efficiency of the flow solution. The best possible

approach is to use mixed meshes relying on stretched quasi-structured elements to capture

components of the flow with anisotropic physical behavior such as shocks and shear layers

and unstructured isotropic triangles for the rest of the domain.

Structured meshing provides high quality meshes at a relatively low cost and as a result

of inherent directional qualities also provides accurate and efficient results. However, they

are restrictive when applied to a complex geometry. In contrast, the unstructured meshes

have flexibility for complex shapes; however, the computational costs are relatively high.

Quasi-structured meshes combine both the computational efficiency of the structured

meshes and the geometric flexibility of unstructured meshing. Since the advantages of one

approach are the disadvantages of the other approach, the combination of them capitalizes

8



on the merits of both approaches.

The goal of my research is to use anisotropic smoothing to enhance an existing anisotropic

adaptation scheme to produce quasi-structured meshes where they are needed the most.

A mesh adaptation scheme capable of producing highly anisotropic meshes was developed

by Pagnutti [54] and in current work, this method is modified to generate aligned, quasi-

structured meshes in particular parts of the problem domain with highly anisotropic physi-

cal behavior such as boundary layers in viscous flows and discontinuities in transonic flows.

By applying this method and producing quasi-structured meshes, the accuracy of the solu-

tion should be increased as a result of meshes with regular structure and those regions of

the domain with anisotropic elements have ultimately regular structure which match the

structure of the flow properties, i.e. boundary layers in viscous flows and discontinuities in

transonic flows.

An overview of the advantages of anisotropic mesh adaptation techniques based on

previous research in the field is provided in Chapter 2. The most common way of defining the

anisotropy is through a metric which is discussed in this chapter, along with techniques for

estimating error and converting it to the form of metric. After adaptation, the constructed

anisotropic mesh should be modified to have higher quality. One of the methods applied to

improve the quality of the mesh is node movements. This means that a mesh optimization

process is required. Mesquite[23] is used as the mesh optimization package. The main idea

of Mesquite and its algorithm are introduced in the last part of Chapter 2.

Chapter 3 is devoted to the construction of a high quality anisotropic quasi-structured

mesh from an arbitrary initial mesh. After defining how to measure the mesh quality quan-

titatively, different operations to improve the quality of the mesh are introduced. These

operations include point insertion for large elements, vertex removal for short edges, face

swapping and node movement. As mentioned, the last operation is done by Mesquite and

the other three operations are implemented by the GRUMMP meshing library [48]. The

mesh topology operations should be modified for anisotropic meshing and the vertex move-

ment operation should be modified to smooth vertices such that quasi-structured meshes,

which are aligned, are generated. These modifications are described and this chapter ends

with introducing the general algorithm applied for quasi-structured mesh generation.

In Chapter 4, it will be shown that the algorithm produces meshes well suited to the

desired metric. Preliminary tests are demonstrated at the beginning of this chapter to show

how each of those four techniques may improve the quality of the mesh. A fake bound-

ary layer and shock is simulated in a domain of square shape as a verification case which
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proves that the algorithm produces quasi-structured anisotropic meshes in the regions with

the anisotropic physical behavior. For more practical examples, two different flows over a

simple airfoil are examined to shows the benefits of the applied method. Subsonic viscous

flow and transonic inviscid flows which are two different flow regimes with different phys-

ical behavior are tested to show that that the adaptation/smoothing procedure improves

solution accuracy.

The thesis concludes in Chapter 5 with a summary of the research, describing the

contributions, discussion of the results and providing conclusion based on them and finally

recommending some future work.
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Chapter 2

Background

This chapter provides an overview of the concepts on which the anisotropic smoothing

algorithm is based. Anisotropy definition is based on error estimation methods which is

discussed in Section 2.1. This overview is complemented by the discussion of previous work

related to anisotropic mesh adaptation techniques based on error estimation methods.

Several methods developed for anisotropic mesh generation including metric-based mesh

adaptation and Centroidal Voronoi Tessellation . The former which is used in this research

is introduced in Section 2.2 and the later which can be an alternative approach is introduced

briefly in Section 2.3.

To construct quality anisotropic meshes, mesh optimization is also needed. Mesh opti-

mization via node movement using the Target-Matrix Optimization Paradigm is described

in Section. 2.4. The optimization algorithm presented here seeks to find the set of node

positions such that elements in the mesh are as close as possible to the target element

dictated by the desired metric.

2.1 Error Estimation Methods

As mentioned earlier, modeling, mesh generation and solution are three essential compo-

nents involved in numerical simulations. The final step is performing the actual approx-

imation. The governing equations are typically discretized using one of three common

approaches: finite difference, finite element or finite volume. Each family of these schemes

converts the PDE to an algebraic system.

Using the finite difference method, the governing equations are disretized by replacing

each differential operator of the PDE with an equivalent difference operator. For example,

if

L (f) = ∂f

∂x
= lim

h→0

f (x+ h)− f (x)

h
(2.1)
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then an appropriate difference operator may be defined as

�L(f) = f (x+ h)− f (x)

h
(2.2)

where h is now a finite value. By using the Taylor expansion of the solution, if we assume

that f (x) is known at a series of discrete locations xi = ih, then the solution at f (x) can

be approximated using the difference formulation of the original PDE.

In the finite-element discretization, it is assumed that the solution is known at a discrete

set of locations in the mesh similar to the finite-difference method. A polynomial of a certain

degree is assigned to the solution between those locations. Since this polynomial does not

necessarily satisfy the equation L (f) = 0, some error called residual error are appeared. By
applying a set of weight functions to the residual error, it is possible to choose polynomial

coefficients minimizing the residual.

In the finite-volume approach, instead of trying to calculate quantities at specific lo-

cations, the average of those quantities is calculated by summing fluxes at the boundaries

and then applying them to the conservation form of the PDEs. Each cell in the mesh is

considered as a control volume1 and the average of the solution within each cell is assumed

to be known. Once the flux through each cell boundary is approximated, the cell average

is updated. The advantage of using this method is that it is easily formulated for unstruc-

tured meshes and thus is used in many CFD packages. This method is used throughout

this research.

Regardless of the discretization method used in the CFD simulation, the general ap-

proach for solving the governing equations over the domain is to assume that the solution

is known exactly at a set of locations. Those known values are used to approximate the

solution at other locations by Taylor series. The following 2-D example illustrates this.

Assume that a solution f (x, y) has an infinite Taylor expansion in the neighborhood of

some location (x0, y0):

fexact (x, y) =
∞�

n=0

∞�

m=0

1

n!m!

∂n

∂xn

∂m

∂ym
f (x0, y0) (x − x0)

n (y − y0)
m (2.3)

If this infinite sum is approximated using only terms up to degree p − 1, the p order solver

1Similar to the control volume approach used analytically for thermodynamics and fluid dynamics sys-
tems.
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will be obtained.

fapp (x, y) ≈
k�

n=0

l�

m=0

1

n!m!

∂n

∂xn

∂m

∂ym
f (x0, y0) (x − x0)

n (y − y0)
m (2.4)

where k + l = p − 1.

The difference between the actual solution fexact and the approximate one fapp is the

discretization error. Solution-based adaptation schemes aim to generate a mesh which

equidistributes this error. Since it is not possible to know the exact error without knowing

the exact solution, estimating the discretization error is an essential step in this process.

A solution-adaptive approach typically consist of three components: (1) the formulation

of cell-modification parameters from local error estimates, (2) a meshing algorithm that uses

the modification parameters to construct an improved mesh , and (3) a mesh-adaptation

strategy that minimizes the cost of the simulation [46].

Three main approaches typically used to estimate the error are interpolation-based,

feature-based and adjoint-based error estimation methods which are briefly discussed here.

2.1.1 Interpolation-based Error Estimation

The main idea in the interpolation-based method is that for a triangular element n with

a given area, the error (in various norms) for the linear interpolation of a function f at

the vertices of n is minimized when n is anisotropic with its long direction aligned with

the eigenvector associated with the smaller eigenvalue of the Hessian ∇2f [12]. In two

dimensions, the Hessian matrix may be written as:

H =




∂2f
∂x2

∂2f
∂x∂y

∂2f
∂x∂y

∂2f
∂y2


 (2.5)

The desired aspect ratio of the triangle n in this case is the square root of the ratio

of the larger eigenvalue of ∇2f to the smaller one. The globally optimal mesh can be

characterized by the equidistribution of the interpolation error over each element [37].

If the Hessian matrix is positive-definite and invertible, then an ideal cell can be found

by linearly transforming an isotropic cell by H−1. This is the approach used for flow

simulations by Castro-Diaz et al. [13] and for developing a solver-independent and user-

independent mesh adaptation scheme by Habashi et al. [17].

Even for a perfectly equidistributed mesh in terms of interpolation-error estimation,
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p order accuracy would rarely be achieved as a result of the presence of convected error

presence. Small errors from one location of the mesh can be convected to regions which are

relatively far away since the error in values used in the Taylor approximation are passed

on to the interpolated value which will affect other Taylor expansion terms and so on [54].

Those PDEs containing strong convective terms, such as the Euler equations, suffer from

this drawback of the interpolation-based error estimation.

2.1.2 Feature-based Error Estimation

Feature-based grid adaptation uses solution gradient, solution curvature, or even identified

solution features to drive the adaptation process. This approach relies on a priori knowledge

of the flow, including whether the solution contains shock waves, boundary layers, etc., as

well as a reliable feature-detection system.

The adaptation parameter (A2
p) can be defined by Eq. 2.6 in which each of the error

indicators can isolate a particular flow feature [6].

A2
p = {e1, e2, e3} (2.6)

where e1, e2, e3 are the error indicators given by

e1 = max

�
−

−→
V · ∇Q

|−→V |
, 0

�
(2.7)

e2 = max

�
+

−→
V · ∇Q

|−→V |
, 0

�
(2.8)

e3 =

�����∇Q −
−→
V

|−→V |

�−→
V · ∇Q

|−→V |

������ (2.9)

Q is any suitable flow property and
−→
V denotes the velocity vector. The first two error

indicators, Eq. 2.7 and 2.8, captures expansions and compressions in the flow direction and

Eq. 2.9 rcaptures gradients normal to the flow direction. For viscous flows, for instance,

as a result of no-slip boundary condition
�−→
V = 0

�
in the boundary layer, the adaptation

parameter
�
A2

p

�
reduces to the magnitude of the gradient of Q.
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The main advantage of explicitly detecting features is that more specific refinement is

possible. The feature-based adaptation refines shock waves, boundary layers and wake. On

the other hand, feature-based adaptation may result in over-refined features while some

other features are not refined enough [63]. In some cases, feature-based refinement can

actually increase the solution error. Dwight [19] has shown the failure of feature-based

adaptation for the inviscid transonic flow over an airfoil using an unstructured finite-volume

discretization. Adaptation based on solution gradients initially shows a reduction in the

discretization error, but then subsequent adaptation steps show an increase in the discretiza-

tion error. Another disadvantage of using this method is that features may be detected in

the wrong location as a consequence of convected errors as described for interpolation-based

method.

2.1.3 Adjoint-based Error Estimation

Adjoint-based error estimation involves solving both the primal PDEs and the adjoint

PDEs. Suppose that we wish to compute by postprocessing J = gTu where u satisfies the

linear system of equations Au = f arising from discretizing the PDE. The adjoint solution

v satisfies the linear system of equations AT v = g [24]. Therefore,

gTu =
�
AT v

�T
u = vTAu = vT f (2.10)

The term gTu ≡ vT f can be computed either by the direct appraoch, solving Au = f , or

by the adjoint approach, solving AT v = g. For a single design variable there would be no

benefit in using the adjoint approach, but for multiple design variables, each has a different

f , but the same g, so the adjoint approach is computationally much more efficient.

The error can be expressed as an inner product of the local residual errors and adjoint

variables. So the error in a chosen functional can be directly related to the local residual

errors of the primal solution through the adjoint variable.

By estimating the local contribution of each cell or element to the error in any solution

functionals of interest (e.g., lift, drag, and moments) [63], this approach localizes mesh

refinement to those parts of the computational domain that most influence the accuracy

of the selected outputs [46]. Becker and Rannacher [8] have developed this output-based

adaptive procedure by exploiting finite element orthogonality properties. This approach

has been extended to the finite volume method; for example, Venditti and Darmofal [70]

successfully applied this approach for inviscid and viscous flow over airfoils at various Mach
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numbers.

For situations where the only desired output is a function of the solution, adjoint-based

methods are ideal because they do not refine areas of the mesh where the solution has no

effect on that function [54]. Analyzing the drag force on an airfoil is an example. The

mesh created by adjoint-based refinement provides more accurate drag prediction than

other meshes of similar size. However, using the same mesh to predict lift may not provide

sufficient accuracy. An additional drawback for adjoint methods is their complexity and

code intrusiveness.

2.2 Metric-based Anisotropic Mesh Adaptation

As mentioned earlier, anisotropic meshes can greatly reduce the number of mesh elements

and therefore the computation cost (both in terms of time and memory) required for simula-

tions. For many applications, anisotropic elements offer the best trade off between accuracy

and speed. In fluid flow modeling, aspect ratios of 100,000 to one are sometimes appro-

priate [67]. Apel [3], Shewchuk [67] and Schoen [65] provide in-depth looks at the benefits

of using anisotropic meshes. Anisotropic meshes are appropriate for simulation problems

whose solutions have different behaviors in different directions.

Bossen and Heckbert [10] described a generalization of the isotropic mesh generation

algorithm for anisotropic mesh generation. When large edge lengths near small input

features were requested, the mesh generated by this algorithm could not make a guarantee

on their quality.

Loseille and Lohner [39] introduced a robust local remeshing strategy which allows

adaptation of different components of the flows by coupling anisotropic surface and volume

remeshing and quasi-structured boundary layer mesh optimization/ generation. A local

remeshing approach is utilized to generate anisotropic meshes around a wing for both

supersonic and transonic flow.

Selmin et al. [58] compared simulation results for the turbulent flow around a wing-body

configuration to experimental results. This Navier-Stokes simulation used a fully anisotropic

unstructured/hybrid grid with a relatively small number of nodes. The anisotropic nature

of the grid elements allows reduction the number of nodes by nearly one order of magnitude

compard with the isotropic case. Comparison of numerical and experimental results reveals

that they are in a good agreement.

Pagnutti [56] developed a general framework for an isotropically refining unstructured
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meshes. Through several test cases including subsonic and transonic inviscid flow, the

performance of this refinement procedure was compared with uniform mesh refinement.

Uniformly refined meshes did not capture shock waves accurately for transonic flow around

an airfoil, while on anisotropic grids the shock waves are extremely sharp and have very

little overshoot. To better demonstrate the advantages of anisotropic meshing, viscous

subsonic flow around an airfoil was also examined in this article.

Habashi et al. [2, 26] used anisotropic mesh adaptation for both structured and un-

structured meshes and this method was tested for two-dimensional, inviscid and viscous

flows, with anisotropic physical behavior, over a wide range of speeds. To control the size

and orientation of the adapted mesh, the interpolation-based error estimation is used. It

was shown that anisotropic grids generated by a full-coupling of solver and adaptation is

the most logical way to obtain appropriate grids and to increase the accuracy and relia-

bility of CFD calculations. The reversibility of the algorithm was also shown to validate

the adaptation algorithm by recovering a perfectly uniform mesh by specifying a uniform

second derivatives starting from highly distorted meshes.

Legrand et al. [20] showed the potential advantages of anisotropic unstructured meshes

for modeling the hydrodynamics of the Northwestern European continental shelf, the con-

tinental slope and the neighboring ocean within the same mesh. An efficient strategy was

developed in which the mesh refinement is controlled through a few design parameters.

The analysis of the quality of the generated meshes demonstrates that, while major topo-

graphic features are correctly resolved in both the along-slope and the cross-slope directions,

anisotropic graded meshes can be obtained with good geometrical properties.

Once the desired anisotropy has been defined by one of the error-estimation methods

defined in Section 2.1, that anisotropy should be communicated to the meshing program

to generate an anisotropic mesh. For two-dimensional problems, anisotropy is often repre-

sented by a 2 × 2 symmetric positive definite matrix2 called a metric at each point of the

domain. A geometric interpretation of the metric tensor at a point p is that it describes

how distances and angles are measured from p’s point of view. As in the work of Labelle

and Shewchuk [36], for a 2×2 metric Mp, a deformation tensor Fp can be defined such that

Mp = F T
p Fp (2.11)

where Fp is an invertible 2×2 matrix. Then Fp maps the physical domain to a warped space

2A square symmetric matrix is positive definite if and only if all of its eigenvalues are positive.
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Figure 2.1: The deformation tensors Fp and Fq

where distances and angles can be measured as they are seen by p simply by measuring

them in the usual Euclidean way. In Fig. 2.1, ellipses around p represents isocontours

which are sets of points that are equidistant from p when measured from p’s point of view.

Likewise, the ellipses around q are q’s isocontours.

The ellipse around each point specifies the anisotropy by three components: a major

radius r1, a minor radius r2, and an angle θ . Hence, both orientation and position are

defined by the metric. The metric is defined as a function of these three components as:

M = RΛRT =




cos θ − sin θ

sin θ cos θ







1/r2
1 0

0 1/r2
2







cos θ sin θ

− sin θ cos θ


 (2.12)
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Figure 2.2: Distance and angle measurements from a certain point

A metric produces a distance measure that is positive for any two distinct points,

regardless of the direction of travel between those two points, and satisfies the triangle

inequality. Hence, if metric is a function d : X × X → R for a vector space X, then the

following conditions are satisfied.

d(p, q) = d (q, p) (2.13)

d (p, q) > 0 ⇐⇒ p �= q (2.14)

d (p, r) ≤ d (p, q) + d (q, r) (2.15)

For a uniform isotropic mesh, the metric is the standard distance measure �p − q�. If the
distance is measured differently based on the orientation, anisotropy can be introduced. By

linearly transforming the standard distance measure dstd (p, q) =
�
(p − q)T (p − q) into an
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anisotropic distance daniso(p, q), the metric used in anisotropic meshing can be calculated

as follows:

daniso (p, q) =
�
(F (p − q))T (F (p − q)) (2.16)

daniso (p, q) =
�
(p − q)T (F TF ) (p − q) (2.17)

daniso (p, q) =
�
(p − q)T M (p − q) (2.18)

In which M is as defined in Eq. 2.11.

Geometric properties based on lengths have equivalent properties according to the met-

ric function, so this function is ideal for creating meshes. The ideal anisotropic triangle

has edge lengths that are equal according to the metric. Since any triangle is perfectly

defined by the lengths of its edges, there is a mapped triangle in an anisotropic mesh from

an isotropic triangle. This leads to an anisotropic control of the mesh spacing, which means

control of not only the size of mesh elements but also their aspect ratio and orientation.

For the purposes of anisotropic mesh generation, the metric tensor field is assumed to

be provided by those solution-driven adaptivity methods introduced in last section. The

metric tensor field is often generated from the Hessian of a numerically computed solution.

The idea of using the Hessian as a metric was popularized by results of D’Azevedo [15] and

Simpson [15] on the linear interpolation error in a function and its gradient, respectively.

The principal difficulty in most problems is that different metrics must be used in

different areas of the domain particularly in anisotropic meshing algorithms. While the

metric function is valid at a specific point, the interpolated metric space between any two

points might not be valid. By defining the metric discretely at vertices, it is possible to

overcome this problem. The size of any triangle is measured according to the average metric

of the three vertices of that triangle. When a new vertex is inserted in a triangle, the metric

at that vertex is assigned based on a linear interpolation from the three vertices of that

triangle. Alternatively, when coarsening the mesh the length of each edge is estimated

by calculating the average of lengths of that edge according to the two adjacent triangles.

These two definitions give unique triangle quality and edge length measures which can then

be used for mesh improvement operations.

Many metrics have been proposed in the literature to measure quality based on quan-

tities such as element size, shape, and smoothness. Borouchaki et al. [9] have tested

metric-based mesh generation on different test cases in R
2 domains. These application ex-
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amples showed the capabilities of the method. One example which considers an anisotropic

map in the domain of a rectangle is discussed here to shows the robustness of the method.

The metric map is defined by the diagonal matrix of order 2:

M(x, y) =




h2
1 (x, y) 0

0 h2
2 (x, y)


 (2.19)

where h1 and h2 are functions of x and y respectively. After three iterations, both the

size and aspect ratio of the elements match very well to the requirements dictated by the

metric. A supersonic scram jet, transonic viscous flow around a NACA-0012 and viscous

supersonic flow around a cylinder are other test cases in this paper show the capability of

the method.

Pagnutti [54] used a metric-based meshing with the capability of creating anisotropic

meshes. In one test case, the desired anisotropy is defined by a metric of

M =

�
a 0

0 b

�
(2.20)

where a and b are as follows:

a =

�
1× 104

1

0.475 < x < 0.525

Elsewhere

b =

�
1× 104

1

0 ≤ y < 0.05

Elsewhere

(2.21)

for a 1 × 1 square domain. The metric is assigned first to a coarse mesh as shown in Fig.

2.3a and then the mesh is refined so that the metric-based area of triangles is approximately

halved. The refined mesh, Fig. 2.3b, achieved the desire anisotropy since by scaling regions

with different metrics, by a factor of 100 in the y−direction for 0 ≤ x < 0.05 and a factor

of 100 in the x−direction for 0 ≤ y < 0.05, an isotropic mesh is obtained.
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Figure 2.3: Metric-based refinement. Figure courtesy of Douglas Pagnutti’s Master thesis
[54]

2.3 Centroidal Voronoi Tessellation

Several strategies exist for anisotropic meshing, such as tracing the curvature lines [53],

or directly minimizing the approximation error [14]. Labelle and Shewchuk [36] propose

a generalization of Voronoi diagrams with anisotropy attached to the vertices. Another

method used is the centroidal Voronoi tessellation, CVT, which is a Voronoi tessellation

whose generating points are the centroids (centers of mass) of the corresponding Voronoi

regions.

CVT is defined as the minimizer of the objective function referred to as the CVT energy:

F (X) = F ([x1, x2, ...xn]) =
�

i

ˆ

Ωi∩Ω
�y − xi�2 dy (2.22)

where Ωidenotes the Voronoi cell of vertex xi, and Ω denotes the domain to be meshed

[47]. To minimize this objective function, all the points xi are moved at the centroid of

their Voronoi cells. A new objective function FLpcontrolled by a given anisotropy field

is proposed by Levy and Liu [5] which is the generalized CVT in a way that can take a

directional-only anisotropy into account. Lp − CV T is defined as the minimizer of the
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Lp − CV T objective function FLp , obtained by injecting both the anisotropy term and the

Lpnorm into CVT energy:

FLP
(X) =

�

i

ˆ

Ωi∩Ω
�My [y − xi]�p

p dy (2.23)

where �.�p denoted the Lp norm. The domain is first decomposed into a set of simplified

cells on which the expression FLp is simple, represented by a list of integers and from this

combinatorial representations, the value of FLp is obtained.

This method was applied for different test cases, including anisotropic surface mesh-

ing and automatic feature-sensitive remeshing for a variety of meshes with unconformities

and proved that the fully automatic Lp − CV T method can generate meshes with smaller

variations in angles and edge lengths, suitable for numerical simulations that rely on homo-

geneous sizes. An advantage of Lp − CV T is that boundaries are well respected regardless

their orientation. However, it might not handle properly geometrically inconsistent models

and misses triangles when a Voronoi edge passes through a gap, also more triangles may

be missed when the number of vertices is increased.

The most important disadvantage of Lp −CV T is that under extreme anisotropy, which

are the desired anisotropy in many practical aerodynamics problems for high speed and/or

high viscosity flows, the convergence of this method becomes much slower because of the

conditioning of the Hessian of FLp . The significant slower convergence of Lp −CV T is the

main reason why we do not use this method in the current research.

.

2.4 Optimization Algorithm

Anisotropic grids can be obtained by the means of metric-based mesh generation and adap-

tion processes, including mesh optimization based on local retriangulations. In the context

of the latter approach, objective functions are used. The use of various possible objective

functions and their effect on the resulting meshes are studied by Bottaso [11]. Objective

functions are used for measuring the quality of each element in the grid with respect to

a desired goal expressed by the metric defined in the last section, throughout the error

estimation process defined in Section 2.1. Mesh quality refers to geometric properties of

a mesh such as shape, size and orientation of its elements. The quality of the mesh is an

important consideration since the accuracy and efficiency of the solution are dramatically
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influenced if it is not properly controlled. In addition to solution accuracy, mesh quality

can also affect the amount of time required to obtain the numerical solution.

A general-purpose algorithm called the Target-Matrix Optimization Paradigm (TMOP)

is one of the methods used for mesh optimization via node movements (smoothing) with

the aim of improving the quality of the mesh.

Other mesh optimization paradigms include Harmonic Maps [18], elliptic grid generators

[69], and Laplace-Beltrami systems [38]. Many of the older paradigms were proposed prior

to unstructured meshing, and therefore are somewhat out of date with respect to current

meshes.

In contrast, TMOP addresses many mesh quality issues in a modern setting. TMOP

formulates the mesh quality problem directly in terms of mesh entities, such as length of

edges, area of elements, angles and so on; consequently the method is transparent to mesh

type.

Mesquite3, which is a linkable software library, applies this algorithm to improve the

quality of a given mesh. We call Mesquite directly from the general code of our anisotropic

mesh adaptation and it does the smoothing part of the quality improvement. Mesquite is

designed to be as efficient as possible, so that large meshes can be improved, and can deal

with a wide variety of mesh types (e.g., structured, unstructured, 2D, 3D, hybrid and/or

high-order nodes). It provides the capability of optimizing an existing mesh based on the

metric defined before. The metric is used to define the desired elements in the optimal

mesh.

2.4.1 Target Matrix Optimization Paradigm

To get the desired element in the optimal mesh, the Jacobian matrix should be defined

first. The Jacobian Ak matrix for each element of the mesh is :

Ak = A (Ξk) (2.24)

where Ξk, k = 0, 1, ...,K − 1 denotes the sample element being studied within the active

mesh [22]. The matrix is indirectly a function of the coordinates of the vertices of the

element and varies from one element to the next. For a three-dimensional mesh, the Jaco-

bian matrix is 3 × 3 and for two-dimensional mesh, it is a 2 × 2 matrix. Fig. 2.4 shows a

triangular element with vertex coordinates x0, x1 and x2 and A is a matrix whose columns

3Mesh Quality Improvement Toolkit
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Figure 2.4: The Jacobian matrix for the element being studied

are the two edge vectors emanating from vertex zero of the element and defined as:

A =
� −−−−−→

x1 − x0
−−−−−→
x2 − x0

�
(2.25)

To supply a high-level quality the Target matrix W is defined which is derived from the

metric and must be constructed prior to the mesh optimization step. Target matrices play

a critical role in TMOP because they define the desired Jacobian matrices in the optimal

mesh. Fig. 2.5 demonstrates the desired element for an isotropic mesh, an equilateral

triangle. The target matrix is defined as the Jacobian matrix for this target element, i.e.

the columns are the two edge vectors emanating from vertex zero of this equilateral triangle.

In this case, W is defined as:

Wiso =




1 1
2

0
√

3
2


 (2.26)

This matrix can be referenced to any ideal element, such as anisotropic elements in which

we are interested. An example of an anisotropic element stretched by a factor of ten in the

x−direction is shown in Fig. 2.6 for which the target matrix can be defined as:
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Figure 2.5: The Target matrix for the desired element of equilateral triangle

Figure 2.6: Anisotropic target element

Waniso =




10 10

0 1


 (2.27)

The Target Matrix Optimization Paradigm compares an actual element to the ideal

element using the weighted Jacobian matrix T which is a non-dimensional matrix which

provides a convenient scaling of A. Because the target matrix W is an element Jacobian,

det (W ) �= 0 and thus W−1 exists.

T = AW−1 (2.28)

A local quality function µ = µ (T ) measures the relationship between A and W .
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By applying QR-factorization4, separating out quality into three matrix factors describ-

ing size, orientation (angle), shape (aspect ratio) is possible [16].

Some relationships between A and W which are of interest are discussed here:

• If an element has the ideal size, shape and orientation, then A = W and T = I (the

identity matrix). An example of a local quality function which attempts to enforce

this relationship is 5

µ = |T − I|2F

in which µ = 0 is the ideal value, achieved if and only if T = I.

• If an element has the ideal size and shape but not the ideal orientation, then A = RW

and T = R where R is a rotation matrix. An example of a local quality function which

attempts to enforce this relationship is

µ =
���T tT − I

���
2

F

in which µ = 0 is the ideal value achieved if and only if T = R.

• If an element has the ideal shape but not the ideal size and orientation, then A = sRW

and T = sR where s is a positive scalar. An example of a local quality function which

attempts to enforce this relationship is

µ = |T |F
���T−1

���
F

in which µ = 2 is the ideal value (for a 3D mesh, however µ = 3 ). This relationship

is satisfied if and only if T = sR.

Quality functions used in TMOP can be determined by one of the main functions, shape,

size+shape, size+shape+orientation functions or a combination of these quality functions.

Putting this all together to form a quality function for the entire mesh or a subset of

it, an objective function to be optimized to improve mesh quality is

F =
1

N

N�

n=1

µ(Tn) (2.29)

4The QR-factorization of a matrix A is a decomposition of that matrix into a product A = QR of an
orthogonal matrix Q and an upper triangle matrix R.

5The Frobenius matrix norm is defined as |A|
F
=

��m

i=1

�n

j=1
|aij |2 for Am×n.
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is obtained in which n is the sample element index and N is the total number of elements

[22]. The objective function, which is nonlinear, should be minimized to find the optimal

mesh. Both local and global optimization can be applied by defining the objective function

as shown by changing the sum within a local patch or all elements in the global mesh.

TMOP has several advantages [33, 32] compared with other methods for mesh optimiza-

tion. Dealing with a wide variety of mesh and element types is much easier requiring only

a change in target matrix. By using target matrices, it is possible to take advantage of the

extensive mathematical and numerical theories of matrices, furthermore addressing more

than one mesh quality need less effort in comparison with other methods. While several

objective functions must be combined together to achieve simultaneous control of length,

area, and angles in other methods, TMOP can do this using only one objective function as

a result of controlling all these properties via a single target-matrix.

Knupp [35] has shown the robustness of TMOP by applying it to different geometries,

element types and mesh sizes. An initial mesh on the surface of a sphere with different

triangles was improved to a mesh with equilateral triangles by using a shape quality function

and constructing the target matrix as in Eq. 2.26. Another example in that paper is a

problem involving a viscous boundary layer which has good quality in the boundary layer

but contains sliver elements in the far-field. Improving the shape of the sliver elements

while preserving the boundary layer mesh and retaining the good elements in the size-

transition region between the boundary layer and far-field was the goal of this problem.

Two different target matrices were defined in this problem, one to preserve those parts of

the initial mesh in the boundary layer and one to create better-shaped elements elsewhere.

Hence, the objective function is the sum of two different objectives based on different

quality functions. The flexibility of TMOP allows trying out a variety of combination of

objective functions fairy quickly to find a suitable one. There are many other examples

show the robustness and effectiveness of the Mesquite as a mesh improvement toolkit for

mesh generation including [66, 31, 30, 32, 27].

Because of the flexibility of the TMOP for controlling element size, shape and orienta-

tion, it is a very good choice for anisotropic mesh adaptation with the aim of generating

aligned quasi-structured meshes, and will be used in this thesis.

Mesquite’s TMOP implementation is used for node movement in this research. The

conjugate gradient and trust region methods are used as the optimization methods.
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Chapter 3

Methodology

Mesh quality, which is defined as geometric properties of a mesh, can adversely affect so-

lution accuracy or computational efficiency of numerical solutions. Several geometric mesh

properties are important to achieve good quality meshes. These include mesh smoothness,

local mesh size, local mesh angle, aspect ratio and orientation. This chapter is devoted

to the discussion of different techniques applied to improve mesh quality. After introduc-

ing the quality measure that is used in this thesis in the first section, the four principal

operations to improve the quality of the mesh are described. These operations are face

swapping, vertex insertion, vertex removal and vertex movement which are addressed in

Section 3.2. Finally, the general algorithm applied to produce quality quasi-structured

anisotropic meshes is introduced.

3.1 Mesh Quality Measures

Mesh quality refers to geometric properties of a mesh, such as local mesh size, orientation

and local shape including minimum/maximum angle and aspect ratio of the element. Badly

shaped elements can adversely influence the solution and lead to inaccurate, inefficient, or

even unstable approximations. Several measures of triangle quality have been proposed

based on dimensionless ratio of various geometric parameters including minimum angle,

maximum angle, the ratio of inscribed circle to circumcircle radius, edge ratio which is the

ratio of largest edge to shortest edge, matrix norm, the ratio of area of the element to

perimeter squared and shortest edge to circumradius [57]. Since the final goal of this thesis

is to produce highly anisotropic quasi-structured meshes, both aspect ratio and orientation

are important. Accordingly, a quality measure based on norm of the triangle matrix has

been chosen which contains information about both aspect ratio and orientation of the

mesh.

Given a mesh element, an element quality metric is defined to measure the relationship

between the Jacobian matrix A and the Target matrix W as discussed in Section 2.4.1.
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Figure 3.1: Weighted Jacobian matrix definition

As highly stretched right triangles are used as the desired element in anisotropic quasi-

structured mesh adaptation, the target triangle in Fig. 3.1 is a right triangle which is

stretched in one direction. The reference element shown in this figure is constructed by

placing one node at the origin and the second node at unit length along one Cartesian

axis and then placing the third one such that an equilateral triangle is constructed. The

weighted Jacobian matrix T maps W into A and provides a convenient scaling of A. Since

both A and W have the same units (length), T is a non-dimensional matrix. Matrix-norm

quality measures use the weighted Jacobian matrix T to define element quality measure

[34]. This matrix can be decomposed into geometrically meaningful matrices representing

size, orientations and shape as it discussed earlier. Based on the precise requirements for

the shape, size and orientation of the final mesh, a combination of decomposed matrices

are chosen.

Having computed the weighted Jacobian matrix, a scalar quantity should be defined to

measure mesh quality. Converting matrices to a scalar quantity is possible by taking the

determinant, trace6 or norm of the matrix.

The quality criterion used for vertex movement, one of the four principal operations

for mesh quality improvement, is a matrix-norm quality measure. For the other three

6trace(T ) =
�

i
Tii
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(a) A set of random points (b) The Delaunay criterion

(c) The Delaunay triangulation

Figure 3.2: Delaunay triangulation of a set of random points

operations, Delaunay criteria is used. The Delaunay triangulation for a set of points in

a plane is a triangulation such that no point is inside the circumcircle of any triangles;

however, points on the circumcircles are allowed. As depicted in Fig. 3.2 there is no point

inside the circumcircle of any triangle, hence the elements are Delaunay triangles.

Delaunay triangulations maximize the minimum angle among all possible triangulations
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of a given point set [25]. The most elegant measure for analyzing Delaunay refinement is the

ratio of circumradius R to shortest edge lmin according to Miller et.al [44]. For combined

refinement and de-refinement, a range of acceptable triangle qualities are defined such as

lmin√
Ades

< Bl + τ
R√
Ades

> BR − τ
(3.1)

based on the desired element[55].√
Ades is the ideal area of the element and shortest edge and circumradius of the

the element is normalized by that, so the quality measure parameters will be dimension-

less.Triangles with lmin√
Ades

< Bl + τ are considered large triangles for which a new vertex is

inserted on the circumcenter of that element and triangles with R√
Ades

> BR − τ are con-

sidered small elements for which one of the vertices on the shortest edge is removed. The

values of Bl and BR are chosen base on the desired triangle. For example, for an equilateral

triangle which is the desired element shape for isotropic physical behavior, it can be shown

that the value of Bl and BR are:

lmin√
Ades

= 2

3
1

4

R√
Ades

= 2

3
3

4

The range of acceptable triangle qualities are defined based on the value ofτ . To ensure

shape quality, the value of τ is restricted to ensure shape quality so that a lower bound of

the minimum angle of the triangle is obtained and it can be written as lmin

R
= 2 sin θmin.

3.2 Mesh Operations

There are four principal operations that are used in our algorithm to improve the quality

distribution of triangles in the mesh. These methods are face swapping, vertex insertion,

vertex removal and vertex movement. The last operation, vertex movement, seeks to repo-

sition existing mesh vertices to achieve better quality, and is implemented by Mesquite

which was discussed in the previous chapter. Other three operations, face swapping, vertex

insertion and vertex removal are implemented using GRUMMP7. GRUMMP is a set of

libraries, written in C++ which support unstructured mesh creation and modification [50].

The goal of the GRUMMP project is to develop automatic mesh generation software for

7Generation and Refinement of Unstructured Mixed-element Meshes in Parallel
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(a) Initial triangles (b) Modified triangles

Figure 3.3: Face swapping

unstructured meshes with mixed element types. This package can produce high-quality

meshes that meet user-defined mesh density requirements.

3.2.1 Face Swapping

The simplest operation is face swapping which chooses the best diagonal for the quadri-

lateral formed by two neighboring triangles. Fig. 3.3 illustrates face swapping for which

the initial triangles are ABC and BCD. The common face BC is swapped to AD and

new triangles ABD and ADC are created. Face swapping chooses either BC or AD to

maximize the quality of the two elements, i.e, the diagonal which maximizes the minimum

quality is chosen. These two triangles which have better quality, i.e. those which are closer

to the desired elements, are chosen. Specifically, face swapping is done if

Quality(ABC) +Quality(BCD) < Quality(ABD) +Quality(ADC) (3.2)

Otherwise, swapping is not applied.

By applying this operation, the number of mesh points and the number of mesh elements

does not change. However, the connectivity of points are changed.

In the case of an anisotropic mesh, a mapped triangle from edge lengths is constructed.
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Edge lengths are computed in the metric space, for example for edge AB in Fig. 3.3 as:

���
−−→
BA

���
mapped

=




�
XB − XA

YB − YA

�T

M

�
XB − XA

YB − YA

�


1

2

(3.3)

The circumradius of the mapped triangle is calculated based on anisotropic length. The

mapped triangles are different depending on the diagonal which has been chosen. Face

swapping is applied if the average circumradius corresponding to the mapped triangles of

ABD and ADC is smaller than the average circumradius corresponding to the mapped

triangles of ABC and BCD. This is a quasi-Delaunay extension, since the Delaunay

criterion is applicable only for isotropic metrics [55].

Since the quality function is dependent on vertex connectivity, swapping an edge changes

the metric and for new elements, new metrics should be defined based on their vertices.

It should be noted that the diagonal of the quadrilateral formed by two adjacent triangles

can be only swapped if the quadrilateral is convex.

3.2.2 Vertex Insertion

The second mesh modification operation is vertex insertion for triangles with large circum-

radii or poor shape. For interior cells of the mesh, the new vertex is inserted at the actual

circumcenter of an isotropic triangle [55]. In the case of an anisotropic mesh, the circum-

center of the triangle is calculated based on anisotropic length, i.e. the metric-based length.

The initial triangle is transformed to one with lengths as described by the metric and then

the circumcenter of this mapped triangle is calculated. The following example shows how to

calculate the location of the new vertex. The triangle ABC shown in Fig. 3.4a is mapped

to the triangle with edge lengths that are computed using the metric. Metrics assigned

to the vertices of the initial triangle are averaged to obtain the metric associated with the

triangle M . The length of edges of this triangle is measured as Eq. 3.3.

Having found the circumcenter, the triangle is transformed back to the actual mesh,

a vertex is inserted at that location, and three triangles are created. The resulting three

triangles have smaller circumradius and no edge smaller than the original circumradius is

created. By applying vertex insertion, the number of mesh vertices are increased by one and

the number of mesh elements increase by two (one triangle is converted to three triangles).

A metric should also be assigned to the new vertex based on a linear interpolation from

the three vertices of the triangle in which the vertex is inserted.
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(a) Initial triangle in physical space (b) Mapped triangle in metric-based
mapped space

(c) Circumcenter in mapped triangle in
metric-based mapped space

(d) Metric-based circumcenter in physical
space

Figure 3.4: Vertex insertion procedure
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(a) Initial triangle (b) Modified triangles

Figure 3.5: Point insertion on a boundary face

If the circumcircle of the mapped triangle being eliminated by insertion is not empty in

the metric space, i.e. a vertex of another cell in the mapped mesh is inside it, the longest

edge of the original triangle is split instead. This is the same approach applied for cases

where the circumcenter of the triangle lies outside the domain or across a boundary. When

this happens, the boundary edge is split instead. Fig. 3.5 shows an initial triangle in which

boundary edge BC is split and consequently two new boundary edges BP and PC are

constructed.

For those cases in which the circumcenter of a triangle lies inside the domain but

near the boundary, that boundary segment is split. Previous theoretical results prove the

effectiveness of boundary protection for isotropic meshes. When new vertices are forbidden

inside a circle whose diameter is a boundary edge, Ruppert [64] showed that the final mesh

has minimum angle θmin ≈ 20.7◦. If edges are protected by a diametral lens, found by

taking the intersection of the two circles of radius L√
3
with the boundary segment as a

chord, Shewchuk [68] showed that θmin ≈ 25.7◦ is possible.

The difference between the diametral circle and diametral lens is shown in Fig. 3.6.

For an anisotropic mesh, the diametral lens is approximated by transforming any potential

boundary triangles using the average metric of the two boundary vertices.
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Figure 3.6: Comparison between a diametral circle (dashed) and diametral lenses

3.2.3 Vertex Removal

Another operation that is used to improve the quality of the mesh is vertex removal. Re-

moving vertices increases edge lengths in the mesh. The mesh is coarsened with the goal of

reducing mesh size while maintaining a good distribution of vertices. To remove a vertex,

the edges incident on that vertex are first swapped until there are only three edges incident

on that vertex. Then the three triangles incident in that vertex are combined to form one

triangle as shown in Fig. 3.7. Three triangles ABD, ACD, BCD are combined and the

new triangle ABC is created and the point D is deleted. The edges are then swapped

recursively as described in Section 3.2.1.

If swapping is not allowed for some specific edges and consequently the number of

triangles incident on the point which should be deleted is four instead of three, another

approach is used. Those four triangles are combined with the aim of creating two triangles

and then the edges are swapped recursively. An example is shown in Fig. 3.8. There are four

triangles in the initial mesh which are modified and two triangles with larger circumradius

are constructed.

When the vertex that should be deleted is located on a boundary edge, a different

approach is used which is the reverse of the approach for vertex insertion on a boundary

edge discussed in the last section. There are two triangles incident on a boundary vertex;

by deleting the vertex D shown in Fig.3.9 a new triangle is constructed with the edge BC.
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(a) Initial triangles (b) Modified triangle

Figure 3.7: Vertex removal

(a) Initial triangles (b) Modified triangles

Figure 3.8: Vertex removal for four triangles
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(a) Initial triangles (b) Modified triangle

Figure 3.9: Vertex removal for a boundary point

3.2.4 Vertex Movement

In vertex movement schemes, existing mesh vertices are repositioned to achieve better qual-

ity. Given a metric to measure mesh quality, one can formulate a numerical optimization

problem which guides vertex movement to find the optimal mesh and thus improve its

quality. As mentioned in the last chapter, the algorithm used for vertex movements in

this research is the Target-Matrix Optimization Paradigm (TMOP). The target element

for anisotropic meshes is a triangle with aspect ratio and orientation defined by the metric.

Since we are looking for a quasi-structured mesh, the target element should be a right tri-

angle. Since every sample element has a different Target-matrix, supplying this information

would seem to constitute an enormous burden. Accordingly, the target matrix should be

calculated from the mesh metric to specify size, shape and anisotropy of the mesh. The

metric is given by:

M =

�
mxx mxy

mxy myy

�
(3.4)

3.2.4.1 Average Metric

Since the flow solver computes the vertex-based metric, some kind of averaging is needed

to calculate the target matrix for a triangle from the metrics assigned at each vertex.

If P1 = (x1, y1) , P2 = (x2, y2) and P3 = (x3, y3) are the vertices of a triangle Δp1p2p3

and the metrics assigned at each vertex are M1, M2 and M3 respectively, the metric M
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corresponding to Δp1p2p3
can be calculated based on the following matrix D:

D =




1 1 1

x1 x2 x3

y1 y2 y3


 (3.5)

If det (D) = 0, which means that the three vertices are colinear, then the metric corre-

sponding to Δp1p2p3
is simply the average of three metrics:

M =
1

3
(M1 +M2 +M3) (3.6)

Otherwise, the metric-based average is calculated. The center of the mapped triangle with

metric-based edge lengths as shown in Fig. 3.4c is considered to be(xc, yc). By defining w

as:

w = D−1




1

xc

yc


 (3.7)

The average metric M is the calculated by:

Mxx=w.M
′

xx

Mxy =w.M
′

xy

Myy =w.M
′

yy

(3.8)

where M
′

xx , M
′

xy , and M
′

yy are defined as:

M
′

xx =




M1,xx

M2,xx

M3,xx


 , M

′

xy =




M1,xy

M2,xy

M3,xy


 , M

′

yy =




M1,yy

M2,yy

M3,yy


 (3.9)

3.2.4.2 Isotropic Elements

Having defined the average value of the metric for each triangle, the target matrix can be

calculated. The flow solver computes several isotropic metrics. The metric for an isotropic
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element with size s, is

M = s

�
1 0

0 1

�

where the target element is an equilateral triangle as shown in Fig. 2.5 and the correspond-

ing target matrix is

T =

�
1 1/2

0
√

3/2

�

So, for those metrics in which mxy is zero and mxx = myy, the above target matrix is

assigned to the element. It should be noted that we do not take the length scale into

account in vertex movement and consequently in the target matrix. Accordingly, regardless

of the value of mxx, as long as mxx = myy and mxy = 0, the target matrix is the same.

The tolerance of equality is set as:

|mxx−myy|√
det(M)

< 10−6, −10−6 <
mxy√
det(M)

< 10−6

3.2.4.3 Anisotropic Elements

For anisotropic elements the target matrix is calculated based on eigenvalues and eigenvec-

tors of the metric M . Since the metric is a 2×2 matrix for two-dimensional problem, there
are two eigenvalues for M :

λ =
1

2

�
(mxx +myy)±

�
(mxx − myy)

2 + 4m2
xy

�
(3.10)

The larger eigenvalue is assumed to be λ1 and the smaller one is λ2. The normalized

eigenvectors are then calculated such that the equation MV = λV holds. There are two

eigenvectors V1 and V2, one corresponding to each eigenvalue:

V1 =
1�

(mxx − λ1)
2 + (mxy)

2

�
mxx − λ1

−mxy

�
(3.11)

V2 =
1�

(mxx − λ2)
2 + (mxy)

2

�
mxx − λ2

−mxy

�
(3.12)

where V1 and V2 correspond to the larger and smaller eigenvalues respectively. If mxy = 0,
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Figure 3.10: Correct order and orientation for smoothing

then the eigenvalues are mxx and myy for which the eigenvectors are
0
0 . In this case, the

eigenvectors are defined as:

V1 =

�
1

0

�
, V2 =

�
0

1

�
(3.13)

The target matrix is then can be calculated based on the eigenvalues and eigenvectors as:

T =
�
V1 V2

� � √
λ2 0

0
√
λ1

�
(3.14)

It should be noted that each eigenvector is scaled by the eigenvalue corresponding to the

other eigenvalue, i.e. V1 is scaled by
√
λ2 and vice versa.

3.2.4.4 Orientation and Order

As mentioned before, the target matrix should be constructed to correspond to the Jacobian

matrix of a right-triangle element with the first vertex in the element being the one at

the right angle and the other two in counter-clockwise order. Therefore, it is important

to construct the target matrix such that the correct orientation is preserved. As we are

looking for quasi-structured elements, as shown in Fig. 3.10, each element has a right angle

at P1 and two acute angles P2 and P3. Since the target element is anisotropic, ∠P3 ≫ ∠P2;

so it is possible to distinguish these three angles once the initial mesh is read. All elements

are stored so that the first vertex is the one with right angle P1 and then P2 and P3 in

counter-clockwise order. This is an important issue in constructing target matrix. For
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example in Fig. 3.10, the correct target matrix is:

T =

�
10 0

0 1

�

In which the first column is the vector
−−−→
P2P1 and the second column is

−−−→
P3P1 in counter-

clockwise order. The target matrix calculation may result in clockwise order matrix such

as:

T
′

=

�
0 10

1 0

�

which should be modified by exchanging columns. By calculating target matrix based on

the description in Section 3.2.4.3, the correct orientation can be chosen based on the positive

determinant of the target matrix. The target matrix has counter-clockwise order if

T11T22 > T12T21 (3.15)

Therefore if the determinant of the calculated target matrix is negative, the columns are

exchanged.

All four triangles shown in Fig. 3.11 have the same metric. These triangles occur

at the four corners of a high aspect ratio quadrilateral. Elements e1 and e3 can form a

quadrilateral with the diagonal orientation depicted in the right half of Fig. 3.11b and

elements e2 and e4 can form a quadrilateral with the other diagonal orientation which is

shown in the left half. Since we are looking for quasi-structured meshes, those two diagonal

orientations make no difference in the final results. Accordingly, using each of those four

target matrices should result in the same final mesh. Experiments have shown that if the

combination of e1 and e3 is chosen instead of e2 and e4, the final mesh has elements which

are closer to the desired target. Therefore if the target matrix is constructed as

T
′

=

�
x2 −x1

y2 −y1

�
(3.16)

which is the target matrix for elements e2 and e4, it is replaced by

T =

�
x1 x2

y1 y2

�
(3.17)
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(a) Four right triangles incident on a vertex

(b) Equilateral with the same diagonals

Figure 3.11: Decision on target element

which corresponds to elements e1 and e3. By calculating target matrix based on the de-

scription in Section 3.2.4.3, the correct configuration can be chosen by the norm of two

column of the target matrix. The target matrix is almays constructed such that the norm

of the first column is larger than the norm of the second column.

3.3 General Algorithm

The general algorithm applied to produce quasi-structured anisotropic meshes is described

here and illustrated in a flowchart in Fig. 3.12. The initial mesh is modified based on the

metric that is obtained through the adaptive process and therefore the final mesh matches

the physical properties of the flow dictated by the metric.

• Accordingly, the first step is assigning a metric to each vertex by one of the methods

described in Chapter 2. The flow solver that is used in this research computes a

vertex-based metric as described in Section 2.2.

• Having set the metric for each vertex, the target matrices should be defined for each

element based on the metric at its three vertices. The target matrix is calculated
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from the element average metric as described in the previous section and used for

mesh optimization by Mesquite. The target matrix is calculated for both anisotropic

triangles in regions with anisotropic physical behavior and isotropic triangles for the

rest of the domain.

• Edges are then swapped to obtain the maximum possible mesh quality with the

current vertices. The modified mesh after swapping matches the target better and

hence has a higher quality.

• For large or badly-shaped triangles, new vertices are inserted either at the circumcen-

ter for interior elements or at the midpoint of a boundary face until there are no more

large/badly-shaped triangles or the maximum number of vertices is reached. Based

on a linear interpolation from the three vertices of the triangle in which the new point

is inserted, a new metric is also assigned to the new vertex. After vertex insertion,

there are new edges that should be recursively swapped to match the target mesh

better.

• For small edges, vertices are removed until there are no more small edges or the

maximum number of deleted vertices is reached. The maximum allowed number

of deleted vertices is a fraction of the number of vertices inserted in the previous

refinement step. Reduction of the overlap between vertex insertion and deletion can

obtained by limiting the number of removed vertices and consequently the process is

always terminated regardless of the number of iterations. Since, after vertex removal,

there are again new edges, another loop of edge swapping is required.

• The process is repeated with a new metric based on the refined mesh until all triangles

are within the acceptable tolerance. Construction of large triangles with low quality is

possible if the final process is vertex removal, therefore the process of vertex insertion

and deletion always is terminated by vertex insertion.

• The final mesh optimization (smoothing) step is done followed by face swapping.
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Figure 3.12: General algorithm
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Chapter 4

Results

This section presents meshes generated by applying the proposed algorithm. The effect of

each of four principal operations introduced in the last chapter are investigated by some

preliminary tests. These examples show how each mesh modification techniques improves

the mesh quality. The general algorithm is the applied to a domain with curve boundaries

to show how the mesh is well suited to the desired target. A verification case is then

introduced in the next section to demonstrate how the modified mesh is well suited to the

desired target. Finally two test cases, subsonic viscous flow and transonic inviscid flow, are

presented to show the robustness of our smoothing/adaptation algorithm.

4.1 Preliminary Tests

As mentioned in the previous chapter, there are four mesh modification techniques to

improve the quality of the mesh. By face swapping, an initial mesh shown in Fig. 4.1a

on a 1 × 1 square domain is modified and the grid depicted in Fig. 4.1b is obtained. As

shown here the faces of the initial isotropic grid are swapped to create the best possible

anisotropic mesh for the same vertices from the metric

M =

�
100 0

0 1

�

which corresponds to the triangles with target matrix

T =

�
1 0

0 10

�

Therefore the final mesh should contain triangles stretched by a factor of ten in the y-

direction. As depicted in this figure, the modified mesh contains stretched triangles. As

the vertices are fixed, i.e. number of vertices and their locations are fixed, the final mesh

contains elements with aspect ratios less than ten but as close as possible to the desired
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(a) Initial mesh (b) The effect of swapping

(c) The effect of vertex insertion (d) The effect of vertex removal

Figure 4.1: The effect of mesh modifying operations

target. Although by face swapping alone it is not possible to get the desired mesh, the

modified mesh has higher quality in the sense of matching the metric.

This swapped mesh is used to demonstrate the effect of vertex insertion. The target

metric is the same as the last example and point insertion continues until there are no more

large triangles. The modified mesh has elements with high aspect ratio in the y-direction
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Operation Mesh Quality

Initial mesh 1.64829

Face Swapping 1.63627

Vertex Insertion 1.43321

Vertex Removal 1.42056

Table 4.1: Quality improvement by mesh modifying operation

as shown in Fig. 4.1c.

This modified mesh after point insertion is used as the initial mesh to depict the effect

of vertex removal. The desired elements have the same metric as the last example

M =

�
100 0

0 1

�

and the final mesh after coarsening has elements which are closer to this target in compar-

ison with the initial mesh as depicted in Fig. 4.1d. As shown in this figure, the modified

mesh contains elements with higher aspect ratios.

Table 4.1 shows how each of these operations improve mesh quality. The mesh quality

is defined as the Frobenius norm of the weighted Jacobian matrix T . As discussed in

Section 2.4.1, the weighted Jacobian matrix is defined as T = AW−1. Knowing the target

matrix and the Jacobian matrix for each element, T can be obtained and the average

of the Frobenius norm of T is calculated. As we are looking for the size, shape, and

orientation matrix, the ideal T is the identity matrix and the ideal Frobenius norm is
√
2.

As demonstrated in Table 4.1, by applying each operation the mesh quality improves in the

sense that it becomes closer to the ideal value
√
2.

To show how smoothing improves the mesh quality, a rectangular domain of size 1× 10
is considered. As shown in Fig. 4.2a, the initial mesh has elements that are anisotropic but

not quasi-structured. The modified mesh after smoothing with the target matrix as

T =

�
10 0

0 1

�

has elements which are stretched in the x-direction and aligned, i.e. quasi-structured.

There are some elements in the modified mesh that are not aligned properly since the

number of mesh points is fixed and consequently, aligning all points is not possible. However,

this example shows how vertex movements can improve the mesh quality especially when
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(a) Initial mesh

(b) Modified mesh

Figure 4.2: The effect of vertex movement

Mesh Quality

Initial Mesh 3.99734

Smoothed Mesh 2.03629

Table 4.2: Quality improvement by mesh modifying operation

quasi-structured meshes are desired. The same mesh quality measure as used for other

operations is applied. Table 4.2 show that smoothing improves mesh quality significantly.

All these four test cases were applied for square or rectangular domain with straight

lines as the boundary. Real test cases, however contains curved boundaries for which point

insertion and deletion processes are more difficult to apply. The initial mesh on a circular

domain centered at the origin and with radius of one (see Fig. 4.3a) has been chosen to

show the robustness of the proposed algorithm. The following metric is used to modify this

mesh:

M =

�
1 0

0 m

�
m =

�
100

1

−0.1 < y < 0.1

Elsewhere

The Frobenius norm of the weighted Jacobian matrix is calculated in this case as a mesh

quality measure. Table 4.3 illustrates how this adaptation/smoothing algorithm improves

mesh quality.
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(a) Initial mesh (b) Modified mesh

(c)

Figure 4.3: Anisotropic quasi-structured mesh on a curved boundary

Mesh Quality

Initial Mesh 4.05429

Smoothed Mesh 1.62481

Table 4.3: Quality improvement by mesh modifying operation

4.2 Verification Case

As a verification case, the algorithm has been applied to a square domain containing two

different anisotropies. The first one is a fake boundary layer which is highly anisotropic in

one direction and the second one is a fake shock wave highly anisotropic in the perpendicular

direction. Since the expected mesh is totally predefined, by comparing the desired mesh and

the mesh that will be obtained by the proposed algorithm the robustness of the algorithm
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Figure 4.4: Expected triangle aspect ratio

may be demonstrated. The metric is defined by

M =

�
a 0

0 b

�
(4.1)

where a and b are as follows:

a =

�
1× 102

1

0.475 < x < 0.525

Elsewhere

b =

�
1× 102

1

0 ≤ y < 0.05

Elsewhere

(4.2)

which means that the triangles should be stretched in the x-direction by a factor of ten

for 0 ≤ y < 0.05 and stretched by a factor of ten in the y-direction for 0.475 < x < 0.525

as shown in Fig. 4.4. The proposed algorithm is applied to the initial mesh on a 1 × 1

square, Fig. 4.1a, and the process of vertex insertion/deletion and vertex movements are

repeated six times. The meshes produced after second, fourth and sixth refinements are

shown in Fig. 4.5. A closer look at the final mesh is depicted in Fig. 4.6 showing that

the mesh achieved the desired anisotropy and structure. As demonstrated in Fig. 4.6a,
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(a) Initial isotropic mesh (37 vertices) (b) Second refinement (366 vertices)

(c) Fourth refinement (883 vertices) (d) Sixth refinement (1537 vertices)

Figure 4.5: A mesh on a 1× 1 square being recursively refined
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Figure 4.6: Closeup view of the mesh in Fig. 4.5d
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Figure 4.7: Quality improvement for the mesh on a 1× 1 square being recursively refined

the elements in 0.475 ≤ x < 0.525 are aligned (quasi-structured) and stretched in the y-

direction (anisotropic). Also mesh elements in 0 < y < 0.05 are aligned and stretched in

the x-direction as shown in Fig. 4.6c; moreover, mesh elements near the point (0.5, 0.05)

are isotropic as shown in Fig. 4.6b.

The same mesh quality measure as defined in Section 4.1 is used to show the quality

improvements by applying the adaptation/smoothing algorithm. The average Frobenius

norm of the weighted Jacobian matrix over all elements are shown in Fig. 4.7. As depicted

in this figure, the mesh quality asymptotically goes to
√
2, the ideal value.

This example demonstrates the ability of the proposed algorithm to create anisotropic

quasi-structured meshes from a predefined metric.

4.3 Test Cases

Two test case are presented here to demonstrate the effect of using the proposed algorithm.

All solutions are computed using a second order vertex-centered finite volume solver de-

scribed in [51]. This solver uses least square L2 reconstruction [52], Roe’s scheme [62], and
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(a) Farfield view

(b) Closeup view

Figure 4.8: Initial mesh with 2543 vertices around the NACA 0012 airfoil
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Newton-GMRES [43, 45] for rapid convergence. Viscous terms are discretized as described

in [52]. The initial mesh is constructed using the isotropic mesh generator in GRUMMP

[49] and is refined by using anisotropic adaptation based on metrics [54]. To calculate the

metric, the reconstruction error metric proposed in [56] is used.

For all cases, the mesh shown in Fig. 4.8a is used as the initial mesh. This mesh is the

Delaunay triangulation produced by GRUMMP and the refinement is done based only on

boundary curvature. A closeup view of the initial mesh around the airfoil is depicted in

4.8b which shows that this mesh is ill-suited to compute viscous flow or transonic inviscid

flow around the airfoil. The farfield boundary is a circle of radius 500 chords centered at

the leading edge of the the airfoil and consequently as a result of large boundary, the errors

arising from boundary placement can be neglected.

These two test cases, subsonic viscous flow with boundary layer and transonic inviscid

flow with shocks, are classical problems in aerodynamics that can be used to show how suc-

cessful an algorithm is at generating the desired mesh, as these two flows demonstrate two

different physical behaviors that commonly occur in aerodynamics: a boundary layer, which

is an anisotropic physical behavior parallel to the flow, and a shock, which is an anisotropic

behavior at a large angle to the flow direction. If the method is successful in generating

quasi-structured meshes match these two anisotropies, it should also be successful in other

test cases.

4.3.1 Subsonic viscous flow around an airfoil

The first test case is subsonic viscous flow over the NACA-0012 airfoil to demonstrate the

advantages of using anisotropic quasi-structured mesh. The subsonic flow Ma = 0.5 over

the airfoil with Re = 5000 and an angle of attack of α = 0◦ is examined. The resulting

solution on the initial mesh is depicted in Fig. 4.9a and shows how poor the mesh is

for viscous flow. A metric is calculated based on this solution and used for creating a new

mesh. The solution accuracy improvement by repeating this process, using this metric after

adaptation and smoothing as shown in Fig. 4.9b and 4.9c for the intermediate solutions.

The solution on the final mesh, Fig. 4.9d, indicates the success of our algorithm. The

resolution of the boundary layer and wake has been improved on the final mesh in Fig.

4.10 and illustrates how adaptation and smoothing improve the solution accuracy. Small

isotropic elements at the leading edge of the airfoil, Fig. 4.10b, quickly become aligned, and

highly anisotropic elements appear as the boundary layer develops as shown in Fig. 4.10d.

The aligned elements shown in this figure, in comparison with the non-smoothed mesh show
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Mach: 0.05 0.15 0.25 0.35 0.45 0.55

(a) Solution on the initial mesh (2543 vertices)

Mach: 0.05 0.15 0.25 0.35 0.45 0.55

(b) Solution after first refinement (3899 vertices)

Mach: 0.05 0.15 0.25 0.35 0.45 0.55

(c) Solution after second refinement (9140 vertices)

Mach: 0.05 0.15 0.35 0.45 0.49 0.53 0.59

(d) Solution on the final mesh (19964 vertices)

Figure 4.9: Meshes and solutions for subsonic viscous flow over NACA 0012, Ma = 0.5,
Re = 5000, α = 0◦ 58



CD,P CD,v CL
xSeperation

xchord

Initial Mesh (2543 vertices) 0.610815 0.292588 0.015074 −

Smoothed Mesh, 3899 vertices 0.557115 0.206715 0.009244 0.823659

Smoothed Mesh, 9140 vertices 0.022429 0.034126 0.000203 0.817633

Smoothed Mesh, 19964 vertices 0.021383 0.033847 0.000108 0.814173

Non-smoothed Mesh, 3885 vertices 0.485876 0.172378 0.005786 0.850845

Non-smoothed Mesh, 7645 vertices 0.129702 0.037979 0.021304 0.848619

Non-smoothed Mesh, 17386 vertices 0.056125 0.036432 0.006265 0.844942

ARC2D (320×128) 0.0221 0.0321 − 0.824

Mavriplis (320×64) [42] 0.0229 0.0332 − 0.814

Radespiel (512×128)[59] 0.0224 0.0330 − 0.814

4thorder Spectral Volume [29] 0.022267 0.032405 − 0.813

Table 4.4: Comparison of drag and lift for NACA 0012 airfoil: Ma = 0.5, Re = 5000,
α = 0◦

that smoothed mesh is quasi-structured. The non-smoothed mesh and the corresponding

results for it, shown here as the comparison, are obtained by using the anisotropic mesh

adaptation scheme developed by Pagnutti[54].

The drag and lift convergence plots are depicted in Fig. 4.11 and Fig. 4.12 respectively,

illustrate that the solution is converging faster with smoothed mesh rather than simple

anisotropic refinement, non-smoothed mesh. The solution is converging to a single value,

for both pressure and viscous drag and also lift coefficient.

As this is a very common problem, there are many published results for this test case.

The adapted mesh obtained by Yano and Darmofal [41] is shown in Fig. 4.13 for the same

Mach number and Reynolds number.

Table 4.4 is the summary of some of these published results and as shown in this table,

the solution on the finest smoothed mesh has drag coefficients, both viscous and pressure

drag, and separation point which lie within the acceptable range of these published results.

Pressure distribution on upper and lower surfaces of the airfoil for both smoothed and

non-smoothed meshes are depicted in the left side of Fig. 4.14. Ideally, for zero angle of

attack, the pressure distribution diagram should be symmetric along the airfoil, i.e. the

pressure coefficient CP is the same on these surfaces; however as a result of non-symmetric

mesh, numerical results are not expected to be the same for these edges. Closer look at

the pressure distribution on the right side of Fig. 4.14 illustrates that the solution is more

symmetrical on a smoothed mesh in comparison with non-smoothed mesh.

The wall shear stress has the same behavior for the top and bottom edges of the airfoil.

59



Smoothed

Non-smoothed

(a) Mesh plot (top half: smoothed; bottom half: non-smoothed)

Smoothed

Non-smoothed

(b) Leading edge (top half: smoothed; bot-
tom half: non-smoothed)

Smoothed

Non-smoothed

(c) Trailing edge (top half: smoothed; bot-
tom half: non-smoothed)

Smoothed

Non-smoothed

(d) Boundary layer (top half:
smoothed; bottom half: non-
smoothed)

Figure 4.10: Comparison between smoothed and non-smoothed mesh, viscous subsonic flow
around NACA 0012 60
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Figure 4.11: Drag convergence for NACA 0012, Ma = 0.5, Re = 5000, α = 0◦
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Figure 4.12: Lift convergence for NACA 0012, Ma = 0.5, Re = 5000, α = 0◦
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Figure 4.13: Selected adapted mesh for the subsonic laminar problem. Figure courtesy of
Yano and Darmofal [41].
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Figure 4.14: Pressure coefficient distribution for NACA 0012, Ma = 0.5, Re = 5000, α = 0◦
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Figure 4.15: Wall shear stress distribution for NACA 0012, Ma = 0.5, Re = 5000, α = 0◦

As depicted in Fig. 4.15, skin friction coefficient Cf obtained for the smoothed mesh are

closer for upper and lower surfaces in comparison with the non-smoothed mesh.

4.3.2 Transonic inviscid flow around an airfoil

The second test case is transonic inviscid flow over the NACA-0012 airfoil where disconti-

nuities (shocks) occur. This test case demonstrates the advantages of using an anisotropic

quasi-structured mesh for another flow with anisotropic behavior. The transonic flow at

Ma = 0.8 over the airfoil with an angle of attack of α = 1.25◦ is examined. As a result of

non-symmetric flow, we expect a strong shock on the suction (upper) side of the airfoil and

a much weaker shock on the pressure (lower) side. The resulting solution on the initial mesh

is depicted in Fig. 4.16a and shows how poor the mesh is for transonic flow. A metric is

calculated based on this solution and used for creating a new mesh. The solution accuracy

improves by repeating this process, using this metric after adaptation and smoothing as

shown in Fig. 4.16b and 4.16c for the intermediate solutions. The solution on the final

mesh, Fig. 4.16d, indicates the robustness of our algorithm. The resolution of shock and

contact region has been improved on the final mesh in Fig. 4.17 and illustrates how adap-

tation and smoothing improve the solution accuracy. The sharp shock shown in Fig. 4.16d

is taken by using the aligned elements in shock region demonstrated in Fig. 4.17b for the

strong shock at the top surface and and Fig. 4.17c for the weak shock at the bottom surface

of the airfoil. As demonstrated in these figures, the smoothed mesh is adapted such that

the elements in these regions are more anisotropic in comparison with the non-smoothed
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Mach: 0.7 0.9 1.05 1.2

(a) Solution on the initial mesh (2543 vertices)

Mach: 0.7 0.9 1.05 1.2

(b) Solution on first refinement (3816 vertices)
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Mach: 0.8 0.925 1.1 1.45

(c) Solution on fifth iteration (13348 vertices)

Mach: 0.8 0.925 1.1 1.35

(d) Solution on the final mesh (19381 vertices)

Figure 4.16: Meshes and solutions for transonic inviscid flow over NACA 0012, Ma = 0.8,
α = 1.25◦ 65



CD CL

Initial Mesh (2543 vertices) 0.0234527 0.255206

Smoothed Mesh, 3816 vertices 0.0233181 0.295698

Smoothed Mesh, 8751 vertices 0.0229092 0.318908

Smoothed Mesh, 19381 vertices 0.0224820 0.325311

Non-smoothed Mesh, 3842 vertices 0.0217434 0.239249

Non-smoothed Mesh, 10232 vertices 0.0161220 0.253453

Non-smoothed Mesh, 19995 vertices 0.0160930 0.279395

Yano and Darmofal model [41] 0.022628 0.35169

Barter model [7] − 0.3418

AGARD-211 [1] 0.0221 0.3474

Table 4.5: Comparison of drag and lift for NACA 0012 airfoil: Ma = 0.8, α = 1.25◦

mesh and consequently can predict the discontinuities with higher resolution. It should

be noted that, for approximately the same number of mesh points, 19381vertices for the

smoothed mesh and 19995 vertices for the non-smoothed one, and four steps of refinement,

the shock region in the smoothed mesh is sharper than the non-smoothed one significantly.

Similar to the previous test case, the non-smoothed mesh and the corresponding results

shown here are obtained by applying the anisotropic mesh adaptation scheme developed by

Pagnutti.

Moreover, the contact region right after the trailing edge has more anisotropic elements

in the smoothed mesh rather than the non-smoothed mesh as shown in Fig. 4.17d.

The computed shock on the smoothed mesh has a little overshoot and is sharper in com-

parison with non-smoothed mesh as shown in Fig. 4.18 and 4.19 for pressure distribution

and Mach number, respectively on the top surface of the airfoil.

The pressure drag and lift convergence plots are depicted in Fig. 4.20 and Fig. 4.21

respectively, illustrate that the solution convergence is faster with smoothed mesh rather

than anisotropic refinement and the solution is converging to a single value, for both drag

and also lift coefficients. As mentioned before, this is a classic problem and was solved

several times as shown by different models in Table. 4.5. The mesh obtained by one of

these methods, Yano and Darmofal model, is shown in Fig. 4.22 for the adapted mesh for

transonic inviscid problem with the same Mach number and angle of attack.

Comparison between drag and lift coefficients for different mesh sizes and published

results are depicted in this table and our results for the finest smoothed mesh lie within

the acceptable range of these published results.
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Non-smoothedSmoothed

(a) Mesh plot (left: smoothed; right: non-smoothed)

Smoothed

Non-smoothed

(b) Strong shock
comparison (top half:
smoothed; bottom half:
non-smoothed)

Smoothed

Non-smoothed

(c) Weak shock compar-
ison (top half: reflected
non-smoothed; bottom
half: smoothed)

Smoothed

Non-smoothed

(d) Contact region (top half: smoothed; bottom half: non-
smoothed)

Figure 4.17: Comparison between smoothed and non-smoothed mesh, inviscid transonic
flow around NACA 0012
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Figure 4.18: Pressure coefficient distribution for NACA 0012, Ma = 0.8, α = 1.25◦
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Figure 4.19: Mach number distribution for NACA 0012, Ma = 0.8, α = 1.25◦
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Figure 4.20: Drag convergence for NACA 0012, Ma = 0.8, α = 1.25◦
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Figure 4.21: Lift convergence for NACA 0012, Ma = 0.8, α = 1.25◦
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Figure 4.22: Selected adapted mesh for the transonic inviscid problem. Figure courtesy of
Yano and Darmofal [41].
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Chapter 5

Concluding Remarks

5.1 Summary

An existing anisotropic adaptation scheme, which produces meshes without any regular

structure [54], has been modified in this research to produce quasi-structured meshes where

they are needed the most. Anisotropic meshes are those meshes containing long and thin

elements that have been stretched according to a preferred direction for which the nu-

merical gradients are smaller. A previous mesh adaptation scheme capable of producing

highly anisotropic meshes, which matches the physical behavior of the flow, but with-

out any regular structure, has been modified so that aligned, quasi-structured meshes are

constructed which means that both the accuracy and efficiency of the flow solution are

improved. These final smoothed meshes have quasi-structured elements with regular struc-

ture in the anisotropic parts of the domain such that mesh elements have structure and are

almost parallel to the body surface in boundary layers in viscous flows and parallel to the

shocks in transonic flows. By using this technique, we can get the advantages of flexibility of

unstructured meshes for complex geometries and accuracy of the high directional qualities

of the structured meshes simultaneously. In mesh adaptation in which the mesh is locally

fit to the particular features of the flow, the solution is computed on an initial coarse mesh

and then the mesh is successively refined so that the optimal mesh for the solution being

computed is produced.

A solution-adaptive approach needs a formulation of the cell-modification parameters

from local error estimates and the solution approximation error estimation method has been

used in this thesis. The cell modification parameters which define the desired anisotropy are

communicated to the meshing program through the metrics. For two-dimensional problems,

the metric assigned to each vertex of the mesh is represented by a 2 × 2 matrix. The

geometrical interpretation of the metric is the distance and angles measured from that

point.

An adaptive meshing algorithm based on Pagnutti’s thesis [54] uses the metric to con-
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struct an improved anisotropic mesh with higher quality. Mesh quality refers to geometric

properties of a mesh, such as local mesh size, orientation and local shape. Among several

quality measures that have been proposed based on dimensionless ratio of various geometric

parameters, the norm of the triangle matrix, which contains information about both aspect

ratio and orientation of the mesh, has been chosen since the final goal of this research is to

produce highly anisotropic quasi-structured meshes.

Four mesh improvement operations are applied to the initial coarse mesh with the

aim of improving mesh quality: 1) face swapping which chooses the best diagonal for the

quadrilateral formed by two neighboring triangles, 2) vertex insertion for large elements, 3)

vertex removal for small edges and 4) vertex movements for optimizing the vertex location.

For the optimization process, the Mesquite package has been used so that the final mesh

is the aligned, quasi-structured mesh. The target mesh element is defined based on the

solution-based metric and is used for mesh optimization.

These mesh improvement techniques are applied to the initial coarse mesh with the

following sequence: initial smoothing and swapping, repeated vertex insertion and deletion,

and final smoothing and swapping step.

5.2 Conclusion

The ability of the proposed algorithm to create quasi-structured anisotropic meshes has

been shown by creating a mesh for a pre-defined metric on a square domain. The final

mesh obtained by applying our algorithm to the initial isotropic mesh contains elements

which are properly aligned, quasi-structured and shows the robustness of our algorithm.

Two test case have been examined to demonstrate the benefits of the anisotropic mesh

adaptation with the aim of producing quasi-structured meshes. For both test cases, subsonic

viscous and transonic inviscid flow around the NACA-0012 airfoil, the flow has anisotropic

physical behavior. The presence of boundary layers in the viscous flow and shock waves

in the transonic flow, leads to highly anisotropic behavior which can be captured more

accurately by using anisotropic meshes. Smoothed meshes are obtained by using our algo-

rithm which contains quasi-structured meshes parallel to the airfoil boundary, stretched in

the direction of the boundary in the viscous flow, and quasi-structured meshes parallel to

the shock wave, stretched in the direction of the discontinuity in the case of the transonic

inviscid flow.

Comparison of the non-smoothed meshes with smoothed, quasi-structured meshes, shows
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that using smoothed elements can dramatically increase solution efficiency and accuracy

for approximately the same number of mesh point, even more points for the case of non-

smoothed mesh. In all the cases examined, for the finest non-smoothed meshes that we

used, some of the flow features are insufficiently resolved.

For every mesh that we adapted, the proposed algorithm was able to create high quality

quasi-structured anisotropic mesh and consequently, different flow features such as bound-

ary layer and shock waves are captured more accurately.

5.3 Recommendations

The proposed method has been developed for anisotropic adaptation with the aim of pro-

ducing quasi-structured meshes that can be applied to any Taylor-based CFD algorithm,

however, this approach was tested for two-dimensional finite volume, compressible flow

around the NACA-0012 airfoil. By modifying quality improvement operations for 3-D

meshes, this approach can be extended to three dimensional problems. Although there

are some limitations for three-dimensional anisotropic meshing, examining the effect of our

approach for higher-order 3-D solutions is an item for future work.

Another potential improvement is using adjoint-based error estimation method instead

of solution approximation method. Venditti and Darmofal [70] demonstrated that adjoint-

based methods provide greater accuracy. Combining adjoint-based adaptation with our

quasi-structured mesh recovery seems an intuitive extension.

One problem with our method is that there are still some poor-shaped elements in

regions where the flow behavior is highly anisotropic. These low quality elements include

some isotropic ones for which vertex removal is required and some elements with long edges

for which vertex insertion is required. Those bizarre spots should be fixed ultimately.

Another problem that should be fixed is that although our method predict drag and lift

coefficients of the transonic case accurately and a very sharp shock is captured, the location

where the shock is captured is a bit different from the shock location in published results.

Figuring out the reason why this is not predicted accurately is another potential question.

The goal of this work is to improve solution accuracy by generating a higher-quality

mesh with a minimum amount of input from the user. While more accurate solutions are

obtained by our approach, it is not clear whether or not this method is faster. One obvious

point is that the optimization part for vertex movements takes the most time of refinement

for which time saving would improve the total time of refinement significantly.
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Hopefully, as further research is done into improving high-order CFD solvers and anisotropic,

quasi-structured mesh generators, the advantages of combining the two will significantly

increase.
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