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Abstract

Field-Programmable Gate Arrays (FPGAS) are widely usedngément logic without going through
an expensive fabrication process. Current-generationdsP8ll suffer from area and power overheads,
making them unsuitable for mainstream adoption for largame systems. FPGA companies constantly
design new architectures to provide higher density, lovegrgr consumption, and faster implementation.
An experimental approach is typically followed for new atebture design, which is a very slow and
computationally expensive process. This dissertatioegms an alternate faster way for FPGA architec-
ture design.

We use analytical model based design techniques, wheredtlelsnconsist of a set of equations that
relate the effectiveness of FPGA architectures to the petens describing these architectures. During
early stage architecture investigatiofPGA architects and vendors can use our equations to guickl
short-list a limited number of architectures from a rangehitectures under investigation. Only the
short-listed architectures need then be investigatedyusirexpensive experimental approach.

This dissertation presents three contributions towardsfahmulation of analytical models and the
investigation of capabilities and limitations of these raisd

First, we develop models that relate key FPGA architecpmehmeters to the depth along the critical
path and the post-placement wirelength. We detail how thesels can be used to estimate the expected
area of implementation and critical path delay for usertgts mapped on FPGASs.

Secondly, we develop a model that relates key parametele dfRGA routing fabric to the fabric’s
routability, assuming that a modern one-step global/ketaobuter is used. We show that our model can
capture the effects of the architectural parameters omipdity.

Thirdly, we investigate capabilities and limitations ob#ytical models in answering design questions

that are posed by the FPGA architects. Comparing with tweex@ntal approaches, we demonstrate



that analytical models can better optimize FPGA architestwhile requiring significantly less design
effort. However, we also demonstrate that the analyticadleisy due to their continuous nature, should

not be used to answer the architecture design questionieddtaapplications having ‘discrete effects’.
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Chapter 1

Introduction

1.1 Motivation

Field-Programmable Gate Arrays (FPGAS) are pre-fabritdévices that can be used to implement logic

without going through an expensive fabrication processGA®have evolved considerably since their
introduction in 1985. Originally used for prototyping andall glue logic replacement, these devices are
now used to implement entire systems containing memoryeddsd processors, and other functional-
ity. Advanced manufacturing technologies provide an ucgdented number of transistors, and FPGA
vendors have used these transistors to create new logimgand embedded block architectures. Un-
like Application Specific Integrated Circuits (ASICs), FR&are pre-fabricated devices. This requires
the FPGA vendors to make FPGA devices suitable for a wideerafigpplications. Much of the im-
provement in FPGA technology is a result of improvementsR@GR architecture. The architecture of
an FPGA refers to the structure and interconnection of tiifignarable elements inside the device. New
architectures are designed to provide higher density, i@pae/er consumption and/or faster circuit im-
plementations. FPGA manufacturers expend tremendous ef@uating architectural enhancements for
every generation of their devices, and this activity showsigns of diminishing [10, 188].

During the design of a new FPGA, each architectural enhaanthmas to be evaluated to determine
whether it should be incorporated in the new device. Typiaaded evaluation metrics are area, delay,
power and routability. This evaluation is typically donéngsan experimental approach [21] with the
help of detailed area, delay, and power models [11, 21, 1195 141]. Due to the presence of numerous

interacting architecture parameters, the experimentlluation of FPGA architectures by sweeping the
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Figure 1.1: Fully Experimental Approach for New FPGA Architecture Dgsi

parameters can be slow and computationally expensivejraitd the number of alternative architectures
that can be considered. The consequence of this is the dimligity of FPGA companies to explore new
structures that may lead to more efficient FPGAs.

Analytical models that describe some aspects of an arthigeecnay complement the experimental
approach to accelerate the architecture investigatioralytinal models relate parameters describing an
FPGA architecture to area, delay, or power efficiency. Thssally take the form of simple expressions,
and thus searching for efficient architectures can be fastlz need for time-consuming experiments
is reduced. The focus of this thesis is to accelerate theepsoof new FPGA architecture design by
using analytical models. More specifically, this dissétatevelops analytical models to describe area
efficiency, delay efficiency and routability of FPGA arcbitee variants, as well as to investigate the

capabilities and the limitations of the developed models.

1.2 FPGA Architecture Design

Since the accelerated FPGA architecture design processisatto this thesis, we present a summary
of how new architectures are designed. We first present arvieweof a typical experimental design
approach. The major aspects of analytical models are pgexbaaxt along with the discussion about how

these models can accelerate architecture design process.

1.2.1 Experimental Approach

Figure 1.1 illustrates atypical experimental design flovd&sign a new architecture using an experimen-

tal approach, FPGA architecture designers and/or FPGAorsrafart with a set of prospective architec-



tures. These architectures are characterized by the pemamelated to the logic fabric that implements
the circuit functions and the interconnect (routing) falthiat connects the elements. To evaluate each ar-
chitecture, the architects collect benchmark circuitskerraquired modifications to the Computer-Aided
Design (CAD) tools, and run the benchmark circuits througgd €AD flow. The experimental results
are evaluated empirically to fine-tune the architecturahpeeters for the next iterations. Such empirical
evaluation demands a high number of experimental runs. eTéer several challenges associated with

such a fully experimental approach:

1. To properly exercise an architecture, many benchmaskseguired. If the choice of benchmark
circuits is insufficient, it is possible to create an arattitiee that is tuned for specific circuits rather

than one suitable for a wide range of customers.

2. Each of the benchmark circuits must be mapped to all patergriants of the architecture under
investigation; each mapping can take several hours usirdgemaCAD tools. This slow progress
limits the number of alternative architectures that candesidered, and thus limits the ability of

FPGA companies to explore new structures that may lead te efticient FPGAs.

3. Optimizing the architectures by repeated iterationsubh a complete CAD flow is time-consuming
and computationally expensive. This is compounded by ttietfet the designers often optimize
the architectures on an ad-hoc basis since they do not haveetailed insight about the behavior

of the architectures under investigation.

4. To investigate a set of new architectures, the architeetgneed to modify the existing CAD tools

for each architecture, which is a time consuming process.

1.2.2 Analytical Model-Based Approach

To accelerate the development of new FPGA architecturesdtyeasing the challenges listed in Sec-
tion 1.2.1, there have been recent efforts to develop a swtaiftical models that relate the architectural
parameters to each other, and to the evaluation matrix EL15% 61, 70, €0, 104, 168].

Figure 1.2 presents a conceptual overview of analyticalgtsod he inputs to these models are FPGA
architectural parameters. The architectural parameteagsaonsist of logic fabric parameters as well as

the routing fabric parameters. The inputs also include adiimumber of circuit parameters, such as Rent
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co-efficient, and the number of two-input gates in the circuit. The modelssist of a set of equations
to relate these architectural parameters to the evaluat&trcs, such as area of implementation, critical
path delay, routability and power.

This thesis envisages that the analytical models to comgaiethe traditional experimental approach,

and accelerate the architectural investigation in thregswa

1. Understanding the relationships between architechawmeters enablesarly-stage architecture
developmen|7C] in which the analytical models can be used to quicklyrsledhe design space.
This is illustrated in Figure 1.3, where the design spacerss firuned using model equations.
Once a promising region of architectures has been identéi¢chditional experimental approach
can be used to further fine-tune the short-listed architestu This will significantly accelerate

the FPGA architecture design process, and will allow theystf a wider range of architectures,

1The Rent coefficient is a measure of the complexity of therdmtenect pattern in a circuit, defined by the relationship
between number of logic gates and required input/outpug [1i67].
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since the designers do not require to develop or modify th® @#ls for each architecture under

investigation.

2. The FPGA architecture designers do not require benchomatkits during early-stage architecture
investigation. Instead, they may use a range of representadlues for the limited number of

circuit parameters that the model equations require.

3. The development of a body of theory describing the behafi@architectures will encourage an
understanding ofvhy certain architectures work well, and may eventually previbunds on the
capabilities and efficiencies of programmable logic. Sundights will also help the designers to

better optimize the architectures using an experimentaiogeh.

1.2.3 Example of Using Analytical Model Based Design Techaiie

Figure 1.4 uses fictitious results to illustrate how anegjtimodels can be used to optimize an FPGA
architecture with respect to area and delay. Each datd-poithis plot represents one particular archi-
tecture. Values on the horizontal axis and the vertical spsesent the critical path delay and the area of
implementation respectively. For each architecture,giess can use analytical models to quickly esti-
mate the values for area and delay. For the best area-dat#g-aff, only the architectures on the bottom
left corner of Figure 1.4 that are enclosed by a circle willdentified as the promising ones, and will be

experimentally evaluated to identify the best architextuith respect to design goals.

1.3 Research Approach

This section presents the assumptions and the guidingpiesaised in this thesis to develop and validate

the analytical models.



1.3.1 Assumptions

The models in this thesis assume a homogeneous clustelgteanare. We also discuss the possibilities
of extending our models to capture the behavior of heterages architectures with embedded blocks.
Furthermore, creating a complete analytical model thateslall architectural parameters is complex. To
make our task tractable, we employ the approach describfgd j1104], which parallels the step-by-step
CAD flow used in the FPGA design flow. For each CAD stage, weldpwe stage model that isolates the
impact of the CAD stage on quantities related to the area atay @f the final implementation. These
stage models are then combined in an overall model. Folpwiis construction, area and delay models
are divided into five stages, namely (1) technology mappiages (2) packing stage, (3) placement stage,

(4) routing stage and (5) physical design stage.

1.3.2 Guiding Principles

Three principles guide the development of the analyticadl@that we present in this dissertation:

1. We endeavor to develop models by deriving relations dically, without relying on curve-fitting
or experimental techniques. This ensures that the modelsireathe essence of programmable

logic, and is not limited to a particular CAD flow or tool suite

2. We wish to derive models that are as independent of thaitiito be implemented on FPGA) as
possible. This makes the models of this dissertation diffefrom estimation studies, in which the
goals are to predict the area, speed, or power for givenitsrclihat being said, it is impossible
to completely ignore the impact of specific circuits; hendevacircuit parameters are used by the
models. All of the circuit parameters used in this thesisaaglable during early stage evaluation

and do not require to run the circuit through any stage of gersive CAD flow.

3. We attempt to balance complexity with accuracy. The strmpbdel equations will provide more
insight into architectural trade-offs than complex expi@ss. Such insights will help designers to

effectively fine-tune an architecture under evaluation.

1.4 Research Contributions

To summarize the previous sections, the goal of this thssise develop the analytical models and to

investigate the capabilities and limitations of such med&his dissertation presents three contributions
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towards this goal:

1. We develop analytical models that relate key FPGA arcthites to the post technology mapping
and the post-clustering depth of the critical path as wethagost-placement wirelength. Parts of

this work have been published in two conference proceedBsl68] and in a journal [61].

2. We develop an analytical model that relates key FPGA petren® to the fabric’s routability, as-
suming that a modern one-step global/detailed router id.ugais work has been published in a

conference proceeding |58] and has been submitted forgatigh in a journal [57].

3. We investigate on the capabilities and the limitationsieélytical models in answering design
questions that the FPGA architects are typically intecegte This work has been published in a

conference proceeding [59].

The next three subsections briefly discuss these threeilmaiins. The details are presented as

individual chapters in this dissertation.

1.4.1 Analytical Models Relating FPGA Architecture to Areaand Delay

The first contribution of this thesis @eveloping analytical models that relate key FPGA arcliitec
parameters to area and delalylore specifically, this thesis presents models for pasttielogy mapping
depth, post-packing depth and post-placement wirelefidtese models can be used in conjunction with
the previously proposed models to quickly evaluate arealalay performances of an FPGA architecture.
The challenges tackled in developing these models were lemdra simplicity with accuracy and
to make the models independent of CAD tools and as indepérdesircuit parameters as possible.

Chapter 3 presents the details on derivation and validatidinese models.

1.4.2 Analytical Model Relating FPGA Architecture to Routability

The second contribution of this dissertatiordesveloping an analytical model to relate FPGA logic and
routing fabric parameters to the consequent routabilithenw a modern single step global/detailed router
is used to map the circuits on FPGA#/e define routability as the probability that all nets carrdagted
on a given FPGA device. Although a range of studies exist tinage routability for both  ASIC and
FPGA devices [2E, 35, 63, 99, 120, 152, 163], to our knowlealgjg one of them![25] is focused on

relating FPGA architectural parameters to routabilitye Thork of [25] models the FPGA routability for
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the detailed stage of a two-stage router, where the routatigsffor the detailed stage are pre-determined
by the global router. The novelty of our work is that we modeitability for a single-step global-detailed
router, where many possible routing paths are simultamgaosisidered by the routing algorithm; such
a single-step router is most commonly used for modern FPGAs.

The major challenge in deriving our routability model wasapture the effect of many possible rout-
ing paths that are not independent of each other. To tacldecliallenge, we observe that our problem
is related to the problem of estimating the reliability ofalti-terminal stochastic networkFor given
network constraints, the reliability of such a network isamigred by the existence of at least one useful
communication path between the terminals (out of many ptessommunication paths). This is analo-
gous to our problem, which is to model the routability withragi FPGA architecture constraints, while
assuming that the routing of the nets may use any of the massitge available paths.

Finding an exact solution for the reliability of a stochastetwork isNP-hard [16], and earlier studies
use graph-theoric techniques to find bounds for the religlif such a network [€9, 142, 155, 156, 159].
In this dissertation, we also use graph-theoric techniguesodeling the upper-bound of routability for
a single-step FPGA combined router.

Chapter 4 presents the details on derivation and validatidine routability model.

1.4.3 Accelerated FPGA Architecture Design: Capabilitiesand Limitations of
Analytical Models

The final contribution of this dissertatidnvestigates the capabilities and limitations of analgtimodels
This contribution has two parts, related to the use of aitallytnodels in two stages of a design flow: (a)
the very initial “back-of-the-envelope” stage and (b) tiparametric sweep” stage.

During the initial stage, architects wish to identify theldtectural parameters that will affect density
and performance of the resulting device. The first part af tontribution investigates whether analytical
models can provide such insight.

The second part investigates whether the analytical medel®e effectively used during parameteric
sweep when the architectural parameters are swept to évahgir effects on resulting area or delay.
Since analytical models can quickly evaluate architetithaices, use of analytical models in this stage
is expected to significantly reduce design time. The studh@fsecond part is motivated by two issues

that are related to analytical model based design techsique



1. First, studies on analytical modeling consider a limitechber of architectural parameters in isola-
tion, and make important assumptions in deriving model #ojus. This issue motivates us to study
if the analytical models, when combined together, can g¥fely answer the architecture questions
that simultaneously evaluate a wide range of architecpaedmeters with respect to multiple eval-
uation metrics. The significance of this issue is emphadigexhn et al. [191]. That work observes
that experimental techniques proposed by separate stundiks a range of assumptions when es-
timating evaluation metrics for an FPGA implementationn ¥ al. finds that when these studies
are used simultaneously, resulting architecture cormhgsare highly sensitive to the assumptions

made by each study.

2. Secondly, to our knowledge, the analytical models presfiopresented are continuous in nature.
The models therefore may not capture the effects of arcbitechoices when implementing the
applications having “discrete effects”. For instance, Basic Logic Element (BLE) of an FPGA
is characterized by the number of inputs that it can take. A Blith six inputs can efficiently
implement a multiplexer with four inputs and two select silgn However, in implementing such a
multiplexer, a BLE with five inputs will be inefficient and a BLwith seven inputs will not offer
additional benefits. The analytical models, due to theitinoous nature, may not capture these
effects. This may limit the usefulness of analytical modelen designing an FPGA device that

targets selected domain(s) of applications.

The second part of the final contribution of this thesis itigeges the effects of these two issues.

More specifically, we ask the following two architecture siens:
1. What are the optimal values of the architectural pararsdte a general-purpose FPGA?

2. For an optimized application-specific FPGA architectuvhat are the values of the architectural

parameters?

To investigate the effectiveness of analytical models, emmare the model results with two ex-
perimental techniques: a sequential optimization teakignd a Design of Experiments (DOE)-based
experimentation technique. The first technique is ofterd dse FPGA optimization while the second
one is used in a wide range of domains including manufaguaimd agriculture. The focus of this work

is to determine if the model-based technique can identifyilar (or better) architectural configurations,
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with respect to area and/or delay, when compared with therempntal technique. If the conclusions
are similar (or better), the model-based technique will valaable addition to the architecture design
process, since it can evaluate a wide range of architecitusggnificantly shorter period of time.

The investigation results from this contribution will hehe architecture designers in understanding
the types of design questions that can be effectively arexiiey the analytical model-based techniques,
as well as the limitations of the analytical model-basetit@qes in answering certain design questions.

Chapter 5 presents details on this investigation.

1.5 Thesis Organization

Chapter 2 provides background information on FPGA architecand CAD flow, and presents earlier
work related to our work. Chapter 3 presents our first coutidin related to the development of analytical
models for area and delay. The second contribution, dex@top of routability model while considering a
single-step combined router is presented in Chapter 4. t€h&presents our third contribution, which is
to investigate the capabilities and limitations of analgtimodels in designing new FPGA architectures.
Finally, Chapter 6 summarizes the contributions, conduitiés thesis and presents the short-term and

long-term avenues for future work.

10



Chapter 2

Background and Related Work

This chapter presents background of this dissertation atltpis dissertation into the context of earlier
work. In Section 2.1 and 2.2 respectively, we review the iégcture of typical island-style FPGAs and
the CAD flow used to implement circuits on FPGASs. In SectidhZ’.we review experimental techniques
that can be used for FPGA design space exploration. Seci®# gresents the analytical models that
have been proposed for ASIC domain, and are relevant to thk presented in this dissertation. In
Section 2.3.3, we present the analytical models proposedhay researchers for the FPGA domain. The
objective of these models is to evaluate FPGA architectwittiout going through an experimental flow.
Section 2.3.4 presents previously published techniquatseitperimentallyestimate the area, delay and

routability for FPGA implementation. Finally, Section Zdmmarizes this chapter.

2.1 Review of FPGA Architecture

2.1.1 Island-style FPGA Architecture

TheIsland-styleFPGA architecture [21] is the most commonly used architechoth in academia and

industry. This architecture has been proven to scale withrigle Law [40] and has been used by leading
FPGA vendors, such as Altera and Xilinx. In this thesis, oodeis are developed for and validated for
island-style architectures. Figure 2.1 presents a tyjstahd-style FPGA architecture. The architecture
consists of three fundamental components: configurable tegources, a configurable interconnect fab-
ric, and I/O resources [21]. FPGA architecture parameteaswe investigate are associated with these

components and are presented in Table 2.1.
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Figure 2.1: Typical Island-Style FPGA Architecture

2.1.1.1 Configurable Logic Resources

Configurable logic resources of an FPGA consist of Look-Uplds (LUTs), Basic Logic Elements
(BLEs) and clusters. LUTs are characterized by the numbénmfts K. EachK-LUT is capable of
implementing a logic function having up K inputs and a single output. K-LUT can be configured to
implement a specific function by storing the correspondinthttable in the LUT’s configuration memory
bits. Together with a flip-flop at its output, a LUT formsgLE.

Multiple BLEs are grouped intelusters Clusters are characterized by the number of BLEs that

they contain IN). Figure 2.1 shows a cluster witdi=2. The BLEs within a cluster are connected by

Table 2.1: Architectural Parameters that We Investigate (Model Igput

Logic Fabric Parameters

K Lookup table size

N Cluster (logic block) Size

I Inputs per cluster

Routing Fabric Parameters

W Channel width (tracks per a routing chann
Feoe | Source connection box flexibility
Fe, | Sink connection box (CB) flexibility
Fs Switch box flexibility

Ny FPGA grids in columns

Ny | FPGA grids in rows

1)
=
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local interconnect, and we refer to these connectionstesclusterconnections. The BLEs that are not
within the same cluster are connected by using a configumatdeconnect fabric, a description of which
will follow. We refer to such connections @ger-clusterconnections. Intra-cluster connections are much
faster than inter-cluster connections and incur less areehead. Packing closely-connected BLES into
clusters therefore minimize delay and reduce interconsesa.

Configurable logic resources of island style architectaredurther broken down into two categories:
general logic blocks and embedded specialized blocks. plesofembedded blocks are memory blocks,
Digital Signal Processing (DSP) blocks and embedded camfidel CPUs. FPGAS containing only gen-
eral logic blocks are known @somogeneous FPGA architecture¥he termheterogeneous FPGA ar-
chitecturerefers to an architecture that contains embedded blocksditi@an to general logic blocks.
Such blocks are also known asarse-grained logic blocksRecent studies demonstrate that incorpo-
rating embedded blocks into an architecture can significaave area [103]. In industry, Altera first
deviated from island-style homogeneous architecture trgdncing hard-wired memory into an FPGA
architecture [7. 165]. Xilinx, Microsemi and Achronix haakso incorporated embedded blocks into their
products [1, 2, 189].

Finding the optimal number of inputs to each LUT is an actiaeaaf research. While earlier studies
found the optimal number of inputs to be four or five [5], recstudies reported the optimal LUT size
to be 6 for modern technology [122]. Altera introduced anpdigta logic module (ALM) that was based
on a large “fracturable” LUT with 6 inputs; the fracturabl®T could be partitioned into two smaller
LUTs [92, 115]. A fracturable LUT is parameterized by twograetersk andm, wherek represents the
size of the base LUT anah represents the extra inputs available for implementedlsemialUTs; a 6,2
fracturable LUT implements a 6-LUT with total 8 input pinsLE].

The optimum number of LUTs in a clustBrand the number of inputs per clustelnave also gained
substantial attention [6, 116]. Comparing the experimawrtsults for cluster size from 1 to 10, Ahmed
and Rose [6] found that the cluster size of 3 to 10 presentethéist area-delay product for LUT size of
410 6. Lietal. [116] found that the power-delay product @ased as cluster sikeincreased. However,
this work also found that the logic power consumption insegawith increasingN and this increase
became dominant beyorid=12; N=12 was identified as the optimal cluster size with respegiotger-

delay product [116]. As for the optimal value of inputs parstérl, Ahmed and Rose [5] presented an
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empirical relationship betweex, K andl:

| = (K/2)- (N+1). (2.1)

In finding the optimal values fdx, K andl, experimental approach was followed by the studies digcliss

above.

2.1.1.2 Configurable Interconnect Fabric

Figure 2.1 illustrates the location of configurable intemect (routing) fabric within an FPGA architec-
ture. The configurable routing fabric provides connectimm®ng clusters and I/O resources, and consists
of wires, programmable switches and connection blocks.

The wire segments that connect the clusters are arrangedrizohtal and verticathannelssur-
rounding the logic clusters. Each routing channel contéinzarallel tracks; we refer ¢/ as thechannel
width. The width of channels in an FPGA device is typically comesistacross the device and FPGAs
are typically manufactured with the worst-case channetwrequirement in mind. In this thesis, we
assume all channels to have the same width. One of the optinrizgoals of experimental CAD tools
is to reduce the number of tracks in FPGA routing channelsei@eworks have aimed at reducing the
channel-width requirement at the expense of an increaseth@uof clusters [6€, 176]. DeHon [66]
showed that under-utilization of clusters (packing les&Blthan are allowed by cluster size) reduced the
channel-width requirement at the expense of increaseteclasunt. Tom and Lemieux [176] found that
under-utilization of clusters only in routing-congestedjiions could offer a ‘graceful trade-off’ between

channel-width and cluster-count.
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At the intersection of each horizontal and vertical chans@ switch blockthat allows the wires to
go straight, to turn directions, or to terminate. Each dwiilock connects the input wire segments to the
wire segments in adjacent channels. The amount of conitgativeach switch block is quantified using
the parametels; Fs is the number of wires to which each input wire can connecEigiure 2.2(a), wire-0
on the left side can connect to wire-0, wire-1 and wire-3 ghtiitop and bottom sides respectively. Thus
Fs = 3 in this example. Several types of switch boxes have beesepted and analyzed, including the
Universal switch box [185], the Wilton switch bax [182] areetDisjoint switch box [128]. Lemieux and
Lewis [111] presented a detailed study on these switch klock

Each logic cluster is connected to the neighbouring wir@sguigput and outputonnection blocks
The flexibility of these blocks is quantified by the paramet&ri, andF. . Each of these parameters
indicate the proportion of the wires in the neighbouringretel to which each input (output) pin of the
cluster can be connected. In the example of Figure 2.E{k),andF o are 50%.

To make our task tractable, we assume shgment lengtlof routing fabric to be 1, implying that
routing tracks span one logic block before being terminatesitch blocks. Betz and Rose [20] observe
that routing architectures with higher segment lengthssagerior in terms of both delay and routing
area. Modern FPGASs provide routing tracks that span mone time logic block before terminating.
For instance, Altera’s Stratix Il family provides routingitks with segment lengths of 1 and 4 for both
horizontal and vertical wires, segment length of 16 forigaitchannels only and segment length of 24

for horizontal channels only [115].

2.1.1.3 1/O Resources

I/O resources on an FPGA provides the interface betweenittti@tanapped on the FPGA and the out-
side world. Modern FPGAs provide programmable I/O resauared optimize 1/O resources with re-
spect to range of design goals. Programmable I/O featumsdad by Altera Cyclone series include
programmable current strength, programmable slew ratebadaand programmable delay [8]. Current
generation FPGAs from Xilinx group the I/O resources intaksathat are independently able to support
different I/O standards; the Virtex-6 family FPGAs from X provide 9 to 30 I/O banks [139]. Actel
(Microsemi) optimizes the 1/O features of their IGLOO PLUSrily to meet the needs of I/0O-intensive,
low-power applications [132]. The I/O frame of Achronix’&cpPIPE fabric ensures that Data Tokens

enter the asycnronous picoPIPE core at a clock edge; evaayTo&en leaving picoPIPE is also clocked
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out at a clock edge by the same I/O frame [1].

2.1.2 Application-Specific FPGAs (ASFPGAS)

The FPGA architecture explained above targets the imple&tien of a large range of applications (cir-
cuits). Such flexibility makes FPGAs ideal for prototypingdaow-volume production. However, this
high degree of flexibility is associated with area and delayaities. For circuits implemented by using
only LUTs and flip-flops, Kuon and Rose [1.02] found that FPGAliementations were 40X larger and
3.2X slower on average when compared to standard cell imgieations. Recent works attempt to design
reconfigurable architectures that can target a specifiécgpioin or a domain of applications. Such archi-
tectures will ensure less area and delay overhead at thesxpéreduced flexibility. Holland and Hauck
investigated domain-specific CPLDs [88] and presentednaatied tool-flow to generate domain-specific
CPLDs [89]. Hammerquist and Lysecky [85] found that ASFP@A®svided significant savings in terms

of area, delay and energy when compared to the FPGAs dedignaderage benchmarks.

2.1.3 Other FPGA Architectures

FPGAs that differ from synchronous island-style architeg$ have also been proposed by vendors and
academic researchers. Microsemi (previously Actel) useshrased architecture for its FPGAs [133].
They use Flash-memory based FPGA fakric [83]. Such an acthie has rows of programmable logic
cells separated by horizontal wiring channels; horizocit@nnels provide the inputs to the cells. To mit-
igate the effects of latency and metastability owing to glatdocks, Royal and Cheung [148] proposed
the Globally Asynchronous Locally Synchronous (GALS) FP&#ahitectures. Other academic studies
further investigated the feasibility of asynchronous FP&éhitectures [97, 172]. In industry, Achronix
Semiconductor Corporation has used asynchronous archigedor FPGAs. Their architecture redefines
the concept of ‘Data-Token’ [1]. In contrast to conventiblugic where a data-token is a logic value at
the clock edge, this asynchronous architecture combintsantal clock edge to form a data-token. The
Spacetime Architecture proposed by Tabula Inc. incredsesgensity and performance of 2D architec-
tures through time multiplexing [173]. The Spacetime hanis capable of dynamically reconfiguring
itself to perform multiple operations in a single user clagkle. A recent work from Grant et al. [82]
proposed theMalibu architecture that incorporated embedded blocks into hemegus architectures.

Malibu architecture adds time-multiplexed coarse-gréipecessing elements to the typical fine-grained
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clusters; the original logic clusters and interconnectitadre not time-multiplexed. By time-multiplexing
the coarse-grained elements, the area cost for these dkearerdivided over many cycles. Several works
in academia |3, 2&, 177] have also proposed hierarchicdlitactures that are different from cluster-
based hierarchy that we have explained in previous sulmssctin hierarchical architectures, the basic
level-1 block consists of a few logic blocks (LUTs) and I/@diks [28]. Level-2 block consists of level-1
blocks, local routing for level-1 blocks and global routifog connections to level-3 blocks. Upper level
blocks are formed in a similar way. Such hierarchical agegiires are not widely used due to scalability

issues [40].

2.2 Review of FPGA CAD Flow

2.2.1 CAD Stages

Figure 2.3 shows a typical FPGA CAD flow, consisting of fivegstst design entry, technology mapping,
packing (clustering), placement and routing. A brief sumna previous works on these stages is in-
cluded below. Further information can be found in the sureeyFPGA design automation by Chen et

al. [32].

2.2.1.1 Design Entry

The design entry phase is the first step in the CAD flow. Duriegigh entry, the user specifies the
circuit that will be implemented on the FPGA. Design entrytmoels can be broadly divided into two
categories: schematic capture based techniques and pnogng language based techniques [165]. The
schematic capture based techniques typically use a dats§leghronous dataflow paradigm. Program-
ming language based approaches include VHDL. [14], Verilbgl.], C, and MATLAB-based programs
[135, 137].
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2.2.1.2 Technology Mapping

In this phase, an optimized netlist is mapped into BLEs &timg) of K-LUTs and flip-flops. Many stud-

ies have focused on different aspects of technology mapfii€g23, 30, 31, 34, 50, 52, 66, 76, 95, 174],
and the commonly used and referenced mapping algorithmsdedAGMap [34], FlowMap [50],

DAOMap [31] and the ABC Mapping tool ['18]. Different techiogly mapping tools target area of imple-
mentation, depth (delay), power consumption and routgbiDespite extensive work on logic optimiza-
tion and technology mapping, for large circuits with ‘kndvaptimal solutions for these stages, existing
techniques were found by Cong and Minkovich [51] to perfoemywoorly. That work argued that there

was still much room for research on FPGA synthesis algosthm

2.2.1.3 Packing (Clustering)

During packing, the BLEs from the technology mapping phasgacked together to forolusters Since

the intra-cluster connections are faster than the intgstet connections, packing algorithms attempt
to pack as many closely connected BLEs in a cluster as pessidumerous studies have proposed
techniques for clustering to optimize density [17, 21, 1&Z)], speed [21., 53,127, 158], power [141, 162]

and routability [162] of FPGA implementations.

2.2.1.4 Placement

The placement stage of a CAD flow positions the packed cligtem the packing stage on the FPGA
physical locations. Betz et al. [21] identified three maj@sses of placement algorithms that are used
in the FPGA domain: (a) partitioning-based min-cut apphaac (b) analytic approach followed by local
iterative improvement and (c) simulated annealing basedoaghes. To improve the resultant placement
solutions, several publications have attempted to ingatpoearly predictions for post-routing delay,
wirelength and routability into placement algorithms  [124--125]. The run-time for placement is a
major concern for modern FPGAs since the order of run-tima pfacement stage grows faster than

linear with the growth in the number of clusters/[40].

2.2.1.5 Routing

Finally, the routing stage determines which programmabiéckes in an FPGA need to be turned on to

connect all required input and output pins of the clustetg.[2 routing algorithm can be timing-driven
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or delay oblivious, targeting speed and routability regipely. Since the routing delay makes up the
majority of the overall delay of an FPGA implementation, itigxdriven algorithms are usually preferred
over delay oblivious ones [21].

Two types of routers have been widely studied. The first tfpewter is atwo-step routeiconsisting
of “global” and “detailed” steps. During the global routistep, the router assigns sequences of channels
to route the nets. The detailed routing step finds a routegukis sequence. Several studies have pro-
posed algorithms for global [145, 153] and detailed sta@és113] of two-step router. The second type
of router, single-step combined global-detailed routeutes the nets between the post-placement logic
clusters in a single step [21]. A combined router considém@vailable routing resources simultaneously
and therefore provides more routing flexibility. Chapterf4his dissertation provides further details on
these two types of routers.

A recent work from Rubin and DeHon [149] argued that FPGA irmutvas not a solved problem
despite the quality of VPR/Pathfinder. That work found treiations in initial conditions in Pathfinder
might cause 17-110% variations in critical paths. Rubin Be#fion [149] proposed techniques to reduce

delay noise to 1-13%.

2.2.2 CAD Run-time

With shrinking process sizes, the capacity of FPGA devisaadreasing and the CAD run-time is be-
coming a major concern for FPGA users. Several studies focusmproving the run-time of CAD tools.
The majority of these works focus on the most computatigredpensive stages of a CAD flow: place-
ment and routing [39, 80, 81, 121, 151]. Sankar and Rose: [défdjonstrated that 52X placement-time
improvement could be achieved for a 100,000-gate circuih@texpense of a 33% area penalty. This
technique used multiple-level clustering and a constragiiacement followed by annealing-based iter-
ative improvement. Chin and Wilton [39] showed that FPGAh#@ectures could be designed in a way
that will reduce the time required for placement and roustages. Ludwin et al. [121] detailed two
parallelization strategies used within Altera’s QuariusRPGA placer. These two strategies benefit from
multi-core processors by using a pipelined and paralletea@approach, and offer 1.3X speedup on a
two-core processor and 2.2X speedup on a four-core pracidsdlj. Wang and Lemieux [131] proposed
a timing-driven parallel placer based on simulated anngadilgorithm that can produce deterministic

results. The proposed placer divides the FPGA into regiodseach region is further divided into sub-
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regions. The threads investigating a cluster will seqadiytiterate through all cluster-locations within
its own region to find a possible swap. Only one sub-regiorldsqul at a time to ensure determinism.
Gort and Anderson [81] presented a new routing approach icaulvith a modified routing architecture
and reported a 34% reduction in router run-time while inogrB8% area overhead with no delay penalty.
The proposed router consists of two stages. Rather thagnasgisignals to single wire sigments as in a
typical router, the first stage assigns signals tpaup of wire segmentssing the Pathfinder algorithm,
forcing Pathfinder to terminate early. The second stageaiBe®lean satisfiability solver (SAT) to assign
each signal to one specific wire segment contained withicdhesponding group.

Chin and Wilton [33, 42] also investigated the memory steregfuirement for routing algorithms.
These studies take the advantage of regularity in FPGAtaathires by dividing FPGA into tiles; rather

than storing the detailed routing resource graph (RRG) fiaéce.

2.3 Related Work

This section puts this dissertation into the context ofieadtudies. We first present earlier studies on
experimental design space exploration. We next presemytiah models-based work in ASIC domain

that is relevant to this dissertation. Earlier analyticaldels for FPGAs are presented next. Finally, we
present the experimental techniques that have been psfyiptoposed for estimating wirelength, delay
and routability of FPGA implementations. In subsequenptrs, when presenting our contributions, we

further differentiate our work from these earlier studies.

2.3.1 Experimental FPGA Design Space Exploration

This section presents previous work related to FPGA desigites exploration (DSE). During design
space exploration, the architects aim to optimize FPGAigrctural parameters with respect to one or
more design goals, such as area, delay and power. Thisrspcisents three experimental flow that may

be used to optimize FPGA architectures.

2.3.1.1 Versatile Place-and-Route (VPR)

The most commonly used academic CAD flow is the VPR flow. VPR deagloped at the University
of Toronto [19, 21] and has been widely used by the reseancimzmity. Although the original version

of VPR has been developed to investigate homogeneousextthis, the newer versions [122, 123, 147]
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can investigate architectures with embedded blocks.

The inputs to VPR are a technology mapped netlist and a texitir file describing the architecture.
The architecture files describe an architecture and incéwda and delay constants related to the logic
elements and the routing elements. VPACK, an associatédnt®”R, translates a technology mapped
design to a clustered netlist. VPR places this netlist on RGA4 using a simulated annealing based
method. VPR then performs either global routing or combigledal/detailed routing using the Pathfinder
[129] negotiated congestion algorithm.

In VPR, area is modeled by counting the number of minimum siesistors [21]. VPR uses the
Elmore delay modedib estimate the delay of a routed connection. Several Sudiee presented power
estimation and power reduction techniques for FPGAs [11222.26, 47, 78, 84, 105, 106, 116, 117,
141,154, 178].

Hammerquist and Lysecky [85] demonstrated that VPR cowd bE used to optimize application-
specific FPGAs for a target domain of applications. The aelddnversion of VPR, coined as Verilog-to-
Routing (VTR), can capture designs at higher level of abta (HDL or higher) and pass them through

synthesis stages to generate the routing solution for FRGplementations [147].

2.3.1.2 Virtual Embedded Block (VEB)

The island-style architecture assumed in VPR only crudplyr@imates commercial FPGAs and ad-
vanced optimization features are not supported in VPR. twead these limitation, Ho et al. [87] pro-
posed a methodology to optimize the Embedded Blocks (EBs) gdommercial devices. This new
methodology uses the concept of VEBs that may be virtualjeddo an existing FPGA architecture
for rapid assessment of the consequent effects. This méglpd evaluate the impact of introducing new
embedded blocks even before the blocks are modeled in animegogal CAD tool.

In this methodology, prospective embedded blocks, suchudigotrers, are captured into VEBs. Cir-
cuits containing VEBs are then placed and routed using théargools; the VEBs are considered as black
boxes during synthesis. Post-routing performance refuwolts vendor tools are then used to investigate
the impact of the embedded block. While Ho et al. [87] used t&Bapture the effects of multipliers,
this technique was later used to investigate the impactshefr @mbedded blocks. For instance, Chong
and Parameswaran [43] used this technique to investigateettiormance of a flexible floating-point unit

on Xilinx Virtex-1l FPGA.
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Figure 2.4: FPGA Architecture Evaluation Using Design of Experime@©E)-Based Technique

2.3.1.3 Design of Experiments (DOE)

Originally proposed by Ronald Fisher in 1926 for use in thdacadture sector [75], the DOE based
approach has been used in many other sectors [13, 157]. Eh@fihis approach is to understand the
behavior of theoutputs(responses) of arocesswith respect to thénputs (factors). In the context of
FPGA architecture exploration, the FPGA architecture aandnsidered as a process, with architectural
parameters (such as LUT size, channel width) being therfaotoinputs and evaluation metrics (such as
area, delay) being the responses or outputs. This cond¢dmeework is illustrated in Figure 2.4. DOE
essentially aims to evaluate the effects of inputs on ostpsithg a minimal number of experiments. DOE-
based techniques typically use a maximum of three levelsgsafor each inputs: maximum, median and
minimum.

To our knowledge, the study by Sheldon and Vanid [157] has fe®only one that uses DOE-based
technique for FPGAs. Sheldon and Vartid [157] used a DOEebagperimental technique to optimize
the parameters of the configurable components (such as eattheonfigurable size or associativity)
that were incorporated into modern pre-fabricated FPGAscohtrast to [157], we use a DOE-based

experimental technique in optimizing the desigmefvFPGA architectures.

2.3.1.4 Regression-Based Techniques

Several studies have explored the use of regression-baskdiques in exploring the design space of
general-purpose computer architectures [109], GraphimseBsing Units (GPUSs) architecturzs [96] and
FPGA architectures [136]. These studies simulate a linpigd of the full design space. Based on the
simulation results, estimators are developed for the tagaluation metrics. Such estimators can be

used to investigate the effects of the architectural clsomethe evaluation metrics. For example, Lee
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and Brooks [109] derive application-specific performannd power models for applications executed

on microrpocessors. Jia et al. [96] uses a step-wise régnesgethod to investigate the effects of GPU

parameters on the runtime of specific applications. Nepal.d.36] uses regression based method to
investigate the effects of algorithmic and hardware patarsen the performance of FPGA accelerators
with the target domain of applications being real-time img@gocessing. Each of these three previous
studies use simulations on a limited number of architetttmafigurations from a large design space

when deriving the models for the evaluation metrics.

The regression-based methods are dependent on applicéiEmchmarks) that they use for modeling.
For instance, Jia et al. found that it was necessary to fine-fueir model for a specific application (AES)
to address the application-specific issues. When desigrémgarchitectures, the CAD tools need to be
in place to identify any such issues that may affect the tuali the developed models. Furthermore,
models developed using regression-based techniques peadint on the results from the simulations
run on the existing architectures. This latter property megvent them from capturing the effects of
radically different architectures.

Chapter 5 of this dissertation demonstrates that analyticaels have limitations in answering cer-
tain design questions, and advocates the use of analytiodélsias a supplement to the experimental

approach. Regression-based techniques can be used foinexpitions in such cases.

2.3.2 Analytical Models for ASICs

Researchers in the ASIC community have created severajtmahlmodels, some of which have also
been used by the FPGA community. Many of these models usedhd&mown Rent'’s rule that relates
the average number of pins per modiileand average number of blocks per mod@e Landman and

Russo[107] describes the following relationship betw&eandG for a partitioned circuit:

T—t.GP (2.2)

where in a given partitionT is the average number of pins per module and G is the averagbeeaiu
of blocks per module.t and p respectively represent the Rent coefficient and the Rertreti. In
this formulation, T represents the number of internal pins in the partitionesigtie(as opposed to the

number of external pins). Details on Rent’s rule and thevesdion of the Rent exponent may be found
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in [44, 46, 56].

El Gamal [63] presented a model for a non-programmable diap related the area required for
routing to the total number of pins in the logic gates. Thiglelavas later used in designing FPGAs [146].
Other researchers have also presented models for RC andriRei€dnnect that can be used for delay
modeling [33| 64, €5, 150].

In 1979, Donath presented a wirelength estimation modeddas the hierarchical partitioning and
placement method [67]. Donath modeled an upper bound onvérage wirelength. Feuer presented
a model that provided the wirelength distribution ratheantithe upper bound [73]. More recently,
Stroobandt enhanced Donath’s model to take into accountattiethat an optimal placement favored
short interconnection paths in physical architecturespg®®ed to longer paths [169, 170]. Stroobandt's
estimation method also incorporated multi-terminal netgernal connections and three-dimensional
physical architecture parameters. Studies by Davis ebél. 3] presented stochastic models for the
distribution of local, semi-global and global wiring reggrinents based on occupancy probability. In that
work, the circuit was divided into cells for wirelength mdidg. Zarkesh-Ha et al. extended this latter
model for heteregenous architectures [196]. Severalesugied these wirelength distribution models for
different purposes, such as efficient channel assignmemntifes 98], determination of yield for wire
cuts and bridges [45] and defining the boundary for RC lines thight be replaced with transmission
lines [94]. In [46], Christie and Stroobandt presented ap@inensive study on Rent-based wirelength
distribution models presented above. A recent study by &=tz et al. [108] evaluated the performance
of the wirelength models. Comaparing the model outputs détta extracted from modern chips, [108]
found that although a few models exhibited a similar shapeh®e wirelength distribution graphs, they
typically underestimated the number of connections withdavirelengths.

In [4], Agrawal presented an analytical technique to modeitability for Printed Circuit Boards
(PCBs) by showing that the Lee-Moore routing algorithm ddog identified as percolation process.
Agrawal showed that percolation theories could be useddtytcally estimate the probability of routing
nets through the cells on a PCB. In this study, each cell atbeagouting path was assumed to have a
pre-defined probability of blocking a connection througanth(obstacles). This study has found that at

a certain blocking probability, routability from the soarto the sinks (of the nets) suddenly drops from

1A percolation process is the one that is similar to the phermm, in which a liquid introduced to a porous medium (such
as stone) percolates through the atoms of the medium amdmtt¢o fully wet the medium.
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very high value (close to 1) to zero.

2.3.3 Analytical Models for FPGASs

In this sub-section, we present previous work that use &oalymodels either to optimize FPGA ar-
chitectures or to relate architectural parameters to atialu metrics. These works are different from the
estimatiorntechniques for implementation area, delay and routabdisummary of estimation techniques

will be presented in a later section.

2.3.3.1 Modeling Area and Routability

Fang et al.|[70] related the routing parameters of an FPGAdoninimum expected channel width.
When deriving the model, this work assumed the average pasément point-to-point wirelength to
be constant at 4.43 and incorporated a few empirical relatibam et al. [104] related the architectural
parameters to the number of LUTSs, number of clusters andiopetk per cluster required to implement a
design on an FPGA [104]. These two models are further disclissChapter 3. Gao et al. [77] proposed
models to relate area and delay to LUT size. This work can led osly for unclustered LUT-based
FPGAs. Brown et al. related the parameters describing tle@A-Ruting fabric to the routability of

a design [25]. For a two-step router, Brown et al. modeledrtheability for the detailed phase while

assuming that the paths for the nets had been pre-definecetgldhal phase. We further discuss this

model in Chapter 4.

2.3.3.2 Modeling Wirelength, Delay and Energy

Smith et al. [168] presented an analytical model for the jptestement wirelength for homogeneous
FPGAs and extended this model for heterogeneous FPGAs. Trhiemgth model for homogeneous
architecture is part of this dissertation and is presemédthiapter 3. This model is extended to heteroge-
neous FPGAs in [168] by considering three effects relateallieterogenous architecture: (a) placement
constraints in heterogeneous FPGAs, (b) existence of bieatts 2, and (c) higher number of pins in
embedded blocks as compared to the number of pins in logsteck Singh and Marek-Sadowska [161]
presented an interconnect planning technique based orsRelat that could be used to allocate opti-
mal segment lengths (1 to 4) across an FPGA architectures t&ébhnique attempted to match the Rent

coefficient of a clustered design (circuit) with the Rentftioent of the underlying architecture. Their

2Dead-blocks are the blocks in an architecture that are tefsed. [168]
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work utilized previous works on circuit fanout and net-lémdistributions from the ASIC domain [195]

to identify the optimized segment-length distribution &or architecture. Area-delay product for an ar-
chitecture derived using this study was reported to be 10&emt#nan a Xilinx-like device. Feng and
Kaptanoglu [72] have used the concept of entropy to estimatmput interconnect block’s (11B) rout-
ing flexibility. This work enables designers to analytigadvaluate different 11Bs without going through
an expensive place-and-route stage. Feng and Greene [§ pfrésented an interconnect entropy model
to bound the number of required programming bits. Hung €98l presented a physical delay model
for FPGAs. Taking the process-dependent values for resistand capacitance as well as FPGA archi-
tectural parameters as inputs, their work modeled intnatetr delay and inter-cluster delay for a given
FPGA architecture. A recent work by Rajavel and Akoglu [144d% related the FPGA architectural pa-
rameters to the energy consumption of FPGA devices. Theewutf 144] used models presented in this

dissertation as a basis for their model.

2.3.3.3 Modeling CAD Runtime

Using the characteristics of the CAD algorithms and the iptesly published analytical models, Chin
and Wilton [41] modeled the effects of architectural partereon the runtime for the placement and
the routing stages of a CAD flow. They further demonstrated designers could trade off the area of

implementation to reduce the place-and-route run-timafoFPGA implementation.

2.3.3.4 Architecture Optimization by Using Convex Progranming Tools

Recent studies have used convex programming tools toeuthiz analytical models in optimizing FPGA
architectures [164, 156, 167]. These studies use the @#lgtodels presented in this dissertation and in
Lam et al. [104] with the physical area and delay models fetréarly-stage architecture evaluation. More
specifically, these studies use a geometric programming fi@mework to concurrently optimize both
high-level (architectural) and low-level (transistorisg) parameters. These optimization studies express

the equation-based analytical models in the formats tleadirenable to the GP framework [164].

3The work in [195] by Zarkesh-Ha et al. presented closed-fespressions for fan-out distribution of a random logic
network.
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2.3.4 Experimental Techniques for FPGA Wirelength, Delay ad Routability

This section presents the studies estimatingthe FPGA evaluation metrics: wirelength, delay and
routability. These earlier studies estimated the evalnatietrics for given circuits implemented on given
architectures. In contrast, this thesis presents equbtsad expressions for the relationship between

FPGA architectural parameters and evaluation metrics.

2.3.4.1 Wirelength and Interconnect Distribution

Several works estimate interconnect and wirelength forR@4A& implementation [15, 91, 131, 138]. For

a given circuit implemented on an FPGA with given logic fabparameters, Balachandran and Bha-
tia [15] estimated: (a) the pre-placement average wirdkefag all nets, (b) the individual wirelength for
nets and (c) the channel width required to route the circlistimations of wirelength and maximum
channel width in [15] used the information on circuit chaesistics. Pistorius and Hutton [139] used
Feuer's model [73] to the post-placement wirelength. Usiadial least squares regression and software
guality matrix on a high level C-like circuit description,dduws et al. [131] estimated the number of
interconnects and wirelength. Although the number of odenects estimated by that work followed the
experimental results, the estimated wirelength was as rmaa@1% higher. Meeuws et al. [1.31] argued
that the estimated wirelength was still acceptable, sine@stimation had been made before the synthesis

stage and could therefore guide the synthesis and latesstdghe CAD flow.

2.3.4.2 Routability

Several studies have attempted to predict the routabifignd=PGA implementation [27, 35, 99, 120,
175, 194]. Some of these techniques have been initiallygseg for ASIC domain, but can be used to
estimate FPGA routability as well. f{GREP, presented by Kanet al. [99], estimated the routability of
placed circuits by using the routing alternatives that vealable for each net. Logic block fanout was
used as the measure for the routing alternatives in [99].ARB5] was based on a wiring distribution
map. This map was used to analyze supply versus demand torgoesources that belonged to a region.
RISA can be used for FPGAs by considering routing channelegiens. Lou’s methoc [120] used a
stochastic model for nets in estimating routability. Irsttéchnique, the chip is divided into regions, and
the demand for routing the nets of a placed circuit is catedléor each region. For a region, the demand

for a net will be dependent on the ratio of the number of sisbppaths within that region and the total
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number of shortest paths that the net can use. Demand forig mestricted only for the regions that lie
within the bounding box of the net. To implement Lou’s metlimd-PGAS, a region can be mimicked by
an FPGA tile. Yang et al. [194] and Chan et al. [27] used Rent&s to estimate routability of pre-placed
circuits. Yang et al. [194] argued that the use of estimatediability during placement would contribute

to a congestion-free layout.

2.3.4.3 Routing Delay

Techniques for estimating FPGA routing delay have beerepted by several studies [1.00, 125,126,
135]. These techniques focus estimatingdelay that is dependent on a particular FPGA architecture
and/or a particular set of user circuits. ManohararajaH.d4125, 126] presented a simple early timing
model that used a lookup table with pre-recorded interccindelays as a function of connection types.
Manohararajah et al. [125, 126] used this model for physigathesis. They found that the criticality
values (for nets) computed from this model were ‘almost axlgas the ones obtained from placement
results. Nayak et al. [135] presented an estimator for andedalay that could be used for applications

described in MATLAB.

2.3.4.4 Comments on Rent Co-efficient

While several analytical models and estimation technigeklyon the Rent’s Rule for effectiveness, recent
studies have identified the difficulty in measuring the Redfiicient and the Rent exponent. Dambre
et al. [56] finds that the Rent parameters can be measuredfénedit ways, and the resulting Rent pa-
rameters may be far apart. For an FPGA implementation, fitistand Hutton [139] argued that the

pre-placement partitioning-based Rent parameter maasmtemight be biased and “less natural”, and

suggested to sample the final placement regions when megdbda Rent exponent.

2.4 Summary

This chapter first presents a short description of FPGA tchire and related CAD tools, and discuss
previously published studies aimed at improving differmhponents of FPGA architectures and/or CAD
tools. We then discuss previous work related to the coritabs of this thesis. We present previously
published studies on analytical models targeting FPGA emgntations. We also present the analytical

models that have been proposed for ASIC implementatiors,aam relevant to our work. We further
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present previous works on experimentally estimating seteevaluation metrics. While presenting our

contributions in Chapter 3, 4 and 5, we will further detaifreoof these previous studies.
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Chapter 3

Analytical Models Relating Architecture to

Area and Delay

This chapter describes analytical models that relate ttieitactural parameters of an FPGA to area of
implementation and critical path delay. More specificalhe models relate the logic fabric of FPGA
architectures (cluster size, Look-Up Table (LUT) size amulits per cluster) to the average wirelength
after placement as well as the circuit depth after techryofogpping and clustering. We show that these
models, when combined with the previously published mofi#ls 90, 104], can be used to investigate
the effects of architectural choices on area and delay. ¥de@bsent results to validate the effectiveness
of our models. Our models are validated using Versatiled?&aw-Route (VPR) 5.0 [21, 122].

The remainder of this chapter is organized as follows. 8edil presents the framework and as-
sumptions that we use. Section 3.2 and 3.3 respectivelyl detaworks on modeling area and delay
respectively. Section 3.4 presents the validation redaft®ur models as well as a discussion of the
results. Finally, Section 3.5 summarizes this chapter.

The majority of this chapter has been published in [60, 6&].16

3.1 Framework

We first describe the architectural and circuit assumpttbas we make in this chapter and present the
flows for modeling area of implementation and critical pag¢tegt. We then present the logic utilization

model [104] that we use to develop the models in this chapteally, we introduce the physical delay
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Table 3.1: Model Parameters

Model Inputs

Architectural Parameters: Logic Fabric
K Lookup table size
N Cluster (logic block) Size
I Inputs per cluster
Circuit Parameters:
p Rent coefficient
n, Number of 2-LUTs in a given circuit
dy Maximum depth of 2-LUT netlist of a given circuit
Inputs from Logic Utilization Model [104]
Nk Expected number d{-LUTs needed to implement a given circuit
Ne Expected number of clusters needed to implement a givenitirc
C Expected number of LUTs packed in each clustet (/nc)
i Expected number of inputs used in each cluster
o] Expected number of outputs used in each cluster
Input from Physical Area Model [70]:
W | Expected channel width required to map a circuit
Inputs from Physical Delay Model [90]
tintra Expected intra-cluster delay along critical path of a airouplementation
tinter Expected inter-cluster delay along critical path of a dirsaplementation
Other Input Parameters:
y Average number of inputsot used in each LUT*
fmax Maximum fanout of all nets in a circuit (From the work of [195]
favg Average fanout of all nets in a circuit (From the work of [1P5]

Model Outputs:
Implementation Parameters:
dk Expected post-technology mapping depth of a circuit imgetad on FPGA
de Expected post-packing depth of a circuit implemented on &APG
lavg placed | EXpected post-placement average wirlength

*We detall later how we experimentally obtayn

models for area and delay [70, 90], which can be used with aatets to estimate area of implementation

and critical path delay.

3.1.1 Architectural and Circuit Assumptions

We assume an island-style FPGA architecture, as detail€hapter 2. Additionally, we make the fol-

lowing architectural and circuit assumptions in deriving models:

1. We assume homogeneous FPGA architectures. In other ywweddo not consider the presence
of embedded blocks when we derive the models. However, Sshih [163] show that our wire-
length model for homogeneous architectures can be exténdaddel the post-placement average

wirelength of heterogeneous architectures.

2. While we aim to make our models as independent of circuiimpeters as possible, we can not

completely ignore the circuit properties and our models thsee circuit dependent parameters.
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First, we find that the Rent coefficiepthas significant impact on the implementation of a circuit
on FPGA. Secondly, to investigate the area efficiency of @aAPnplementation, we must assume
a value for the number of 2-input gatesin the original circuit; we define area efficiency by the
ratio of the final area for an FPGA implementation and thispetem,. Finally, the estimation of
delay efficiency requires the critical path depth of the ioagcircuit. We use the maximum depth
of 2-LUT netlistd, to capture this information and define the delay efficiencyhasratio of the

implemented circuit’s critical path depth adgl

As mentioned above, we try to minimize the number of circatgmeters in our model. The
suitability of a general purpose FPGA architecture showlddepend on circuit parameters, since
we want our FPGA to implement as wide variety of circuits asgtldle. However, it may be possible
to use our model to investigate application-specific FPGA#is case, the circuit parameters can

be used to investigate the suitability of an architecturer arestricted range of these parameters.

In Table 3.1, we list those parameters, used by the modetgsichapter.

3.1.2 Stages of Area and Delay Models

From Chapter 1.3.1, we break up the task of modeling area al&y @hto five stages that mimic the
stages of a typical CAD flow: technology mapping, packinggttring), placement, routing and physical

design.

3.1.2.1 Stages of the Area Model

Figure 3.1 presents the stages associated with modelinghfflementation area for an application that
is mapped on the FPGA architecture under investigation. dDtite stages shown in Figure 3.1, this
thesis models the expected post-placement average vgtelgg, piaced and the routability of an average
application that is mapped on the FPGA architecture undesiigation® We also investigate whether
the empirical relations can be used to model the post-rgutritical path wirelengthcp routed. We use

results from prior work [70, 104] for technology mapping gratking stages and results from [70] for

physical model stage. The routability model is part of thesdrtation and will be presented in Chapter 4.

1We use the term post-placement wirelength to refer to theamties of all connections in a placed circuit. The actual
wirelength after routing may be longer than this quantitg tturouting congestion.
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Figure 3.1: Flow for Modeling Area of Implementation

3.1.2.2 Stages of the Delay Model

Figure 3.2 presents the stages that are used in modelirgatpath delay. Critical path in an implemented
circuit defines the longest path and bounds the maximum étegkiency that can be used. We specifically
develop analytical models for technology mapping and pagckclustering) stages. During technology
mapping stage, the basic gates of a circuit are mappedifitgput LUTs. We develop model for the
post-technology mapping depth, which is the longest path on the technology mapped ciroui¢ims

of the number ofK-LUTs along the path. During packing stage, closely reld€edUTs are packed
into clusters with the goal of reducing area and/or delaymgilementation. We develop model for the
post-packing deptd;. This parameter represents the longest path on the paaiuaiips in terms of the
number of clusters that the nets of the critical path passutiir. We also present the wirelength model
for the placement stage and the routability model for theimgustage, and investigate the applicability
of empirical relations in modeling the routed critical patirelength. We use results from an earlier

work [90] for the physical model stage.
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Figure 3.2: Flow for Modeling Critical Path (c.p.) Delay

3.1.3 Usage of Models from Prior Work

We now present summaries of the earlier works on analyticadeiing [70, 90, 104] that we use in
conjunction with the models presented in this chapter.

3.1.3.1 Logic Utilization Model

Our equations require an estimate of the number of logic eésnand clusters required to implement a
circuit. We use earlier work by Lam et al. [1.04] for this puspo Table 3.1 lists the outputs of the Lam
model that are used as inputs to the models in this chapterieAdummary of the models from [104] are

presented below.

Equation for number of K-LUTs needed to implement a cireyit, Lam et al. [104] estimates, using

/ 3
Nk=nNy- P m’ (31)

where,n,, p andy are as defined in Table 3.1.

the following equation:

Lam et al. [104] observed that during the technology mappiragess, alK inputs are not always
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used in eackK-LUT and the difference between the available and used Lipiis can be modeled gs
The behavior of/ as a function oK is extremely consistent across the MCNC and the QUIP bendtsma
and that there is a linear relationship betwé&eandy (y = %K — %). Developing an analytical expression

for yis left as future work.

Equation for number of clusters needed to implement a ¢irogi Two types of architectures are consid-
ered in [104] to estimate.: N-limited architectures anidlimited architectures. The architectures with a
low value ofN and a high value df are referred to all-limited architectures. IN-limited architectures,
all N slots in a cluster are typically filled. On the other handh#ectures with a low value df and a
high value ofN are referred to ak-limited architectures. Ih-limited architectures, not aM slots in a
cluster can be filled due to constraints imposed by the numiiaputs to each clustdr

The boundary betweex-limited andl -limited architectures is defined by the following conditd04]:
K+il-y

1
favg

| < NP (3.2)

Clustering id -limited if Inequality 3.2 holds.

To calculate the average fanofy,y in Equation 3.2, we first estimate the maximum fan-out of the
circuit fmaxusing a formula from the work of Zarkesh-Ha et al. [195]. Z=mtk-Ha et al. first describe the
expression for the fan-out distribution, which is the expdamumber of nets in a circuit that have a given
fan-out. This fan-out distribution is used to estimétgy in that work [195]. We adopt this formula for

the FPGA implementation of a circuit:

§ (1/(3-p)
fae= [(148)- - (1 )] 7 [('NH) -nk-(l—p)} : (33)

In Equation 3.3(1 + N) represents the total number of pins (both inputs and oytputeach cluster
andng/N represents the minimum number of clusters required to imete the circuit. The required
number of clusters may be higher fiotimited clustering as shown later. Since Rent parampterl,

Equation 3.3 tells us théfthax will increase if we increase eithex or the ratiol /N.
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The average fanout,gy can then be calculated using the following expression [195]

1— (fmaxt+ 1)(p—1)
favg= -1 3.4
avg l_ (fmax"‘ 1)(p,2) . (p( p’ fmax) ) ( )

where@(p, fmax) is:

f .
max Jp
( I ax) J lJZ'(J :I) ( )

Using Equation 3.4, Zarkesh-Ha et al. [195] show that moth@hets in a circuit are 2- or 3-terminal
nets. Furthermore, Lam et al. [104] experimentally findg thgy from Equation 3.4 is only a weak
function of fhax and the use of the minimum number of clusters in Equatiorleads to only a small
error.

Finally, usingnk and fa,g from above, Lam et al. [104] estimated for the N-limited andI-limited

architectures as:

X for N-limited clustering

ho (3.6)
© - p/ K1Y for I-limited clustering
|-(1+7a—vg)

whereK, N, | andy are model inputs as defined in Table 3.1.

Average number of inputs used in each clusterLam et al. [104] used the following expressions to

modeli:

for N-limited clustering
i= favg (3.7)

I for I-limited clustering

where, fa g is as in Equation 3.4 and the other parameters are listechie Bal..

3.1.3.2 Physical Area and Delay Models Usage

We use a model from Fang and Rose [70] to estimate the chandigl rquirement for a given circuit.
More specifically, we use the following equation to estintaeeminimum channel-width required to map

a circuit on a given FPGA architecture [70]:

I Iavgplaced (3 8)

1
Wi =_.
min.model U 2 3
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where,U is the utilization factor that is empirically found to be 0.By Fang and Rose [70]. Average
used inputs per clustércan be estimated by using Equation 3.7 above and we use alemgth model
to estimatdayg placed: (Fang and Rose [70] used a fixed empirical valud f@fpiaced.)

We use the models from Hung et al. [90] to estimate: (a) thaydeithin a cluster for a nety4 and
(b) the delay between the clusters for a mgk,. That work uses a RC-based model and uses the Elmore
delay method to model delay across pass transistor chaims.vdlues of capacitances and resistances
for buffers, level restorers and multiplexers are collédt®m HSPICE simulations. The intra-cluster
(within cluster) delay in that work is dependent on clustige N, LUT-sizeK and inputs per clustdr.
The inter-cluster (between clusters) delay is dependertwding fabric parameters such as channel width
W, connection box flexibilityF. i, and F¢ oy, switch box flexibility Fs and segment length as well as
logic fabric parameteN. Both delay components are also dependent on the pararetated to process
technologies such as a transistor’'s equivalent resistamc@sic capacitance and gate oxide capacitance.

We omit the equations from that work, but they can be foundunddet al. [90].

3.2 Modeling Area of Implementation

We now describe the derivation of our model that relates FR€Aitectural parameters to area. We first
present our models for post-placement average wirelemgith,then show how this information can be

used in the area model.

3.2.1 Modeling Post-Placement Average Wirelength

In this sub-section, we derive a model for the expected pudirrg wirelength of nets for a circuit imple-
mented on a homogeneous FPGA. In Section 2.3.2, we presesdther studies that model wirelength as
a function of the number of cells in a circuit that is implertezhon an ASIC [62, 63, 73]. We observe that
these models can be used for FPGA implementations, byrtgeatiner Basic Logic Elements (BLES) or
clusters as “cells”. (Secticn 2.1 introduces BLEs and elsdt In this dissertation, we treat the clusters
as cells. Clusters loosely represent the Logic Array BldtkeBs) of Altera FPGA architectures and the

Clustered Logic Blocks (CLBs) of Xilinx architectures.
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We start with the wirelength model from Davis et al. [62, 63]:

p—OB_\/G p-05 —p—1+4(P709 GP

Lo P "~ 6V/G(p+05) ' 2p(p+05)(p—1) (3.9)
AT —2p-1+2@ D~ g5 _ p-05_ (p-05.G’ '
I+ e Y e~

wherelayg represents the average wirelength for a two-pin connedfiorany path,G represents the
number of cells in the circuit, anp represents the Rent coefficient of the circuit.

There are two types of nets in an FPGA implementation:ir{ia-cluster nets:nets that connect
the BLESs inside a cluster and (lnter-cluster nets:nets that connect the clusters. Our model for post-
placement wirelength considers only the inter-clustes.nBor our applications, this makes sense, since
it is the inter-cluster net that determines the amount ofingLarea that is required in an FPGA as well as
the delay of an FPGA implementation.

We observe that the clusters of a post-packing (pre-placgriR®GA implementation are analogous
to the cells considered for ASIC implementation in the woflDavis et al. [62, 63]. This observation

leads us to use Equation 3.9 to model the average pre-routietength for an FPGA implementation:

—05 —0.5 —p—144(P 05
B3 = Ve — 5705 T 20 né

I _ P Ve(p+0.5) © 2p(p+0.5)(p-1) (3.10)
avglpin—to—pin) = 7551500 1 (p-05) _p05 _(p-08)/nc’ '
T 2p(p-D(2p-3) " 6pync  p1

wherelayg pin—to—pin) r€Presents the average wirelength for a two-pin connectiany path and rep-
resents the number of clusters required to implement aitiocua given FPGA architecture. We use
Equation 3.5 to estimate. as a function of FPGA architecture parameters. In Sectidrg 3we discuss
the limitations of this wirelength model. In Section 3.8,2we simplify Equation 3.10 without signifi-

cantly affecting the accuracy.

3.2.1.1 Multi-Terminal Nets

Equation 3.10 models pre-routing wirelength for two-teratinets. The nets of real circuits typically
have more than two terminals. We use a relationship from #nkee work by Davis et al.[62, 63] to

approximatdayg placed: the expected average post-placement wirelength for nétswore than one sink:

4 * favg

- avg 3.11

Iavg_placed = Iavg(pinftof pin) *
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where the average fanofy,q is from Equation 3.4.

3.2.1.2 Minimum Rectilinear Spanning Tree (MRST) Length ard Minimum Rectilinear Steiner
Tree Length

In later sections, we validate our model by comparing the ehoesults to the experimental results from

VPR. However, the wirelength models described above estitha Steiner length for each net. Finding

the minimum rectilinear Steiner tree length is an NP-cotegbeoblem [101] and heuristic based methods
are available to approximate the Steiner tree length. Aioglship from Hwang [93] gives us an upper

bound for the maximum deviation of a heuristic based Stdneerlength from the minimum Steiner tree

length [170]. This relationship shows that the minimumitieear Steiner tree length is at least two-third

of the length of a MRST:

s> st (312)

wherelg represents the minimum rectilinear Steiner tree lengthlaadepresents the MRST length.
When validating our model in a later section, we use a teclnijom Wu and Chac [136] to ap-
proximate the Steiner tree length. For completeness, weplssent the following relationship from

Stroobandt [170] that provides both upper and lower bouadSteiner tree length:

2
§|mst§ lrst < Imst: (3.13)

3.2.2 Estimating Area of Implementation

Using the wirelength model derived above in conjunctiorhliie earlier models [70, 104], we now model
the area of implementation for a circuit on a given FPGA dediture. Our area metric is the total number
of programming bitqg, required to map an application on the FPGA under investigat

If nc clusters are required to implement a circuit on a given FP@Aitecture, the number of pro-

gramming bits can be expressed by:
Bprog = Numbero f_Prog Bits_per_tile x nc, (3.14)

wheren; can be obtained from Equation 3.6.

Numberof_ProgrammingBits_per_tile can be found by adding three parameters: (a) programming
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bits per clusteBguster, (B) programming bits per connection bloBgg and (c) programming bits per
switch blockBgg.
For a cluster with cluster siz¢ and inputs per clustdr, the inputs to the multiplexer will beN +1).

For a LUT size oK, the programming bits required for the cluster can be expiEby:
Beluster = 2 + 1+ [N'K'<{VN+|—‘+{VN |J)], (3.15)

Inputs to the multiplexers of a connection block willbe F;, for given architecture parameters. For
an architecture with inputs per cluster, the programming bits required for catioa blocks can then be

expressed hy:

Beg=1- H\/W I:c_in—‘ + L\/\N Fc.in” ) (3-16)

Finally, since we assume that the connections are allowexhoh side of a cluster in both horizontal
and vertical directions (as in the experimental flow VPR [L.68he number of inputs to the switch block
multiplexers for connections to the clusters will them\b& - F_,; the multiplexer inputs for connections
to the next switch blocks will b&s. Total inputs to multiplexer switch blocks will be the sumioa of

these two terms and the programming bits required for sviatobks can be expressed by:

N-F N-F
Bsg=W - ” c.out +st - { codt +FS” : (3.17)

2 2

Equation 3.3 gives us the minimum channel widih;, required to implement a circuit. We increase

Whin by 20% WV = Whin * 1.2) while estimating the area of implementation.

3.3 Modeling Post-Routing Delay

Recall from Chapter 1 that we break up our delay model intgestdhat are analogous to a typical CAD
flow used for FPGA implementation. In this section, we firggant two models: (a) a model for the
length of the critical path after the technology mappingstand (b) a model for the length of the critical
path after the packing (clustering) stage. We then show heget models can be used to model the critical

path delay for an FPGA implementation.
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a) depth =3 b) depth =2
Figure 3.3: Two Possible Mappings fd = 4

3.3.1 Modeling Post-Technology Mapping Depth

We first describe a relation between the LUT size of an FPGAitacture, and the expected depth of a
circuit after technology mapping. The inputs to this parthef model are the LUT siz€ and the depth
of the circuit before technology mapping. (d, is depth of the original circuit). The output is the depth
of the circuit after it is mapped int&-input LUTs. This parameter is representeddRy We now detail
how we derive the model fay.

Assume that the portion of an original circuit being impleneel consists of 2-input nodes. Most
technology mapping algorithms attempt to minimize the kdepthe resulting implementation. However,
the actual pattern of nodes covered by a single LUT dependiseostructure of the original netlist of the
circuit. Figure 3.3 shows two possible scenarios in whigh@#t nodes are mapped to a 4-input LUT.
The depth after the technology mapping stage for these tenesos will be 3 and 2 respectively. For
a K input LUT, the extremes (for reduction in depth with respiecthe depth of 2-input nodes) can be
generalized aK — 1 andlog,(K). For a large netlist, we would expect the “average” depthetbdtween
these two extremes.

Recall from Section 3.1.3.1, typically not &l inputs to aK-input LUT are actually used and the
expected number afnrused inputs in &-LUT is represented by the paramejerncorporatingy, depth
values for the two possible extreme technology mappingisolsi similar to ones shown in Figure 3.3 for
K=4 can be written ak — 1 — y andlogz(K — y). We approximate that the average of these two extrema

can capture the reduction of depth frato dy, giving us the expression fak:

2-dy

d = .
T K—1—ytlog(K—y)

(3.18)

In Sectior: 3.4.3, we will show that this simple expressioriaines the experimental results well.
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Figure 3.4: Cluster with Three Lookup-Tables

3.3.2 Modeling Post-Clustering Depth

Logic elements (LEs) are usually grouped into tightly cared clusters. Connections within a cluster
are faster than connections between the clusters; theeghgst(packing) stage attempts to include as
many LEs within a cluster as possible. In this sub-sectianderive a relation between the FPGA cluster
architecture and the depth of the circuits after they arepadjpo clusters.

We derive this relation in two steps. First, we derive theeeted proportion of all connections in a
circuit that are made local after clustering and denotesgi@sintuitively, as cluster size is increased, more
connections can be made local and heggés increased. Second, we determine the expected proportion
of connectionsalong the critical paththat are made local after clustering, which we will denoteshy
These two steps allow us to compute the expected numberesfchister and intra-cluster connections
along the critical path of a given circuit.

Note that each connection in a circuit corresponds to orleisia multi-terminal net, and represents
one input to an LE. Thus, in this thesis, we count connectlmngounting the number of input pins
of a LE, andnot the output pins. A LE withK — y used inputs and one used output contribufes y

connections to the total connection count.

3.3.2.1 Proportion of Connections Made Local

Most clustering algorithms operate incrementally; thathey choose a seed and iteratively add related
LEs until the cluster is full [21]. Each time an LE is added hbe tcluster, additional connections are
typically made local. These local connections can be onwotypes: (1) those that are made local due
to the optimization algorithm, and (2) those that are madalltby chance”. We separately explain these

two types of local connections and derive equations for them
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Consider a cluster consisting of a single LE wih- y used inputs. In such a cluster, the only way
a net can be made local (becomes completely absorbed byusierdlis if the output of the LE feeds
directly back to one of its own inputs. Experimentally we éiabserved that this rarely happens, so we
can approximate the number of local connections in this aase Now consider adding additional LEs
to the cluster. A timing-driven clustering algorithm wouwttempt to pack as many LEs along the critical
path into a cluster as possible. This often leads to clugjeras shown in Figure 3.4, in which each LE
receives an input from an LE that is already in the clusteus] we have the number of connections made

local by desigmeky g, aS:

anrdesign =C— 1 (319)

Recalling from Table 3.1 that the notatiarrepresents the average number of LEs (LUTS) in a cluster
nk/ne, if there arec LEs in the cluster, then the cluster has a totakc@ — y) connections. Of the
remainingc(K — y) — (c— 1) connections in the cluster, some will be global and somebeillocal. We
assume that, apart from tlee- 1 connections described above, each connection in the iingpition is
equally likely to be made local. If there ang logic elements in the circuit, and dfof these are packed
into each cluster, the probability that the logic elementseach connection is within the same cluster is

¢/nk. This construction gives us the expected numbexdafitional connections made local as

C
ant:hance: n_k [C(K - y) —C+ 1] . (320)

Combining Equations 3.19 and 3.20 leads to the expected euaflbtocal connectiong; as:

Mo = (€~ 1)+ oK —y) —c+ 1, (3.21)

and since there a@K — y) total connections in each cluster, the expected propodidhe connections

made local after clusteringy; can be expressed by:

(c=1+glc(K-y)—c+1]
c(K—y) ’

wherec = ng/n; and can be written as a function of the architectural pararadt andl and the circuit

(3.22)

Sckt =

Rent coefficientp using the following results from [104]:
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where the average fanofy,q is given by Equation 3/4.

3.3.2.2 Connections Along the Critical Path

Equation 3.22 gives us the expected number of connectiesita made local in a circuit. We now seek
Sp: Which is the expected number of connectiafeng the critical patrthat are made local after packing
(clustering). Intuitively, a timing-driven packing algthmm will attempt to make more paths along the
critical path local, compared to other paths, so we woulteet®p > Sckt.

We investigated this relation experimentally using twestduing tools: T-VPACK [21] and a replica
of IRAC [161]. Both of these are greedy algorithms that patkk into a cluster based on the closeness
to the LUTs previously packed. iRAC uses less routing ressgiwhile nominally affecting the timing-
quality of T-VPACK [190]. As shown in Figure 3.5 (which wastalmed using T-VPACK), the values of
Scp andsg are roughly the same for all valuesNf The results from iRAC were similar. Based on these
results, our model assumgp = Sck:.

The results of Figure 3.5 are counter-intuitive. We woulgeant the clustering algorithm to give
preference to paths that are critical. However, as clugigrroceeds, the criticality of paths are changed.
Even if the criticality of a net is recalculated frequenthe problem of optimizing the wrong path during
the early stages of clustering will still exist. This suggehat T-VPACK and iRAC areot optimizing

the critical path well and are optimizing all paths approxiety equally.
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This suggests an interesting topic of future work: to find édvevay to predict, ahead of time, which
paths are actually going to be critical. The clusteringstzan then pack the logic blocks along the critical
path more efficiently. In such casesy, is expected to be higher thag:. Modeling the ratio of;p and
Scke for such packing tools may be an interesting area of futlsearech. Once such a model is available,
it can be readily used with our proposed modeldar

Our model can be used for evaluating new packing algoritrensedl. The equation that we present
for ste assumes that some connections are made local by chancealga@rthm can predict the final
critical path ahead of time, the value ®f, should be higher thagy. In other words, our expression for

Scke €an be used as a lower-bound for evaluating new packingitigos.

3.3.2.3 Overall Model for Post-Clustering Depth

To summarize, the number of connections absorbed in theeatitcuit s is equal to the number of
connections absorbed along the critical pgth Using the expression fasg: derived above, we can then

model the number of clusters on the critical path (the pasttering inter-cluster deptlu). as,

(C—D+glc(K-y) —c+1]
c(K—y) ’

wherec is given by Equation 3.2.3.

3.3.3 Modeling Critical Path Delay

Within each cluster, the critical path is expected to passuihdy /d. lookup tables. If we have estimates
of the intra-cluster delayra and the inter-cluster delayyer then the total critical path delay can be
estimated as:

dy

te. p. — dc [tinter + d_tintra} = d¢ - tinter + Ok - tintra- (3-25)
c

We can estimate the values §fe; andtiy in two ways. First, we can use the physical model
from the work of Hung et al. [90] to estimatgier andtinira. 1N Chapter 5, we will discuss how we use
this technique to optimize architectures with respect iiicat path delay. Secondly, we can follow the
technique detailed in Das et al. [60], which will allow us seuhe results from our wirelength model and

the first phase of the timing-driven placement stage of a CAR fsuch as, VPR) to estimatgr and

45



Table 3.2: MCNC Benchmark Circuits

Circuit Name| N | do | Inputs | Outputs]| Rent Coefficient*
Non pad-constrained circuits

ex5p 17797 15 8 63 0.738
misex3 2557 13 14 14 0.714
apex4 2196 | 12 9 19 0.738
alu4 2732 14 14 8 0.662
tseng 1861 | 43 52 122 0.524
seq 2939 | 14 41 35 0.721
apex2 3165 17 39 3 0.743
diffeq 2556 | 39 64 39 0.554
$298 4272 | 32 4 6 0.560
spla 7438 | 19 16 46 0.726
frisc 6023 | 67 20 116 0.644
elliptic 5474 | 52 131 114 0.593
pdc 8408 | 19 16 40 0.748
ex1010 8020 17 10 10 0.749
s$38584.1 12491 25 39 304 0.632
s38417 13656 | 25 29 105 0.591
clma 14253 40 383 82 0.726
Pad-constrained circuits

dsip 25317 10 229 197 0.527
des 2901 | 14 252 243 0.646
bigkey 2979 10 263 197 0.517

*Rent coefficients shown are representative values (estoifar N=8, K=4)
Table 3.3: QUIP Benchmark Circuits

Circuit Name n, d> | Inputs | Outputs| Rent Coefficeint*
oc_aescoreinv 25724 33 260 129 0.670
oc_aescore 18178 25 259 129 0.673
oc_desdes3perf 78872| 16 234 64 0.634
oc_videa.compressiorsystemgpeg.syn | 78245| 65 20 27 0.614
*Rent coefficients shown are representative values (estohfar N=8, K=4)

tintra. The first phase of a timing-driven placement is much fasteemcompared with the total placement
time. Since we prefer our model to evaluate delay withouhgdhrough any stage of the CAD flow, we

use the first technique from Hung et al. in estimatipg, andtiya. The interested readers may refer to

the work of Das et al. [60] for details on the second technique

Table 3.4: MCNC Benchmarks, Used to Measwréor Model Validation

Circuit Name ny | Inputs | Outputs
C6288 1820 32 32
C7552 1781 207 107
i10 1668 257 224
apex3 1452 54 50
parker1986 | 1137 48 8
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Table 3.5: y Values from Five MCNC Benchmarks

K 2 3 4 5 6 7
y || 0.000| 0.279] 0.427]| 0.898| 1.278| 1.648

3.4 Validation of Models

To evaluate the accuracy of different components of ourydical models, in this section, we compare
the model predictions to the experimental results, obthiuseng CAD tools. The first two sub-sections
present the evaluation results for area equations and @gjagtions for twenty large MCNC [192]
benchmark circuits listed in Table 3.2. The third sub-secéxamines the effects of the Rent coefficient
on the validation results. The last sub-section presemtsvafidation results for four large QUIP [9]
benchmark circuits listed in Takle 3.3.

Our model equations require an estimate of Rent parameiéieréht techniques have been previ-
ously presented for estimating Rent parameters [139]ofRistand Hutton [139] compare some of these
techniques that uses the netlist after placement for cloul of the Rent parameter, and show that Rent
parameters estimated by using different techniques diffealues. We use an inhouse tobkgen to
estimate the Rent parametebggenuses recursive bipartitioning technique to estimate thet Rarame-
ters. To estimate the Rent parameters for a clustered Gimeiuse T-VPACK [21] to cluster (pack) the
circuit and use the post-clustering netlist as an input gehbc

For validation, we also need the values of unused LUT inpugsclosed form expression for which is
not yet available. We experimentally measure the s¢h@flues by using five MCNC benchmark circuits
that are different from the 24 evaluation circuits listedTeible 3.2 and Table 3.3. These five MCNC

benchmark circuits and the estimated values/fare listed in Table 3/4 and 3.5.

3.4.1 Validation of Wirelength Model

Figure 3.6 presents the validation results for our wirellemgodel presented in Section 3.2.1. We use our
model equations to estimate the post-placement averagéength. We collect the experimental results
for wirelength from the placement stage of an academic CAI) PR [21]. We use the version VPR
5.0 [122] for validation.

In Figure 3.6, we plot wirelength while sweeping three FPGéhdectural parameters: cluster size
N, LUT sizeK and inputs per clustér The routing segment length is fixed at 1. In all cases, we fiatl t

the model results underestimate the experimental resuitshat the trends observed in the model results
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Figure 3.6: Verification of Wirelength Model for 20 MCNC Benchmarks

match the trends observed in the experimental results.

Our experimental setup reports minimum rectilinear spaiiee length (MRST). We use a heuristic-
based technique presented by Wu and Chac [186] to appraxitinatSteiner tree lengths. To adopt this
technique for our purpose, we start with the MRST reporte® BiR and use the routing resources (such
as switch blocks) on the traversal path of MRST as prospe@&@ieiner points. In Figure 3.6, we find
that the rectilineal minimum Steiner length is lower than $Rbut is higher than the bound defined by
Hwang [93] and presented in Equation 3.12. Furthermorapibeel results are closer to the lower bounds
from Equation 3.12 (results not shown). We make similar olzgmns for all wirelength results. For the
remaining sets of results, we only report the MRST lengtmfidPR except for Figure 3.7(c). Due to the
effects of pad-constrained circuits that we discuss l#terfirst point of Figure 3.6(c) for Steiner length

is an outlier. Figure 3.7(c) will show that we do not have saohoutlier for non pad-constrained circuits.

3.4.1.1 Effects of Pad-Constrained Circuits

We have observed that the model results for the three pastreamed circuitsles, dsindbigkey do not
follow the experimental results as closely as for the otireuis. As we observe from Takle 3.2, the ratio
of input/output pins and logic blocks is higher for the pashstrained circuits. The device size for these

circuits is dictated by the I/0 ring [15] and the nature of th@ ring will affect the wirelength as well.
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Figure 3.7: Verification of Wirelength Model for 17 Non-Pad-Constraineenchmarks

Our models do not capture the 1/O ring limitations and is¢fae not capable of accurately modeling the
wirelength for these circuits. Figure 3.7 shows the valafatesults for the set of seventeen circuits that
does not include pad-constrained circuits.

In Figure 3.8, we further investigate the effects of I/O dmmn post-placement wirelength. We in-
vestigate experimental (VPR) wirelength with 3, 6 and 1Xlffer 1/0O pad. We find that with higher i/o
capacity, the trends for the experimental results are closthose for the model results; average wire-

length consistently decreases with increasihgndK. Since our model does not consider the effects of
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s 8
£ g
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Figure 3.8: Effects of i/o Capacity on Wirelength for Twenty Benchmarkwxluding Pad-
Constrained Benchmarks; i/o Capacity is the Number of I/Ost@ined in the I/O Pads [179]
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Table 3.6: Rent Co-Efficients, as a Function of LUT Sike(Cluster sizeN=_8)

) Non pad-constrained circuits Pad-constrained circuit

LUT Size K ex5n T misex3| s38584.1] 538417 cima | dsip | des | bigkey
4 0.775| 0.692 0.692| 0.648| 0.737| 0.594| 0.634| 0.659

5 0.736| 0.664 0.662| 0.626| 0.718| 0.515| 0.643| 0.468

6 0.696| 0.607 0.651| 0.610| 0.710| 0.620| 0.718| 0.537

7 0.637| 0.582 0.609| 0.624| 0.688| 0.559| 0.711| 0.612

I/0 rings, the plots in Figure 3.8 include only one set of nadsults.

The nature of pad-constrained benchmarks is further validlay investigating the Rent co-efficients
for these circuits. In Table 3.6, as a function Kf we present Rent co-efficients for pad-constrained
circuits as well as representative non-pad-constrainedhmearks. We find that Rent co-efficients for the
pad-constrained benchmarks, in contrast to the otherspdmaonotonically decrease with increasikg
Since the modeled wirelength is a function of Rent coeffigidme wirelength for increasing will not

decrease as anticipated by our model.

3.4.1.2 Effects oiN- and |-Limited Architectures

The architectures considered in Figure 3.6(a-b) and iradh} @reN-limited (as defined in Section 3.1.3.1).
Figure 3.6(c) and 3.7(c) include bothlimited andl-limited architectures. We identify the boundary be-
tweenl -limited andN-limited architectures in these latter two figures. Fromwtloek of Lam et al. [104],
the number of clusters becomes approximately constantidetyis boundary for increasirigand fixed
N. We expect the estimated wirelength to be constant beyaaddtundary. This is confirmed by the

results in Figure 3.6(c) and in 3.7(c).
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Figure 3.9: Verification of Wirelength foN=8 (Circuit by Circuit)
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3.4.1.3 Circuit by Circuit Verification

Figure 3.9 shows a plot of the measured versus estimatetengtd for seventeen non pad-constrained
benchmarks. FoN=8, we have shown three datasets, Kor4, K=6 andK=7. This plot shows that the
model results underestimate the experimental resultsth&umore, experimental results monotonically
decrease for increasing LUT size, exceptffesc.

While presenting the results for individual circuits, weethat the goal of our work is to capture the
effects of architectural changes on the expected evaftuaigdrics for aypical application. Discrepencies
shown by pad-constrained benchmar#sil, desand bigkey or the outlier of Figure 3.9ffisc) will

therefore not affect the applicability of our model in easbage architecture investigation.

3.4.1.4 Underestimation of Average Wirelength by Our Model

We find from Figure: 3.6 and 3.7 that our model underestimdtesxperimental results in all cases. As
we explain in Section 3.2.1, the model equations use St&ieebased wirelength estimation. In contrast,
VPR estimates the wirelength based on minimum rectilinpansing tree lengths. (Our Steiner length
calculation from experimental results was based on a h&ubased technique.) In the next sub-section,
we present a few other reasons that may contribute to therestifaation of average wirelength by our

model.

3.4.2 Discussion on Results for Wirelength Model Validatio

Earlier studies find that the wirelength models proposedA®IC domain also typically underestimate
experimental results. Lanzerotti et al. [108] find that, wheplied to IBM POWER4 chip, the wirelength
estimation techniques from Donath [67], Davis et al. [624] &hristie and Stroobanct [44] all underes-
timate the experimental results. Several earlier pulitinat 54, 74, 108, 169, 193] discuss the reasons
behind such discrepancies. We now present the relevan@sdiiom these studies with special focus on

Davis’ model that we use to derive our model.

3.4.2.1 Issues Related to Estimation of Rent Parameters

Earlier studies find that the estimation of Rent parametdystantially affect the estimated wirelength [55].
Yang et al. [193] observes that when using the Davis modesigders typically estimate theartition-

level Rent parameters; we also use partition-level Rent parasé&tevalidate our model. For IBM-
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PLACE benchmark suites, they show that the placement-Rert parameters are larger than the partition-
level ones. They further demonstrate that the use optheement-leveRent parameters instead of the
partition-level Rent parameters significantly improves uality of Davis’ model, and in some cases,
the modeled wirelength overestimates the experimenta&levigth. For FPGA architectures, a later study
by Pistorius and Hutton [139] finds that even the placemevdtiRent parameters may significantly vary
when the regioning methods for estimating Rent parametersaied. ([139] presents three regioning
methods to estimate placement-level Rent parametersddtRIGA implementation of circuits).

We use the partition-level Rent parameters to validate amdahsince our model is designed for early
stage architecture design, in which designers will use agehto evaluate a wide range of architectures
without going through expensive placement stages. It er@sting to note that the Rent parameters that
we use for wirelength estimation is different from the Reatgmeters that are used when deriving the
model for the number of clusters required to map a cinayifis the latter uses the Rent parameters of the
circuit when implemented by 2-input lookup tables beforestdring. We note that this discrepancy is an

interesting issue that should be addressed for futuretanothral modeling techniques.

3.4.2.2 Other Issues with Wirelength Estimation Techniqus

The earlier studies have found further issues with regardsing Davis’ model for wirelength estimation.
Lanzerotti et al. [1C8] and Stroobandt [169] observe thati®anodel is derived on the basis of two-
terminal nets, and a linear net model is assumed from soorsak, where each net part is of equal
length. The correction factor assuming this linear modsldeen presented as Equation 3.11 in this thesis.
These studies [108, 169] observe that the assumption oéarlimet model negatively affects the quality
of results from Davis’ model. Stroobandt [169] further alves that the use of a ‘fan-out distribution’
instead of the ‘average fan-out for all nets’ may improve gulity of Davis’ model. Lanzerotti et
al. [108] emphasised the necessity of considering rectangegions along with square regions when
deriving wirelength models.

Despite these issues, we observe that the proposed witielsraglel can still enable the designers to
evaluate the trends of the effects of architectural cho@reaverage wirelength, and can be a valuable

tool during early stage architecture investigation.
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Figure 3.10: Nominal Effects of Using Simplified Expression for Wirel¢ghdodeling

3.4.2.3 Simplified Form of Wirelength Model

We observe that some terms of Equation 3.10 do not have sigmifieffect on modeled wirelength.

Equation 3.26 presents a simplified form of Equation 3.10.

0.85n2" %% _n.

_ )
,/nc—1.5>kn€—('olof0i5)*nc

| avg pin—to—pin) = (3.26)

In deriving Equation 3.26, we remove insignificant terms: the remaining terms, we investigate whether
a representative value of Rent paramgteran capture the effects of varying Rent parameters for the
benchmarks. If that is the case, we ys€0.67 to further simplify the remaining terms. For instagnce
the value 0.8 in Equation 3.26 has been obtained by usi#r@67 on the expressio ’ng&é‘;?gﬁ) in
Equation 3.10. Figure 3.10 shows model results for the @rpeaverage post-wirelength for nets for
multi-terminal nets for two cases: (&) Whetgy pin—to—pin) IS €stimated by using the original form in
Equation 3.10 and (b) whetg,q pin—to—pin) IS €stimated by using the simplified form in Equation 3.26.
We find that the results from these two cases are very close r@sults are averaged over twenty MCNC

benchmarks.)

3.4.3 \Validation of Delay Models

To evaluate the accuracy of our delay model, we again contpamodel predictions to the results that we
obtain from academic CAD tools. We separately validate thdets for post-technology mapping depth
dk and post-clustering deptt.. We use twenty large MCNC benchmark circuits, listed in €aBl2.

Although the value oN is typically between 4 and 16 in modern FPGASs, we validatedsyoth model
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Table 3.7: Standard Deviation of Estimatirdy for 20 Circuits

LUT-Size:| 3 4 5 6 I
Std. Dev.:| 3.45] 2.15| 2.87] 257 2.35

for much higher values dfl to examine its applicability in future generations of FPGAs

3.4.3.1 Validation of the Model for Post-Technology Mappiig Depth dy

Measured results faily are gathered by recording the maximum depth for each ben&heirauit after
it is technology mapped using Flow-Mep [50]. Analyticalukts are obtained by using the measudgd
and Equation 3.18. Th& values are measured from the 2-input netlist of the bendkaieruits and are
presented in Table 3.2.

Figure/ 3.11 shows a plot of the measured versus estimatdd tepeach of the twenty benchmark
circuits. We have shown two representative data setdfdrand forK=6. The solid line with unit slope
in Figure 3.11 represents the points where the predidtadhlues are equal to the measuiddvalues.
(Recall thatdy values are the number BFLUTSs along the critical path after technology mapping.)eDao
close proximity of data values, some of the benchmarks apavith each other both fat=4 andK=6 and
data points for all twenty circuits are not visible in thiggh. We fit lines to the data-points f&=4 and
K=6. The slope for these two lines are 1.4 and 1.6 respectivighyr? value of 0.94 and 0.83 respectively,
wherer is the correlation coefficient. Figure 311 shows that theljmtion loses some accuracy as depth
increases. Figure 3.12 plots the post-technology mappepthcalong the critical path for different LUT
sizes. Each point in this graph represents the arithmetanmoéthe depth values across the benchmark
suite. As these two graphs show, the analytical result& ttexexperimental results closely.

We also examine the standard deviation of the differencesdsm experimental and estimated val-

ues for different values dK, results for which are presented in Table 3.7. The absolute between
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Table 3.8: Absolute and % Absolute Difference Between ExperimentdlBstimated Values ady

LUT-Size: 3 4 5 6 7
Absolute Diff.: 239 | 1.83 ] 221 | 2.06 | 2.15
% ADbsolute Diff.; | 15.24| 16.25| 22.81| 24.68]| 29.33

experimental and estimated values (averaged for 20 ajcaiie presented in Table 3.8.

3.4.3.2 Validation of Model for Post-Clustering Depthd,

We first present validation results feg; that represents the expected proportion of nets made local
during the clustering phase. Figure 3.13 illustrates thoeii@cy of our model in estimatingy; for three
representative values Kf. We collected experimental results using two packing toblgPACK [21] and

a local implementation of iRAC [161]. As the graphs show, madel captures the experimental trends
of both. However, for small clusters, our model overestamahe number of local connections, while
for large clusters, our model underestimates. All of theesas Figure 3.13 are fa¥-limited clustering,
wherel = (K/2)- (N +1). Discussion on these discrepancies will follow.

In all cases, however, the slopes for the results from ourainagk comparable to those for the ex-
perimental results, especially for higher value«ofAn interesting observation is that for a LUT size of
7, results from T-VPACK almost coincide with the resultsnr@ur model. This makes us believe that
at this LUT-size, T-VPACK makes connections lotsl designand the rest of the local connections are
absorbed within clustefsy chance

Finally, Figure 3.14 compares our model for post-clustedepthd, to experimental results obtained

using T-VPACK.
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Figure 3.13: Verification of Equation fors

3.4.4 Discussion on Results for Delay Models Validation

The graphs of Figure 3.13 show that, for small clusters, oodehoverestimates the local connections,
while for large clusters, our model underestimates. Thésgrapancies can be partially explained as
follows. First, consider a small cluster witth= 2, K = 4 andl = 6. As shown in Figure 3.4, our model
assumes that the clustering algorithm will always find a sdddeE that can use the output of the first LE.
If the clustering algorithm chooses an LE with four inputdtesseed, the second LE will use the output
from the seed and at most two more unique inputs. It seemly likat, often, the clustering algorithm
will be unable to find such an LE, so it would instead choose B&tHat shared the appropriate number of
inputs, but not the output from the first LE. Our model thenregémates the local connections.

For large clusters, the situation is different. In such sagds possible that LEs may receive more
than one input from a local LE (so adding a LE creates more dn@mnew local connection). As a result,
the number of connections made local by design will be marad¢h- 1 that is assumed in Equation 3.19

and the experimental results will be higher than the predistilues.
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Figure 3.14: Verification of Equation for,

3.4.5 Effects of Rent Coefficient

This thesis also investigates the effects of Rent coeffi@arthe results from our models as well as the
area models of Lam et al. [104]. We have examined the impaitteoRent coefficient’s effect by using

two sets of Rent coefficients for each circuit;

1. Inthe first case, for each circuit, we have used a fixed va@liRent coefficienp. We do not change
this value with the changes in architectural parameters) asN, K andl. We have listed these
values ofp for the MCNC and the QUIP benchmark circuits in Tahles 3.2 &gdrespectively.

This set of Rent coefficients have also been used to validatenodel outputs.

2. In the second case, we measures the Rent coefficientsefgrattked circuits from T-VPACK by
using our inhouse todicgenthat uses a recursive bi-partitioning method. These medstalues

of p may change with the architectural parameters.

The differences between the maximum and the minimum valtigedrent coefficients for the latter
range between 3% to 15% for all circuits except $&98 dsip and bigkey We generate two sets of
model outputs by using the above two sets of Rent coefficeaparately. Figure 3.15 shows the results.
Figure 3.15(a) to (c) show the effects of estimated Rentficoafits on the area models. In all cases,

we find neglible differences between these two sets of es@ur delay equations depend on the Rent
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Figure 3.15: Effects of Rent Coefficient on Area and Delay Equations

coefficient through the area parametaeisandi. Consequently, the changes in Rent coefficients will
not have significant effects on on the estimated depth vallies argument is validated by the results
presented in Figure 3.15 (d).

As we discuss in Section 3.4.2, Rent coefficients may stitehigrominent effect based on whether
they are estimated from post-packing or post-placemetisnefigure 3.15 however illustrates that the
effects of Rent coefficients on the model outputs can be asdumbe negligible for early stage archi-
tecture evaluation. More accurate Rent coefficients maystimated to further evaluate the architectures

that are short-listed by early-stage evaluation.

3.4.6 \Validation for Large QUIP Benchmark Circuits

We also validate our wirelength and delay models using fdditemnal QUIP benchmark circuits that are
much larger than the MCNC benchmark circuits. The QUIP berask circuits are written in VHDL and
Verilog and are provided by Altera Corporation [9]. Tabl8 Bsts the four circuits that we use, which are
the larger circuits in the QUIP suite.

Figure 3.16 illustrates the accuracy of our wirelength nhéatehose larger circuits. Results represent
the average of the results for the QUIP circuits. Figure 8dréesponds to Figure 3.6 and Figure 3.7 that

present wirelength results for the MCNC benchmarks. Fi@ut@ and 3.18 illustrate the accuracies of the
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post-technology mapping and post-clustering depth modeld correspond to Figure 3.12 and 3.14(a)
that present results for MCNC circuits.

For these large benchmarks, we find that the model resul®@afdhe trends of the experimental
results fairly well. Furthermore, the conclusions that vae draw for the QUIP benchmarks agree with
the ones drawn for the MCNC benchmarks. For instance, FId6c) presents average post-placement
wirelength with respect to inputs per clustefor the QUIP circuits. Figure 3.6(c) and 3.7(c) present
similar plots for 20 MCNC circuits and 17 non-pad-consteairMCNC circuits, respectively. In all of
these cases, the trends of the model results are similarbdunedary betweeh andN-limited regions
is very similar for both sets of benchmarks. This demonssrétte depth model’s applicability for larger

benchmarks.

In Table 3.9, we present numerical comparison of accuracgdodepth models. Since the work of
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Table 3.9: Comparison of Accuracy

QUIP MCNC QUIP + MCNC
Model | Exp. | Model | Exp. | Model | Exp.
Cluster SizeN: 8; LUT SizeK: 4, Inputs per Clustel. 18
Nz/Ne 154 | 19.0 | 148 | 142 | 149 | 15.0
i 13.2 | 134 | 142 | 136 | 14.0 | 135
lavg placed | 8.88 | 10.13| 6.06 | 10.51| 6.53 | 10.45

de 11.9 9.3 8.5 7.4 9.0 7.7
Cluster SizeN: 24; LUT SizeK: 6, Inputs per Clustdr. 75
Nz/Ne 86.9 | 133.6| 60.3 | 56.9 | 64.8 69.7

i 405 | 364 | 353 | 385 | 36.2 38.1
de 9.3 5.8 8.0 8.0 8.3 5.1

Lam et al. [104] has been used to derive our depth models,segagsent the comparison results for the
models from that work. Table 2.9 presents the numerical esisgn for (a) QUIP benchmark circuits,
(b) MCNC benchmark circuits and (c) the combination of QUild 1CNC benchmark circuits, for two
representative sets of values foX, K, 1}. We present the results for the total logic packed per aluste
(nz/n¢), the total used inputs per clustey, (the average post-placement wirelengdthig(placed) and the

depth after clusteringdt). The values are averaged over the corresponding numbeércoits.

3.5 Summary

This chapter describednalytical models that relate architectural choices to lerpentation area and
critical path delayfor FPGA implementations. The major challenges tackledenvihg the equations
were balancing accuracy with simplicity, and to understrimpact of the parameters used by the
model, such as Rent coefficients. The models were validaggathst the commonly used academic CAD

tool, VPR. Despite making simplifying assumptions whenivileg the models, validation results show
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that the models can capture the trends of the experimersialkse

The models from this chapter are used in later contributafrthis dissertation presented in Chapter
4 and 5. We use the wirelength model as part of our routabiibglel presented in Chapter 4. We use the
expressions presented in Section 3.2.2 for area of impl&tien and in Section 3.3.3 for critical path
delay in Chapter 5. We use these expressions to investigaeapabilities of the analytical model-based

design approach.
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Chapter 4

Analytical Model Relating Architecture

and Routability

This chapter presents an analytical model to relate an FRG#Atacture to the routability of applications
mapped on that FPGA. While our model is focused on relatieg®fAGA routing fabric to routability, it

is also capable of capturing the effects of the FPGA logiciatn routability. We define routability as
the expected proportion of the nets that can be successtultgd on a given FPGA architecture.

The implementation area and critical path delay that we miod€hapter 3 are dependent on both
logic fabric parameters and routing fabric parameters. mbédels presented in Chapter 3 for area and
delay assume that the circuits are routable for a given geraimeters, and estimate area and delay based
on this assumption. However, a poorly designed FPGA rodéibgc may not be flexible enough to route
some circuits. The focus of this chapter is to investigagertutability of applications on a given FPGA
architecture. Once an FPGA architecture is found to presdfitient routability for a typical application,
the designers may use the models in Chapter 3 to investigagéeaad delay for that architecture. This
argument is in line with the flows for model-based architeetlesign that we present in Figure 3.1 and 3.2
of Chapter 3.

In a typical experimental approach for designing a new ngutabric, FPGA architects begin with a
large set of promising routing fabrics. They then changedh&ng parameters and run many iterations of
expensive experiments to investigate the effects of suahgds. The experimental results are evaluated

empirically to fine-tune the routing parameters for the rieexation. Such empirical evaluation demands
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a high number of experimental runs. Each of these experahemis incur substantial CAD run-time.
It has been observed that as the number of circuit elemeatsases, the order of the run-time for the
placement stage grows faster than linear 29, 40]. Thiseissdurther aggrevated if the architecture
designers are also interested in investigating the efiecksgic fabric (such as, LUT size, cluster size
etc.) on routability. In contrast to such an experimentgrapch, our work models the effects of a wide
range of architectural parameters on the expected roityaloit a typical user application (we also show
that our work can estimate the routability of individual Aggtions fairly well). When used with the
analytical models discussed in Chapter 3, our model camasdithe effects of architectural choices on
routability, without going through the CAD flow. During egrstage architecture evaluation, this model
thus allows the architecture designers to quickly evalaatéde range of promising logic and routing
fabrics.

The remainder of this chapter is organized as follows. 8eetil presents background for our model,
assumptions that we make in developing the model and a hriefrary of the stages that we use for
model development. Section 4.2 details the developmentiofautability model. Section 4.3 discusses
how some approximations that we use in developing the matebe relaxed. We validate our model
results against the experimental results obtained from ¥PRn Section 4.4. Finally, Section 4.5 sum-
marizes the work presented in this chapter.

Parts of this chapter has been published in [58].

4.1 Overview of Routability Model

In this section, we first give a brief overview of algorithnigt are typically used to route circuits on a
given FPGA. We next put our routability model into contextlué other studies on FPGA routability. We
also present the approximations and assumptions madeiundethe routability model and finally give

a brief overview of the three stages of our routability model

4.1.1 FPGA Routing: Two-Step and Combined Single-Step Roats

As we explain in Section 2.2 of Chapter 2, once the clusterpkaced on a given FPGA architecture by
the placement stage of a Computer-Aided Design (CAD) floevnigts are routed between these clusters
during the routing stage of the CAD flow. FPGA routers thatedhe nets may be categorized into two

types: two-step routers and single-step combined globiied routers [21]. We elaborate on these two
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——> Tracks considered by detailed router

—> Channel segments considered by global router

Sequence of channel segments selected by —-—> Tracks ignored by detailed router (not on global paths)

global router (global path) — Tracks selected by detailed router

(a) Step - 1: Global routing (b) Step - 2: Detailed routing

Figure 4.1: Behavior of a Typical Two-Step FPGA Routing (with Channeldth W=3). CBs and
SBs Respectively Represent Connection Blocks and SwitcblkBl|

types of routers below.

4.1.1.1 Two-Step Router

A two-step router works in two phasegtobal anddetailed Figure 4.1 illustrates these two phases. In
this example, a two-terminal net (connection) is routediftbe source logic block to the sink logic block
through Connection Blocks (CBs), Switch Blocks (SBs) anding channels. For brevity, we constrain
the available routing paths by the minimum bounding box,néefiby the locations of source and sink
clusters. The global phase of a two-step router will assigggaience of channel segments to route the net
under consideration. In Figure 4.1(a), we assume that tisagphase chooses the sequence of channels
that are marked by bold arrows.

The detailed phase considers only the tracks within thedpfimed sequence of channel segments.
Assuming the channel-width to be three, the routing tralssd detailed router considers for our example
net are presented by solid (both bold-solid and light-3digdtows in Figure 4.1(b). Dash-dotted arrows
in Figure 4.1(b) represent the routing tracks that are igghdny the detailed router even though they fall
within the minimum bounding-box. For completeness, Figufi£b) also shows the example final routing

solution from the detailed router (marked by bold-solicbars).

4.1.1.2 One-Step Combined Router

Figure 4.2 illustrates a one-step router. This figure usesdime example net from Figure 4.1. In contrast
to the detailed phase of a two-step router, the combinediessigp router of Figure 4.2 finds the complete

routing path in one step by considering all available tracks
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— Tracks considered by combined router
=% Tracks selected by combined router

Figure 4.2: Behavior of a Typical One-Step Combined Global/DetailedGRPRouter (with
Channel-Widthw=3). CBs and SBs Respectively Represent Connection BlaufsSavitch
Blocks.

4.1.2 Context of our Routability Model

We now put our routability model for a combined router inte ttontext of existing studies.

A number of publications present algorithms for two-stepteos and one-step routers and several
studies compare the performance of these two types of s, 110, 114, 183, 137]. The majority of
these studies find that the detailed phase of a two-stepriigiitighly constrained by the pre-defined paths
from the global phase, and that the required channel widthuoh a router is higher when compared to a
combined router. Wu and Marek-Sadowska [187] illustrates the detailed phase of a two-step router is
forced to increase the required channel width and introsltioe termmapping anamolyo represent this
phenomenon. Furthermore, the global router does not havedtails of routing obstacles or pre-routed
nets, an issue that is more serious in FPGA routing sinceygiestof routing resources may greatly affect
a detailed router’s performance [32]. Due to these reasmmbined routers are typically used to map
circuits on modern FPGAs, both in academia and in industry.

From the above discussion, the routability of a circuit ved higher when a single-step router is
used. The only previous model that relates architecturanpaters to routability is from [25], which
assumes a two-step router. In contrast, our model assumexlermsingle-stage router. As we will
show, this changes the formulation of the model signifiganth Figure 4.3(a), Brown et al. models
the routability using only the sequence of channels thatésdetermined by the global step, such as the
‘dark-solid’ channel segments. The detailed router anc¢@drown’s model ignores the other potential
channel segments, such as the ‘light-dotted’ ones. To paptwe properties of a combined router, we
consider all available paths as shown by dark-solid lindsigire 4.3(b). As we will show, this changes

the formulation of the model significantly.
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-3 Brown et al. models one sequence of
channels (sequence defined by global router) | -3 \\fe model all potential paths |

a) Work of [25]: detailed router b) Our work: combined router

Figure 4.3: Brown’s Model and Our Work

4.1.3 Approximations and Assumptions

We observe that our problem is related to the problem of esiig the reliability of a multi-terminal
stochastic network. For given network constraints, thiabéity of such a network is measured by the
existence of at least one useful communication path betteeterminals (out of many possible paths).
This is analogous to our problem, which is to model routgbiliith given FPGA architecture constraints
while assuming that the routing of the nets may use any of teyrpossible routing paths.

We make an important simplification by assuming that eacthagtonly one sink. Clearly, real nets
often have more than one sink, and the extension of our modekplicitly handle multi-sink nets is
an interesting avenue for future work. As we will show in tlesults, even with this simplification, we
get results good enough to short-list a set of interestinging fabrics during early stage architecture
investigation. To simplify our discussion we also assuns #il nets are routed using their shortest
path. We define the shortest path to be within the minimum Bimgnbox found from the terminals of a
two-terminal net. In Section 4.5.1, we discuss how this traimg can be relaxed. We further assume an
island-style FPGA architecture that consists of an arrasiusfters and ignore the existence of embedded

blocks.

4.1.4 Stages of the Routability Model

In this section, we give an intuitive introduction to the regda detailed derivation is deferred to Sec-
tion4.Z.

The inputs and outputs of the model are listed in Table 4 dutsW, R, F,,, Fs, Nx andN, describe
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Equations for a Detailed Router
N
Stage I: Graph for Combined Router

w
F—»
Fs

Architecture
Parameters

I
Graph with Routability for an FPGA tile
N2

Stage II: Routability of a Single Net

Routability of the Net with Given Wirelength
Total No. of Nets d

—NMaximum Wirelength#  gtage III: Routability of the Circuit
Average Wirelength

Circuit
Parameters

Figure 4.4: Overview of Routability Model

the architecture of the FPGA. Inpytg|, layg andimaxdescribe the circuit to be implemented on the FPGA,
and outpuPr[Rycomy is the overall routability of the FPGA when routing the citcu

Our model consists of three stages, as shown in Figure 4.4helrirst stage, we construct a set
of graphsG; each graphG(V,E) € G describes the routability of an FPGA when routing a net with
wirelengthl. Each node in the graph corresponds to a switch block or aembion block, and each edge
corresponds to a routing channel. Each edge (directedsaxiaded with a weight which represents the
probability that a net can be routed along the associatednehagiven that it was successfully routed to
the preceding switch block. The key challenge in this stagestimating the weights. As described in
Section 4.2, our estimations are based on the work by [25f, suitable modifications to account for the
fact that in a two-dimensional grid, there is more than ong avaet can arrive at a given channel.

In the second stage of our model, we estimate the overalabdity for a net through the two-
dimensional grid. We observe that our problem is relatechéoproblem of estimating the reliability
of a multi-terminal stochastic network. For given netwodstraints, the reliability of such a network is
measured by the existence of at least one useful commuongadith between the terminals (out of many
possible paths). This is analogous to our problem, which mmadel routability with given FPGA archi-
tecture constraints while assuming that the routing of #ts may use any of the many possible routing
paths.

In [1€], Ball shows that finding the exact solution for theiabllity of a stochastic network is an
NP-hard problem, and suggests to look for approximate ansvgeich as reliability bounds. Several
studies on the reliability problem use graph-theoric témies to bound the reliability of communication

between the terminals of the network [49, 69, 142, 155, 1A8]described in Section 4.2.2, we adapt the
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Figure 4.5: Two-dimensional Routing Problem and the Graph Representat

technique from [155, 156] that uses the consecutive minauislets of a stochastic network for bounding

the reliability of systems.

Finally, the third stage of our model estimates the rouitgbdf the entire circuit. As described in

Sectior 4.3, we do so by assuming that wirelengths in a tifollbw a geometric distribution.

Table 4.1: Model Parameters

Model Inputs - Architectural and Circuit Parameters

W Channel width (tracks per a routing channel)
Feou (Fai) Source (Sink) connection box flexibility

Fs Switch box flexibility

Ny (Ny) FPGA grids in columns (rows); total gridsiz.Ny
|W| Number of two-terminal nets (interconnectg)s

| avg® Average post-placement wirelength of a circuit

[ max Maximum post-placement wirelength of a circuit

Model Outputs - Implementation Parameters
Pr[Roqcomy | Expected routability of a circuit mapped on FPGA using a ciod router

aJt may be noted that our wirelength model estimates preirgutirelength. It therefore does not need to consider tfeetf
of the routing fabric, i.e. routability of the given FPGA hitecture.
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4.2 Model Formulation

4.2.1 Stage 1: Constructing the Routing Graphs

The first stage in our model is constructing a set of routiraps. This stage is described in this subsec-

tion.

4.2.1.1 Graph Topology

We first construct the grapB(V, E) to represent the FPGA routing fabric that lies between tlecgoand
sink of a given net. Figure 4.5(a) shows a region of the FPG®#Adaipon which a net could be routed, and
Figure 4.5(b) shows a graph that corresponds to this reditimed=-PGA fabric (the distinction between
Type-landType-2switch blocks will be explained later). Each nogle V represents a switch block in the
architecture. Source and sink nodes are also included tegept the source and sink connection blocks
of the net. Each directed edge &, < E represents a routing channel that connects the switch lock
represented by; andv;. Each edge has an associated weight that will be describtraeisubsequent
subsections.

Note that in constructing the graph, we have assumed a plartiwire length for the net (by assuming
a particular start and end point on the grid). In the disaussi this section, we construct a graph for all
possible wire lengthkfor 1 <1 <lnax We will later show that it is possible to calculate routdypilising
a smaller number of graphs. We also assume that each netéslioam top-left to bottom-right; due to
the symmetry in FPGAs, this will not affect our overall rauitdy estimation. Finally, we assume that
each net is routed using its shortest path and within its 8iognbox; in a later section we will relax this
assumption.

Each edges j in the graph is assigned a weight; which indicates the routability of the routing
channel between switch blocksand j. More precisely, the weight for edgg; is the probability that
a net traversing the channel; would find at least one free track in the channel, given thabitld
be successfully routed to the input of the preceding switceko(vertexv;). The weight for the edge
esourcer (Which is the edge between the source node and the first shiiick) is the probability that the
net exiting the source logic block can find an available triadke first channel, and the weight for edge
€nsink is the probability that the net can be connected to the sigic lblock input pin given that it has

been successfully routed to the input of the last switchlo(eg, in the example of Figure 4.5).
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These probabilities depend on the architecture paramefi¢ing routing fabric. Intuitively, the prob-
ability of finding a successful connection through a chammé&w in an FPGA with a small amount of
routing flexibility (small values oFs andF;); as the amount of routing flexibility increases, the proligb
of finding a successful connection increases. The prolabilia connection also depends on the number
of other nets that are routed on the fabric; if there are mamty routed, it is possible that even if a track
is available, another net is using it. In the following dission, we show how we estimapg; for all
edges in the graph as a functionkaf F., and the distribution of the excepted occupancy of eaclk frac

a channel.

4.2.1.2 Weight Estimation: Relevant Terminology

As described above, each weight of each edge corresponts fmdbability that a connection can be
made between successive switch blocks. Consider routireg @& nwith lengthn+ 1 along one possible
routing path through switch blockSB,, SB, ---, SBn_1, SBn, ---, SB,_1, SB,. The channel on the
outgoing side oB5B;, will containW routing tracks\V is termed the channel width). Successfully routing
throughSB;, is aconditionalevent that the net will find at least one free track on the doggohannel of
SBy. This event isconditionedby the net’s successful traversal through the source cdiondalock as
well as the preceding switch box&8,, SB, --- , SBy_1. The probability of this conditional event can
then be represented BY[Sy|Sn-10--- NS NXq).

When routing through a switch block, not all of thé outgoing tracks may be available for two
reasons. First, some of the outgoing tracksS&;, 1 may have been used by previously routed nets.
Secondly, the construction of routing resources may notvalhe routing of the net using any of thé
tracks. For instance, if the connection block flexibility0i®, no more than 50% of tracks can be used to
route a net through the source connection block and the gubseswitch blocks (assuming that a value
of =3 is used).

As in [25], we use three quantitieg, d andk) to capture these effects when estimating the routability
through switch blockSB,, (Figure 4.6). The quantita is the number of outgoing tracks of the switch
block SB,,_; that can be used to route the nigt In other words, any of tracks can be used to route the
net fromSB;_; to SB,. The quantityd represents the outgoing tracks®i#,, that have been used by the
previously routed nets,2,--- , /1. The router can not use these tracks to route theyngtroughSB,.

Finally, the quantityk represents the number of outgoing track&8#, that the router can use to route the
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Figure 4.6: Parameters Related to Routing a jetThrough Switch BlockSBy,

net ; throughSB, towardsSB,,,1. From the definition of above, when estimating routability through
SBh .1, k for the switch blockSB,, will be equal toa for the switch blockSBy,., 1.

Figure 4.6 illustrates these quantities for routing aygehrough switch bloclSB,. Incident tracks to
SB;, are from switch bloclSB,,_1 on the left and the outgoing tracks frddf,, are to switch bloclSBy,. 1
on the right. The channel widWV is 8 for this example and the tracks are numbered from 1 to 8. We
consider the switch box withs = 3 constructed such that a track on the left is connected tach twith
the same numbering on the right (1 to 1, 2 to 2 etc.)

In this example, any of tracks 2, 4, 6, 7 on the left can be usealite the net fron$B,,_; to SB,,. We
also find that three tracks on the outgoing side are used bjopisdy routed nets. Out of these previously
used tracks, the current ngt could have used 2 and 7. From the definitiona@ndd above, we have
a =4 andd = 2 for switch blockSB;. For the example in Figure 4.6, we have only two tracks toaout
the net througl8B, to SBy,, 1 (tracks 4 and 6) . Therefole= 2 for switch blockSB,,. Sinceafor SBy 1
equals tdk for SBy,, we know thata = 2 for switch blockSBy,. ;.

4.2.1.3 Weight Estimation: Source to First Switch Block Wajht

Using an equation from the work of Brown et al. [25], we estietaie probability of a successful connec-

tion through the source connection box by:

Feout W dCF Ca W
Pr(X;| = p A 7d . c.out— (41)
[ 1] aZl Cgo ( [¢] ) WCFc_out_a . W—(Fc_out—a)ca

In this equation"C; = %g'_r), and the architectural parameters are as listed in Table Pheé. term
inside the summations represents that the probability dkacttly a different connections can be made
from the output pin of a logic block to a routing track in thesfichannel, given thad tracks in that

channel have already been used. The summations sum owvegallvalues of andd, giving the overall
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probability that a connection between the source pin anddk in the first routing channel can be made.
For a detailed derivation of this equation, see [25].

In Equation 4.1d represents the number of tracks in the first channel that haee used by the
previously routed nets. The Poisson distributiiidg,d) models the effects of the number of tracks used
by previously routed nets, on routing the current net. Stheenumber of trackd, used by previously
routed nets, changes after each net is routed, the parakgdterp(Aq,d) may be updated for the current

netj as [25]:
j—1

Ay,

=R 2 P (4.2)

4.2.1.4 Weight Estimation: Switch Block to Switch Block Weghts

We first make the distinction betwediype-land Type-2switch blocks. As shown in Figure 4.5(a), all
switch blocks on the top and left side of the grid will be re¢erto asType 1switch blocks, and the other
switch blocks will be referred to agype 2switch blocks. Type 1 switch blocks have the property that if
they are used in the path, the net can enter the switch bloak émly one side (either the top or the left
side, depending on its location in the grid). For Type 2 swiitocks, the net may enter the switch block
from either of thetwo sides, the top and the left. The corresponding outgoingradlarfrom the switch
blocks are referred to as Type 1 and Type 2 channels. We agdcilile routability of each type of switch
block differently.

Type 1 For Type 1 switch blocks, the net will arrive from only oneatition. In other words, there will be
one set of incident track®r[Rcn, Type-1] represents the conditional probability for the successfuling
along a Type 1 channé&h,,. Since there is only one set of incident tracks on a Type lcewitock, it

is analogous to a switch block along a detailed routing paglgonsidered in [25]. Thus, we can use an
equation from Brown to estimate the routability of a charated distancen from the source connection

block:

Pr{Reh,Type-1] = Pr[Ren,|(Ren, ;NN Reny)]
W W Pr[Aghn—l] w dCha k- W-9C, (4.3)

k aa
- — — < 2 P(Ag,d)- —__—<_.aag,
G Y PrAT™ (go WC, o W-(aa K,

where, routing alon@hyytype-1 is possible with exactli tracks (1< k <W) andais the number of tracks
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Figure 4.7: A Type 2 Channel for Combined Router

incident to the preceding switch b&. Equation 4.3 gives us the weighis;’s for Type 1 channels, such
ase; » ande 3 in Figure 4.5. FoChy, aand j will range from 1 toF,.
Type 2:For a Type 2 switch block, the net may arrive on either the e left side of the switch block.
For the switch boXSBs » of Figure 4.7, there will be incident tracks from the swit@xbsSB, ; andSB; ».
To model the probability of successful outgoing connedtialong the channel connectifgs » andSB; »
(marked by the ellipse), we need to consider incoming trackSBs > from bothSB 1 andSB ,.

For an arbitrary Type 2 switch block, consider the case whemet traverses through the two pre-
ceding switch blocks witla; anda, available tracks respectively. We modify Equation 4.3 tadeidhe

routability through a Type 2 channel:

Pr[Rch,type-2) = Pr[Ren,|(Rehy s M-+ N Reny )]
w W Chn 1 w dc_, . .W-d (4.4)

= e 2 Pled) Caafcvfmaf% '

SESDYEL L = Caa—k- Ck

where,@ = a; +ay if a; +a, <W anda’ =W otherwise. (The total number of incident tracks on a switch
block can not exceed the channel widlth). We use Equation 4.4 to calculate the valuegigffor Type
2 channels, such a&s g andes g in Figure 4.5.

We make an approximation in deriving this equation. We asstivat ifa; anda, tracks are incident
from either side, they will combinedly attempt to connectiet a, number of tracks on the outgoing
side. This may not be the case since some incident trackstfrerhorizontal and the vertical directions
may be connected to the same outgoing track of the switchuxs, our model may provide optimistic
values for routability. The other approximation that we m&kthat the conditional events of success for
the channels incident to a switch box are independent. Taeraion of these approximations may be an

interesting topic for future research.
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Figure 4.8: Example Two-Dimensional Routing Problem and Correspan@naph

4.2.1.5 Weight Estimation: Final Switch Block to Sink Weigh

We estimate the probability of successful connection thhotine sink connection box using:

W W S W—Fc.in Fe.in
Pr[AY] C k- Ck
Pr{Xo|S N St N--- N SN Xe] =
kzlaZlZI 1PI’ ASw] WC k- W—(a— k

-ACx (4.5)

Equation 4.5 does not contathrelated term since the effect df (the previously routed nets) for the
channel connectin@B, and the sink connection box is considered when we estimatgertibability of

successful connection throu§,.

4.2.2 Stage 2: Overall Routability of a Single Net

The previous subsection constructs the routing gi@p¥i E) describing the potential multiple routing
paths of a net and assigns weights to the edges of the grapmeki step is to use this graph to estimate
the overall routability of the netyhile assuming a given lengtlif there was only one path from source

to sink, we could multiply all the weights (probabilitiedpag the path:

Pr[Ry ] = PrXinSiNSN---N SN

= PI’[X]_] . PF[S]_‘X]_] e PF[S]‘S]_]_Q .- ﬂXl] . PF[XZ‘S] NS-_1N--- ﬂSlﬂxl]

Our case is more complicated since there are many poteatta from source to sink, and we want to
compute the probability when the net can aséeast oneof these paths. Our approach is to use methods
from network reliability theory that bounds the relialyilibf a multipath network. Such techniques find
the probability of having at least one successful path betvibe source terminal and the sink terminal,
given that the failure rates of the links (edges) along ttth pee pre-determined. Our problem is similar
if we consider a “failed link” along a potential routing pdthconsist of at least one channel segment that
is too congested to route a net. With this construction, &filare rates of the edges can be obtained from

the weightsp; j's that we have derived earlier.
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4.2.2.1 Supplementary Definitions

In the discussion that follows, we will consider the simpating problem and the corresponding graph,
shown in Figure 4.8.

Probabilistic graph:The input to the network reliability theory is a probabilisgraph that represents the
communication links (edges) between the source and thensiths as well as the probability of operation
associated with each edge or node [48]. In our case, the ginapkve form in Stage 1 will be the input
probabilistic graph, with the probabilities of operatiogiry associated with edges.

Pathset: A set of paths between the source and the sink nodes of a refgraph). In Figure 4.8, the
pathset will contain the set of all potential paths for rogtisuch as{Vy —V> — V4 — V7 —Vo}, {V1 — Vo —

Vs —V7 —Vo}, {Vi — V3 —V5 — Vg —Vy} etc. By definition, the routing is successful when at least oin
the paths functions.

Cutset: A set of cuts between the source and the sink nodes of a gragh. dtit is a set of directed edges.
The removal of all edges of such a cutset will disconnect thece and the sink nodes. An example
cutset for the graph in Figure 4.8{8,4,€:5,€35,€36}. If we remove all four of these edges, the source
will be disconnected from the sink. In other words, the nebipees unroutable when all edgesaoiy cut
fails.

Minimal cutset: A set of minimal cuts for a graph. If any edge of a minimal ctiiseremoved, the
remaining edges no longer form a cut. The example cytseat e 5, €35, €36} above is a minimal cutset.
For instance, if we remove, 4 from this cut, the resulting sequence of chanr@ss,ess,e36} iS no
longer a cut. This is because even when the e@ggses s andesg of this cutset concurrently fail, we
may still have successful routing througéy »,€2.4,€47,€79}. We may make similar observations for the
remaining edges of this cutset; this is consequently a matiicutset for the example graph.

Set of consecutive cutsesn ordered set of cuts, for which any edge that belongs teetsitandk (i <Kk)
also belongs to cutsgt for all i < j < k [156].

System with consecutive minimal cutseAsty system for which the minimal cutsets can be ordered to
form a set of consecutive cutsets [156]. The detailed rgutietwork of an island-style FPGA is such a

system.
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Example Cutsets

C1 ={e12,€13}

Co ={€1,3,€24,825}

C3 = {€2,4,€25.€35,€36}
Cs = {€46,625,€35,E36}

Example Sets of D%
D"s = ¢iN"cz = CiN(E-Cy) ={er2)

Dla =c1 N _ci={e12€1:3
D33 =cN _Ca= {e1,3,€24}
D’3=c3N ¢4 ={e24}

Figure 4.9: Examples of Consecutive Cutsets

4.2.2.2 Upper Estimate: Consecutive Minimal Cutsets of th®outing Graph

There are several ways to use cutsets to estimate the FPGabildy. Clearly if all edges in a cutset
are not routable, then the network itself is not routableer€&fore, one approach to estimating routability
would be to calculate a set of edge-disjoint cutsets, anerghée the probability that all edges in any
of these cutsets fail. This would, however, significantlgegstimate the real routability. To understand
why this is so, consider Figure 4.8, in whigle;,e13} and{ex4,€5,€35,€36} are two edge-disjoint
cutsets. If edges 2, € 4 andey 5 fail, our simple approach would conclude that the netwonoigable.
However, from the figure, it can be seen that there is not afpaitih source to sink.

To achieve a better estimate, we use a technique from Shamdik[155, 156] which provides an
upper estimate for the routability of a net. To use this témpl, we first determine the ordered set of
minimal cutset (C = ¢y, ¢p,---,¢) for G(V,E). The net is unroutable only when all the edges (FPGA
routing channels) in at least one of the consecutive minautdets fail. We explain the technique below,
using Figure 4.9 as an example.

We first determine cut sets for 0 <i < N whereN is the number of nodes in the graph, excluding
the source and sink nodes. The cutgeaepresents the set of edges from noflesv, ..,v;} to nodes
{Vi+1,Vi+2,..,Vn}, Wherev; andv, are connected to the source and the sink connection blookBigt
ure 4.9,n=9 andc; = {e j; wherei € {vi,v2,v3,v4}; and j € {vs,Vs,V7,Vg,Vg}}. The cut setcy thus
represents the possible edges betwgrv,,vs,va} and{vs, Vs, Vv7,Vg,Vo}; yielding cs = {5, €35, €36,
€47} Whereg ; € E.

We then comput®; which is the set of edges connecting the nofies-- ,s} and the nodegs+

1,--- ,t+1}. This set is derived from the set of minimal cutsgts

DtS:CSmat+17$:17"'at; t:]-a"'vn_z (46)
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where,cis the set of edges that belong to theEgebut not toc; c = E —c.

Figure 4.9 lists some members Bf for our example routing problem. For instance, from the defi-
nition above, we can define the sets of edgeandc, asc; = {e12,€13} andcs = {€46,€25,€35,€36}-
Then,cs = {€12,€13,624,657,658,658,€78,€59}, and

D%:C]_ﬁ(,‘_(g_,_l):Clﬁc_Al @.7)

={eip,e13}N{€12,€13,64,657,658,668,€78,689} = {€12,€13}

For a set of edges iDf, we then findE?, which represents the events that the edgeBimwill
not function, implying that the corresponding FPGA chaaneill not successfully route the net. The
probability of these failures is represented®y so 3° = Pr[E?].

In our weighted routing grapB(V, E), recall that a weighp; ; represents the probability of successful
routing through a channel segment that is represented bdipes; ;. We can therefore write the failure
rate of this channeb; j, asq; j = 1— p;; For a set of edgeB?, B will be the product of the failure rates

for all edges that are member Bf:

B= ] d] (4.8)

(i,))€D¢
Finally, we compute&) which accumulates the effects of failure evefifs For a set of consecutive
minimal cutset€(C =cy, ¢y, ...., ¢ ), Q; captures the event when all edges of at least one of thesmalini
cutsets fail. Since3® estimates the probability of the failure of all edges in etg); can be calculated

by using the value o8 from Equation 4.8:

t
Q=3 (1-Qs1)B5t=1..,n-1 and Q=0 (4.9)
s=1

Details of this formulation may be found in [155].

Similar to the technique presented hy [156], we now use tpeessions listed above, on our routing
graphG(V, E) to upper-bound the routability for our FPGA. A ngtwith lengthl will require| — 1 switch
blocks for routing along the shortest path. To calculate @peu estimate for the routability for this net,
we first consider the successful routing along thesel switch blocks. This probabilitr[Ry, 1] can

be expressed by:

PriRyj-1] <1-Qn1 (4.10)
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wheren is the total number of switch blocks aload) of the possible paths for the net a@g 1 can be
estimated from Equation 4.9 (s 9 in Figure 4.9).

Since we ignore the source and sink connection blocks whileihg G(V,E), the length in the
subscript of the left side expression of Equation 4.10 isotkh byl — 1, rather than by. We now
incorporate the probabilities of successful connectidmeugh these two connection blocks to model

Pr[Rwi“]:

Pr{Ryjiicomn = PrXa] - PriXa] - PriRy,—1] < Pr[Xy]-Pr{Xz] - (1—Qn-1) (4.11)

where Equations 4.1 and 4.5 give Bg[X;] and Pr[X;] respectively, representing a successful routing
through source and sink connection blocks. 1 is from Equation 4.9.
The output of the second stage of our modd?igR,, ;| that represents the upper bound of the proba-

bility of successfully routing a net with given length

4.2.3 Stage 3: Routability of a Circuit with Many Nets on a Given FPGA

We now have the routability for a single net with given wirgdéh. Stage 3 uses this information to find
the upper estimate of the routability for a circuit with marsts.

We first determine the routability for a nét that may assume any length within the rangé.{:),
with | max being the maximum possible wirelength for a net of the citrbaing mapped on FPGA. Similar
to [25], we have: |

PRy = lmszr[wi 1]+ Pr[Rys jcomd] (4.12)
where,Pr{yi|l] = p-d 1, with p = 1/layg @andgq = 1— p. We can substitu®r([Ry, ] of Equation 4.12
by the upper estimates from Equations 4.11 to determinedh&bility of a net that does not have a
wirelength constraint.

Earlier studies observe that wirelengths typically follavgeometric distribution [160, 197]. In our
model, we also use a geometric distribution to estinfafg,|. In contrast, several studies use Rent’s rule
based techniques for wirelength distribution models [48f compare the values &f[L,| obtained by
using these two approaches: (a) geometric wirelengthilolision model that we use in our routability
model and (b) Davis’ model [62] that is a Rent’s rule basecklgingth distribution model . We compare

the results from these two models and find that the valuesamparable. We further find thaar|L,]
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Table 4.2: Comparison oPr[y;|l] Values for the Largest MCNC Benchmariima

Lengthl | VPR Post-Placement Geometric Distribution| Davis’ Model
1 0.091 0.114 0.672
2 0.283 0.101 0.226
3 0.182 0.089 0.118
4 0.120 0.079 0.073
5 0.079 0.070 0.050
6 0.056 0.062 0.037
7 0.040 0.055 0.028
8 0.027 0.049 0.022
9 0.023 0.043 0.018
10 0.017 0.038 0.015

Table 4.3: Values ofPr[y;|L] for a Typical Circuit

Length,| 1 4 10 15 50 100
Priyi]L] | 0.25| 0.105| 0.004 | 2.5E-04| 1.9E-07| 1.1E-13

follows the post-placement wirelength distribution valdeom VPR 5.0. Table 4.2 presents comparison
results for the largest MCNC benchmarknafor the first ten values df. That being said, as explained
in Chapter 3, accurate wirelength modeling is notorioudfffcdlt; the goal of finding better wirelength
models continues to be an interesting area of future relsearc

We make a further observation here. Due to the geometrigenafuthe wirelength distribution, the
probability termPr[¢4|1] diminishes with increasing Subsequently, in Equation 4.12, the impact of the
productPr[yi[l] - Pr[Ry, ] will be negligible for higher values df We can then ignore the higher values
of | when calculatingPr[gi|l] from Equatior 4.12. This observation allows the designensse a lower
value oflmaxto speed up the routability estimation. For a typical cireuth |5, = 4, Table 4.3 shows the
diminishing nature oPr[yi|l] as the length increases.

Finally, we model the routability of a circuit that contaimsany nets. We express the routability of a
circuit with |(y| number of two-terminal netg; by Pr[Rcomy -

1]
Pr[Rckt\comb] = ﬁ ) _ler[Rl.Ui] (4.13)
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8/ kD C2 = {€2:3,6,15,616}
C3 = {€34,635,€15E16} D's=ci N "cs={e12}
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@12/ Q@ ----- D33 =N cs={ez3}
- Sink C1s = {€14,15,€12,16,€13,16} D3=csN c4 ={esq}
e L —Sin
AT e Cn-1 = C15 = {€12,16,€13,16,€15,16}
Vig @ :.: Wﬁ
Ci4 Ci5

Figure 4.10: Consecutive Cutsets for the Extended Graph. Shaded Nodagdeat Additional
Nodes (Switch Blocks) When Shortest-Path Constraint is ¢veih

4.2.4 Summary

For a nety; with given lengthl, we form the routing grapt®(V, E) and assign weightg; ;'s to the edges

by using Equations 4.3 and 4.4. FGtV,E), we follow the techniques presented in Section 4.2.2.2 to
form the setxs andDy; and the event&?. Using these sets and events, we calcuBitend Q; from
Equations 4.8 and 4.9 respectively. Equation 4.11 givebeiptobability of successfully routing a net
with given length. Equation 4.12 models the routability afed without imposing any length constraint.

Finally, we use Equation 4.13 to model the routability of tireuit.

4.3 Plausible Extensions of Our Model

This section illustrates two examples of how our routapititodel can be extended to relax the assump-

tions that we make during model development. Further eidaasgo our model are left for future research.

4.3.1 Relaxation of the Shortest Path Constraint

When deriving the model, we have constrained the routingsafatr a net by the minimum bounding box.
This constraint can be relaxed by extending the routinglg@{Y/,E). Figure 4.10 shows an example
of relaxing this constraint, whereandt represent the switch boxes connected to the source anchthe si
connection boxes respectively. The vertices with whitekbemund are within the minimum bounding
box. Removal of the constraints will give us additional i@$, shown by the shaded nodes. Compared

to Figure 4.9, we have additional and/or extended cuts ferdliting graph in Figure 4.10. To model
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the routability, we need to consider these additionalfedeée cuts while using Equations 4.6 to 4.10.
Figure 4.10 shows some examples of additional / extendesgtsutAlso shown are example members of
the set of edgeB; that have been determined using Equation 4.6.

It may be possible to relax the shortest-path constraintaiges. In such a case, we allow the model
to usemunits of length outside the minimum bounding box, and in@etthe value ofmin stages. This
will help evaluate to what extent the shortest path condtraiust be relaxed in order to route a circuit

that is unroutable with the shortest-path constraint.

4.3.2 Non-Island Style Architectures

In Section 4.2, we use an island-style architecture to ptemér routability model. However, the graph-
theoric technique that we use to bound routability is notitlieh to island-style archtectures. Once a
routing fabric is represented by a gra@fV, E), our model can be used to model the consequent routabil-
ity. In other words, to model the routability of an innovatirouting fabric, we will need to (a) reconstruct
the routing graplG(V,E) to represent the fabric and (b) apply the graph-theoricriiecies on this new
graph.

4.3.3 Effects of Faulty Tracks

While designing a new FPGA routing fabric, it may be desedol reserve some of the available tracks
for use by embedded blocks. An application not requiring esdled blocks may not use these tracks. We
further note that modern process technologies make the FiRSBikes more prone to failure than prior
technologies, and some of the tracks may not be availabldietdadeployed FPGA device. These faulty
tracks will also be unavailable when routing a circuit. Thehitecture designers may need to investigate
the effects of such reserved and/or faulty tracks on roliigbwe suggest that our model can capture
these effects.
Since reserved or faulty tracks may not appear uniformlpssthe FPGA array, simply running

experiments with reduced channel width will not mimic thesided effects. However, we can readily
extend our model to incorporate the information about reskor faulty tracks. We do this by redefining

d when using Equations 4.1, 4.3 and 4d4ig the number of tracks probabilistically used by the earlie

81



routed nets). For instance, we can rewrite Equation 4.3 as:

Priac™] C 5 W-dzck
z P(Ag,dh)y We, aa- W@ g, (4.14)

Pl’[RChn|Type—1 z lepr—chﬂl
k=1la= j 1

whered; accounts for the track usage by the current circuit@dnid the sum of two values: (a) the tracks
used by the previously routed nets of the current applinatio and (b) the anticipated number of faulty

tracks.

4.4 Validation

In this section, we investigate the performace of our ralitalmodel with respect to an academic CAD
tool, VPR 5.0[21, 122]. VPR uses the Pathfinder algorithn@]I8r routing the nets. We useoute_type
switch of VPR to ensure it uses combined global/detailederou

We first use MCNC benchmarks [192] to compare the predictfom® our model to the experi-
mental results, obtained using T-VPACK and VPR 5.0. We atsopare the predictions from Brown’s
model [25] to the experimental results for the combinedenuiVe investigate the effects of varying rout-
ing and logic architecture parameters on both model reanllsexperimental results. We also validate
our model against much larger QUIP benchmarks [9]. We finalgsent results to illustrate the impact

of relaxing the shortest path constraint.

4.4.1 Validation Methodology

This section presents the methodology that we follow toeoblthe experimental results and the model

results.

4.4.1.1 Obtaining Model Results Without Going Through any Eperimental CAD Stage

Table 4.1 lists the input parameters required for our moRakher than using experimentally values for
the input parametenlsy, Ny, lavg, andlmay, We use previously published analytical models. This adlos
to use model without going througiny stage of a CAD flow and to compare purely analytical results to
experimental results.

Specifically, we assume the grid-sidk, = /nc, where the number of clusterg is from [104].
We use the work of [168] to estimate average wireleriggf Finally, we use an approximation for the

maximum wirelength using the work of [143], which models thiéical path wirelength as-2y .y + (de —
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Table 4.4: Model Inputs forspla

Parameters from the post-placement stage of VP

Parameter Value

Grid sizeNyy (=Nx=Ny 22

Avg. post-p ?acemet wirelengtlyq 3.80

Max. post- placement wirelengthax 60
Input parameters obtained from earlier analytical modlels

Parameter Value

Grid sizeNy,=,/Nc [61] 22.9

Avg. post-placemet wirelength,q [168] 3.69

Max. post-placement wirelengthax[60] [143] 66.2

1) - lavg, Whered, is the post-packing critical path depth for a circuit and barobtained from [60, 61].
From Section 4.2/3, approximation fax will weakly affect the routability. In Table 4.4, we use thes
model-based techniques to estimate model inputs (for thehmearkspla), and compare them with the
results from VPR. We find that these two sets of values arly felose.

To obtain the results for Brown’s model, we directly use thatk’'s equations.

4.4.1.2 Obtaining Experimental Results

We collect the experimental results in the following manige first attempt to route the circuit in VPR
using 50 iterations, and impose the minimum-path congtiaPR by setting thdob_factor flag to 0. If,
after 50 iterations, some nets are unroutable, we breakeumthiti-terminal nets into two-terminal nets.
We then iterate through these two-terminal nets to invatgighe resources that they use. If the ‘occu-
pancy’ of any resource used by a net is higher than the ‘cgpadithis resource, the corresponding net
is marked as unroutable. After iterating through all of te-terminal nets, we calculate the proportion
(in %) of the nets that are routable for the given architextur

This technique has some limitations. The ordering of the nséd to investigate the resource usages
may affect the routability value. The limited number of liogtiterations will also affect the routability
values. Furthermore, the Pathfinder algorithm with VPR dipsll of the nets following an unsuccessful
attempt (iteration). The results that we collect from tret lensuccessful iteration may not be the best one
in terms of routability. For these reasons, our model wilkkéo overestimate VPR results. Despite these
limitations, we believe that this definition of routabilitysufficient for validating our model’s predictions.
While collecting experimental results, we set the placdmserd of VPR at 1 and use a maximum of 50
iterations. Through experimentation, we have determimed these settings do not affect our overall

conclusions (results not shown).
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Table 4.5: Benchmark Circuits Used for Routability Model Validation

MCNC Benchmarks
# Circuit Two-Term || # Circuit Two-Term
inal Nets inal Nets
1 [ exbp 2, 1421 11| s298 3,237
2 | misex3 2,688 12 | bigkey 2,468
3 | apexd 2,460 13 | spla 7,233
4 | alu4 2,730 || 14 | frisc 6,107
5 | tseng 1,638| 15 | elliptic 5,737
6 | seq 3,373 || 16 | pdc 9,292
7 | apex2 3,755 17 | ex1010 9,139
8 | diffeq 2,335( 18 | s38584.1 8,461
9 | dsip 2,346 || 19 | s38417 9,058
10 | des 3,090 20 | cima 14,673
QUIP Benchmarks
# Circuit Two-Term || # Circuit Two-Term
inal Nets inal Nets
1 | oc_aescoreinv 217121 3 | oc.desdes3pert 55,683
2 | oc.aescore 16,681 4 | oc.video.compressiorsystemspeg 35,994

Both experimental and model results are averaged over tled senchmarks.

The results from VPR'’s placement algorithm may depend oresexperimental settings such as the
placement seed [179] and maximum number of iterations [1WHjile collecting experimental results,
we set the placement seed of VPR at 1 and use a maximum of &@ates. Through experimentation,

we have determined that these settings do not affect oualbeenclusions (results not shown).

4.4.2 Validation Results - MCNC Benchmark Circuits

We first use twenty large MCNC benchmark circuits to validaie routability model. The circuits that
we use are listed in Table 4.5. Figure 4.11 presents theatiidresults for LUT siz&=4, cluster size

N=8 and inputs per clustér18. Forl, we use the equatioh= (K/2).(N + 1), which gives the lowest
value forl for 98% utilization of logic blocks [6]. The segment lendtlis fixed at 1.

Figure 4.11 shows that our model predictions follow thedseaf experimental predictions with re-
spect to routing parameters quite closely. We believe thsicharacteristic will help the FPGA architects
to quickly investigate the absolute and/or relative e§eaxfteach routing parameter (and/or the combina-
tions of multiple routing parameters), on the consequeutatulity. Figure 4.11 further shows that our
model is more accurate than the earlier model by Brown e2&].ip most cases, especially for the highly
constrained architectures. We also find that the earlieraeincahnot properly capture the trends of the
experimental results with respect to the changes in roddhbgc.

While validating the results with respect to one routingapaeter (such as channel widi), we fix

84



100%

y
o]
Q
X

Routabilit

—e— Our Model
- -=- - Brown's Model
—— VPR

Fc_in=90%, Fc_out=10%, Fs=3

0 30 40 50 60

(a) Validation forw

100%

60%

Routability

»—0— -’—'_'.—__:i
A

.
.

- .’
m’—+— Our Model
.* - - - Brown's Model
] —— VPR

.

20%

0% 20% 40% 60%

100%

W=40, Fc_in=25%, Fs=3
80% 100%

| w

Fc_out
(c) Validation forF,,

70%

Routability

——e— Our Model
- -m- - Brown's Model
—a— VPR

W=30, Fc_out=100%, Fs=3

0%
0% 20% 40% 60% 80% 100%

Fc_in
(e) Validation forFg,

100%

----- - -
Fc_out=16, Fc_in=100%, Fs=3

—e«— Our Model
- -=- - Brown's Model

20 40 60 80
w

(b) Validation forw

Routability
3
X

100%

60% Mo OurModel

" - -m- - Brown's Model

' —=x— VPR

20% - W=40, Fc_in=100%, Fs=3
0 T T T T 1
0% 20% 40% 60% 80% 100%

Fc_out

(d) Validation forF,,

Routability

Routability

—e— Our Model
- -=- - Brown's Model
—— VPR

9 12 15 18
Fs

(f) Validation for Fs

Figure 4.11: Validation for 20 MCNC Benchmark Circuits with=4, N=8 andl=18

the values of the other parameters. We investigate whetlranodel results are affected when different

sets of values are used to fix the parameters. For instantteFtmure 4.11(a) and Figure 4.11(b) present

routability results while sweepingy/, albeit for different sets of values fét,,, F,, andFs. We find that

our model can capture the trends of the experimental reisutisth cases. We make similar observations

when we compare the results in Figure 4.11(c) and 4.11(d% flither demonstrates our model’s ability

to follow the routability trends for different combinatisof routing parameters.

From Figure 4.11, it is clear that our model overestimatesekperimental results, especially for

the resource constrained architectures. From our dismussiSection 4.2 and 4.4.1, we identify three
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Figure 4.12: Impact of Logic Fabric: Results witki=6, N=16 andl=51

reasons for such over-estimation. First, since we use tperupounds of the routing gragh(V,E) to

estimate the routability, the model is expected to ovarrege the experimental results. Secondly, while
deriving equations for Type 2 switch blocks, we assume ti@stvitch box construction is such that two
sets of incident tracks will connect to the separate set®0k$ on the outgoing side of the switch block.
Finally, as we explain in Section 4.4.1.2, the last unsdakgsration of Pathfinder that we use to collect

experimental results contributes to the over-estimatipthb model results.

4.4.2.1 Impact of Logic Fabric on Routability

In Figure 4.12, we investigate to what extent our model cgiuwa the impact of the logic fabric on
routability. The logic fabric parameters that we consider l2JT sizeK, cluster sizeN, and inputs per
clusterl. For this investigation, we sé{, K and| respectively at 16, 6 and %1 The corresponding
results are presented in Figure 4.12. We compare the rggakented in Figure 4.12 with the results in
Figure 4.11; results in Figure 4.11 are f¥+8, K=4 andl=18.

We find that model results can capture the effects of changésgic fabric parameters; and can
provide useful architectural conclusions with respech&se parameters. For instance, with higher values

of N, K and |, we expect each cluster to contain more logic blocks, r@guimore routing tracks per

IWe useN=16 to investigate the effects of using a cluster size thiigiser than the ones typically investigated by academic
studies K=6 is a representative value for LUT-size and the formuta(K/2) - (N + 1) [6] is used to set at 51.
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Table 4.6: The Absolute Difference and the Standard Deviation of thiieBnces between the %
Model and the % VPR Routability (Based on Circuit-By-CitcRiesults for MCNC Suite)

W-sweep Fs = 3,Fci, = 90% Fcout = 10%]
W: 20 30 40 50 60
Std. Dev.: 950 | 16.41] 15.65] 11.21| 5.26
Abs. Diff.: 15.00| 18.39] 15.69| 6.34 | 3.13
FcCout-sweep W = 40, Fs = 3,Fcip, = 25%)]
% FCout: 13 25 50 75 100
Std. Dev. (in%): | 15.62| 15.74| 16.77] 17.00| 16.89
Abs. Diff. (in%): | 15.16] 15.94| 17.17]| 16.92] 16.78

channel segment/\() to route the nets between the clusters. Comparison bettheesets of results
presented in Figure 4.11(a) and 4.12(a) show that for ladxgendK, VPR requires more routing tracks
per channel segmeni\{) to approach 100% routability. More importantly, we obgeflom these two
figures that our model can correctly predict this increasetimg demand. This demonstrates our model’'s

capability in capturing the effects of the FPGA logic falwit the consequent routability.

4.4.2.2 Variation across Individual Circuits

Figure 4.13 compares our model results to the experimeesallts for selected individual circuits. For
brevity, we present results for six MCNC benchmark circuoitdy. Figure 4.13 demonstrates that the
model can capture routability trends for individual cittsiin most of the cases. Out of the twenty MCNC
circuits, the model results over-estimate the experinteatallts in all cases except for only one circuit
s298 the results for which have been presented in Figure 4.18@)completeness, Tahle 4.6 presents
(a) the standard deviation of the differences and (b) thelates difference, between the experimental
and the model results; fal-sweep and,  -sweep. Results in Table 4.6 are averaged for 20 MCNC

benchmarks.
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Table 4.7: Range of Values for Routability and Corresponding NumbeCiotuits (Out of Twenty
MCNC Benchmarks), for Channel Widt-Sweep

N:8’ K:4’ I:Cin:900/01 FCout:lO%i FS:3

W Model Routability Experimental (VPR) Routability

< 80% | 80% - 90%| 90%-100%| 100% || < 80% | 80% - 90% | 90%-100%| 100%
20 16 4 0 0 16 2 2 2
30 8 7 5 0 12 2 6 6
40 0 6 14 0 1 12 8
50 0 1 19 0 1 17 15
60 0 1 19 0 1 19 18

4.4.2.3 Routability for a Specific Routing Fabric

In the above sections, we have presented results pertaothg goal of this project: investigation on how
the changes in routing fabrics affect the routability ofitgb applications. Accordingly, we have focused
on the capability of our model in capturing the trends of tfieats of changing routing parameters. How-
ever, architects may ask whether our model can be used tstigate the capability of apecificrouting
fabric in successfully routing all or most of the nets of tgliapplications. In Table 4.7, we attempt to
answer this question. In this table, we sweep channel-Whthihile keeping the other parameters fixed.
For each of the values fal, we bin the circuits according to their routability. We presboth model
and experimental results. Table 4.7 demonstrates thasktdhof results report similar number of circuits
within each routability bin. (The model results do not rea08% due to their probabilistic nature.) How-
ever, some discrepancies are found for individual circuitsr instance, VPR can route the benchmark
bigkeyeven withw=20; this contradicts the model, which reports 86.3% ralitalior this benchmark
atW=20. Whereas, the model reports 95% routability for the herarkpdcatW=60 in contrast to the
experimental routability of 81%. Investigation of discaggies for these outlier benchmarks may be an
interesting area of future research.

We omit further results for brevity.

4.4.3 Validation Results - QUIP Benchmark Crcuits

To investigate whether our model can capture the routglbiginds of large circuits, we validate our model
using four QUIP benchmarks [9] that are much larger than tlENKZ benchmark circuits. Table 4.5 lists

the QUIP benchmarks that we use.
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Figure 4.14: Validation for QUIP Benchmark Circuits with LUT-Sia€=4, Cluster-SizeN=8 and

Inputs per Cluster=18

Table 4.8: Time Required (in Minutes) for QUIP Benchmarks

N:8, K:4, I :18,W:30, FC_iﬂ:O'91 Fc_out:O.l
Net-Skip=100 for Model-Regular and Net-Skip=4000 for MbBast

Model-Regular VPR-Regular Model-Fast VPR-Fast
BM Time | Routability | Time | Routability | Time | Routability | Time | Routability
(Mins.) (Mins.) (Mins.) (Mins.)
quipl 63.2 75% 97.5 76% 5.4 80% 12.4 63%
quip2 28.7 75% 84.2 71% 5.5 82% 7.3 56%
quip3 | 127.5 80% | 557.2 50% 20.1 85% | 164.5 38%
quip4 | 103.2 82% | 524.4 65% 11.6 88% | 1145 50%

Figure 4.14 presents the validation results for the QUIRCherark circuits. We again find that the

model results follow the trends of the experimental res@smparing the results of Figure 4.11 and 4.14,

we find that for both MCNC and QUIP benchmarks, the model etshgamilar routability trends when

we vary the routing parameters. The above findings illustoair model’s usefulness over a wide range

of benchmarks.
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4.4.3.1 Computation Time

Table 4.8 compares the computation time required to cofiemtiel results and VPR results using the
QUIP benchmarks. We present results for two modes of VPR as our modeliegular-mode and
fastmode.

The architects can make some simplifications to accelehateise of our model, especially during
early stage architecture evaluation. Most notably, EqQuai2 requires us to update the value\ghfter
finding the routability for each net, whereas for a largeutraith thousands of nets, the changes\in
after routing each net are negligible. In other words, theability of the net# 101 of a large circuit will
be very close to the routability of the net# 200. This obstoueallows the architects to use the routability
value of net# 101 for the nets lying within the range of net# a0d net# 200 while maintaining acceptable
level of quality. We use the termet-skipto represent this rangadt-skip=100 for the above discussion).
The results in Tablze 4.9 for the largest MCNC benchmark @irckma verifies this argument for even
higher values ohet-skip The model results for the two modes (regular and fast) inel4l& use different
values fomet-skip

We find that model estimation is faster than VPR, especialiyttie larger circuits, such as, quip3
(oc_desdes3pery, which contains 35,994 nets. We also investigate how dleseoutability values from
the regular and the fast modes are. We find that the diffeseoteoutability from these two modes are
much smaller for our model in comparison with the resultsrfithe two modes of VPR. In other words,

either mode of our model can provide useful results muclefdsain VPR.

4.4.4 Relaxation of Shortest-Path Constraint

Figure 4.15 highlights an interesting observation. In ttase, we have used a highly constrained ar-
chitecture, in whichF,, andF,, are set at 10%. Figure 4.15(a) shows the routability valuesnmve
strictly constrain the nets by the minimum bounding box. ikinthe previous results, in this case, our

modelunderestimateshe VPR results. The explanation for this is as follows. IHeming the model

Table 4.9: Effects of Skipping Nets to Accelerate Estimation

clma(2-Terminal Nets: 14673W=20,fs=3,f: in=90%,fc cu=10%
Skipped Nets| 1 50 | 100 | 500 | 1000 | 2000 | 4000
% Routability | 47.7| 47.8| 47.8| 48.2| 48.6 | 49.6 | 51.6
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Figure 4.15: Routability for Highly Constrained Architecture (Averajever 20 MCNC Bench-
marks)

results, we assume that all nets are routed using the shpatsfrom source to sink. In the left-side of
Figure 4.15(a), this means that a net originating from atamgbto the left of the sink LB will connect to
the sink LB through one of the two shaded connection blocks.

For architectures in which the connection block flexibilgylow, however, it is conceivable that no
such connection is possible and a router will attempt to umea¥ the connection blocks on the “far”
side of the sink LB, represented by the dotted boxes in Figuirg(b). For constrained architectures, such
connections occur often. Since the generic VPR router alkweh connections (even when e factor
flag is set to 0), model results in Figure 4.15(a) underesémtne VPR results.

We now investigate the effects of allowing these connestiahile collecting model results. We
slightly relax the minimum-path constraint to model sude&s by following the technique presented in
Section 4.3.1. Doing so leads to the results in Figure 4)1%fkearly, this provides much more accurate

estimates for limited-flexibility architectures.

4.4.5 Effects of Faulty Tracks

For the QUIP benchmark circudic_aescore Figure 4.16 compares the model results with the experi-
mental results when some of the routing tracks are reservéautty. We generate the model and the
VPR results as in Section 4.4.1. However, we use Equatiof vlen collecting the model results. In
collecting the experimental results, we modify the VPR medhat initializes the routing resource graph
to randomly mark some of the routing tracks as faulty (‘usemb a percentage of channel witlth

From Figure: 4.16, we find that although the absolute valuesitalel and experimental results differ,

they follow the same trend.
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4.4.6 Model Summary and Discussion on Results

4.4.6.1 Model Summary

We list here the major results of our model and the correspgrekctions that present detailed derivation.

1. Section 4.2.2/2. The upper estimate of the routabilitghefit™ net s with a given lengthl is
Pr[Ry, ] and is given by Equation 4.11:

PriRy ] < Pr{Xy] - Pr[Xz] - (1-Qy),

where, the paramet€)y is calculated by using the consecutive cutsets of the rgatiaphG (V. E).

Pr[X1] andPr[Xy] are the routability through the source and the sink conoedtoxes, respectively.

2. Section 4.2.3Pr[Ry] represents the probability of a net that may assume anyhdragiveen 1 and

Imax @nd is given by Equaticn 4.12:

|ma><

Pr[Rl,Ui] - I;Pr[wi“] : Pr[Rwiu]a

where, Pr[yi|l] = p.g~! represents the probability that a ndtas the length with p=1/Nayg and

q=1-p. Pr[Ry,] is obtained from Section 4.2.2.2.

3. Section 4.2.3Pr[Ryicomyl represents the routability of a circuit that contajig netsyi’s and that
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is mapped on an FPGA using a combined router. From Equatidch 4.

LW
Pr[Rexgcomt = 7R Zl Prigi].

4.4.6.2 Discussion on Results

We have presented validation results averaged over a s@pbtaions as well as for individual appli-

cations. The results demonstrate that our model captueesfiicts of the changing routing fabrics, on
routing an average application as well as individual ajgpilons. We have made this observation for two
sets of benchmarks with a wide range of sizes. When invéstgyéhe effects of one routing parameter,

our model gives reliable estimates even when the valuesdfttier parameters are changed.

4.5 Summary

This chapter described amalytical model that relates architectural choices to tatility for FPGA
implementations. The major challenge tackled in deriviregrhodel was related to using a modern single-
step combined router; use of such a router allows the ne&kany of the many possible routing-paths
that are not independent. We use a graph-theoric technateckle this challenge. Since placement
and routing are the most time consuming stages of a CAD flogigders will benefit from using our
model to quickly evaluate a wide range of routing fabricshwigspect to routability. We validate our
models against the commonly used academic CAD tool, VPR. Mies ghat despite the assumptions
made in deriving our model, it can effectively capture tlemtts of the effects of architectural choices on

consequent routability.
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Chapter 5

Applications of Analytical Models:

Capabilities and Limitations

The focus of this chapter is to investigate the capabildied limitations of analytical models when eval-
uating new FPGA architectures. Despite the promises offgignt reduction in design time, analytical
models are yet to be extensively used in the design flows usedoimmercial FPGAs. To make the
model-based design technique attractive to a wide audiemakepth studies are required to investigate
whether the analytical models can effectively and coryeatiswer the questions that FPGA architects
ask during architecture development. Feedback from imgasto motivated us to identify the categories
of design-questions that caot be correctly answered by analaytical models. This chapterigies such
an understanding. In this chapter, we use the terodel-based design technigteerepresent a design
process that uses analytical models to evaluate new FPGWextures.

Our investigation presented in this chapter consists ofgarts. First, we investigate whether during
the very initial “back of the envelope” design, the analgtimodels can provide intuition about which
architectural parameters have a more significant impacherFPGA density and speed. Later stages
of architectural development involve “parameter sweepsittvinvolve estimating the area and delay of
an architecture for various values of architectural patamse The second part of this chapter evaluates
the effectiveness of the model-based design techniqueachieg useful conclusions during parameter
sweeps. We use two architecture design questions to dlesthe capabilities and limitations of the

model-based design technique. Table 5.1 presents the gmanthat we use for our investigation.
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Table 5.1: Parameters Used to Optimize an FPGA Architecture

Inputs:
Architectural Parameters (Logic Fabric):
N Cluster size
K Lookup Table (LUT) Size
I Inputs per cluster
Architectural Parameters (Routing Fabric):
W Channel width (tracks per a routing channel)
Fe,. | Source Connection Block (CB) flexibility
Fen Sink CB flexibility
Fs Switch Block (SB) flexibility
Nyy FPGA grid size with number of logic objects beihlﬁy
Circuit Parameters:
n, Number of logic blocks for 2-LUT implementation
d> Circuit depth for 2-LUT implementation
Imax | Maximum post-placement wirelength of a circuit

p Rent parameter of a circuit
Outputs
Nk Expected number of LUTs required for a circuit
Ne Expected number of clusters required for a circuit
dk Expected maximum post technology mapping depth for a ¢ircui
de Expected maximum post-clustering depth for a circuit

Bprog | Expected programming bits required to implement a circuit
Tep Expected critical path delay for a circuit

This chapter is organized as follows. Section 5.1 presamtsvork related to the use of analytical
models during very initial stage of architecture developmé&ectior 5.2 presents an overview of using
model-based design technique during parameteric swedphwhthe Part 2 of our investigation; this
section also introduces the design questions. Sectionrislbal present our work related to Part 2;
these two sections illustrate the capabilities and linatet of model-based design technique. Finally,
Sectior 5.5 summarizes this chapter.

Parts of this chapter were published in [58, 59, 61].

5.1 Impact of Architectural and Circuit Parameters

During the very initial “back of the envelope” design, desgs aim to identify the interesting parameters
that will have significant impact on the device performan@éis could be done using experimental
techniques, however, experimental results using bendhoiauits often display experimental “noise”,
caused by second and third order effects, and often are i ofquathological mapping results of the
benchmark circuits [149, 191]. As an alternative approaehinvestigate whether analytical models can

be effectively used to identify interesting architectysatameters.
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The closed-form nature of our area and delay models allovis calculate the derivative of the area
and delay characteristics of an FPGA architecture withaesip architectural parameters, and use this to
understand the impact of those parameters. This sectidnad®a this idea for our delay models as well

as the area models from Lam et al. [104].

5.1.1 Derivatives of Analytical Models

To illustrate the use of derivatives to identify the impaatsirchitectural parameters, consider the impact
of the LUT size on the values ok /n, anddy/d,. Clearly, both quantities decreaselkasncreases, but
the rate at which each decreases as well as the impact ofgbheemeters on this decrease are not clear.

Differentiating Equations 3.1 and 3.18 with respecKtave get:

a(nk/nz) V4

= — , (5.1)
oK pK+2)%"
and
1+ 4
J(de/d2) 3 n2)(3K+2)) 5.2)
I\K/F2) o1 _
oK 2| [ Friogy (% )

where the parameters are from Table 5.1. We omit the devivati these expressions for brevity. When
deriving these expressions, we replagetith a linear approximationy(= %K — %). We can calculate the

relative change il /d, due to a changAK around poinK as follows:

DK, (5.3)

wheref (K) = di/d2 and f'(K) = d(dk/d2) /dK. Similarly, we can find the relative changerig/n;.
The impact of the paramet®t can be obtained similarly. Fdt-limited clustering, by differentiating

Equations 3.6 and 3.24 with respectNpwe obtain:

d(de/d) 1 [1 K-y-1
ON K-y N2 T Nk ’ (©4)
and
d(ng/n) 1
N - e (5.5)

We can use the last two equations to calculate the relatimegehinn:/ng and ind;/dg due to a
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Figure 5.1: Impact of Architectural and Circuit Parameters. (a) ImpEdtUT Size on the Number
of Logic Blocks and the Post-Technology Mapping Depth. (bpact of Cluster Size on the
Number of Clusters. (c) Impact of Cluster Size on the Possteling Depth.

change ofAN around poiniN:

AN, (5.6)

where f(N) = dc/d¢ and f'(N) = d(dc/dk)/dN. Similarly we can findf’(N)/f(N)-AN for f(N) =

ne/nk.

5.1.2 Results and Discussions

Figure 5.1(a) shows’/f for bothng/n, anddk/dy, as function of LUT sizeK. The Rent parametgy
is fixed at 0.67. The graph shows that increasfhgy AK causes a.@AK reduction inng/n, for K = 4
and the reduction img/n, slightly changes for higher values &f. Figure 5.1(a) also shows that for
K =4, increasingK by AK causes a .@5AK reduction indy/d,. For larger values oK, the impact on
dy/d2 is smaller. Taken together, these graphs show that for thevafK > 4, the parameteK has a
much stronger impact on the total number of LUTs requiredrtplément a circuit than the number of
LUTs along the circuit’s critical path. In other words, iesmgK beyondK = 4 is expected to have more
significant impact on area than on critical path delay.

Figure 5.1(b) and (c) plot’/f for n;/n¢ andd./dy as a function of cluster sizd for p=0.67. These
two plots represent the effects of clustering phase of CAX fia the reduction in the amount of logic

and speed of logic. In Figure 5.1(c), we assuméo be 3,000; we observe thaf/dx is a weak function
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of nx. We also observe that, for smaller values\gthe AN change will have a significant impact on both
ne/nk andd./dx. However for higher values &, the change itN, AN will not have a significant impact
on the number of clusters, or the post-clustering deptiy. Figure 5.1(b) and (c) also show the relative
impact of the cluster sizBl on the density and the speed, whéfé affects density (function ofic/n)
more than speed (function d§/dk) by an order of magnitude.

The results illustrate that the derivatives of model equmestican provide FPGA architects with insights
on which parameters will have significant impact on the am@nu speed of logic implemented on
FPGAs. Such insight will help the architects to identify gaameters that need to be focused on during

parameteric sweeps.

5.2 Effectiveness of Analytical Models during Parameter Seeps

In a typical experimental design flow, the very initial badkle envelope design is followed by parametric
sweeps. During a parameteric sweep, FPGA architects swehjiegtural parameters to investigate
consequent effects on evaluation metrics, with the goatleftifying the best architectures. Taole 5.1
lists examples of architectural parameters that are tifpisavept by architects.

As described in Section 1.2.3, we envisage that analyticalels can be used to accelerate this process
by short-listing a small number of architectures for furtbgperimental evaluation. Intuitively, pruning
potential architectures using our models should be effectiecause we have shown that our models,
individually, correctly capture the impact of the relevanthitectural parameters. However, there are two

potential issues that must be investigated:

1. Assumptions made in deriving the analytical modétsthe derivations in the previous chapters,
several simplifying assumptions were made. In partic@ach derivation focused on a small num-
ber of parameters, assuming the other effects of the othramers were negligible. As shown
in Yan et al. [191], this assumption may not be correct. ltaaaeivable that when combining the

models, these assumptions may lead to misleading conobisio

2. Continuous nature of analytical modelBhe models in the previous chapters are continuous. How-
ever, most parameters are limited to discrete values. Asxampge, consider optimizing the
lookup-table size for an FPGA tuned to implement multiptaréensive circuits. An architec-

ture consisting of 6-input lookup tables can effectivelyplement 4-input multiplexers, since such
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a multiplexer would have 4 inputs and 2 select line inputsrdasing the size of each lookup table
to 7 inputs, however, provides little additional benefit wiraplementing such a circuit. Our model

would not capture this effect.

To investigate whether these issues impact the utility ofhwodel-based design flow, we perform two
sets of experiments. We first consider the optimization adraegal-purpose FPGA and determine whether
the architectural conclusions predicted by our model aignment with the architectural conclusions
presented by an experimental flow. These sets of experinaeatpresented in Section 5.3. Second, in
Section 5.4, we consider the optimization of an FPGA tunathflement crossbar-intensive circuits that

contain a large number of multiplexers and potentiallyesufifom discrete effects that we describe above.

5.3 Design Question 1: Optimization of General Purpose FPGA
Architecture
In this section we optimize a general-purpose FPGA ardhitec We consider five architecture param-
eters from Table 51N, K, |, Fcijn andF. oy In the experimental technique shown in Figure 1.1, archi-
tecture parameters are swept to identify the best valuesosttparameters for a range of benchmarks.
An exhaustive sweep that considers all possible combimaind parameter values requires too many in-
vokations of the CAD tool to make this approach feasible. <ier the case where designers want to
investigate five architectural parametdrK, I, F; in, Fc out, With these parameters respectively having 25,
5, 20, 10 and 10 possible values (levels). Designers willireca quarter of a million runs to perform this
investigation by exhaustively sweeping the parameters.

Rather than using such an expensive exhaustive-sweep apgeathch, we use two alternative exper-
imental optimization approaches. We compare the conclasimm these two experimental approaches
to those obtained from an analytical model-based design fiaegh of these three design flows optimize
the architecture parameters separately with respect tevaloation metrics: the area of implementation
(captured by the number of programming bits) and the ctipath delay. These three design flows are

introduced below:

1. Design flow 1:In the first design flow, we run experiments to sequentiallinoize the five archi-
tectural parameters that we investigate. When optimizipgrameter in this flow, we fix the values

for the other parameters; this design flow mimics the tradil design flow often adopted for new
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Table 5.2: Design Space for Exploration

Architectural Parameters
N K I Fein | Feout
Minimum Values for the Parameters|| 4 | 4 | 8 | 0.05| 0.05
Maximum Values for the Parameters| 20 | 7 | 64 | 0.55| 0.55
Incremental Values for the Parameters2 | 1 | 4 | 0.10| 0.10
Starting Values for the Parameters || 8 | 6 | 28 | 0.25| 0.25

| Total possible architecture configurations: 19,440 \

architecture design. Extensive designers’ intuition guieed in various stages of this flow such as

deciding the sequence that will be used to optimize the petens1 Section 5.3.1 details this flow.

. Design flow 2:The second design flow uses a Design of Experiments (DOEdms@oach. A

DOE-based flow is expected to significantly reduce the nurobexperiments when compared
to the exhaustive-sweep based approach, while reducingdpendence on designers’ intuition
during the optimization process. This approach considersnteractions between the architectural
parameters and is expected to provide better quality wherpaced to a sequential optimization

flow. Section 5.3.2 details the DOE-based design flow.

. Design flow 3:The third design flow will use our model equations for optiatian. This flow is
purely analytical and will optimize the architecture paetens only by using the models presented
in Chapter 3 and'4 of this thesis, the channel-width modedgared by Fang and Rose [70] and the
physical delay model presented by Hung et al. [90]. Secti8rE5letails this design flow.

When optimizing the architectural parameters using thesesflwe use the results for area and delay

averaged over twenty MCNC benchmarks [198k5p, misex3, apex4, alu4, tseng, seq, apex2, diffeq,

dsip, des, s298, bigkey, spla, frisc, elliptic, pdc, ex1@B8584.1, s3841&ndcima

Each of these three flows explores an identical design sphaliee design space that we use is given

in Table 5.2. The maximum values and the minimum values bélb@edlesign space that we investigate.

We use the incremental values to investigate the valuesegbainameters lying within the design space.

For instance, while optimizing\, we investigate the results foif = 4,6,8,...,20. A total of 19,440

architecture configurations may be formed using the maxipthenminimum and the incremental values

from Table 5.2 for the five architectural parameters thatrwestigate.

I\We definedesign spacéy the range of values that we use for the parameters, i.enélénum and the minimum values as
well as the increments used to explore the values withindhge.
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As we will explain in Section 5.3.1 and 5.3.&arting valuesn Table 5.2 play a significant role in
both design flows 1 and 2. We use the same set of starting vidubsth area and delay optimization.
In defining the starting values for architectural paranstee use the values and thumb-rules that earlier
studies have found to be “good” for earlier generations o€pss technology and CAD tools. This allows
us to investigate how these conclusions are affected byhdueges in process technology and CAD tools.

We now present the findings from earlier studies that we uskefioe the starting values. The work
by Betz et al. [21] in 1999 finds the optimal value of clustaedil to be 6-8 with respect to area-delay
product (Figure 6.12, page 145 In [21]) and the optimal vaiieonnection box flexibilityF to be 0.25
with respect to area when th#ilton switch block is used (Figure 7.2, page 161 in [21]). It may bted
that Betz et al. [21] useB; = 0.25 while settingN = 4, LUT sizeK = 4 and inputs per clustdr= 10.
However, the work by Lemieux and Lewis [1.11] finds that catipath delay decreases significantly when
K is changed fronK = 4 toK = 6 (Figure 5.7a, page 96 in [111]); the decrease in criticth palay is
less significant wheK is changed from 6 to 7. We use= 6 as the typical value for LUT size. Using
the rule of thumb for the optimal value of inputs per clugtéitom the work of Ahmed and Rose [6], we

havel = (K/2)-(N+1) = 27; we usd = 28 as the starting value for inputs per cluster.

5.3.1 Design Flow 1: Sequential Optimization Through Expementations

In an experimental approach, FPGA architectures are tyyidasigned by sequentially optimizing the
parameters under investigation. In this sub-section, viaildeow we use such an approach to optimize
the five architectural parameters that we consider. We fatstildhe stages involved with this design flow

and then present results from this flow.

5.3.1.1 Stages of Design Flow 1

The first issue that we tackle is defining the order of the &chiral parameters for optimization. We
need to identify the parameter that we will investigate fitlseé parameter that we will investigate next
and so on. We do not know of any previous study that recommandsdering for optimizing FPGA

architectural parameters. In ordering parameters, wengghits from earlier studies. These studies
investigate the effects of a single architectural param@tea set of architectural parameters). In the
cases where we have not found any study to provide such insighhave used our intuition as well as

preliminary experimental results to order the parameters.
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Figure 5.2: Orders of Optimization (Both Area and Delay) for the Architegal Parameters

The ordering that we use for both area and delay optimizatisrshown in Figure 5.2. We us¢
as the first parameter to optimize based on the experimesdalts from Betz et al. [21] that shows
significant reduction in delay for varying cluster sizeg{ie 6.11, page 143). For ordering the remaining
parameters, we use the insights from the work of Lemieux awid4.[111]. That work finds that the delay
is more dependent on LUT-size as compared to the connection box flexiblitles We therefore give
preference td overF. in Figure 5.2.

After setting the order of parameters, we sequentiallynoige these parameters. To optimize a pa-
rameter with respect to an evaluation metric, we sweep thenmeter within the design space defined
in Table 5.2. We use fixed values for the other parametersgluhis process. If any of the other
parameters has been previously optimized, we use the @giimialue for that parameter; we use the
starting values from Table 5.2 otherwise. For instance,ptinoze N for delay, we sweefN within
the spaceN = 4,6,...,20 while using{K,I,F.in,Feout} = {6,28,0.250.25}. We find thatN = 8 is
the most promising value faX with respect to delay. While sweepitg we will then setN = 8 and
{1, Fe.in,Fe.out} = {28,0.25,0.25}. In all cases, we fix the switch box flexibilitys to 3 and the segment

lengthL to 1.

5.3.1.2 Methodology

In our experiments, we start with the netlist of the circdigscribed inblif format and use T-VPACK [21]

to pack (cluster) these circuits while maintaining arattiteal constraints. We then run the VPR 5.0 [21,
122] place-and-route tool to place and route the circuits; use timing-driven mode of VPR for our
experiments. VPR’s ‘binangearchplaceandroute’ routine has been used in experiments to estimate
the minimum channel-width required to route a circuit. Wer@ase minimum channel-width by 20% to
mitigate the noise in VPR flow and to ensure ‘low-stress’ irgu{21]; we use this increased channel-
width to route the circuits. The results for area and dela&ycadlected after the circuits are placed and

routed.
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Result collection for area We capture the area of implementation by the number of prognag bits
required to map a circuit on a given FPGA. We use the follongsgression to capture the the total

number of programming bitBog:

Bprog = Numbero f_Prog Bits_per_tile x nc, (5.7)

where,n; represents the total number of clusters. For our expersnerd obtain the values of from
the output of T-VPACK.

From Section 3.2/ \lumberof_ProgrammingBits_per_tile can be found by adding three parameters:
(a) programming bits per clustBguster () programming bits per connection bloBkg and (c) program-
ming bits per switch blocBsg. These three parameters can be expressed by Equation® 315t In
Equations 3.16 to 3.17, we set the channel withtlat W = Wyin x 1.2, wheréW,in is obtained from the
binary-search routine of VPR.

For each sweep, the parameter value leading to the bestemdtsris selected. Results are averaged

over twenty MCNC benchmarks that we use.

Result collection for critical path delay To optimize the parameters with respect to delay, we callect
critical path delay from VPR. We again identify the minimuitraanel-width from VPR’s binary-search-
place-and-route routine and increase minimum channehvin@t20% to route the circuits.

The critical delay values that we have collected from VPRpaioeess-technology dependent values;
we usePredictive Technology Model (PTM) 45niechnology. We now explain how we use technol-
ogy dependent delay values in VPR. We use the process-depeparameters (such as, capacitance of
minimume-size transistor) with the physical delay modehirblung et al. [90]. The work of [90] allows us
to estimate different delay parameters, such as, delaydeetwluster input pin and LUT input pin, delay
from one switch block to the next switch block and the delagvieen switch block to input connection
block. We incorporate values for these delay componentstiveg VPR architecture files. We have also
made necessary modifications to VPR to ensure that VPR usss Halues to calculate the critical path

delay.
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Table 5.3: Design Flow 1 Results : Sequential Optimization for the Nendf Programming Bits

Parameter Best optimization Second best optimization
being optimized| Parameter value Prog. Bits| Parameter valug¢ Prog. Bits
N 14 2.65E+05 6 2.66E+05
K 6 2.65E+05 7 2.71E+05
I 32 2.60E+05 28 2.65E+05
Fe.in 0.05 2.55E+05 0.15 2.56E+05
Fe.out 0.05 2.33E+05 0.45 2.54E+05
No. of architectures explored: 40
(Each exploration requires running 20 benchmarks througRM

5.3.1.3 Results from Design Flow 1

Area results Table 5.3 presents the results related to the the sequeptiatization of the five archi-
tectural parameters while following the optimization ardeown in Figure 5.2. For each step, Teble 5.3
presents the optimized value for the parameter that is tigzted at that step. For each step, we also
present the value of the corresponding parameter that iset@nd best with respect to area. We report
these values to facilitate the discussion on results inea fatb-section; we do not use these values other-
wise. Figure: 5.3 presents the same set of results and dtegtiow the area requirement is changed while
we proceed through the optimization stages.

From Table 5.3 and Figure 5.3, the best architecture withe@sto the number of programming bits
is identified ag{N, K, I, Fcin, Feout} = {14,6,32,0.05,0.05} that requires 33X10° programming bits on

average.
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Figure 5.3: Design Flow 1: Number of programming Bits at the End of Eachif®gation Stage
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Table 5.4: Design Flow 1 Results: Sequential Optimization for thei€aitPath Delay

Parameter Best optimization Second best optimization
being optimized| Parameter value¢ Delay | Parameter valug¢ Delay
N 8 6.15E-09 10 6.31E-09
K 6 6.13E-09 7 6.14E-09
I 28 6.13E-09 20 6.15E-09
Fein 0.35 5.94E-09 0.25 6.13E-09
Fe_out 0.05 5.22E-09 0.15 5.76E-09
No. of architectures explored: 40
(Each exploration requires running 20 benchmarks througR)M

Delay results Table 5.4 presents the results related to the sequentimhiaption of five parameters
with respect to critical path delay. We again present thersddest values for the parameters being
optimized. Figure 5.4 illustrates the change in criticathpdelay while we sequentially optimize the
architectural parameters.

The best architecture with respect to critical path delayoisnd to be {N,K,I,F.in,Feout} =

{8,6,28 0.35,0.05}, which results in an average critical path delay &2s

5.3.2 Design Flow 2: DOE-Based Experimental Technique

We next use a DOE-based experimental technique to optiméive parameters that we consider. More
specifically, we use the DOE-based Pareto-point generfli®) technique, proposed by Sheldon and
Vahid [157]. That work’s objective is to optimize the confighle components of an existing FPGA
device, which is different from our objective of designingnnFPGA architectures. We make several

modifications to the DPG technique to make it suitable forpupose. In this sub-section, we first detail
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Figure 5.4: Design Flow 1: Critical Path Delay at the End of Each OptiritmaStage
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the stages of DOE-based DPG technique that we follow andphesent the results from this approach.
We use the VPR framework to run experiments as required byd#gign flow. For collecting results from

T-VPACK and VPR, we follow the steps detailed in Section 5.2.

Explored design spaceDOE-based techniques typically use two or three levelsugsl for each in-
put parameter, and these levels are traditionally idedtifig +1 (maximum), O (median, if any) and -1
(minimum). Use of a DOE-based technique therefore allowusse a maximum of three values for
each architectural parameter. We use the values from TaRleoSepresent these three levels. More
specifically, the maximum values, the minimum values andytpial values of Table 5.2 respectively
represent level +1, level -1 and level O in our experimeoteti We later explain how the DPG technique

can explore a larger range of values by usiriidn stage.

5.3.2.1 Stages of Design Flow 2

Phases of DPG The DPG technique has three phases. First, a minimal nunile@periments are used
to generate a parameter interdependency graph [79, 1574 dieen evaluation metric (such as area), this
graph presents the interdependency between any pair dfeattinal parameters. For example, this graph
will tell us how much effect the designers will have on areagwthey simultaneously change the values
of a pair of parameters (such EsandN) from minimum to maximum. In the second phase, based on the
information from the parameter interdependency graphrspaiparameters are optimized sequentially,
starting with the pair that is expected to have the most Bagmit effect on evaluation metrics. These first
two phases use three levels for inputs. Typical architatiparameters however will have many more
possible values. To address this, Sheldon et al. [157] Uethird phasefill-in phase) to investigate
other promising values, after the first two phases are cdegblein our work, while optimizing the
architectural parameters for a new FPGA architecture, wektfat it is beneficial to perform the second
and third phases simultaneously.

We now detail each of these three phases.

Generation of the interdependency grapBince we optimize the architectures for area and delay sepa-
rately, we form two parameter interdependency graphs &sdlwo evaluation metrics. Figure 5.5 shows

these two graphs, details on generation of which will folldeach of these graphs will have five nodes
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(a) Number of programming bits (b) Critical path delay

Figure 5.5: Parameter Interdependency Graphs (Results Averaged OWACAC Benchmarks)

representing the five architectural parameters that weidemsThe edge between a pair of nodes is as-
signed with a weight that represents the interdependenwesbr these two parameters with respect to
area or delay.

Parameter interdependency graphs could be formed by ekl@ysweeping the architecture param-
eters and observing the consequent effects on area or @apding the architecture parameters by the
maximum (+1) and minimum (-1) values only, we would then iBg/@ = 32 runs to form the graph.
To reduce the number of required runs, we use a techniquergessby Plackett and Burmarin [140].
This technique uses a set of limited number of experimemewk as Plackett-Burmann (PB) set of
experiments. Based on the results obtained from PB set efiexents, we first calculate thedependent
effect of each architecture parameter on an evaluationienethile neglecting the interactions between
the remaining parameters. The estimated results for imdkgre effects are then used to calculate the
interdependengffects of a pair of parameters. We use the technique frortd8het al. [157] for this last

task. We now discuss these steps in more details.

Formation of the PB set of experiments For the five parameters that we investigate, the PB set
of experiments is formed using only the maximum and the mimmvalues. Several studies discuss
the formation of PB sets of experiments to properly captheeindependent effects of the inputs on
the outputs. These studies propose a varying number ofregjgkperimental runs. At the minimum,
(F+1)/(L—1) runs can be used to measure the effect§ déctors (inputs) on a response (output),

with each factor havind. levels. Six experiments can therefore be used to measurmdependent
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Table 5.5: Plackett-Burman (PB) Matrix for Generating Interdepercye@Graphs

Levels for parameters Values for parameters
PBRuns|| N | K| I | Fcn | Fcout || N | K| I | Fcn | Fcout
1 1/-1] 1 -1 -1 20| 4|64|0.05| 0.05
2 1] 1]-1 1 -1 20 7| 8055 0.05
3 1011 -1 1) 4| 7|64]0.05| 055
4 1/-1] 1 1 -1 20| 4|64|055| 0.05
5 1] 1]-1 1 1120| 7| 8] 055| 055
6 1] 1)1 -1 1] 20| 7|64|0.05| 055
7 1011 1 1| 4] 7|64|055| 0.05
8 1011 1 1] 4| 4|64|055| 055
9 1011 1 1) 4| 4| 8] 055 055
10 1]-1]-1 -1 1] 20| 4| 8] 0.05| 0.55
11 1011 -1 -1 4] 7| 8005 0.05
12 111 -1 -1 4] 4| 8|0.05| 0.05

effects of five architectural parametefs=5) on area or delay, with each parameter having two levels
(L=2). However, a study by Heyden et al. [86] shows that theceffef inputs are significantly aliased
(confounded® when using a very low number of experiments. We thereforeausesive-run PB matrix
instead of using a lower number of experiments. Details ainfog the PB matrix can be found in
several publications [86, 118, 140]. Table 5.5 presentsPtBanatrix of runs that we use to generate

interdependency graphs.

Estimation of independent effects of the parameters while eglecting interactions For each of
the runs in Table 5.5, we use the corresponding values oftectiral parameters with T-VPACK and
VPR and collect the results for area (total number of prognarg bits) and critical path delay. These re-
sults are used to estimate the effect that an architectarahpeter will have on area or delay, independent
of the other architectural parameters. To estimate thelpendent effects, we use techniques similar to
the ones presented in earlier studies by Plackett and Buitdéhand Heyden et al. [36]. As an example
of using this technique, consider the estimation of thecefdé cluster sizeN. From Table 5.5, we find
that the maximum value (+1) foM appears in rows 1-2, 4-6 and 10, and the minimum value (-1&asp

in rows 3, 7-9 and 11-12. Representing the experimentaltssgrom VPR) for area for thé" row asA,,

2Aliasing: When the estimate of the effect of changing onéofagarchitectural parameter) is influenced by the effefts o
other factors (usually by the higher order interactionsveen other factors).

108



the independent effect ®f on area can be estimated as:

AL+PA+As+As+As+A10— Az — A7 —Ag— Ao — Ag1 — A2

= (5.8)

ENarea =

In a similar fashion, representing the experimental redolt delay for thé'" row asD;, the independent

effect of N on area can be estimated as:

ENdeIay -

D1+ D2+ D4+ Ds+Dg+D1g— D3 —D7—Dg—Dg—D11—D12

o (5.9)

Estimation of edge-weights (interdependence) The DPG technique uses the estimated indepen-
dent effects from above in assigning edge-weights. We nger gi example to illustrate how we follow
the guidelines from Sheldon and Vahid [157] to estimate tleggit of the edgé-F; i, in the interde-
pendency graph for critical path delay. The independemriceffofl andF.;, on delay are estimated as
-1.6ns and -03ns respectively (from the PB set of experiments). This imptlest changing the value
of | from 8 (level -1") to 64 (‘+1’) and the value oFj, from 0.05 (*-1’) to 0.55 (*+1’) will reduce
delay by 16ns and 03ns respectively, when the other parameters are set at fixeésalfil and F i,
were truly independent; changirdgand F, together would have reduced the critical path delay by
19ns To investigate whether there is any interaction betwkeamd F.j,, we run two experiments,
where the first experiment uses minimum valuesl fandF. j,, and the second one uses maximum val-
ues. The other four architecture parameters are fixed. Wexperiments usingN, K, |, Fcin, Feout} =
{4,4,8,0.05,0.05} and{N,K,I,Fcin, Fcou} = {4,4,64,0.550.05} and find the critical path delay to be
8.2ns and 68ns respectively. In other words, changihgnd F i, simultaneously reduces the critical
path delay by ns— 6.8ns= 1.4ns which is lower than ®Bns. This implies that these two parameters
are inter-dependent and we represent this inter-depeadsnassigning a weight to theF; j, edge; the
weight will be equivalent to Pns— 1.4ns= 0.5ns (which is 0 when normalized).

We follow this technique to measure the weights for each @dgarameter interdepency graphs. If
two parameters are independent of each other (if the edgghtisi negligible), there will be no edge
between the corresponding nodes, such as-thg, edge from the above example. A higher weight for
an edge will represent higher interdependency betweendtesnconnected by that edge. Figure 5.5

shows the parameter interdepency graphs for area and delay.
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Optimizing the architectural parametersThe DPG technique starts architecture optimization by-opti
mizing the pair of parameters connected by the highest waigbdge. In Figure 5.5(a), the edge between
K andN has the normalized weight of 1.00. We therefore optimizedheo parameters first for area
optimization. While optimizing a pair of parameters, weallthe parameters to have three valueg, 0
and+1. These values correspond to the maximum, the typical anchthimum values in Table 5.2. We
need a maximum of nine runs for any pair of parameters, whentter parameters fixed.

After optimizing a pair of parameters, the edge between #rameters is removed from the graph
and the two nodes are merged into one. For instance, we fibthéhaptimized values df andN to be
6 and 8. To investigate the remaining edges, we remove thekedy, and useK = 6 andN = 8 for the
remaining experiments. If an optimized parameter is a membede of the edge that we investigate at
a later stage, we use a fixed value for this parameter and gjoéred runs to investigate this latter edge
is reduced from nine to three. Furthermore, we ignore an ddygth of the edge-nodes (architectural

parameters) have been investigated earlier.

Fill-in phase While optimizing a pair of parameters, we may also usefilhén stage, whenever re-
quired. For example, if delay fad = 20 differs significantly fromN = 8, we may either explore the
intermediate values faX such asN = 14,16,18 etc. or larger values fad such asdN = 24,28 etc. To

keep the design space consistent across all design flomgdfiitiin phase, we only explore the values

lying between the maximum and the minimum values.

Table 5.6: DPG Stages: Optimizing an Architecture for the Area of Impdatation (No. of Prog.
Bits). Sequence of the Pairs is Determined from Figure 5RaB in all cases

Optimized Parameters Minimum No. of Prog.
Stage No.|| Pair of Parameter§ 15t Paramete] 2"¥ Parameter]| Bits after this Stage
1 PB-Stage — — 3.08X10°
2 K,N K=6 N=8 2.72X10°
3 N, Fe.in N=8 Fc.in=0.05 2.60X10°
4 N, Fe_out =8 Fe.ou=0.05 2.55X10°
5 I, Fein =28 Fc.in=0.05 2.55X10°
6 Fill-in: N, K, I N=10,K=6,1 =36 2.52X10°

Optimized architecture for areéN, K, I, Fcn, Feout} = {10,6,36,0.05,0.05
No. of architectures explored: 47
(Each exploration requires running 20 benchmarks througRM
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5.3.2.2 Results from Design Flow 2

Arearesults In Table 5.6, we present results collected from differeagies of the DOE-based approach
when the architecture is being optimized for area; as befweecapture the area by the number of pro-
gramming bits required to implement a circuit. The first daa represents the results from the exper-
iments using Plackett-Burman matrix. The remaining datesrpresent data corresponding to the pair-
wise optimization stages. The second column of this tal@septs the pairs being investigated, starting
with the pair having the highest interdependency weightigufe 5.5(a). The next two columns present
the optimal values for the corresponding parameters. lyjriaé rightmost column presents the minimum
number of programming bits as reported upon completion @ttrresponding stage. We find from Ta-
ble'5.6 that the required number of programming bits deeseaensistently while we progress through
pair-wise optimization stages. For area optimization, we to explore 47 architecture configurations in

DOE-based experimental flow.

Delay Results Table 5.7 presents the results from DPG-based design flow thieearchitecture is being

optimized for critical path delay. The construction of thakle is similar to that of Table £.6. From the
rightmost column of Table 5.7, we find that as we progressutiitdDPG stages, the critical path delay
conistenty goes down. We explore 49 architecture configumatto optimize architectural parameters

with respect to critical path delay.

Table 5.7: DPG Stages: Optimizing an Architecture for Critical PatHdye Sequence of the Pairs
is Determined from Figure 5.5(blfs=3 in All Cases

Optimized Parameters Minimum Crit. Path

Stage No.|| Pair of Parameter§ 15t Paramete] 2"® Parameter| Delay after this Stage

1 PB-Stage - - 5.23 ns

2 K, Fe_out K=7 Fe.out=0.05 4.83ns

3 Fe.in, Feout Fc.in=0.55 Fe.out=0.05 4.73ns

4 N, I N=20 =64 4.37ns

5 Fill-in: N, I, Fcin N = 20,1 =64,F., =025 4.24ns
Optimized architecture for critical-path delayiN, K, I, Fein, Fc out} = {20,7,64,0.25,0.05
No. of architectures explored: 49
(Each exploration requires running 20 benchmarks througRV
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5.3.3 Design Flow 3: Model-Based Optimization

In this section, we use analytical model-based approacptimize the five architectural parameters with
respect to area of implementation and critical path deldys @esign flow is purely analytical. We first
detail this design flow and then present the results. We agagrihe design space presented in Table 5.2.
An architecture can be very quickly optimized using the wizdl models (fraction of a second). This

allows us to exhaustively explore 19,440 possible architeaconfigurations from the design space.

5.3.3.1 Stages of Design Flow 3

In this sub-section, we detail how we use the analytical risoeoptimize the architectural parameters.

We first detail how we collect results for area and criticahpdelay.

Collecting results for area of implementatiolVe use Equatiors £.7 to 3.17 to estimate area (humber of
programming bits). In addition to the five architecturalgaeters that we investigate, these equations
require (a) the estimates of the number of clusters requedap a circuiing, (b) the switch box flex-
ibility of an architecturels and (c) the channel-width used to map a cirélit For a given benchmark
implemented on a given FPGA architecture, we can estimatesing the relation studied by an earlier
work [104] and presented in Equation 3.6 of this dissentat®imilar to the first two design flows, we set
the value off at 3. We use the model from the work of Fang and Rose [70] tmest\W. The model

for minimum channel widtWminmodel from [70] has been presented in Equation 3.8. We increase thi
minimum channel-width by 20%, which gives W = 1. 2Wninmoder EStimation 0f€Wmin model requires

the estimate of the average wirelendtfy. We use our wirelength model for this purpose.

Collecting results for critical path delay To analytically model the critical path deldy,, we use Equa-

tion'3.25 from Section 3.3:
dk
Tcp = dc tinter + d—tintra = dc “Tinter + dk “lintra- (5-10)
c

We use our delay models from Chapter 3 to estindlatendd.. We now detail how we estimatg;, and

tinter USiNg our wirelength model and the physical delay model filoework of Hung et al. [90].
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Estimation of tinra  tinra represents the delay incurred by a net while traversingutiirahe logic
elements inside the clusters. This parameter consistsmtbmponents: (a) delay incurred by the logic
elements and (b) delay incurred by the interconnect netwittkin a cluster. We use the model of [90] to

estimate these two components and add them to estimatertiesponding values fdihra.

Estimation of ti,er Hung et al. [90] provides the delay components for traversimet through an
FPGA tile with given architectural parameters. Estimatibher further requires the average wirelength
for a circuit along the post-routing critical path. Our weegth model gives us the average post-placement
wirelengthlayg placed- TO estimatéiyter, we do not directly use thikyg piaced for two reasons. First, the
post-placement wirelength may be inflated during routingsghdue to congestion. Increasing the channel
width by 20% as discussed above will mitigate this issue toesextent. Second, we observe that wires
along the critical path are typically longer than the “ageravirelength”. This appears counter-intuitive.
We would expect a timing-driven placement algorithm to plaells so that wires along the critical path
are shorter than the average. However, the critical paéin pfacement often is not the same path as the
one before placement. In fact, those nets that were deenwcttitical” before placement tend to be
longer than average, and paths using these longer segmemt®ee likely to become critical. To account
for this, we assume that the wires along the critical pathadisctor of 3 slower than the average wire.
Experimentally, we find thg8 = 2 works well, and we use this scaling factor to compe. In other

WOde, we uSéavg_routed — 2 . Iavg_p|aced andW — 12 Wm|n_m0de| When estlmatlngmter

Optimization of architectural parametersThe two experimentation-based design flows that we present
earlier are constructed in a way such that the designers tdoesal to exhaustively search the design
space. However, evaluating an architecture using analytiodels is very fast, so in Design Flow 3, we
exhaustively search the entire design space. For exhaustigep, we use Table 5.2 to define maximum,
the minimum and the incremental values for each parameterus#’ an inhouse C-program to exhaus-
tively sweep architectural parameters using model equstid his inhouse program uses the techniques

presented above and generate the area and delay results.

113



Table 5.8: Optimization for Area

1] 2 |3|]4]5] 6 | 7 8 \ 9
Architectural Parameters No. of Prog. Bits (in 1B)
No. | Rank| N: | K: | I: | Fcin | Fcout | Model Results| VPR Results
1 1 12| 7|36 0.05 0.15 2.260 2.385
2 1 12| 7|36 0.05 0.05 2.260 2.393
3 2 10| 6| 24| 0.05 0.05 2.290 2.311
4 2 10| 6| 24| 0.05 0.15 2.290 2.270
5 3 6| 24| 0.05 0.05 2.310 2.467
6 3 6| 24| 0.05 0.15 2.310 2.467
7 4 10| 5| 24| 0.05 0.15 2.320 2.364
8 4 10| 5|24 0.05 0.05 2.320 2.473
9 5 14| 6| 32| 0.05 0.05 2.330 2.335
10 6 8| 7|24| 0.05 0.15 2.330 2.411
No. of architectures explored: 19,440
(Each exploration requires running 20 benchmarks througtiairequations)

5.3.3.2 Results from Design Flow 3

Optimization of architectures for areaTable 5.8 presents the optimized architectures with rédpec
area that we find by using purely model-based design flow. i@l of the table represents the rank
that we assign based on the position within sorted resuits rfiodel-based flow may report the same
area values for multiple architectures). Columns 3 to 7garethe values of the architectural parameters
that we investigate. Column 8 presents the model resultscdlliect experimental results for each of the
ten best architectures in Table 5.8 and present them inghembst column. Based on the experimental
validation results, we find the architecture Wi, K, I, F¢ in, Fc_out} = {10,6,24,0.05,0.15to be the most

promising one with the requirement o2ZX10° programming bits on average.

Optimization of the architectures for the critical path dgl Table 5.9 presents the optimized architec-
tures with respect to critical path delay that we find by ugingely model-based design flow. Column 1
of the table represents the rank that we assign based onshimpavithin sorted results. Columns 2 to 6
present the values of the architectural parameters thatwestigate. Column 7 presents the model results
for critical path delay. Finally, we collect the results foitical path delay from the VPR framework for

the architectures found to be optimal by model-based ddisigrand present these results in the rightmost
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Table 5.9: Optimization for Critical Path Delay

1] 2 |3|]4]5] 6 | 7 8 \ 9
Architectural Parameters Critical Path Delay (in ns)
No. | Rank| N: | K: | I: | Fcin | Fcout | Model Results| VPR Results
1 1 16| 7|64 | 0.05 0.05 4.600 4.500
2 2 16| 7|56 0.05 0.05 4.610 4.647
3 3 16| 7|64 0.15 0.05 4.610 4.431
4 4 16| 7|60| 0.05 0.05 4.610 4.381
5 5 16| 7|56 0.15 0.05 4.620 4.409
6 5 18| 7| 64| 0.05 0.05 4.620 4.447
7 6 16| 7|64 | 0.25 0.05 4.620 4.439
8 7 18| 7|60| 0.05 0.05 4.630 4.201
9 8 16| 7|60 0.15 0.05 4.630 4.237
10 8 16| 7|52 0.05 0.05 4.630 4.595
No. of architectures explored: 19,440
(Each exploration requires running 20 benchmarks througtiairequations)

column. Based on the results from VPR, the architecture {Nth, |, Fein, Fe.out} = {18,7,60,0.05,0.06

is the best architecture with respect to critical path delay

Discussion on results from design flow 3Ve find discrepencies when comparing model results with
experimental results both in Table 5.8 and 5.9. For instancEable 5.9, the ranked-7 architecture (row-
8) is found to be optimal by VPR when experiments are conduetethe ten short-listed architectures.
This supports our earlier argument that the short-listetlisactures from model-based design flow needs
to be validated and fine-tuned using experimental resulesfufther note that the discrepancies that we

find in Table 5.8 and 5.9 are not significant.

5.3.4 Comparison of Results from Three Design Flows and Digssion

In the preceding three sub-sections, we optimize five achital parameters using a sequential optimiza-
tion technique, a DOE-based optimization technique and @elvlmased optimization technique. In this

sub-section, we compare the optimization results gereiatehese three techniques.

Area of implementation We compare the area-optimization results presented ireTaBfl| 5.6 and 5.8

for Design Flows 1, 2 and 3 respectively. Table 5.10 presigtest architectures identified by each of

115



Table 5.10: Comparison of Design Flows: Area of Implementation

1 2[3[4] 5 | 6 7 8 9
Optimized Architecture Prog. Bits Architectures| Exploration
Design Flow | N: | K: | I: | Fclin | Fcout | (Experimental)|] Explored Time (hours)
1: Sequential | 14| 6| 32| 0.05| 0.05| 2.335X1C 40 30.00
2: DOE-based | 10| 6|36| 0.05| 0.05| 2.515X16 47 35.25
3: Model-based 10| 6| 24| 0.05| 0.15| 2.270X 16 19440 7.25*"
* Includes approx. 10 experimental runs to validate and fiumes optimized architectures (7.0 hours)
* Exploration of 19,440 configurations requires 13 minutesiadel-based flow

these design flows, with respect to area. Columns 2 to 6 préseoptimized architectures and column 7
shows the corresponding results for area from VPR. Coluninmo@&s the total number of architectures that
we explore for each flow. Finally, the time required to expltitese architectures is presented in the right-
most column. The exploration of each architecture requiragsing twenty MCNC benchmarks through
the VPR flow (for Design Flows 1 and 2) or through the modekeldasamework consisting of analytical
equations (for Design Flow 3). In our machine with 2.5GHzdtaare processor and 24GB memory, we
require 45 minutes on average to explore one set of architdqgarameters in Flows 1 and 2. In a model-
based flow, our inhouse C program requires nominal amouninef to explore a potential architecture
(0.04 seconds). Model-based flow require experimentatiohsto identify the best architecture from the
short-listed architectures.

From Table 5.10, we find that the analytical model-basedydefow finds a better architecture than
is found by the other two flows. This is because this flow allesdo quickly sweep the entire design

space to identify a set of promising architectures.

Critical path delay Table 5.11 compares the results for optimized architestuii¢gh respect to critical
path delay. We again find that the model-based approach gibester architecture than the other two
flows while requiring significantly less design-effort.

Table 5.11 shows that the sequential optimization flow resbe best value dfl to be 8 in contrast to
N = 18 reported by model equations. This illustrates a linotatf the sequential optimization approach.
When optimizingN for delay using sequential optimization approach, wd se28 andK = 6 (typical
values) and given these values, we fithie= 8 to be optimal value for cluster size. When explorignd

| at later stages, the value Mfis fixed at 8. In other words, we never explore the architestuior which
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Table 5.11: Comparison of Design Flows: Critical Path Delay

Optimized Architecture Crit. Path Delay| Architectures| Exploration

DesignFlow | N | K | | Fcin | Fcoout | (Experimental) Explored Time (hours)
1. Sequential 8| 6]28| 0.35 0.05 5.221ns 40 30.00
2: DOE-based | 20| 7| 64| 0.25| 0.05 4.239ns 49 36.75
3: Model-based 18| 7 | 60| 0.05| 0.05 4.201ns 19440 7.25*"

* Includes approx. 10 experimental runs to validate and fiimes optimized architectures (7.0 hours)
* Exploration of 19,440 configurations requires 13 minutesiadel-based flow

Figure 5.6: Area Optimization with Different Ordering of Parameters

N > 8 andK > 6 andl > 28.

Further discussion As we explained earlier, the designers’ experience andtimriuare required in all
stages of the experimental design flows. In sequential agdiinon, we need designers’ experience in
setting the ordering of parameters for optimization; défd ordering of parameters may vyield differ-
ent values for architectural parameters. To demonstrade we use the ordering of parameters shown
in Figure 5.6, for area optimization. This ordering is diffiet from the one that we have used for area
optimization in Section 5.3.1. Table 5/12 presents thentip&tion results for this new ordering. Com-
paring the results from Table 5.12 and Table 5.3, we find thatew ordering results into a degraded
architecture.

Furthermore, Figure 5.3 and 5.4 illustrate that when ogziimgi certain parameters (such &sandl
in Figure 5.4), multiple architecture configurations mayegvery close area or delay results. A wrong
choice may have a negative impact on the optimization of ¢éineaining parameters. We also observe
similar issues in DOE-based Design Flow 2.

Since the DOE-based flow considers the interactions betwasmeters and reduces some depen-
dence on designers’ intuition, such a flow is expected taoperbetter than sequential optimization. This
expectation is confirmed by the minimum critical path delaynid by Design Flow 3 (4.24ns) that is

significantly lower than the one found by Design Flow 1 (522iHowever, during area optimization, the
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Table 5.12: Sequential Optimization for the Number of Programming Biith Different Ordering
of Parameters as Compared to Table 5.3

Parameter Best optimization Second best optimization
being optimized| Parameter value Prog. Bits| Parameter valug¢  Prog. Bits

N 14 2.65E+05 6 2.66E+05

Fe, 0.15 2.60E+05 0.05 2.62E+05

Feou 0.05 2.43E+05 0.25 2.60E+05

I 28 2.43E+05 32 2.45E+05

K 6 2.43E+05 7 2.52E+05
Optimized{N,K,I,F,, Fe,, } from Table 5.3$14,6,32,0.05,0.08 Bits: 2.33E+05

Optimized{N,K, I, R, ,Fc,, } with new ordering£14,6,28,0.15,0.05 Bits: 2.43E+05

DOE-based flow results in a sub-optimal architecture whenpared to the sequential optimization. A
fill-in stage after optimizing th&-N pair (Table 5.7) might improve DOE's performance at the esge
of increased experimental runs.

Furthermore, due to the extensive design effort that weiredor experimental flows, we conserva-
tively choose the design space. For instance, we limit the@mmam and the incremental values &,
to 0.55 and 0.10; whereas, setting these values at 1.00 @harlight yield better architectures.

As we argue earlier in this dissertation, the model-basgdlteeshould only be used to quickly short-
list a set of architectures that need to be further inves@asing experimentation. The results that we
present in this section demonstrate that the model-basedstiocessfully performs this task and even
finds better architectures in comparison with the architest experimentally optimized. The differences
in the ranks between model results and VPR results in TaBlarid Table 5.9 also highlights the signif-
icance of our statement that ‘the model-based flow shouldskd as a supplement to the experimental
flow, and not as the replacement’.

The above comparison resufisand discussion lead us to conclude that the model-basedideeh
can effectively optimize a general-purpose FPGA architectvhile using a significantly lower number

of experimental runs.

3The comparison of results from three design flows would beemaipust if we had a golden set of experimentally obtained
results for the 19,400 architectures that the model-bassigid flow investigates. However, we note that a single rcoutgh the
experimental CAD flow requires almost an hour and the ingatittn of 19,440 architectures will require more than twarge
of computational time on a single processor machine.
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5.4 Design Question-2: Optimization of Application-Spedic FPGA
Architecture (ASFPGA)

As described in Section 5.2, due to the continuous naturaiofrdel, we anticipate our models may

not capture the “discrete effects” exhibited by some aedhiires and user circuits. In this section, we

show an example in which this is so, and hence illustrate g@oitant limitation of the application of our

models.

5.4.1 Methodology

We consider the design of an Application-Specific FPGA aectilre (ASFPGA) which is optimized
to implement crossbar-intensive circuits. Crossbhar sires are common in communication switching
applications; such applications make up a significant sbhtke FPGA market. A crossbar switch has
several input and output buses each output bus can be cedrtecany input bus. Such circuits contain
large multiplexers, and as described in Section 5.2, thgsestof circuits may not match our model
predictions closely. To illustrate the failure of our mgdeé consider the optimization of LUT siz&for
such an ASFPGA.

In order to optimize such an architecture, we would use itgdrom the target domain rather than the
more “general-purpose” MCNC circuits. Since we do not haweh<ircuits available, we generate rep-
resentative crossbar circuits using a custom-writterpscAs shown in Table 5.1.3, we generate circuits
with different combinations of two parameters: (a) the nemdf ports, and (b) the data width of each
bus., These circuits are converted to BLIF format usingralsgquartus maptool, and then processed by

SIS [134] using guidelines provided by the University of @diasin [180].

5.4.2 Results and Discussion

Using both the experimental and analytical techniques, weep the lookup-table siz&, from 4 to

12, and find the number of LUTs required to implement the direy. The experimental and analytical

Table 5.13: Parameters of the Investigated Crossbhar Switches

Parameter Values used Total number of values
Number of Ports| 2, 3, 4, 5, 6, ... 16, 20, 24, 32, 40, 48 20
Data-width 1,2,4,6,8, 10, 12 7

119



904 J Model (Dotted lines) ——Port: 06, Datawidth: 08
Model (Dotted lines) —+—Port:02, Datawidth:08 N —k—Port: 06, Datawidth: 10
80r "~y —— Port:02, Datawidth:10 | | 60! N —O—Port: 07, Datawi dth: 08
* —@— Port:02, Datawidth:12 * N ——Port: 07, Dataw dth:12
6ok s - —*—Port:03, Datawidth:04 | | : 08, Datawi dth:
. —¥—Port:03, Datawidth:08

\Experimental (Solid Lines) o i Experimental (Solid Lines) : : .
0 - : - . ) I ; 4 5 6 7 8 9 10 11 12
4 5 6 7 8 9 10 11 12 f
LUT-Size, K LUT-Size, K
(a) First set of crossbar switches (b) Second set of crosstitohes
x10°
3 . — : : ‘ ‘ ‘ ‘ 5000 ‘ - ‘ ‘ ‘ ‘
Model (Dotted lines) ——Port: 24, Dataw dth: 10 Model (Dofted lines) ——Port: 15, Datawi dth: 12
250 ., / —k—Port: 24, Datawidth: 12 a000F~. —k—Port: 16, Datawi dth: 10|
*) N —@—Port: 32, Dataw dth: 08| [T —@—Port: 20, Datawi dth: 04
. T —*—Port: 40, Datawidth: 08 Taow, —%—Port: 24, Datawi dth: 04
Ise S~ —%—Port:40, Datawidth:12 300 b 00N —#—Port: 32, Datawidth: 02

. . A i xperimental (Sglid Lines) ) ) .
4 5 6 7 8 9 10 11 12 4 5 6 7 8 9 10 11 12

LUT-Size, K LUT-Size, K
(c) Third set of crossbar switches (d) Fourth set of crosshéiches

Figure 5.7: Results to Investigate the Limitation of Model-Based Amio in Capturing the Re-
quired Number of LUTshpy for Crossbar Switches

results are shown in Figure 5.7. For clarity, the resultsaparated into four groups, since the magnitude
of ng varies considerably among the considered circuits. Inadks, the model results do not closely
match the experimental results. As expected, the modelisese continuous, while the experimental
results show “breaks” at various valueskafAs an example, consider the crossbar switch with 7 ports and
a data width of 8 in Figure 5.7(b) represented by round-whiéekers. For this crossbar, the experimental
results show thaty changes abruptly whel is changed from 4 to 6 and then remains almost constant
until K=9. In contrast, the model predicts a smooth change in thisme The impact of these “breaks”
would be important for an FPGA architecture to understaet oyr model does not capture them at all.
Model estimates for the other implementation parameteid) asn. andd., depend on the values of.
We would expect that our model can not adequately captureftbets ofK on these parameters either.
The conclusions from these results is that our models hawgations when the underlying archi-
tecture or circuits exhibits “discrete effects”. Howewérloes not mean our model can not be used in
such cases. It is still possible to use our model to prune ottgms of the architecture space that are
clearly poor. Experimental results would then be requicgd\vestigate architectures within the region not

pruned out. Thus, we expect that, in general, a combinafi@malytical models to prune the space, and
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experimental techniques, to select architectures wittigigpace, may lead to the best overall solution.

5.5 Summary

This chapter analyzes the capabilitites and limitationsnoflel-based architecture design technique. We
present the capabilities of using analytical models: (ajnduvery initial back-of-the-envelope stage of
a design flow and (b) during later stages of the design flow rigxgtiire parameteric sweeps. We find
that the model-based design technique is effective in opingn general-purpose FPGA architectures.
We use sequential optimization and DOE-based optimizagohniques to compare the effectiveness of
analytical models with. We further show that the continuoature of analytical models makes the model-
based technique ineffective in designing applicatioresjgeFPGA architectures for certain application

domains. We use the examples of applications having deseffégcts for this purpose.
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Chapter 6

Conclusion

In this chapter, we first summarize the contributions prieskein this thesis. We then discuss the limita-
tions of the research and describe future work required tloess these limitations. Finally, we present

directions for long-term future research.

6.1 Dissertation Summary

The target audience of this thesis consists of FPGA ardhkitew/or FPGA vendors. In recent years, there
have been significant improvements in FPGA architecture F&GA devices now provide higher density,
lower power consumption and faster circuit implementaioAn experimental approach is typically
followed in designing new FPGA architectures. In an experital approach, significant design-time is
incurred by the collection of a range of representative barark circuits, making required changes in
the existing CAD tools and running these benchmark cir¢bitsugh the CAD flow, for each architecture
under investigation.

This thesis addresses these issues by presenting a bodsooy tinat the architects can use during
design space exploration. The analytical models preseanttds thesis take architecture parameters as
inputs and generate the evaluation metrics, such as alag,ate routability. We envisage the analytical
models to be used in early stage design space exploratien dédsigners do not have the luxury of mod-
ifying CAD tools and/or collecting benchmark circuits fauah of the combinations of the architecture
parameters that they want to investigate. During earlyestad architecture investigation, architects may
use our models to quickly short-list a set of interestinghdectures; only these architectures need to be

experimentally evaluated. This dissertation makes thoggributions towards building a model-based
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framework for designing new FPGA architectures.

Chapter 3 presents our first contribution. In that chapterpwesent analytical models for the area
and delay of an FPGA implementation. We first present thelength model that relates the FPGA
architecture parameters and a few circuit parameters taviligage post-placement wirelength. Since the
interconnect fabric is responsible for highest proportidrarea in an FPGA device, the architects need
to evaluate whether the architecture under investigat@mstipport the wirelength requirement of a wide
range of user circuits. Studies exist that estimate thelevigth of FPGA implementation [15, 131, 131].
The novelty of our work is that it identifies the effects of #rehitecture parameters on wirelength, rather
than estimating wirelength for a given circuit on a given FR@sights from our model will be helpful
to the FPGA architects in understanding the effects of sgchire choices on wirelength. Combined with
the works from Lam et al. [104] and Fang et al. [70], our moael quickly investigate such effects. Our
wirelength model has been published!in [168].

In Chapter 3, we also present our work on modeling criticahpelay. Specifically, we present
the models that relate architectural choices to the pastat@ogy mapping depth and the post-clustering
depth. We show how these models can be used to quickly estithatcritical path delay of FPGA
implementations. In modeling critical path delay, we reguinowledge of the intra-cluster and inter-
cluster delays. We obtain this information either from thalgtical model presented by Hung et al. [90]
or from the early phase of a CAD tool’s placement algorith@] [@ur depth models have been published
in [60, 61].

Our models in Chapter 3 were validated against the expetaheasults from an academic CAD flow,
VPR [21]. Through the validation results, we show that oudeis can effectively capture the effects of
architecture choices on wirelength and critical path depth

In Chapter 4, we present a model for the routability of an FP@&ing fabric assuming that a
combined global/detailed router is used. Several earle@ksvproposed techniques to estimate routability
for FPGA and ASIC implementations [27, 35, 99, 120, 175, 194je works from ASIC domain can
also be used in FPGA domain. The focus of these earlier woassnet to relate the architecture choices
to routability, a contrast to the objective of this thesibeTonly work [24] that relates FPGA architecture
choices to routability models the routability for the degdistep of a two-step global-detailed router.
In such a router, the global step allocates channels segneithe nets and the detailed step assigns

individual wires within these pre-defined sequence of cklnto each net. Our routability model is more
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representative of the algorithms that the modern routegs Ts capture the existence of many possible
paths for routing a net, we use graph-theoric technique tdefren upper-bound for the routability.

We validate our routability model against the experimergallts from VPR. We find that our model
can capture the trend of the effects of logic fabric and raufabric parameters on FPGA routability. Our
routability model has been published in [58].

In Chapter 5, we investigate the capabilities and limitaiof our analytical models. We investigate
two stages of new architecture design: (a) the very initeadkbof-the envelope design stage and (b) the
parameter sweep stage.

We show that analytical models can provide useful insigbtgHe very initial back-of-the envelope
stage of new architecture design. For the parameter swagp, stie specifically investigate two issues.
First, our derivations make several assumptions includnoitectural assumptions. These assumptions
may affect the quality of architectural conclusions whearage of analytical models are combinedly used
for new architecture design. Secondly, the continuousreatfianalytical models may not adequately
capture the behavior of applications having ‘discretectfe

Chapter 5 uses two design questions to investigate theseswues relevant to the second stage of new
architecture desigrirst, we investigate whether results from more than one model earolmbined to
optimize a general-purpose FPGA architecture with resigeatea and critical-path delay. We compare
the results from the model-based approach with the onestirandifferent experimental approaches: se-
guential optimization and DOE-based optimization. WHile first one of these two approaches is often
used for FPGA architecture optimization, the second oneséslin a wide range of domains (such as
automotive and agriculture) for optimization purpose. Wil fihat the architectural conclusions drawn
by the model-based approach are better than the ones dratiiedsy much more expensive experimen-
tal approaches; the run-time for the model-based appr&ach%o to 80% faster than the experimental
approachesSecondly using the example of crossbar switches, we demonstratéhinanalytical mod-
els may not be capable in drawing useful conclusions foriegibns having discrete effects. Our work

related to this contribution has been published in [59].

6.2 Limitations and Short Term Future Work

This section summarizes the limitations of the three cbutions described in this dissertation and iden-

tifies the possible avenues of future work to address thestations.
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6.2.1 Analytical Models Relating Architecture to Area and Delay

While presenting wirelength and depth models in ChertereéBagssume a homogeneous FPGA architec-
ture. Smith et al. [166] shows that the wirelength model @né=d for homogeneous architectures can
be used to model average wirelength for heterogeneougexctries that contain different types of em-

bedded blocks. Further study is required to enable our reddetapture the effects of heterogeneous

architectures on area and delay. Some other limitationsio&eea and delay models are listed below.

e In deriving our models, we fix segment length of the routingri@to 1. Generalization of our

model is required to address this limitation.

e Our wirelength model does not work well for pad-constraibedchmarks. To address this issue,
our model needs to incorporate the 1/O characteristics @rahitecture. Due to the constrained
number of 1/0 ports, some of the blocks in an FPGA may remaimsed when mapping pad-

constrained circuits. This effect can be captured by usitgglanique presented in [168].

e Our depth model cannot accurately predict the proportiolo@dl connections for higher cluster
sizes. This is primarily due to the simplified assumptiongarding the number of connections
shared during clustering. Our depth model further overedts the post-technology mapping
depth values for high values of depth. One possible way wiveghese issues is to derive more
complicated expressions for the number of connections@adwitical path) absorbed within clus-
ters by using the interconnect distribution model from Baatial. [62, 63]. However, since simple
equations may provide designers with more insights abaueffects of architectural trade-offs,

such detailed modeling should carefully balance compjexitd accuracy.

6.2.2 Analytical Model Relating Architecture and Routability

Our routability model assumes a homogeneous architecltar&ection??, we discussed how we can
extend our model to capture the effects of embedded blockkeoroutability of the circuits that do not
use these blocks. Detailed model needs to be developed toreape inherent characteristics of the
embedded blocks and the consequent demand that they placeitorg fabric. Our routability model

poses some more limitations as listed below.

e We consider two-terminal nets for modeling routability. tée work may extend the model to

multi-fanout nets by modifying the graph formation techrdqStage ).
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e We approximate a switch box construction in that we assurakeitttoming tracks from differ-
ent directions can connect to a separate set of outgoingstrad/e also assume that the events
describing the number of available tracks to each chanm&lent to a switch block are statisti-
cally independent. Further work is required to investigate effects of these assumptions on the

estimated routability.

e Finally, we assume a segment length of 1 to make the genemaitidg graph manageable. Ex-

tending the graph formation component of our work (Stagedy laddress this issue.

Short-term work may also extend our model to capture thewehaf modern routing fabrics. For
instance, in the routing fabric that we consider, the cotioes from the switch boxes to the sink logic
blocks (clusters) are made through sink connection boxesomtrast, modern FPGAs allows the switch
blocks to directly make connections to the sink logic blocks capture this behavior, we need to extend

the graph that we form in Section 4.2.1.

6.2.3 Applications of Analytical Models: Capabilities andLimitations

While investigating the capabilities and limitations of ded-based design technique in Chapter 5, we
compare the architecture conclusions from the model-bdssidjn approach and two experimental ap-
proaches. We consider identical design space for all oéthpproaches, and assume that the experimental
approach correctly identifies the optimized architecturesrther research needs to investigate whether
analytical models can identify optimized architecturest thre not within the initial design space. For
this purpose, an additional stage may be used with modeldbassign technique. This additional stage
may follow the concept of the fill-in stage frorn [157] with tigeal of extending the design-space. To
demonstrate the limitations of analytical models, we itigase application-specific FPGAs only for the
applications that have discrete effects. The model-bassitjidl approach needs to be investigated for a
wide range of application domains to identify the appligasi for which models can (and can not) effec-
tively draw correct conclusions. Furthermore, we compheerésults from two experimental techniques
when evaluating the capabilities of the analytical modeddal design flow. It would also be possible to
evaluate the model-based design approach against otheireeptal techniques, such as the regression-

based techniques [96, 109, 136] as discussed in Sectidn42.3.
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6.3 Long-Term Directions for Future Work

The previous section presented short-term future workddressing the limitations of the research pre-

sented in this thesis. This section presents long-termdutsearch directions.

6.3.1 Analytical Models for Other Evaluation Metrics

The models presented in this dissertation target architeaptimization with respect to key evaluation
metrics: area, critical path delay and routability. A recstudy by Rajavel and Akoglu [144] uses our
models to analytically relate architecture parametersx@ygy consumption. Further works may extend

our models and/or develop new models for more evaluatiomiesgsuch as reliability of FPGA devices.

6.3.2 Analytical Models for Embedded Blocks

We have identified the limitations of our models in capturihg effects of heterogeneous architectures.
Since the current generation FPGAs include embedded bleithsut exception, it is important to extend
our models for embedded blocks. We have mentioned the wosauth et al. [168] that extends our
wirelength model for heterogeneous architectures. Fuasearch may extend other components of area
and delay models for heterogeneous architectures.

While extending the other models for heterogeneous awthites, researchers may use the concept
of Virtual Embedded Blocks (VEB) from Ho et al. [87] that caps the effects of embedded blocks.
These VEB blocks are placed on a commercial FPGA as blacksbox such a way as to match the
intended locations of real embedded blocks. This techniee estimates the required logic resources
of the target commercial FPGAs when the embedded blockesepted by the VEBs are incorporated.
For this purpose, estimates of area and of delay for ASICeémphtations of VEBs are used. In a similar
fashion, when capturing the effects of embedded blocks omaoglel, area and delay of embedded blocks
can be first modeled separately. These models then can bganated into the models developed for
homogeneous architectures.

Studies may also find that due to high interactions betweemenous FPGA architecture parameters,
it may not be possible to model heterogeneous architectigieg closed-form expressions. In such a
case, a boundary needs to be defined, beyond which empixjmassions will be required to supplement
the analytically derived closed-form expressions. Futuwek may also investigate the use of regression-

based methods in exploring design space beyond this boundar
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6.3.3 Effects of Fabrication Issues

Our models use the physical area and delay models from Fahd &) and Hung et al. [90]. These earlier
works can be further extended to investigate the effectsafransistor level choices on evaluation metrics
such as area and delay. To make the analytical models attré@ia wider audience, the issues related to
sub-lithographic variations may be incorporated into oodeis. A study from Wong et al. [184] may be a
good starting point for such an extension. While modeling &vel leakage and timing variations, Wong
et al. [184] considers variations in channel length, thoskoltage and gate-oxide thickess. Models for
leakage and timing variations are then used to model thd giehe FPGA chips. It may be interesting to
determine whether the results from this dissertation camskd with Wong’s models directly or through
extensions. For instance, Wong et al. used the work from @eral. [36, 37] for modeling timing
variations. Cheng et al. [35, 37] modeled delay by using exmntally-obtained near-critical paths for
target applications. Future research may investigate hvenetur depth models (or their variants) can be
used to define such near-critical paths. In such case, camgbdoir models with the works from Cheng et

al. [36,/37] and Wong et al. [134] can capture the effects dfiéecture choices on chip-level variations.

6.3.4 Optimization by Using Convex Programming Tools

Subsequent to the publication of our models, related waBk [166, 167] have used our area and depth
models in a geometric programming framework to concuryeofitimize FPGA architectures for area
and critical path delay. In a similar fashion, our routdapitnodel and any other model proposed by future

studies can be used in geometric programming framework.

6.3.5 Optimization of CAD Tools

Future research may investigate whether the insights froetyacal models can be used to optimize or
enhance existing CAD tools. For instance, in Chapter 3, wedahat the clustering stage optimize all
paths equally. Further work may find a way to predict the ptibasare actually going to be critical. The

clustering stage can then pack the logic blocks along thiearpath more efficiently.

6.3.6 Investigation of Radically Different Architectures

The models presented in this thesis are for island-styleitactures. Further investigations are required

to investigate whether these models can be used for othes tylbFPGA architectures. Further work is
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also required to determine how to use analytical modelsveldping architectures that are different from

the typical FPGA architectures that are currently used adamia or industry.
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