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Abstract 

 

Clinical procedures such as image-guided surgery and assessment of tissue regions near 

implants can greatly benefit from magnetic resonance imaging (MRI) near metals.  

Unfortunately, metals perturb the MRI magnetic field, causing deleterious image distortion, 

signal loss, and signal overlap artifacts.  Several techniques have been developed to correct 

these artifacts, but those which provide comprehensive solutions require scan times which 

are too lengthy for time-constrained imaging applications.  This study outlines an approach 

for reconstructing metal artifact corrected images with unique contrast in minimal scan time.   

 

First, a technique was developed to completely eliminate distortion in spin-echo images of 

metals using added phase gradients along the distorted dimension.  Attempts to generalize 

this technique for the correction of signal loss and overlap artifacts faced difficulties.  

However, these investigations provoked the discovery of a new framework for imaging near 

metals. 

 

This framework is based on the balanced steady state free precession (bSSFP) sequence, 

which generates images near metals with little to no signal overlap, signal loss, and 

distortion.  Two methods were developed to completely remove problematic signal 

modulation and banding artifacts using four images with variable radiofrequency phase 

cycling.  One technique employs geometric intuition, and the other an algebraic derivation to 

calculate unique expressions for the same base demodulated signal.  The variable 

performance of the two techniques on noisy data inspires their variance-weighted summation 

for robust and high performance image reconstruction. 

 

Complementary techniques for reduction of bSSFP signal loss, distortion, and scan time were 

also devised.  Shimming with imaging gradients is shown to recover biphasic signal loss at 

the cost of extra scan time.  Residual distortion is corrected using the phase of the geometric 

demodulation solution.  Two techniques reduce the amount of image data required for signal 

demodulation.   
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When all developments are considered, a customized balance of image fidelity and scan time 

may be achieved.  Images without bSSFP banding or distortion may be formed of regions 

close to metals, and residual signal loss may be recovered at the expense of longer scan time.  

Additional data reduction measures complete the described framework’s capacity for flexible 

and efficient imaging near metals. 
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Chapter  1: Outline 

 

This thesis will demonstrate novel and efficient techniques for imaging near metals.  

Chapters 2 and 3 will introduce the basic principles of magnetic resonance imaging (MRI), 

the image artifacts which arise near metals, and the prevalent methods of correcting those 

artifacts.  It will become apparent that in order to provide good artifact correction, significant 

scan time is required.  The novel research performed by the author and Prof. Qing-San Xiang 

is described in Chapters 4, 5, and 6.  It will be evident that very good images near metals may 

be acquired in little scan time, and with marginal increases in scan time there lies the 

possibility of more comprehensive metal artifact correction.  

 

Chapter 2 outlines the basic principles of MRI.  A framework covering topics such as spins, 

gradients, spatial localization, Fourier transformation, and pulse sequences is laid out, 

providing a foundation for later discussion of topics more specific to the research of this 

study.  Specifically, these descriptions will lay the groundwork for subsequent explanations 

of image artifacts near metals, and allow an appreciation for the novel correction techniques 

introduced.   

 

Chapter 3 discusses the source of ܤ଴ imaging artifacts and delineates the types of artifacts 

observed.  Current methods of overcoming these artifacts are outlined, with the 

understanding that longer scan times are typically necessary for better artifact reduction. 

 

Chapter 4 introduces a novel technique for imaging near metals in moderate scan time.  The 

PLACE technique is applied in concert with 3D imaging for distortion elimination near 

metals with the acquisition of only two spin-echo images.  The possibility of generalizing the 

technique to a multiple layer model to correct signal loss and overlap artifacts is also 

explored. 

 

Chapter 5 outlines the principal techniques proposed for imaging near metals.  It introduces 

the balanced steady state free precession (bSSFP) sequence, keys on its efficiency and 

excellent signal refocusing, and proposes various techniques for metal artifact correction with 
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bSSFP imaging.  The sensitivity of bSSFP to off-resonant magnetization precession is 

addressed with two cutting edge techniques which exactly demodulate bSSFP signal of its 

off-resonance dependence.  Performance improvements are suggested via linear techniques 

and a variance-weighted combination.  Further bSSFP artifact reduction is then explored with 

methods for signal loss recovery through inhomogeneous field shimming and residual 

distortion elimination with demodulation phase data.  Finally, the techniques are discussed in 

terms of their utility for imaging near metals, and conclusions made on their clinical viability 

for flexible artifact correction near metals.   

 

The bSSFP imaging demodulation efforts of Chapter 5 indicate an inherent redundancy 

through the existence of two independent four image solutions.  This inspires demodulation 

efforts using less data, which would be advantageous for time-constrained procedures such as 

motion-sensitive imaging.  Chapter 6 demonstrates two techniques which exploit the fact that 

the weighted average of two alternately phase-cycled bSSFP images yields a demodulated 

solution.  One method demonstrates that a subsampled geometric cross solution can 

successfully guide the linear solution, while the other method indicates that a two image 

algebraic solution can achieve respectable debanding.   

 

Finally, Chapter 7 concludes on the findings, and makes recommendations for further work. 
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Chapter  2: Magnetic Resonance Imaging Basics 

 

This chapter outlines the basic principles of magnetic resonance imaging (MRI).  A 

framework covering topics such as spins, gradients, spatial localization, Fourier 

transformation, and pulse sequences is laid out, providing a foundation for later description 

of image artifacts near metals.  Furthermore, this introduction will allow an appreciation for 

the novel artifact correction techniques that will be demonstrated.  Just as one should 

understand the inner workings of a car prior to attempting its repair, here the inner workings 

of MRI are briefly described to provide background for metal artifact correction. 

 

2.1 Spins 

 

Although MRI is fundamentally a quantum mechanical technique, it may be elegantly 

described by classical physics.  Nuclei with an odd number of protons or neutrons have an 

intrinsic magnetic propensity, or magnetic moment; MRI is most often concerned with the 

magnetic moment of “spins” such as hydrogen’s proton.   

 

Spins within an external magnetic field ܤ଴ are subjected to a magnetic torque, yielding spin 

precession at the Larmor frequency ߱଴: 

 ߱଴ ൌ  ଴ [2.1]ܤߛ

where ߛ is the gyromagnetic ratio particular to the nucleus in [radians/second/Tesla], such 

that if the field is in Tesla [T], the ߱଴ frequency is in [radians/second].  Any computations of 

frequency in Hertz [Hz] will require a substitution of ߛ →   .ߨ2/ߛ

 

An excess of these spins polarize along the ܤ଴ field direction, forming a net magnetization 

଴ܯ  along the physical z-axis by convention.  Figure 2.1 demonstrates the classical 

perspective of the precessing net magnetization ܯሺݐሻ about ܤ଴:  
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Figure 2.1  Precession of the 
magnetization M(t) about the main 
B0 magnetic field (1).  

 

The key to MRI is in the manipulation of ܯሺݐሻ in order to reveal characteristic information 

of its representative tissue.  The first step is to employ an orthogonally oriented coil to excite 

    .ሻ with an alternating radiofrequency (RF) current tuned to the resonant frequency ߱଴ݐሺܯ

Commonly an RF pulse is applied to rotate the magnetization by 90° into the physical ݕݔ 

plane orthogonal to the ܤ଴ direction, otherwise known as the transverse or complex plane.  

Figure 2.2 depicts this secondary ܤଵ magnetic field rotating ܯሺݐሻ into the transverse plane 

when viewed from a reference frame rotating at ߱଴ .  The subsequent transverse 

magnetization ܯ௫௬ will continue to precess, permitting eventual detection by appropriately 

oriented receiver coils.  
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Figure 2.2  Magnetization M(t) is rotated 
into the transverse plane.  The ࡮૚  field 
rotates the net magnetization ࡹ૙  in a 
rotating frame ࢞ᇱ, ,ᇱ࢟  .(1) ′ܢ

 

2.2 Gradients 

 

Image creation is achieved by spatially differentiating signal with magnetic field gradients.  

A magnetic field ீܤ  is superimposed with the same directionality as ܤ଴ but variable strength 

as a function of position r 

ீܤ  ൌ ݎ ∙ ܩ ൌ ௫ܩݔ ൅ ௬ܩݕ ൅  ௭ [2.2]ܩݖ

For 2D MRI, spatial localization of signal is achieved along three orthogonal gradient 

directions, denoted ܩ௭  slice selection (SS), ܩ௫  frequency encoding (FE), and ܩ௬  phase 

encoding (PE); Figure 2.5b will show that ܩ௭ is supplemented with an added PE gradients for 

3D MRI.  While the physical coordinates ݔ, ,ݕ  ,଴ܤ defined earlier depend on the direction of ݖ

the ܩ௫, ܩ௬, and ܩ௭ directions are logical naming conventions that can be set in any desired 

physical orientation.  The resultant field is a superposition of ீܤ  and ܤ଴, such that ߱଴ given 

in Eq. [2.1] varies with position. 
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2.2.1 Slice Selection 

 

The SS gradient ܩ௭ causes spins along the logical z-axis to precess at different frequencies.  

Equation [2.1] becomes  

 ߱ሺݖሻ ൌ ଴ܤሺߛ ൅ ݖ ∙  ௭ሻ [2.3]ܩ

An RF pulse of frequency ߱଴ will ideally excite a slice of spins perpendicular to the ݖ-axis at 

one position ݖ where ߱ሺݖሻ ൌ ߱଴, as depicted in Figure 2.3 

 

 
Figure 2.3  Slice selection.  A radiofrequency pulse of frequency ࣓૙ will ideally excite a 
slice of spins perpendicular to the logical ࢠ-axis at one position ࢠ where ࣓ሺࢠሻ ൌ ࣓૙. 

 

An RF pulse’s amplitude modulation over time excites a frequency range of spins defined by 

the pulse bandwidth ܤ ோܹி, which due to the gradient corresponds to a slice thickness ݀: 

   ݀ ൌ
ܤߨ2 ோܹி

௭ܩߛ
 [2.4] 

After the pulse, only spins within the slice will have transverse magnetization ܯ௫௬ that can 

be used to induce signal in a receiver coil.  Selective 3D MRI employs a reduced slice 

gradient amplitude in order to excite a thick “slab” of spins, and adds ݖ-phase encoding. 

B(z), ૑(z)
 

૚ RF frequency = ࣓૙ ωሺzሻ࡮ ൐ ω଴ 

ωሺzሻ ൌ ω଴ 

ωሺzሻ ൏ ω଴ 

 

 

ࢠ
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2.2.2 Frequency Encoding 

 

Once the slice selection gradient is turned off, a linear FE gradient field ܩ௫ is applied along 

the logical  ݔ-axis of the excited slice, encoding spins with variable frequency (2).  The field 

in the slice is a superposition of the ܤ଴ field and ܩ௫, modifying the frequency values of Eq. 

[2.1]    

 ߱ሺݔሻ ൌ ଴ܤሺߛ ൅ ݔ ∙  ௫ሻ [2.5]ܩ

While the SS gradient prepares spins for slice excitation with frequency encoding along the 

 axis, the FE gradient encodes all excited spins in the slice for signal localization along the-ݖ

 .axis-ݔ

 

2.2.3 Phase Encoding 

 

After the SS but prior to the FE gradient, a PE gradient ܩ௬ is applied along the logical ݕ-axis 

for a finite period T (3,4).  During ܩ௬, spins along y will have variable frequency.  After ܩ௬, 

spins along ݕ will return to equivalent frequencies of precession, but their phase Φሺyሻ in a 

frame rotating with the Larmor frequency will be variable:  

 Φሺݕሻ ൌ ݕ൫ߛ ∙ ௬ܩ ∙ ܶ൯ [2.6] 

where Eq. [2.6] gives the position-dependent phase caused by a rectangular PE gradient.  

After the application of a phase encoding gradient along ݕ, frequency encoding along ݔ is 

applied and signal is detected; Figure 2.4 from Bjarnason et al. (5) shows how each voxel 

(volume element) in a slice will have unique frequency and phase information at this point.   
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Figure 2.4  Slice of water voxels with variable encoding.  
Phase and frequency encoding yield variable proton 
phase indicated by the “clocks” along ࢟, and variable 
frequency indicated by sinusoidal waves along ࢞ .  © 
Thoranin Albert Bjarnason, 2011, by permission (5). 

 

Phase encoding is time consuming, as it must be repeated over a range of amplitudes to 

achieve the desired ݕ-resolution.  However, it yields excellent spatial resolution.  Figure 2.5 

depicts pulse sequence timing diagrams for 2D and 3D MRI, showing the above described 

steps as they are implemented by the MRI hardware.  The RF pulse, gradients, and signal 

acquisition are delimited vertically, and their relative timing is represented horizontally.  
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Figure 2.5  Pulse sequence timing diagram for 2D and 3D gradient echo MRI (1).  a) 2D 
pulse sequence includes the radiofrequency (RF) pulse, frequency encoding ࢞ࡳ , phase 
encoding ࢟ࡳ, and slice selection ࢠࡳ gradients.  b) 3D pulse sequence adds phase encoding 

along the ࢠࡳ axis.  Timing is horizontal, and ࢀ is the ࢟ࡳ gradient duration. 

 

2.3 Fourier Transformation and k-Space 

 

Gradients cause spins to dephase, or become incoherent in a given voxel.  Pulse sequences 

enable signal coherence within a voxel through rephasing.  At a certain point during the FE 

readout gradient, signal is detected that is comprised of all rephased spins across the slice.  

This is directly proportional to the integral of the magnetization ܯሺݎሻ over all positions ݎ in 

the slice, multiplied by complex phase factors Φ representing the unique spin frequencies and 

phase of each voxel  

 ݈ܵ݅݃݊ܽ ∝ නܯሺݎሻ݁௜஍݀[2.7] ݎ 

These positions r may be separated into x and y components to quantify the contributions of 

the FE and PE gradients. Assuming rectangular gradients, ܩ௫ contributes a phase rotation of 
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 ௬ of duration Tܩ measured from the center of the echo, while ݐ and time ݔ at position ݐ௫ܩݔߛ

contributes a phase rotation of ܩݕߛ௬ܶ.  Substituting 

 ݇௫ ൌ
ߛ
ߨ2

 [2.8] ݐ௫ܩ

 ݇௬ ൌ
ߛ
ߨ2

 ௬ܶ [2.9]ܩ

permits Eq. [2.7] to be rewritten 

 ܵ൫݇௫, ݇௬൯ ൌ නܯሺݔ,  [2.10] ݕ݀ݔሻ݁௜ଶగሺ௫∙௞ೣሻ݁௜ଶగ൫௬∙௞೤൯݀ݕ

Here effects such as coil sensitivity, diffusion, and relaxation are incorporated into the 

magnetization.  This tells us that the desired image magnetization ܯሺݔ,  ሻ and the signalݕ

ܵ൫݇௫, ݇௬൯ form a Fourier transform (FT) pair.  The signal is acquired in Fourier space, or “k-

space”, and a 2D FT of the data will yield the image space. 

 

2.4 Relaxation 

 

Relaxation is the tendency for the net magnetization to realign with ܤ଴ and return to thermal 

equilibrium ܯ଴.  Transverse magnetization ܯ௫௬ loses phase coherence as random oscillating 

magnetic fields between spins cause ܯ௫௬ to decay at a rate inversely dependent on the ଶܶ 

transverse relaxation time.  External magnetic field inhomogeneity can cause additional 

dephasing and further shorten this time; the resulting ଶܶ
∗ relaxation is the primary cause of 

signal loss artifacts that will be discussed in future chapters.  Simultaneously, the spin system 

transfers energy to its environment via spin-lattice relaxation, and returns to thermal 

equilibrium along the ܤ଴  “longitudinal” direction at a rate inversely correlated with the 

longitudinal ଵܶ  relaxation time.  These relaxation times vary from tissue to tissue due to 

differentiated molecular environments. 
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2.5 Pulse Sequences 

 

Pulse sequences achieve signal detection by rephasing magnetization that has previously 

been dephased to incoherence during the gradient encoding procedure.  Spin-echo (SE) pulse 

sequences flip transverse magnetization with an RF pulse of angle ߙ ൌ 180° to reverse the 

dephasing process, while gradient echo sequences (GRE) use alternating polarity gradients.  

MRI has many pulse sequences from which to choose, each yielding a different level of 

refocusing efficiency and image contrast.  Balanced steady state free precession (bSSFP) 

sequences are typically considered to be a specialized GRE sequence, but are described here 

in a separate category due to their unique characteristics and importance to this study. 

 

2.5.1 Spin Echo 

 

The Carr-Purcell SE pulse sequence (6,7) involves an initial RF pulse that rotates the 

longitudinal magnetization ܯ௭ by a flip angle 90° = ߙ into the transverse plane.  At time ߬ 

after the original 90° pulse, a 180° pulse flips the dephased spins like a pancake.  A reversal 

of the original dephasing process occurs, and at time 2߬ spins rephase to form a detectable 

“spin-echo”.  RF amplitude error is reduced with the Carr-Purcell-Meiboom-Gill SE 

sequence (8), which applies the 90° = ߙ excitation pulse and the 180° = ߙ refocusing pulse 

along orthogonal axes; this process is illustrated in Figure 2.6.  Spin-echo signal experiences 

 contrast.  Other characteristic ଶܶ  rather than ଶܶ
∗ , as it reverses the effects of local field 

inhomogeneity-induced frequency shifts within a voxel.  It is thus typically employed for 

imaging in inhomogeneous magnetic fields near metals, as will be further discussed next 

chapter.  
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Figure 2.6  Carr-Purcell-Meiboom-Gill spin echo.  a) After a flip about the rotating frame ࢞′ axis into the 
 flips dephased ′࢟ b) Spins dephase.  c) 180° pulse about  .′࢟ plane, magnetization is coherent along ࢟࢞
magnetization at time ࢚ ൌ ࢚ d) Magnetization rephases.  e) Magnetization is refocused at  .࣎	 ൌ ૛࣎. 

 

Rapid acquisition with relaxation enhancement (9), turbo spin echo (TSE), and fast spin echo 

pulse sequences continually flip the magnetization with 180° pulses until ଶܶ  relaxation 

unrecoverably diminishes ܯ௫௬; this increases the imaging efficiency of the relatively slow 

SE technique.  A 3D version of the TSE pulse sequence timing diagram is demonstrated in 

Figure 2.7.   

 

 
Figure 2.7  3D turbo spin echo pulse sequence timing diagram.  90° RF pulse flips 
magnetization into the transverse plane and 180° pulses continually refocus 
magnetization for detection.  ࢠࡳ has phase encoding in this 3D sequence. 
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2.5.2 Gradient Echo 

 

When an RF pulse rotates magnetization into the transverse plane, free induction decay (FID) 

signal is generated.  The GRE pulse sequence (10) dephases the FID with a prephasing FE 

gradient, and then rephases signal with an FE “readout” gradient of opposing polarity, as 

depicted in the GRE pulse sequence timing diagram illustrated in Figure 2.5.  As the 

gradients balance during the readout, a rephased gradient-recalled echo may be detected.  

GRE sequences typically employ one RF pulse with ߙ ൏ 90° within each repetition time TR, 

and repeat the TR segment until a dynamic equilibrium is established.   

 

GRE imaging is faster that SE imaging, with higher sensitivity to field inhomogeneity.  

While the 180° pulse in SE sequences refocuses intravoxel phase evolution caused by 

magnetic field inhomogeneity, GRE sequences’ off-resonant phase continues to accumulate 

until the echo time (TE).  GRE sequences are thus weighted by ଶܶ
∗; as shall be seen next 

chapter, the subsequent dephasing that ensues causes signal loss near metals (11,12). 

 

GRE pulse sequences can be classified according to the state of the transverse magnetization 

at the end of each TR (13,14).  “Spoiled” sequences employ spoiler gradients and random RF 

phase cycling (shifts in the RF phase) to destroy residual transverse magnetization prior to 

each RF pulse (10).  Thus only the longitudinal magnetization ܯ௭ achieves a steady state 

(15).  Steady state free precession (16,17) imaging sequences (SSFP) refocus residual 

transverse magnetization by ensuring that gradient areas are equal and RF pulse phases are 

equal or progressively cycled from TR to TR.  If TR ൏ ଶܶ, both ܯ௭ and ܯ௫௬ will achieve a 

steady state. 

 

The SSFP real and imaginary transverse magnetization components ܯ௫ and ܯ௬ are given by 

(17,18) 
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௫ሺ0ሻܯ  ൌ ଴ܯ
ሺ1 െ ଵሻሺ1ܧ െ ଶܧ cos ሻߠ sin ߙ

ሺ1 െ ଵܧ cos ሻሺ1ߙ െ ଶܧ cos ሻߠ െ ሺܧଵ െ cos ଶܧሻሺߙ െ cos ଶܧሻߠ
 [2.11] 

௬ሺ0ሻܯ  ൌ ଴ܯ
െሺ1 െ ଶܧଵሻܧ sin ߠ sin ߙ

ሺ1 െ ଵܧ cos ሻሺ1ߙ െ ଶܧ cos ሻߠ െ ሺܧଵ െ cos ଶܧሻሺߙ െ cos ଶܧሻߠ
 [2.12] 

ଵܧ  ൌ ݁
ି୘ୖ
்ଵ ଶܧ ൌ ݁

ି୘ୖ
்ଶ ߠ ൌ ∆߱ ∙ TR [2.13] 

when measured directly after an excitation pulse at ݐ ൌ 0.  The local spin frequency off-

resonance is given by ∆߱, and ߠ is the off-resonant phase evolution per TR.  The complex 

transverse magnetization ܯ௫௬ at time ݐ ൌ TE may be computed with Eqs. [2.11] and [2.12] 

given that ܯ௫௬ሺ0ሻ ൌ ௫ሺ0ሻܯ ൅  ௬ሺ0ሻܯ݅

௫௬ሺTEሻܯ  ൌ ௫௬ሺ0ሻ݁ି௜ఝ݁ି୘୉ܯ మ்⁄  [2.14] 

where 

 ߮ ൌ ∆߱ ∙ TE ൌ
ߠ ∙ TE
TR

 [2.15] 

The factors ݁ି୘୉ మ்⁄  and ݁ି௜ఝ account for the ଶܶ decay and off-resonant phase evolution that 

occur from ݐ ൌ 0 → TE. 

 

2.5.3 Balanced Steady State Free Precession 

 

Of particular importance to this treatise is the bSSFP sequence (19), which is essentially an 

SSFP sequence with balanced gradients that sum to zero along each axis within a given TR.  

This may be observed in its pulse sequence timing diagram shown in Figure 2.8. 

 



 15

 
Figure 2.8  Balanced steady state free precession sequence timing diagram.  
All gradients are balanced and symmetric, TE = TR/2, and 90 > ࢻ°.  It 
achieves both longitudinal and transverse magnetization steady states. 

 

Signal acquisition at the center of the TR interval permits very spin-echo-like refocusing 

(18,20) of up to half the equilibrium magnetization, but the sequence suffers from signal 

modulation as a function of off-resonant phase accumulation.  Shortened TR has been 

facilitated by the advent of more powerful gradients, limiting off-resonant phase evolution 

and clinically entrenching this efficient sequence (21).  

 

The bSSFP signal ܯ௫௬ሺTEሻ may be reformulated in parametric form as the complex ܫሺߠሻ, 

taking TE = TR/2 into account (22,23): 

ሻߠሺܫ  ൌ ܯ
1 െ ܽ݁௜ఏ

1 െ ܾ cos ߠ
݁ି௜ఏ ଶ⁄ ݁ି୘୉ మ்⁄  [2.16] 

where 

ܯ  ൌ
଴ሺ1ܯ െ ଵሻܧ sin ߙ

1 െ ଵܧ cos ߙ െ ଶܧ
ଶሺܧଵ െ cos ሻߙ

 [2.17] 

 ܾ ൌ
ଶሺ1ܧ െ ଵሻሺ1ܧ ൅ cos ሻߙ

1 െ ଵܧ cos ߙ െ ଶܧ
ଶሺܧଵ െ cos ሻߙ

 [2.18] 
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 ܽ ൌ  ଶ [2.19]ܧ

The parameters ܽ and ܾ must be valued between 0 and 1 (23), and are dependent on tissue 

( ଵܶ, ଶܶ) and system (ߙ, TR) characteristics.  The parameter ܯ is additionally dependent on 

the ܯ଴ equilibrium magnetization, and must be real.  Figure 2.9 demonstrates where certain 

tissues fall in a ܾ vs. ܽ plot if 41° = ߙ, TR = 4.2ms, and approximate ଵܶ and ଶܶ values are 

taken from the literature (24-28). 

 

 
Figure 2.9  Tissue plot of bSSFP parameters b vs. a.  Generalized values for 
muscle, liver, heart, kidneys, fat, lungs, white matter, grey matter, blood, 
cerebrospinal fluid, and water shown left to right were calculated using Eqs. 
[2.18] and [2.19] with 41 = ࢻ° and TR = 4.2ms. 

 

The bSSFP sequence differentiates ଵܶ/ ଶܶ ratios, such that there is strong contrast between 

blood/fat/liquids and muscle/tissue.  The flip angle ߙ , added magnetization preparation 
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sequence blocks, and the length of the preparatory stage prior to onset of the steady state can 

also influence contrast (15,29).   

 

Note that the newly defined parameters ܯ, ܽ, and ܾ are all independent of the ߠ	off-resonant 

phase evolution.  Next chapter will outline how ߠ stems predominately from regional field 

inhomogeneity that is especially acute near metals, implying that these parameters will prove 

to be useful for imaging near metals with bSSFP.   

 

Figure 2.10 demonstrates simulated bSSFP magnitude/phase frequency response profiles 

over a 4ߨ range of ߠ off-resonance using Eq. [2.16] with ଵܶ ൌ ଶܶ ൌ	3000ms, and 40° = ߙ. 

 

 
Figure 2.10  bSSFP signal frequency response profile.  a) Magnitude and b) phase plots are 
simulated using Eq. [2.16], with T1 = T2 = 3000ms, and ࢻ ൌ ૝૙° over a 4࣊ range of off-resonance ࣂ. 

 

The relatively flat bSSFP phase demonstrates the spin-echo-like refocusing of bSSFP; this 

signal phase may be derived from Eq. [2.16] to yield an slightly different expression than that 

derived in Schmitt et al. (30): 

ሻߠሺܫ∠  ൌ tanିଵ ൬
1 ൅ ܽ
1 െ ܽ

tan
ߠ
2
൰ [2.20] 

The ሺ1 ൅ ܽሻ ሺ1 െ ܽሻ⁄  factor can dominate the expression when TR ≪ ଶܶ, causing the signal 

phase to be almost independent of off-resonance ߠ, save for the singular values of the tangent 
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that shift the phase by േߨ.  This േߨ binary phase change in Figure 2.10b occurs at the 

banded signal drop regions of Figure 2.10a, which are of particular interest to this study.   

 

Another powerful way to visualize bSSFP magnetization is in the complex plane; this 

perspective will prove to be especially useful when a geometric bSSFP ߠ -demodulation 

technique is introduced in a later chapter.  When TE = 0 such that 

ሻߠሺܫ ൌ ൫1ܯ െ ܽ݁௜ఏ൯ ሺ1 െ ܾ cos ⁄ሻߠ , the locus of magnetization vectors ܫሺߠሻ for	ߠ ൌ 0 →  ߨ2

trace out an ellipse in the complex plane (18,31,32).  If TE = TR/2, multiplication by 

expሺെTE ଶܶ⁄ ሻ uniformly diminishes all values in a given ellipse, which is not important in 

the context of this study due to the factor’s independence of the ߠ  off-resonance value.  

Multiplication by the exp	ሺെ݅ ∙ ߠ 2⁄ ሻ factor coupled with the symmetric gradients of bSSFP 

essentially flattens the elliptical variation into a biphasic line of values.  The multiplication 

may alternatively be viewed as a simple rotation of the TE = 0 signal ellipse by an angle 

߮ ൌ ߠ 2⁄ .  If the ellipse is considered from a reference frame rotating with this “ellipse 

phase” ߮, the phase factor may be safely ignored.  

 

A standard Cartesian-form ellipse is expressed in Eq. [2.21] of Table 2.1, where ܣ and ܤ are 

the semi-major and semi-minor axes, and (ݔ௖,  ௖) are the centre coordinates.  Substituting theݕ

real ݔ ൌ Reሾܫሺߠሻሿ and imaginary ݕ ൌ Imሾܫሺߠሻሿ components of the ܫሺߠሻ signal permits the 

bSSFP magnetization to be similarly expressed in complex plane Cartesian coordinates.  

Table 2.1 gives a list of elliptical parameters such as ݔ௖ ௖ݕ	 ,  in terms of bSSFP ܤ and ,ܣ ,

parameters ܽ, ܾ, and ܯ. 
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Elliptical property Expression 

Cartesian elliptical form  1 ൌ
ሺݔ െ ௖ሻଶݔ

ଶܣ
൅
ሺݕ െ ௖ሻଶݕ

ଶܤ
 [2.21]

Parametric elliptical form  ܫሺߠሻ ൌ ܯ
1 െ ܽ݁௜ఏ

1 െ ܾ cos ߠ
 [2.22]

Geometric centre position  ሺݔ௖, ௖ሻݕ ൌ ൬ܯ
1 െ ܾܽ
1 െ ܾଶ

, 0൰ [2.23]

Center-of-mass  〈ܫ〉 ൌ ܯ ൤1 ൅
ܾ െ ܽ
ܾ

൬
1

√1 െ ܾଶ
െ 1൰൨ [2.24]

Semi-major/minor axes  ܣ ൌ ܯ
|ܽ െ ܾ|
1 െ ܾଶ

ܤ ൌ ܯ
ܽ

√1 െ ܾଶ
 [2.25]

Major/minor condition  

݂݅ ܾ ൏
2ܽ

1 ൅ ܽଶ
, ܣ ൏  ܤ

݂݅ ܾ ൐
2ܽ

1 ൅ ܽଶ
, ܣ ൐  ܤ

[2.26]

Eccentricity  ൌ

ە
ۖ
۔

ۖ
ۓ
ඨ1 െ

ሺܽ െ ܾሻଶ

ܽଶሺ1 െ ܾଶሻ
݂݅ ܣ ൏ ܤ

ඨ1 െ
ܽଶሺ1 െ ܾଶሻ
ሺܽ െ ܾሻଶ

݂݅ ܣ ൐ ܤ

 [2.27]

Focci positions  ൌ

ە
ۖ
۔

ۖ
ܯേ,0ۓ

ඥ|ܾଶ െ 2ܾܽ ൅ ܽଶܾଶ|

1 െ ܾଶ
ܣ	݂݅	 ൏ ܤ

േܯ
ඥ|ܾଶ െ 2ܾܽ ൅ ܽଶܾଶ|

1 െ ܾଶ
, ܣ	݂݅		0 ൐ ܤ

 [2.28]

Table 2.1  Elliptical characteristics expressed in terms of the bSSFP parameters.  Equation [2.21] with 
࢞ ൌ ࢟ ሻሿ andࣂሺࡵሾ܍܀ ൌ    .ࡹ and ,࢈ ,ࢇ ሻሿ and Eq. [2.22] are used to describe the ellipse in terms ofࣂሺࡵሾܕ۷

 

Most of these parameter derivations required relatively straightforward calculations; an 

exception is the “centre-of-mass” 〈ܫ〉 derived in Appendix A.  Equation [2.26] shows that 
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depending on the relative size of b and 2ܽ ሺ1 ൅ ܽଶሻ⁄ ܣ , ൏ ܣ ,ܤ ൐ ܣ or ,ܤ ൌ  That is, the  .ܤ

ellipse may have its semi-major axis horizontally oriented, vertically oriented, or circular in 

the complex plane.  Figure 2.11a describes this relationship in a b vs. a plot similar to the 

tissue plot of Figure 2.9, with the horizontal and vertical ellipse regions listed on either side 

of the 	ܾ ൌ 2ܽ ሺ1 ൅ ܽଶሻ⁄  “circle-line”.  A specific example of horizontal and vertical ellipses 

is shown in Figure 2.11b; however, Appendix B shows that since 0 ൏ ,ଵܧ ଶܧ ൏ 1  and 

െ1 ൏ cos ߙ ൏ 1, real-world ellipses are always vertical in the complex plane. 

 

 
Figure 2.11  bSSFP elliptical orientation depends on tissue parameters.  a) ࡭ ൏  corresponds to ࡮
vertical and ࡭ ൐ ,ࢇ) to horizontal signal ellipses in ࡮ ࡭  .parameter space (࢈ ൌ ࢈ or ࡮ ൌ ૛ࢇ ሺ૚ ൅ ⁄૛ሻࢇ  
yields a circle.  b) The vertical ellipse with (ࢇ,ࡹ,  ,0.6250) = (࡮,࡭) corresponds to (0.2 ,0.8 ,1) = (࢈
0.8165), and the horizontal ellipse with (ࢇ,ࡹ,  .(0.3333 ,1.667) = (࡮,࡭) corresponds to (0.8 ,0.2 ,1) = (࢈

 

The bSSFP sequence is characterized by a unique combination of biphasic spin-echo-like 

magnetization refocusing and signal modulation that is periodic in off-resonance.  Reframing 

the bSSFP signal into parametric equations and modeling the off-resonant response in the 

complex plane enables an interesting visualization of the signal.  It has an elliptical profile 

with characteristic points that are independent of the off-resonance modulation if considered 

from a rotating frame of reference.  Further discussion on this topic is left for sections 3.3.4 

and 5.2; readers interested in a slightly different geometric perspective of the bSSFP signal 

are directed to Schmitt et al (33). 

 

 



 21

2.6 Summary 

 

The basics of MRI have been outlined to paint the technical backdrop for this study.  The 

described relationship between magnetic fields and precession frequency will be referenced 

ubiquitously.  The spatial localization and gradient concepts discussed here are essential for 

comprehension of the mechanisms responsible for the metal artifacts discussed in the next 

chapter.  The pertinent characteristics of the bSSFP pulse sequence have been outlined, 

which will pay dividends when introducing the principal developments of this study.   
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Chapter  3: MRI B0 Inhomogeneity Artifacts near Metals 

 

While MRI is a powerful diagnostic tool, the presence of metals within the scanner can pose 

obstacles to the imaging procedure.  Here the source of ܤ଴ imaging artifacts is discussed, 

followed by a delineation of the types of artifacts observed.  Finally, current methods of 

overcoming these artifacts are outlined, with the understanding that longer scan times are 

typically necessary for better artifact reduction. 

 

3.1 Background 

 

Metals are becoming very common in the human body, and it is frequently desirable to image 

near them.  Orthopedic screws and prosthetics are often employed in the repair and 

reconstruction of joints; potential loosening, abrasion, infection, fracture, and osteolysis (34-

36) could be diagnosed at onset with imaging.  Brain imaging is essential in spite of a 

patient’s metal braces or plates, and image-guided surgery frequently employs metallic 

devices such as biopsy needles.  Computed tomography is often the imaging modality of 

choice near metals, but associated beam hardening and streaking artifacts, dosage issues, and 

poor soft tissue differentiation inspire the current push to develop methods of MR imaging 

near metals.  

 

However, the existence of metals in the MR scanner can generate several problems.  From a 

safety standpoint, forces and torques may be induced by the magnetic field on/in metals (37-

39), and general RF heating can also occur (40).  From an imaging standpoint, the ܤଵ field 

and subsequent excitation reliability can be disturbed by RF shielding as RF pulses induce 

eddy currents in metals (41,42), but the main difficulty is associated with the ܤ଴  field.  

Metals can cause perturbations to the ܤ଴  field, yielding image artifacts – it is this effect 

which is of interest to this treatise.   
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3.2 Artifact Source: Susceptibility Effects 

 

The interaction of the ܤ଴  field in MRI with the magnetic moments of nuclei within the 

scanner induces variable magnetic responses that depend on the particular magnetic 

susceptibility of a substance.  Macroscopically, magnetization is formed within a material 

from the interactions of the microscopic fields with the external field.  The relationship 

between the magnetization of a material ܯ௠௔௧௘௥௜௔௟ and the external ܤ଴ field is 

௠௔௧௘௥௜௔௟ܯ  ൌ
଴ܤ߯
଴ߤ

 [3.1] 

where ߤ଴ is the permeability of a vacuum, and ߯ is the material’s magnetic susceptibility.   

 

Ignoring ܤଵ and gradient fields, the field in the scanner will be a superposition of the ܤ଴ field 

and field perturbations caused by a material’s magnetization.  For example, the summed ܤ 

field inside a sphere of radius ݎ଴ may be expressed by (39,43) 

ܤ  ൌ	ܤ଴ ൅
2
3
௠௔௧௘௥௜௔௟ܯ଴ߤ ൌ ଴ܤ ൬1 ൅

2
3
߯൰ [3.2] 

Outside the sphere, the magnetic field is spatially inhomogeneous and depends on the 

physical position ݔ, ,ݕ  component may be expressed as-ݖ for example, the ;ݖ

௭ܤ  ൌ ଴ܤ ቎1 ൅
଴ݎ
ଷሺ2ݖଶ െ ଶݔ െ ଶሻݕ

3ሺݔଶ ൅ ଶݕ ൅ ଶሻݖ
ହ
ଶ

߯቏ [3.3] 

Materials of more general shape will induce field perturbations that depend on the object’s 

size, shape, and orientation.  Sharp edges yield the strongest field perturbations, and the 

ensuing susceptibility effect (39,44) of shifted spin frequencies leads to strong image artifacts 

(45,46).  Equations [3.2] and [3.3] indicate that 

ܤ∆  ∝  ଴ [3.4]ܤ߯
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This relationship and the subsequent susceptibility effect are verified by studies showing that 

artifacts become more severe with larger ܤ଴ (47) and susceptibility ߯ (48).  Table 3.1 (36) 

lists some common ߯ values for metals used in MRI; note the relatively high susceptibility of 

chromium-cobalt-molybdenum (CrCoMo), the material used in tests throughout this study. 

 

Material ࣑[ppm] Source 

Tissue/bone -10 (49) 

Air 0.3 (49) 

Titanium 182 (49) 

Chromium-cobalt 900 (50) 

Chromium-cobalt-molybdenum 1300 (51) 

Stainless steel, MR-safe 3000-5000 (49) 

Table 3.1  Common material susceptibilities.  © Journal of magnetic 
resonance imaging, 2010, adapted by permission (36). 

. 

While most materials exhibit multiple types of magnetic interactions, their overall magnetic 

response is classified into three general categories.  Ferromagnetic materials such as iron, 

cobalt, nickel, stainless steels, lodestone and gadolinium are characterized by a strong 

tendency for neighbouring magnetic moments to align with one another and the external 

field.  Susceptibility values are large (߯ ൌ  103 – 104), yielding widespread signal loss 

artifacts in images.  Diamagnetic materials such as mercury, gold, bismuth, copper, silver, 

lead, water, bone, and some tissue induce magnetic moments that opposes the external field, 

yielding small and negative susceptibility.  Paramagnetic materials such as aluminum, 

titanium, nonmagnetic stainless steel, mediloy, elgiloy, nitinol, molybdenum, and 

chromium/nickel alloy steels have randomly oriented magnetic moments that tend to align 

with the external field, producing moderate susceptibility (߯ ൌ 10-5 – 10-3).   

 

Metals induce the largest field perturbations and subsequent image artifacts of all materials in 

MRI.  Generally, ferromagnetic materials are unsafe in MRI due to induced forces, and 

diamagnetism is a relatively weak effect, so the metallic devices of concern in MRI are of the 
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paramagnetic variety.  The CrCoMo implant tested in later chapters represents a 

paramagnetic material which suffers from particularly strong artifacts due to its relatively 

high susceptibility.  

 

3.3 Artifact Types 

 

A classification of ܤ଴ inhomogeneity artifacts is depicted pictorially in Figure 3.1.   

 

 
Figure 3.1  B0 inhomogeneity artifact categorization map.  The effects of a source ࡮૙ field perturbation on 
MR images may be broken down into two phenomena responsible for multiple artifact generating 
mechanisms.  Subsequent artifacts are seen as distortion, signal overlap, and signal loss. 

 

The ܤ଴  field perturbation induces spin frequency variations that can lead to two artifact-

causing phenomena: signal cancellation stemming from phase cancellation within voxels, 

and “in-plane” (in the image plane along the FE x-axis) and “through-plane” (between image 

slices along the ݖ-axis) signal displacement.  These phenomena can in turn result in a variety 

of mechanisms that generate distortion, signal loss and signal overlap; these artifacts may be 

visualized in Figure 3.2 from Kaur et al. (52).   
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Figure 3.2  Metal flake in the sinus causes artifacts in turbo spin echo brain images.  Frequency 
encoding (FE) direction is a) horizontal and b) vertical.  Distortion, signal loss, and signal 
overlap are indicated.  © Radiography, 2007, by permission (52). 

 

The artifacts and their contributing mechanisms as lettered in Figure 3.1 are presently 

described in turn, although in reality it can be difficult to determine which mechanisms are 

responsible for each artifact.  Signal modulation in bSSFP sequences is discussed separately 

as it does not strictly conform to any of the artifact types.  Chemical shift artifacts may also 

arise due to non-uniform fat suppression (53).   

 

3.3.1 Distortion 

 

Image distortion stemming from susceptibility effects is relatively common in MRI.  

Frequency encoded spatial localization hinges on linearly changing spin frequencies, and so 

frequency shifts generate spatial signal displacement.  Phase encoding is resilient to these 

distortions, which is why 3D imaging is frequently employed throughout this report.  

Coupling Eq. [3.4] with Eq. [2.5], the FE b) in-plane pixel shift for a spin subjected to a ∆ܤ 

field perturbation may be shown to obey the following relationship (39)  

ݔ∆  ∝
଴ܤ߯
௫ܩ

 [3.5] 
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It is evident why many prevalent metal artifact correction techniques described later in this 

chapter employ high readout bandwidth ܤ ோܹை, since this corresponds to strong ܩ௫ gradients 

which reduce ∆(54,55) ݔ.  The SS axis suffers from similar through-plane frequency shifts, 

ݖ∆ ∝ ଴ܤ߯ ⁄௭ܩ , but are manifested in a different way.  Through plane shifts ∆ݖ  may be 

expressed using the Eq. [2.4] expression for the slice thickness ݀ 

ݖ∆  ∝
଴ܤ߯ߛ

ܤߨ2 ோܹி
݀ [3.6] 

These through-plane frequency shifts cause spin mis-localization, and can result in a) slice 

offset, c) slice thickening (signal overlap) and f) slice thinning (signal loss), depending on the 

local ∆ݖ value – the next section and the dark grey region of Figure 3.3 further elucidate 

these artifact mechanisms.  

 

3.3.2 Signal Overlap 

 

Signal overlap is often called “pile-up”, and stems from displaced signal generating 

spuriously bright regions in images.  In-plane pixel shifts defined in Eq. [3.5] can yield e) in-

plane signal overlap if signal from disparate locations are mapped to the same target pixel 

(56).  Through-plane ∆ݖ frequency shifts can cause c) slice thickening as a broadened range 

of spins along the slice direction are excited and piled up in an image.  The light grey region 

of Figure 3.3 from Lu et al. (57) demonstrates d) through-plane slice splitting, where a field 

perturbation causes multiple slice locations along the SS axis to have similar precession 

frequencies, and thus all are excited and overlapped in a 2D image.  
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Figure 3.3  Slice selection (SS) with perturbed frequency-position mapping.  Field 
inhomogeneity (dashed line) perturbs the linear SS gradient (dotted line) to yield a 
nonlinear SS range of spin frequencies (solid line).  Dark grey region at ~11.5kHz RF 
frequency shows slice thinning and offset, and light grey region at ~14.5kHz RF frequency 
shows slice splitting, thinning, and thickening.  © Magnetic Resonance in Medicine, 2009, 
by permission (57). 

 

3.3.3 Signal Loss 

 

Imaging near metals yields multiple sources of signal loss. Some loss is caused by RF 

shielding (45,46,48), but much of the dark or dimmed regions in images stem from ܤ଴ 

sources such as signal displacement.  Frequency shifts can cause h) in-plane pixel gap if no 

signal is mapped to a particular target pixel.  The dark grey region of Figure 3.3 illustrates 

how dimmer signal from f) slice thinning can occur due to through-plane ∆ݖ frequency shifts. 

Figure 3.6 will show that g) slice skipping may occur near metal implants (58) if large field 

perturbations cause precession frequencies to be beyond the RF excitation bandwidth (59).   
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Another ܤ଴ source of signal loss is intravoxel signal cancellation.  The last chapter discussed 

how gradient echo signal can be dimmed or completely eliminated when inhomogeneous 

magnetic fields cause off-resonant phase cancellation within a voxel, or i) general dephasing.  

Water diffusion in microscopically inhomogeneous fields can also yield dephasing (39).  

Imaging with bSSFP suffers from a more coherent form of dephasing dubbed j) biphasic 

cancellation.  Spatially periodic dark signal bands manifest wherever the signal’s biphasic, or 

predominately opposed phase magnetization, exists in one voxel and cancels.  This becomes 

a serious problem near metals, where the field inhomogeneity gradient may be strong enough 

that most voxels’ magnetization is biphasic and experience signal cancellation.  This 

mechanism and the signal modulation artifacts described next will be further explored in 

Chapter 5. 

 

3.3.4 Signal Modulation 

 

Figure 2.10a demonstrated that bSSFP signal experiences periodic signal modulation as a 

function of off-resonance ߠ.  This variation depends on  ଵܶ, ଶܶ, and ߙ; Figure 3.4 shows 

Bangerter et al.’s (60) efficient depiction of this frequency response profile dependence.  

 

 
Figure 3.4  bSSFP signal magnitude (above) and phase (below) off-resonance profiles.  Magnitude 
responses are shown for ࢀ૚/ࢀ૛ = a) 300/150 ms, b) 300/90 ms, and c) 900/90 ms, with flip angle ࢻ = 
30° (solid lines), 60° (dotted lines), and 90° (dashed lines) for each ࢀ૚/ࢀ૛  ratio.  © Magnetic 
Resonance in Medicine, 2004, adapted by permission (60). 
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Beyond the banding discussed in the last section, the bSFFP profiles exhibit general tissue 

and system parameter-dependent magnitude variability.  Observing only the solid magnitude 

/lines, at ଵܶ 30° = ߙ ଶܶ = 900/90ms the response is quite flat and wide in the non-banded 

regions, while at ଵܶ/ ଶܶ = 300/150ms and 300/90ms the response in these regions is saddle-

shaped.  A good example of this modulated signal intensity can be seen in Figure 3.5 from 

Muir et al. (61), where bSSFP images of the eye depict both banding signal drops and 

variable signal in non-banded regions. 

 

 
Figure 3.5  bSSFP signal modulation in the eye. a) Dephasing in a gradient echo image of the eye 
is shown for comparison. b) bSSFP image of an eye shows banding and general signal modulation 
throughout the retina.  © Magnetic Resonance in Medicine, 2011, by permission (61). 

 

3.4 Artifact Correction Techniques 

 

The demand for MR imaging near metals has driven metal artifact correction research.  There 

are various standard clinical strategies that may be implemented on any MR scanner, but they 

typically only marginally reduce artifacts.  Recently, advanced methods that require added 

scan time to acquire multiple spin-echo images have been developed to correct artifacts.  

Here most prominent metal artifact correction schemes are outlined. 
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3.4.1 Standard Clinical Strategies 

 

The MRI system plays a role in the severity of metal artifacts.  Earlier, Eq. [3.5] introduced 

how increased ܤ ோܹை or ܩ௫ is an excellent way to reduce in-plane signal displacement (55), 

and Eq. [3.6] indicated that increased ܤ ோܹி  can reduce through-plane displacement.  

Increased gradient amplitude may also be used to reduce voxel size, which can limit 

distortion and intravoxel dephasing at the expense of increased scan time (62,63).  

Unfortunately, increased gradients and subsequent imaging bandwidths ܤ ோܹி and ܤ ோܹை can 

reduce image signal-to-noise ratio (SNR) and increase power deposition to the patient (53).  

Reduced artifacts are also associated with lower ܤ଴ field strength (47,64), but since higher 

field magnets generally have stronger maximum gradients, decreased field magnets do not 

necessarily ensure reduced artifacts  (65,66). 

 

The chosen pulse sequence and its parameters can also be modified to minimize artifacts.  

Fast spin echo imaging and minimization of TE is often employed to reduce dephasing and 

other artifacts (11,67,68).  Slab selective 3D imaging applies two dimensions of phase 

encoding to minimize artifacts, although Eq. [3.6] indicates that large slabs will suffer from 

large through-plane signal displacement.  Non-selective 3D imaging without a ݖ-gradient can 

circumvent these complications.  Figure 3.2 demonstrated the relationship between artifacts 

and the FE direction.  It is helpful to orient the long axis of a metal parallel to the FE 

direction (69) and the ܤ଴ field (65,70) in order to reduce susceptibility artifacts. 

 

Specific steps are typically taken to address bSSFP signal modulation and chemical shift 

effects.  Clinical bSSFP imaging phase cycles the RF by ∆ߠ ൌ -to shift the bands off ߨ

resonance, and uses powerful gradients to limit the TR during which off-resonant phase may 

accumulate.  Fat suppression in inhomogeneous ܤ଴ fields can be achieved with a Short TI 

Inversion Recovery sequence (71), which is independent of resonant frequency and thus 

performs better than other techniques near metals (53). 
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3.4.2 B0 and Susceptibility Mapping 

 

Much of the early inhomogeneity artifact correction work revolved around remapping 

displaced signal using magnetic field estimates (72).  A priori estimations (56), phase 

mapping (73,74), and two-image acquisitions with variable TE (75) or gradients (76) have all 

been employed to generate field maps.  Unfortunately, these techniques are often unable to 

map the full range of inhomogeneity near metals, and prior knowledge and numerical 

analysis are frequently necessary.  Susceptibility mapping employs iterative and convolution-

based methods to calculate field maps from susceptibility models (77,78).  However, this 

method requires a three dimensional map of the susceptibility variation and experiences 

difficulties near susceptibility interfaces (79).   

 

3.4.3 Single Point Imaging 

 

While prohibitively time-consuming, it is possible to do away with frequency encoding 

entirely and acquire MR data with phase encoding along all three imaging axes to avoid 

signal displacement artifacts (80-82).  Efforts have been made to speed up the acquisition of 

these techniques (72,83-85), but scan time reductions come at the expense of lessened artifact 

correction.  The technique is also typically non-selective, and thus the entire field of view 

(FOV) must be imaged to avoid aliasing artifacts.  An interesting combination of single point 

imaging and field mapping adds PE gradients along both in-plane directions; the degree of 

image blurring may then be measured to permit distortion correction (86). 

 

3.4.4 UTE 

 

Ultra-short TE (UTE) applications (87,88) are currently being considered for ܤ଴ 

inhomogeneity artifact mitigation, as these techniques experience minimal artifacts due to the 

short time available for deleterious phase accumulation (89,90).  UTE employs a hard pulse, 

high ܤ ோܹி  and ܤ ோܹை , and directly samples the FID during the gradient ramp.  The 

technique has been combined with other techniques that exhibit more thorough metal artifact 

correction (91,92) with moderate success.  However, the scheme essentially only recovers 
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signal lost by ଶܶ
∗ dephasing.  Since radial imaging is more sensitive to frequency offsets than 

standard Cartesian sampling approaches, residual distortion and blurring often remain.  It can 

also suffer from eddy currents and band artifacts due to the rapid gradient switching (36). 

 

3.4.5 VAT and MARS 

 

View angle tilting (VAT) mitigates FE distortion artifacts by employing a SS compensation 

gradient concurrent with the FE readout gradient to tilt the slice angle in SE imaging (93).  

VAT was first demonstrated on images near metals in 1997 (94), and the metal artifact 

reduction sequence (MARS) later strengthened gradients and increased ܤ ோܹி  to further 

reduce distortion (95-97).  While it can considerably reduce in-plane artifacts, it does not 

correct through-plane artifacts, and residual blur due to slice profile modulation must be 

addressed (98).   

 

3.4.6 SEMAC 

 

Using elements of gradient echo slice excitation profile imaging (99) to address through-

plane artifacts and VAT to address in-plane artifacts, SEPI-VAT (100) corrects a given slice 

by applying an FT to 16 variably ݖ-phase encoded VAT images.  SEMAC, or slice encoding 

for metal artifact correction (57), modifies SEPI-VAT with increased gradient strength; after 

an FT, spatial spin positioning, and summing of multiple slices on a voxel-by-voxel basis, 

through-plane artifacts are reduced.  The ܤ ோܹி and ܤ ோܹை are adjusted to achieve the desired 

trade-off between residual in-plane and through-plane artifacts.  While the ~15-20 minute 

scan time cost for this technique has inspired acceleration attempts (101), it can nevertheless 

achieve near-comprehensive metal artifact correction. 

 

3.4.7 MAVRIC 

 

The ܤ ோܹி can miss spins that are outside the excitation frequency range, yielding signal loss 

near metals.  Heindel et al. showed in Figure 3.6 that by applying an RF pulse of shifted 

central frequency, the “lost” spins may be excited (59). 
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Figure 3.6  Through-plane slice skipping / missed excitation.  a) Surgical instrument metal 
particles cause signal loss in a grid phantom.  b) Shifting the RF pulse frequency permits 
signal loss recovery.  © Journal of Computer Assisted Tomography, 1986, adapted by 
permission (59). 

 

MAVRIC, or multi-acquisition variable-resonance image combination (102) builds upon this 

work by performing a sum of squares combination of several images acquired at variable 

central RF frequencies.  Non-selective 3D imaging is employed to avoid slab selection 

artifacts, and scan time is minimized by reducing the FOV for acquisitions that only excite 

spins near the metal.  MAVRIC suffers from residual artifacts stemming from image 

combination and the disruption of the Fourier encoding process by strong regional 

inhomogeneity gradients (36).  Like SEMAC, this method requires significant scan time in 

excess of 20 minutes for a standard scan, but provides thorough artifact correction. 

 

3.4.8 Low Field Techniques 

 

Since susceptibility artifacts scale with field strength (47,64), prepolarized MRI has been 

developed to generate images at weaker fields (103).  It employs two electromagnets in place 

of the standard single superconducting magnet; the first magnet polarizes the sample with a 

strong but less homogeneous field, and as it is ramped down a weaker more homogeneous 

magnet is turned on for low field imaging.  The method employs a non-selective RF pulse, 

low ܤ ோܹை, and weak field to achieve in-plane artifact reduction.  Prepolarized MRI offers 



 35

good signal near metals, but requires a specialized system that is not readily available in 

clinical scenarios (36). 

 

3.4.9 Variable Bandwidth Excitation / Refocusing 

 

A recent method employed for metal artifact reduction is the use of different ܤ ோܹி  for 

excitation and refocusing pulses (104).  This prevents refocusing of off-resonant spins that 

arise from variable slice displacement of the excitation and refocusing pulses.  Unfortunately, 

some signal is lost in the process, and subsequent saturation between slices can introduce 

slice gaps (53). 

 

3.4.10 Multi-Acquisition bSSFP Techniques 

 

The banded signal loss and general signal modulation in bSSFP imaging discussed in 

sections 2.5.3 and 3.3.4 may be reduced using multi-acquisition techniques.  Shifting the MR 

imaging frequency (105) or RF phase cycling (106,107) can shift the bSSFP frequency 

response profile; Figure 3.7a-d depicts this mechanism for a range of ∆ߠ phase cycles. 

 

 
Figure 3.7  Phase-cycled bSSFP frequency response profiles and combination schemes.  Using ࢻ = 
 a) 0° b) 90°, c) 180°, and d) 270° phase-cycled bSSFP = ࣂ∆ ,4.2ms = ࡾࢀ ૛ = 300/90 ms, andࢀ/૚ࢀ ,40°
magnitude data are simulated, and e) maximum intensity, f) sum of squares, g) complex sum, and 
h) non-linear average reconstructions are formed. 
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Since no two relatively phase-cycled images should have bands at the same off-resonant 

phase values, combining acquisitions can ameliorate banding.  The ability to reduce bands 

will depend on the technique employed, the tissue/system parameters ( ଵܶ, ଶܶ, and ߙ), and the 

number ܰ of relatively phase-cycled images.  Although bands disappear entirely as ܰ → ∞, 

most combination techniques only reduce bands while simultaneously increasing their spatial 

frequency ܰ -fold relative to any one bSSFP magnitude image.   The new techniques 

described in Chapter 5 will alleviate these difficulties by exactly calculating a characteristic 

bSSFP signal value, as opposed to arbitrarily combining relatively phase-cycled bSSFP 

images. 

 

Various multi-acquisition pixelwise image combination strategies have been proposed.  

Maximum intensity (MI) uses the largest magnitude from the component images in the final 

image (108).  The best band reduction is achieved with the complex sum (CS), which 

averages the complex data and takes the magnitude (105,107) to achieve smoothed signal.  

As ܰ → ∞, the CS approaches 〈ܫ〉, the centre-of-mass of the bSSFP signal ellipse as defined 

by Eq. [2.24].  The sum of squares (SOS) technique takes the sum of the squared image 

values, and finds the square root for appropriate scaling (60).  The nonlinear average (NLA) 

discards the lowest magnitude signal and averages the rest (109).   

 

Expressions for the MI, CS, and SOS are given in Eqs. [3.7]-[3.9], where ܫ௜ሺߠሻ is a given 

complex bSSFP pixel value for image ݅, and simulated reconstructions are given in Figure 

3.7e-h. It is evident that with ܰ = 4 images, all techniques exhibit residual banding artifacts 

and variable signal strength. 

 MI ൌ max
௜ୀଵ..ே

ሺ|ܫ௜ሺߠሻ|ሻ [3.7] 

 CS ൌ อ෍ܫ௜ሺߠሻ
ே

௜ୀଵ

อ [3.8] 
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 SOS ൌ ඩ෍|ܫ௜ሺߠሻ|ଶ
ே

௜ୀଵ

 [3.9] 

 

3.4.11 Which Correction Technique to Choose? 

 

There are multiple metal artifact correction schemes, but the best choice is not immediately 

obvious.  Methods such as Single Point Imaging, MAVRIC, and SEMAC provide strong 

artifact correction, but take significant scan time to do so.  Techniques such as UTE and 

MARS take little time, but are by no means mature in their artifact correction abilities.  

Current methods of debanding bSSFP signal are not nearly robust enough to inspire the use 

of bSSFP imaging near metals where strong banding is prevalent.  It is apparent that the best 

choice depends on available hardware and software, time constraints, and desired image 

clarity.  It is also evident that fast techniques with strong artifact correction are not currently 

available, which has inspired the current research. 

 

3.5 Summary 

 

The effects of metals on the magnetic field and spin precession in MRI were described to 

characterize the prominent source of MRI metal artifacts.  The subsequent phenomena and 

mechanisms of artifact generation were discussed, and delineated in terms of the different 

image artifact types to which they contribute.  Finally, many artifact correction schemes were 

described that purport to facilitate diagnostic imaging near metals.  Unfortunately, the 

temporal demands of image-guided surgery and respiratory, cardiac, and other motion-

sensitive clinical imaging applications require expedited procedures.  This overview leads to 

an appreciation for this study’s search for ways to image near metals in short scan time.   
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Chapter  4: B0 Inhomogeneity Artifact Correction with 3D-PLACE   

 

This chapter introduces a novel technique for imaging near metals in moderate scan time. 

The PLACE technique, or phase labeling for additional coordinate encoding (110), is applied 

in concert with 3D imaging to correct distortion near metals using two spin-echo images 

(111).  The possibility of generalizing the technique to a multiple layer model for correction 

of signal loss and overlap artifacts is also explored. 

 

4.1 3D-PLACE Distortion Correction 

 

PLACE was originally implemented to eliminate ghosting and distortion along the PE 

direction in Echo Planar Imaging (110,112).  The distortion is caused by field 

inhomogeneity-induced phase accumulation; as outlined in section 3.3.1, this problem also 

occurs along the FE axis when imaging near metals with spin-echo sequences.  Here two 

TSE images are acquired with variable phase gradients applied along the FE direction to 

correct in-plane distortions stemming from susceptibility effects near metals.  3D MRI is 

added to reduce through-plane signal displacement within the slab via ݖ-phase encoding; this 

metal artifact correction technique is thus dubbed 3D-PLACE (111). 

 

4.1.1 Background  

 

Understanding of the 3D-PLACE method requires an introduction to the fundamentals of 

PLACE.  One TSE image is acquired in a regular fashion, and a second image is acquired 

with a phase encoding gradient applied prior to data acquisition along the FE axis, henceforth 

called the “blip”, or “PLACE gradient”.  These two pulse sequences are shown in Figure 4.1.  

The TSE sequence requires gradient balancing from pulse to pulse, so an additional PLACE 

gradient of inverted polarity is applied along the FE axis following the readout gradient. 
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Figure 4.1  Turbo spin echo (TSE) PLACE pulse sequence timing diagrams.  a) 1st 
PLACE image is a basic TSE sequence.  b) 2nd PLACE image includes additional phase 
gradients applied on the FE ࢞ࡳ axis in red, alternated to preserve spin-echo refocusing. 

 

The PLACE gradient shifts the k-space data along the ܩ௫ direction, which according to the 

Fourier shift theorem (113) applies a linear phase ramp across the FE FOV of the reciprocal 

space.  Consider the phase prior to the field-perturbation-dependent imaging procedure. 

Figure 4.2 depicts this object space; the first, unramped object phase ଵܱ  has no PLACE 

gradient, while the second object ܱଶ has a PLACE gradient-induced phase ramp across the 

FE FOV. 

 

 
Figure 4.2  The effects of the PLACE gradient on true object phase.  a) The 1st 
object  ࡻ૚ has oversimplified, aligned phase.  b) The 2nd object ࡻ૛ has a relative 
phase ramp applied across the ࢞-axis field of view. 
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The key idea is that the phase ramp is linear and applied to the original object ܱଶ prior to 

readout and subsequent signal detection.  A field perturbation will add equivalent phase to 

each object in the generation of respective images ܫଵ and ܫଶ.  Figure 4.3 shows phase row 

plots Φଵ and Φଶ from one ݕ-value of images of ܫଵ and ܫଶ as a function of ݔ-position.  While 

the perturbation affects both images, the phase difference ΔΦ of the two images will be linear 

and independent of the perturbation. 

 

 
Figure 4.3  The phase difference of PLACE images.  Objects ࡻ૚ and ࡻ૛ of Figure 4.2 in the presence of a 
field perturbation result in images ࡵ૚ and ࡵ૛; a) and b) plot the phase ઴૚ and ઴૛ from a row of pixels 
from each respective image.  c) The ઢ઴ ൌ ઴૛ െ઴૚ phase difference is independent of the perturbation. 

 

Consider a scenario where the PLACE gradient area generates exactly one 2ߨ phase twist 

across the FE FOV of ܱଶ.  The phase difference of complex ܫଵ and ܫଶ may be computed via 

their complex conjugate product  

ଶܫଵܫ 
∗ ൌ ݁|ଶܫଵܫ|

௜ଶగ௫
୊୓୚

െFOV
2

൑ ݔ ൑
FOV
2

 [4.1] 

 ଶ|  are the nearly identical signal magnitudes of the two images, the exponentialܫ|	ଵ| andܫ|

represents the added 2ߨ phase twist across the FE FOV caused by the PLACE gradient, and 

ݔ  represents the true FE coordinate measured from the magnet isocentre.  Only the 

magnitudes remain of the original images since the complex conjugate product cancels their 

distorted phase, which should be equal since the added phase ramp is assumed to be 

independent of the sample-induced field inhomogeneity.   
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The true signal position ݔ is then easily found 

ݔ  ൌ
FOV
ߨ2

ATAN2ሾImሺܫଵܫଶ
∗ሻ, Reሺܫଵܫଶ

∗ሻሿ [4.2] 

where ATAN2ሾImሺܫଵܫଶ
∗ሻ, Reሺܫଵܫଶ

∗ሻሿ finds the argument or phase of ܫଵܫଶ
∗.  If this procedure is 

applied pixel-by-pixel, ݔ is a map of true target pixel locations that may be used to send 

pixels in a distorted magnitude image to their true target locations. 

 

4.1.2 Methods 

 

Figure 4.4 shows the phantom built for this study: a Lego™ (Billund, Denmark) structure is 

constructed around a Zimmer™ (Warsaw, IN) ASTM F75 CrCoMo alloy hip prosthesis and 

placed in a bottle of water with sponges positioned for stabilization. 

 

 
Figure 4.4  Chromium-cobalt-molybdenum hip prosthesis/Lego phantom.  a) Profile view of the Lego 
structure with Zimmer™ (Warsaw, IN) ASTM F75 implant overlaid.  b) View from above the implant 
in the Lego building. c) The entire structure is placed in a bottle of water with sponges for stabilization. 

 

The phantom was imaged using a body coil in a 1.5T Siemens Avanto scanner.  Each sagittal 

image set required 4 minutes and 20 seconds scan time, and employed  TR/TE = 300/11 ms, 

ܤ ோܹை = 33 kHz, 256/256/12 matrix size, and 1.17/1.17/5 mm voxel size along frequency/ 
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phase/slice directions.  Axial image sets were identical except that the PE size was 152 

pixels, and each required 2 minutes and 38 seconds scan time.  Two complex images were 

acquired using a 3D TSE sequence, and differed only by the PLACE gradient applied along 

the FE axis of the 2nd image acquisition as discussed in the last section.  

 

The earlier discussion involved only ݉ = 1 x2ߨ phase twist across the FE FOV.  PLACE 

achieves greater correction resolution if the in-plane pixel displacement occupies a greater 

proportion of the 2ߨ phase twist spatial range.  Since distortions do not typically extend 

across the entire FOV, larger PLACE gradients should be employed since they correspond to 

a shortened 2ߨ phase twist range.  However, if the pixel shifts are greater than the 2ߨ phase 

twist range, the remapping procedure can incorrectly calculate the true pixel location and 

send pixels across phase wraps.  For example, if a PLACE gradient is employed that yields a 

െ5π → 5π phase ramp across the FOV, any distortions exceeding FOV/5 could potentially 

be aliased to an incorrect subregion of the image.  

  

Equation [2.6] gives the phase from a rectangular phase encoding gradient of area ܩ௬ ∙ ܶ , 

thus the PLACE phase encoding gradient ܽܽ݁ݎ௕௟௜௣ is given by  

௕௟௜௣ܽ݁ݎܽ  ൌ
∆Φሺ∆ݔሻ
ݔ∆ߛ

 [4.3] 

where ∆Φሺ∆ݔሻ is the amount of accumulated phase stemming from the blip over a distance 

 phase twists across the FOV is thus ߨThe gradient area corresponding to ݉ x2  .ݔ∆

௕௟௜௣ܽ݁ݎܽ  ൌ
݉ߨ2
FOVߛ

 [4.4] 

 

Figure 4.5 shows PLACE corrections for PLACE gradients with ݉ = 1, 2, 5, 10, and 15 x2ߨ 

phase twists across the FE FOV.  Larger ramps yield better distortion correction resolution, 

until ݉  = 15 where significant aliasing artifacts occur.  A conservative value should be 

chosen to avoid aliasing, since it is not feasible to test various ramp strengths for every 

imaging procedure.  Further experiments balanced performance and signal wrap avoidance 
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by employing an ݉ = 5 equivalent PLACE gradient, which corresponds a െ5ߨ →  phase ߨ5

ramp across the FOV. 

 

 
Figure 4.5  CrCoMo/Lego phantom PLACE corrections using variable phase 
ramps.  a) Turbo spin echo magnitude image.  PLACE corrections use b) 1, c) 2, 
d) 5, e) 10, and f) 15 x૛࣊ phase twists across the FE FOVs of their position maps. 

 

Stretching and squeezing distorted data into disparate pixel ranges can result in crack and 

pile-up errors respectively.  These problems are resolved by processing the ܫଵܫଶ
∗ complex data 

in two ways.  1) The original computation of Eq. [4.2] generates a map indicating the correct 

pixel locations.  By applying a opposing phase ramp to ܫଵܫଶ
∗ that exactly compensates the 

existing phase ramp in both strength and direction, Eq. [4.2] generates a flatter “displacement 

map” with less noise influence; this map details the required pixel displacements that yield an 
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undistorted image (110).  2) The complex data is expanded and smoothed to permit sub-pixel 

data interpolation that avoids spurious intensity variations.  

 

The flattened, expanded and smoothed ܫଵܫଶ
∗ complex data is input into Eq.[4.2] to obtain an 

expanded and smoothed pixel displacement map.  Mapping is then achieved on the average 

magnitude of the two acquired complex images, and the result is re-binned to its original 

size.  The final image is distortion-free, with no crack or pile-up artifacts. 

 

4.1.3 Results 

 

 
Figure 4.6  Turbo spin echo (TSE) phantom images and their PLACE 
corrections.  a), b) Two different sagittal TSE and c) one axial TSE slice 
magnitude averages. d), e) Sagittal and f) axial PLACE corrections. 

 

Figure 4.6 depicts one axial and two sagittal images of the CrCoMo/Lego phantom formed 

from averages of the two acquired TSE images required for PLACE, and their corresponding 

3D-PLACE images with distortion corrected.  The Lego walls are straightened and display 
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their expected shape, but signal overlap and loss remain.  Signal loss is also more noticeable 

in regions where the implant has sharper edges, confirming previously discussed results from 

the literature (45,46). 

 

4.1.4 Discussion 

 

The 3D-PLACE technique eliminates FE distortion stemming from metals in spin-echo 

images.  It is time efficient and simple to execute, requiring only twice the scan time (~5-9 

minutes) as would be employed by VAT or MARS, which acquire one SE image.  

Implementation only requires the addition of PLACE gradients to the pulse sequence, and 

phase unwrapping is unnecessary in the pixel mapping process if PLACE gradients are 

chosen carefully.  

 

This technique shows distinct advantages over similar distortion correction techniques.  

Yamamoto et al. (75) generated a phase map for distortion correction from two images 

acquired at variable TE, which will depend not only on field inhomogeneity but also other 

effects influenced by TE variations such as eddy currents, T2 relaxation, and concomitant 

fields.  Chang et al. (76) acquired two images with relatively varied readout gradients to 

reduce distortion, but required numerical analysis and exhibited success only with fiduciary 

marking or realizable boundary conditions.  PLACE’s use of added phase gradients along the 

FE axis circumvent these complications by employing an analytical solution, maintaining 

sequence timing, and not requiring reference information. 

 

Useful applications of the described method include any scenario where correct spatial 

positioning is a priority, and image distortion is intolerable.  Image-guided radiation therapy 

is a good example, where image distortion could cause clinicians to erroneously prescribe 

radiation treatment to healthy tissue.  Image guided surgery would also benefit greatly from 

this imaging technique, if 3D-PLACE could be executed faster and with corrected signal loss 

and overlap. 
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Residual signal loss and overlap are the primary limitations of 3D-PLACE.  Through-plane 

components of these artifacts may occur due to the use of slab selection.  These problems are 

shared by techniques such as VAT and MARS, but are largely circumvented by MAVRIC 

and SEMAC.  In-plane signal displacement could also account for signal loss and overlap if 

the range of frequencies across a pixel due to field inhomogeneity is on the order of the pixel 

bandwidth ܤ ோܹை 	 ௫ܰ⁄ , where ௫ܰ  is the number of pixels across the FE FOV.  Another 

limitation of 3D-PLACE is the possibility of aliasing in the PLACE reconstruction if the 

PLACE gradients are too strong relative to the inhomogeneity gradient. 

 

As an alternative to conservatively setting the PLACE gradient strength to avoid aliasing, 

gradient strength can be set in a manner similar to the Anti-Aliasing Acquisition (114) 

technique.  This method was originally employed to avert aliasing in velocity encoding.  One 

image would be acquired with a weak phase ramp, yielding poor performance but no 

aliasing.  A second image would be acquired with a strong phase ramp, yielding high 

performance but potential aliasing. The two datasets could then be suitably combined to 

achieve good distortion correction without aliasing. 

 

In conclusion, the 3D-PLACE technique can be very useful for removing distortion from 

images with magnetic field inhomogeneity.  It typically takes less than 10 minutes, but does 

not correct signal loss and overlap.  Clinical imaging that requires predictable signal close to 

metals is thus in need of a more comprehensive solution. 

 

4.2 Multi-Layer 3D-PLACE for Correcting Signal Overlap 

 

3D-PLACE has thus far only considered single layer in-plane pixel shifts; the generalization 

of PLACE to a multi-layered model could permit correction of in-plane pixel overlap.  Once 

3D-PLACE had been perfected, numerous variations of multi-layer PLACE were tested for 

their ability to correct in-plane signal overlap.  Here a skeleton framework of a two-layer 

methodology is presented, indicating that while it may be possible to achieve more 

comprehensive artifact correction near metals in this manner, much work is needed for 

successful application. 
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4.2.1 Theory 

 

Section 3.3.2 details the principles governing in-plane signal overlap near metals in MR 

images.  If a field perturbation causes the same magnetic field to exist in two or more 

separate sample locations along the frequency encoded direction, complex signal ܣ௝  from 

these locations ݔ௝ may be mapped to the same target pixel, yielding a complex summed pixel 

signal ܫ:  

ܫ  ൌ ෍ܣ௝

௅

௝ୀଵ

 [4.5] 

where ܮ is the total number of source locations, or layers, mapped to the target pixel. 

 

Phase labeling via the PLACE technique adds additional phase to the original ܣ௝  source 

intensities.  Any given pixel in a final image ܫ may then be expressed as  

ܫ  ൌ ෍ܣ௝

௅

௝ୀଵ

݁௜
ଶగ௠
୊୓୚௫ೕ [4.6] 

where the phase exponential is similar to Eq. [4.1] save for the generalization to ݉ x2ߨ 

twists across the FOV. 

 

The goal is to determine the source signals ܣ௝ and their original locations ݔ௝.  This amounts 

to an inverse problem, requiring sufficient unique image equations for tractability.  Different 

phase gradient applications ݉௞ can be used to generate sufficient images ܫ௞ to resolve all ܮ 

overlapped layers in a given pixel. 

 

The PLACE formalism derived in section 4.1 assumes only 1 = ܮ layer in a given pixel, and 

thus may be called PLACE-1L.  Only two instances of ݉௞	were needed to find the two 

variables ܣଵ and ݔଵ; say ݉ଵ = 0 and ݉ଶ = 1 
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ଵܫ ൌ  ଵܣ

ଶܫ ൌ ଵ݁ܣ
௜ ଶగ୊୓୚௫భ 

[4.7] 

This simplifies to Eq. [4.2] when solving for ݔଵ. 

 

However, if two pixels with signals ܣଵ and ܣଶ located at ݔଵ and ݔଶ respectively are mapped 

to a target pixel, an analytical solution will require four images to resolve them.  The system 

may be expressed  

 

ۏ
ێ
ێ
ێ
ۍ ଵܲ

௠భ
ଶܲ
௠భ

ଵܲ
௠మ

ଶܲ
௠మ

ଵܲ
௠య

ଶܲ
௠య

ଵܲ
௠ర

ଶܲ
௠రے
ۑ
ۑ
ۑ
ې

∙ ൤
ଵܣ
ଶܣ
൨ ൌ ൦

ଵܫ
ଶܫ
ଷܫ
ସܫ

൪ [4.8] 

 where ௝ܲ ൌ ݁௜
ଶగ
୊୓୚௫ೕ [4.9] 

If the values ݉ଵ = 0, ݉ଶ = 1, ݉ଷ = 2, and ݉ସ = 3 are employed, the images will have (0, 1, 

2, 3) x2ߨ phase twists across their respective FE FOVs.  The unknowns ଵܲ, ଶܲ, ܣଵ and ܣଶ 

may then be solved for in terms of image values ܫଵ, ܫଶ, ܫଷ and ܫସ: 

 ܲ
మ
భ ൌ

ସܫଵܫ െ ଷܫଶܫ
2ሺܫଵܫଷ െ ଶܫ

ଶሻ
േ ඨቆ

ସܫଵܫ െ ଷܫଶܫ
2ሺܫଵܫଷ െ ଶܫ

ଶሻ
ቇ
ଶ

െ
ସܫଶܫ െ ଷܫ

ଶ

ଷܫଵܫ െ ଶܫ
ଶ [4.10] 

ܣ 
మ
భ ൌ

ଵܫ
2
∓

ଵܫ
ଶܫସ െ ଷܫଶܫଵܫ3 ൅ ଶܫ2

ଷ

4ඥሺܫଵܫସ െ ଷሻଶܫଶܫ 4⁄ െ ሺܫଵܫଷ െ ଶܫ
ଶሻሺܫଶܫସ െ ଷܫ

ଶሻ
 [4.11] 

This derivation was verified with Maple™.  The two complex source signals ܣଵ and ܣଶ may 

then be remapped to their true positions ݔଵ and ݔଶ, found from the phasors ଵܲ and ଶܲ in a 

manner similar to Eq. [4.2] 
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௝ݔ  ൌ
FOV
ߨ2

∙ ARG൫ ௝ܲ൯ [4.12] 

Given the assumption of a two layer model 2 = ܮ, this solution is coined PLACE-2L. 

 

4.2.2 Simulations 

 

Figure 4.7 demonstrates a composite PLACE 1L/2L solution for a partially overlapped and 

phase ramped simulated image set.  Phase twists of ݉  = (0, 1, 2, 3) x2ߨ  were applied 

horizontally across the FOV of four copies of a simulated half-square/half-circle object.  

Each of these four complex objects were manually overlapped on themselves to generate ܫଵ, 

   .ସ images as would be acquired on a scannerܫ ଷ andܫ ,ଶܫ

 

Overlapped pixels have signal given by the complex sum of all contributing spin locations, 

with pixel magnitude affected by the degree of phase interference.  If phase of the different 

spin locations is altered, the degree of phase interference should also generally change.  Since 

variable phase ramps are applied along the same dimension that signal is overlapped in the 

noiseless simulation, an absolute magnitude difference of any two of ܫଵ, ܫଶ, ܫଷ and ܫସ is only 

non-zero in overlap regions due to phase interference.  Here PLACE-2L is applied by 

inputting the overlap image regions pixelwise into Eqs. [4.10]-[4.12] and mapping the output 

 ଶ respectively in two separate images.  Inݔ ଵ andݔ ଶ signal intensities to positionsܣ ଵ andܣ

non-overlap regions, PLACE-1L is executed with any two images.  The combination of the 

two PLACE-2L images and the PLACE-1L image yields a reconstructed image that matches 

the original object. 
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Figure 4.7  Two-layer PLACE (2L) simulation workflow.  Four objects (left) are simulated and  ࢓ = 
(0,1,2,3) x૛࣊ phase twists applied across their respective FOVs.  Data is overlapped to yield ࡵ૚/ࡵ૛/ࡵ૜/
 ૜ is computedࡵ ૛ andࡵ ૜ is computed; PLACE-1L ofࡵ ૛ andࡵ ૝ images.  The magnitude difference ofࡵ
for null regions in red, and PLACE-2L of ࡵ૚/ࡵ૛/ࡵ૜/ࡵ૝ is computed for overlap regions in blue.  The 
two PLACE-2L images and the PLACE-1L image are combined to reconstruct the original object. 

 

This solution appears robust with noiseless simulated data, but the application to noisy data 

was less successful.  Another circle/square object was replicated four-fold with respectively 

varied phase ramps as in Figure 4.7.  These objects were then manually overlapped and 

bivariate Gaussian noise of mean zero was added to generate images.  Figure 4.8 depicts one 

of the overlapped images, and the final solution image computed with minimal post-

processing. 
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Figure 4.8  Two-layer PLACE (2L) noisy simulation.  a) Variably phase ramped, 
overlapped, noisy image.  b) PLACE-2L solution of four variably phased and overlapped 
images, unprocessed aside from some layer matching (࡭૚ with ࢞૚, and ࡭૛ with ࢞૛). 

 

It is immediately obvious that with noise, PLACE-2L experiences difficulties.  A matching 

scheme using phase coherence was required to unambiguously match ܣଵ with ݔଵ and ܣଶ with 

 .ଶ; this complicates an already tenuous correctionݔ

 

4.2.3 Phantom Experiments 

 

The noiseless simulation asserted that the absolute magnitude difference of two variably 

phase ramped images should have non-zero pixels in overlap regions as long as the signal 

displacement occurs along the same dimension as the phase ramps are applied.  The same 

assertion can be made for noisy data, with the more conservative expectation that overlap 

regions will have only relatively bright pixels in the difference image.  The base TSE 

magnitude images employed in Figure 4.5 and Figure 4.6 with ݉ = 0 and ݉ = 5 x2ߨ phase 

twists across their respective FOVs are shown in Figure 4.9, along with a magnitude 

difference image.  The brighter regions in the magnitude difference image are located around 

the perceived overlap regions of the original distorted images, indicating that the brightness 

could stem from in-plane pixel overlap.  An implementation of PLACE-2L may thus prove 

beneficial for unraveling the overlap. 
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Figure 4.9  Bright signal appears to arise from in-plane pixel overlap.  Turbo spin echo magnitude images 
of the CrCoMo/Lego phantom with ࢓ = a) 0 and b) 5 x૛࣊ phase twists applied across their respective FE 
FOVs.  c) |a-b| magnitude difference shows dissimilarities in perceived overlap regions. 

 

PLACE-1L and PLACE-2L solutions were executed separately for all pixels of the slice 

depicted in Figure 4.9.  Figure 4.10 depicts the results for both approaches, where PLACE-

1L used ݉  = (0, 2) x2ߨ  phase twists across its two images’ respective FE FOVs, and 

PLACE-2L employed ݉ = (0, 2, 4, 6) x2ߨ phase twists across its four images’ respective FE 

FOVs. 
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Figure 4.10  Phantom PLACE-1L and PLACE-2L corrections.  a) PLACE-1L 
correction of turbo spin echo (TSE) magnitude images with m = (0,2) x૛࣊ 
phase twists across their FE FOVs.  b) PLACE-2L correction of TSE images 
with m = (0,2,4,6) x૛࣊ phase twists across their FE FOVs. 

 

Figure 4.10 shows that PLACE-2L is able to achieve distortion correction similar to PLACE-

1L, validating the base formalism.  Unfortunately, there are several problems with the 

PLACE-2L solution.  Aliasing is evident on the left of the reconstruction; these pixels are 

aliased due to phase ambiguity in the positioning calculation, as experienced for PLACE-1L 

in Figure 4.5f.  Sporadic bright pixels throughout the PLACE-2L image most likely stem 

from single-layer pixels erroneously thought to be of the overlapping two-layer variety.  

Most troublesome is the fact that the unraveling of bright signal overlap regions is not 

realized.  This may indicate that the bright regions are not caused by in-plane signal overlap 

stemming from pixel shift, but rather a through-plane artifact such as slice thickening or 

splitting. 

 

The two-layer 3D-PLACE framework for metal artifact correction is sound in theory, shows 

resounding success with noiseless simulated images, and is able to correct single-layer 

distortions in the same manner as the regular 3D-PLACE technique described in section 4.1.  
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However, like PLACE-1L, PLACE-2L is unable to correct through-plane slab selection 

artifacts, which can yield signal loss near the metal.  Furthermore, PLACE-2L shows 

difficulty in resolving multiple layers in noisy simulated data, and is not viable in its present 

form for unraveling in-plane signal overlap in experimental images.  Due to the technique’s 

sensitivity to noise and the potential that through-plane artifact mechanisms account for 

uncorrected signal loss and overlap, there are doubts as to the viability of this methodology. 

 

4.3 Summary 

 

The PLACE technique is extremely useful for imaging in regions of in-plane distortion.  A 

strain called 3D-PLACE was shown to correct FE distortions generated by the 

inhomogeneous magnetic field stemming from metals.  However, attempts to correct signal 

loss and overlap artifacts using a generalization of PLACE faced difficulties.  While a two-

layer model is cogent in noiseless simulations, data with noise could not be corrected with 

certainty.  While this is in part due to the poor performance of the technique on noisy data, 

failure to achieve any unraveling of overlapped signal or recovery of signal lost near the 

implant in experimental data suggests artifacts could also stem from uncorrected through-

plane mechanisms.  The report subsequently will depart from further study of this method, 

and instead embrace the more efficient and robust methodology outlined in the next chapter. 
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Chapter  5: B0 Inhomogeneity Artifact Correction with bSSFP  

 

This chapter is the heart of the study: it introduces the bSSFP sequence, emphasizes its 

efficiency and excellent signal refocusing, and proposes various techniques for bSSFP 

artifact correction near metals.  The sensitivity of bSSFP to off-resonant magnetization 

precession introduced in sections 2.5.3 and 3.3.4 is addressed with two techniques that 

exactly demodulate bSSFP signal of ߠ-dependence.  Performance improvements that employ 

linear averaging and variance-weighted combinations are proposed.  Signal loss is recovered 

with gradient shimming of inhomogeneous fields.  Residual distortion in demodulated bSSFP 

images is eliminated using demodulation solution phase data.  Finally, the techniques are 

discussed in terms of their utility for imaging near metals and flexibility for balancing artifact 

correction and scan time. 

  

5.1 Prelude: a Gradient Echo Technique for Imaging near Metals 

 

Most of the methods for imaging near metals described in section 3.4 have one thing in 

common: they employ spin-echo sequences.  The gradient echo sequence is avoided due to 

its prominent dephasing in inhomogeneous fields; instead clinicians and researchers opt for 

spin-echo techniques’ improved signal refocusing despite subsequently longer scan time.   

 

The last chapter exemplified that originally this research project also employed spin-echo 

imaging.  However, a fortunate accident at the Children's & Women's Health Centre of 

British Columbia led to a dramatically altered research direction.  After experiencing 

difficulties with TSE imaging of the CrCoMo/Lego phantom, the Siemens 1.5T scanner’s 

“TrueFISP” brand of bSSFP was tested at random.  The results were astounding; resultant 

images showed very high fidelity with minimal signal loss, distortion, and no visible signal 

overlap.  

 

How can a gradient echo sequence be useful for imaging near metals in light of their 

sensitivity to off-resonant precession?  The answer is alluded to in the literature, where some 

have affirmed bSSFP’s spin-echo-like refocusing capacities (18,20), and early tests have 
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validated the sequence’s ability to image near metallic biopsy needles in spite of the 

relatively long TR used at the time (21).  Currently, stronger bSSFP gradients permit shorter 

TR, leaving even less time for artifact-generating off-resonant phase evolution.  Finally, it 

was noted in the last chapter that the strong gradients and large imaging bandwidths of 

bSSFP yield minimal image distortion.  

 

However, there is no free lunch.  In exchange for bSSFP’s minimal artifacts near metals, it 

suffers from banding that a slew of research has focused on reducing (60,107-109,115,116).  

A primary focus of this chapter is to correct these band artifacts. 

 

5.2 Geometric Solution for bSSFP Signal Off-Resonance Demodulation 

 

This section introduces a complete divergence from contemporary bSSFP band correction 

with a geometric cross solution to signal modulation using the elliptical signal model.  The 

linearity of the solution is exploited via a second pass weighted average to achieve improved 

performance.  The technique is tested on both simulated and experimental images, verifying 

its robust abilities to correct band artifacts.  Finally, the solution is compared with the 3D-

PLACE technique introduced last chapter in an analysis of each technique’s relative metal 

artifact correction abilities.  

 

5.2.1 Background 

 

As mentioned in Chapter 3, standard bSSFP applications attempt to limit off-resonance with 

short TR and	 Δߠ ൌ  phase cycling, and techniques like the CS or SOS combine variably RF ߨ

phase-cycled images for band suppression.  However, these techniques are not robust for all 

tissue types.  Furthermore, even if techniques like the CS and SOS are able to sufficiently 

mitigate bands, high field inhomogeneity and tissues with complicated frequency response 

profiles can cause spuriously bright ridge–like structures (109) in images. 

 

There is another approach to the problem.  Consider the elliptical signal model described in 

section 2.5.3.  Rather than making a priori assumptions of the magnetic field homogeneity or 
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tissue properties, can a ߠ-independent characteristic value of the bSSFP signal ellipse be 

analytically calculated?  The ܯ, ܽ, and ܾ parameters of Eqs. [2.17]-[2.19] and the elliptical 

parameters given in Table 2.1 are all suitable candidates for a ߠ-independent characteristic 

signal value.  Their particular dependence on ଵܶ, ଶܶ, ߙ, TR, and ܯ଴ are not as important in 

the context of this study as their independence of ߠ.  Here a breakthrough geometric solution 

(GS) for exact determination of the ܯ  parameter is described, and performance 

improvements are explored. 

 

5.2.2 Theory: Geometric Solution 

 

Consider two arbitrary points ଵܲ and ଶܲ on the Figure 5.1 bSSFP signal ellipse, separated by 

ߠ∆ ൌ such that ଵܲ ߨ ൌ 	and	଴ሻߠሺܫ ଶܲ ൌ ଴ߠሺܫ ൅  ଴ being an arbitrary off-resonanceߠ ሻ, withߨ

value. 

 

 
Figure 5.1  bSSFP signal ellipse shows M parameter localization. 
Equal ࣂ increments non-uniformly populate the ellipse, but a 
line connecting two points with ∆ࣂ ൌ  .ࡹ must pass through ࣊
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A line connecting these two points in the complex plane is given by a weighted sum of the 

two values ଵܲݓ ൅ ଶܲሺ1 െ ሻݓ  where 0 ൏ ݓ ൏ 1 .  Equation [2.22] may be enlisted to 

parameterize this line 

 

 ଵܲݓ ൅ ଶܲሺ1 െ ሻݓ ൌ ܯ
1 െ ଶ݁ି௜ఏబܧ

1 െ ܾ cos ଴ߠ
∙ ݓ ൅ܯ

1 ൅ ଶ݁ି௜ఏబܧ

1 ൅ ܾ cos ଴ߠ
∙ ሺ1 െ  ሻ [5.1]ݓ

Note that if ݓ ൌ ሺ1 െ ܾ cos Since 0  .ܯ ଴ሻ/2, Eq. [5.1] simplifies toߠ ൏ ܾ ൏ 1 and െ1 ൏

cos ଴ߠ ൏ 1, the requirement 0 ൏ ݓ ൏ 1 is satisfied: ܯ always lies on a line connecting ଵܲ 

and ଶܲ.  Thus by sampling four points on the ellipse consisting of two sets of points each 

with ∆ߠ ൌ ߨ  relative phase cycling, ܯ  may be located at the intersection of the lines 

connecting the respective sets.  Figure 5.1 illustrates this GS, often called the XS cross-

solution (117) since it is located at the crossing point of two lines.  The parameter	ܯ can 

serve as a demodulated signal value much like the “centre-of-mass” 〈ܫ〉 in Eq. [2.24] that the 

CS converges upon as ܰ → ∞.  The GS finds ܯ exactly, whereas the CS only approximates 

   .through averaging 〈ܫ〉

 

Assume that ݔଵ ଶݔ , ଷݔ , , and ݔସ  are the real and ݕଵ ଶݕ , ଷݕ , , and ݕସ  are the imaginary 

components of the complex-valued pixel signals ܫଵ ଶܫ , ଷܫ , , and ܫସ  in four bSSFP images 

respectively phase cycled by ∆ߠ	 ൌ 0, , 180°, and 270°.  ܯ may be found exactly from 

the intersection of a line connecting (ܫଵ, ܫଷ) and a line connecting (ܫଶ, ܫସ) in the complex 

plane; this can be expressed by 

ௌீܯ  ൌ
ሺݔଵݕଷ െ ଶܫଵሻሺݕଷݔ െ ସሻܫ െ ሺݔଶݕସ െ ଵܫଶሻሺݕସݔ െ ଷሻܫ

ሺݔଵ െ ଶݕଷሻሺݔ െ ସሻݕ െ ሺݔଶ െ ଵݕସሻሺݔ െ ଷሻݕ
 [5.2] 

  .yielding a new image contrast as defined by Eq. [2.17] ,ܯ ୋୗ unambiguously determinesܯ

As discussed in 2.5.3, any additional phase factors simply rotate the signal ellipse, and do not 

affect the GS.  The GS also has the added strength that the real and imaginary (ݔ and ݕ) 

components may be swapped without affecting the final solution. 
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5.2.3 Theory: GS-guided Weighted Average 

 

A pixel-by-pixel computation with Eq. [5.2] is a non-linear process that may suffer 

instabilities in noise, with non-signal background regions yielding sparsely scattered bright 

pixels.  The following steps can regularize and linearize the solution for improved 

performance (118).  First, if a GS reconstruction pixel has a magnitude greater than the 

maximum magnitude of all four input image pixels, the solution is replaced by the CS.  This 

regularizes and removes singularities from the reconstruction.  Second, since ܯ is always 

located along lines connecting (ܫଵ, ܫଷ) and (ܫଶ, ܫସ), it can be expressed as a linear weighted 

average of either pair.   

 

Let ܫ௪ be a weighted average of the image signal pair (ܫଵ, ܫଷ) 

௪ܫ  ൌ ݓଵܫ ൅ ଷሺ1ܫ െ  ሻ [5.3]ݓ

The proper weight ݓ can be obtained regionally to yield the correct ܯ by using the pixel-by-

pixel GS for guidance.  This is achieved by minimizing the regional differential energy ܧ 

between ܫ௪ and the solution ீܯௌ directly obtained from Eq. [5.2].  ܧ	is defined as 

ܧ  ൌ ෍ ሺܫ௪ െீܯௌሻ∗ሺܫ௪ െ ௌሻீܯ
୰ୣ୥୧୭୬

 [5.4] 

where “*” indicates complex conjugation.  Inserting ܫ௪ from Eq. [5.3] 

 

ܧ								 ൌ ෍ ሾሺܫଵ െ ଵܫଷሻ∗ሺܫ െ ଶݓଷሻܫ ൅ ሺܫଷ െ ଵܫௌሻ∗ሺீܯ െ 	ݓଷሻܫ
୰ୣ୥୧୭୬

൅ ሺܫଵ െ ଷܫଷሻ∗ሺܫ െ ݓௌሻீܯ ൅ ሺܫଷ െ ଷܫௌሻ∗ሺீܯ െ  ௌሻሿீܯ
[5.5] 

To minimize ܧ, we equate ߲ܧ ⁄ݓ߲  to zero 
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ܧ߲
ݓ߲

ൌ ෍ ሾ2ሺܫଵ െ ଵܫଷሻ∗ሺܫ െ ݓଷሻܫ ൅ ሺܫଷ െ ଵܫௌሻ∗ሺீܯ െ ଷሻܫ
୰ୣ୥୧୭୬

൅ ሺܫଵ െ ଷܫଷሻ∗ሺܫ െ ௌሻሿீܯ ൌ 0 
[5.6] 

and solve for w 

ݓ  ൌ
∑ ሾሺܫଷ െ ଷܫௌሻ∗ሺீܯ െ ଵሻܫ ൅ ሺܫଷ െ ଷܫଵሻ∗ሺܫ െ ௌሻሿ୰ୣ୥୧୭୬ீܯ

2∑ ሾሺܫଵ െ ଵܫଷሻ∗ሺܫ െ ଷሻሿ୰ୣ୥୧୭୬ܫ
 [5.7] 

With a square region of 5x5 pixels, Eq. [5.7] is computed to find the proper weight w for a 

central pixel, and for all pixels by shifting the region around.  A linear solution image is 

formed by inputting the weights into Eq. [5.3] at each pixel.  The same operation is 

performed for image set (ܫଶ, ܫସ), yielding a second linear solution. The final second pass 

image is obtained by averaging the two linear solution images for improved SNR.  This GS-

guided weighted average (GS-WA) is essentially a weighted average of the four original 

datasets, which should achieve similar SNR to the CS since the weights are within the (0,1) 

range. 

  

5.2.4 Methods: Simulation 

 

Continuously varying parameter bSSFP images were simulated using Eq. [2.16] with TR = 

4.2ms, 40° = ߙ, and ܽ, ܾ, ܯ, and ߠ parameters varied as follows: tissue relaxation values ଵܶ 

= 200–3000 ms and ଶܶ = 40–3000 ms at 1.5T (24-28) correspond to ܽ = 0.9 to 0.9999 and ܾ 

= 0.1 to 0.8; this range of ܽ and ܾ were set on the horizontal and vertical axes respectively.  

For each of the nine ܽ  values employed, ߠ  was varied from – ߨ  to ߨ , yielding a total 

horizontal ߠ variation of 18ߨ.  To restrict variation to ଵܶ and ଶܶ as ܽ and ܾ change, ܯ must 

also change.  Its regional value is found by juggling Eq. [2.17] such that  

ܯ  ൌ
଴ܾܯ sin ߙ

ܽሺ1 ൅ cos ሻߙ
 [5.8] 
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The resulting ܯ/ܯ଴ range is 0.036 to 0.32.  Four images were generated with respective RF 

phase cycling of Δ180° ,90° ,0° = ߠ, and 270°, and bivariate Gaussian white noise with mean 

zero was added. 

 

5.2.5 Methods: Experiments 

 

The Siemens 1.5T Avanto scanner was employed to image the phantom from section 4.1.2.  

A revised phantom was also built for signal loss measurements that would be used for all 

further phantom measurements in this report.  The inside of the Lego structure was hollowed 

out so that a polyethylene mesh cage holding the CrCoMo implant could be inserted.  A 

second mesh cage holding a replica cast from polymer was also built for comparison 

purposes; any images of the replica represent gold standard images of the implant without ܤ଴ 

artifacts.  The new phantom is shown in Figure 5.2. 
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Figure 5.2  Revised chromium-cobalt-molybdenum hip prosthesis/Lego phantom with fiduciary 
marking.  a) Implant and b) a polymer implant replica sealed in separate polyethylene cages.  These 
cages are placed in the c) Lego structure, which was placed in d) a bottle of water. 

 

Four phase-cycled 3D bSSFP magnitude phantom images ܫ௝  with ݆ = 1, 2, 3, and 4 were 

acquired with ∆ߠ௝  = 0°, 90°, 180°, and 270° phase cycling respectively.  Each image set 

required 37 seconds to acquire with ߙ  = 41°, TR/TE = 4.2/2.1 ms, ܤ ோܹை  = 143 kHz, 

256/168/52 matrix size, and 1.17/1.17/3 mm voxel size along frequency/phase/slice 

directions.  A 3D-PLACE comparison scan was formed from two 3D TSE images with 

vertically applied frequency encoding to match the bSSFP data.  The methodology of the 3D-

PLACE image formation and its acquisition parameters are identical to that described in 

section 4.1.2.  

 

Volunteer scans were performed with the CrCoMo metal implant positioned in between the 
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calves, and bSSFP images acquired with 70° = ߙ, TR/TE = 4.16/2.08 ms, 256/152/72 matrix 

size and 1.25/1.25/3 mm voxel size along frequency/phase/slice directions.  All other 

parameters matched the phantom experiment.   

 

Real components ݔ௝ and imaginary components ݕ௝ of each image ܫ௝ for ݆ = 1, 2, 3, and 4 were 

input into Eq. [5.2] for calculation of ீܯௌ  on a pixel-by-pixel basis. SNR was improved 

through the GS-WA second pass solution described in section 5.2.3. 

 

5.2.6 Results 

 

Figure 5.3 shows simulated a) magnitude and b) phase bSSFP images (∆0° = ߠ), a c) gold 

standard ܯ image, followed by d) GS, e) GS-WA, and f) CS reconstructions of the four 

variably phase-cycled images.  The GS and GS-WA are able to completely eliminate bands 

for simulated data, while the CS algorithm has residual banding in some parameter regions 

with four-fold increased spatial frequency. 

 

 
Figure 5.3  Demodulation of continuously varying bSSFP parameter simulated data.  ઢࣂ 
= 0° noisy bSSFP a) magnitude and b) phase images simulated with 0.9 < 0.9999 > ࢇ and 
an 18π ࣂ -variation horizontally, 0.1 < b <0.8 vertically, and 0.036 < ࡹ/ࡹ૙  < 0.32 
throughout.  c) Gold standard M matrix, d) geometric solution (GS), e) GS-guided 
weighted average, and f) complex sum of four relatively phase-cycled bSSFP datasets. 
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Figure 5.4 depicts the four relatively phase-cycled bSSFP magnitude images of the phantom; 

the CrCoMo hip prosthesis generated a strong local magnetic field inhomogeneity, resulting 

in banding artifacts seen as dark lines in the acquired images: 

 

 
Figure 5.4  Four phase-cycled CrCoMo/Lego phantom bSSFP magnitude images.  Images are phase 
cycled at ∆ࣂ = a) 0°, b) 90°, c) 180°, and d) 270°. 

 

Figure 5.5 shows an SE image from the same location as the bSSFP images and its 

corresponding 3D-PLACE correction.  It also shows reconstructions of the images in Figure 

5.4 using the CS and the GS-WA techniques. 

 

 
Figure 5.5  Demodulation of bSSFP CrCoMo phantom data.  a) Turbo spin echo (TSE) magnitude 
image, b) 3D-PLACE corrected TSE magnitude image. c) Complex sum and D) geometric 
solution-guided weighted average reconstructions of the Figure 5.4 bSSFP images. 
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Although the FE direction is vertical in these images, it is only obvious in the TSE image, 

since strong bSSFP imaging gradients mitigate (119) and 3D-PLACE eliminates FE 

distortion.  The CS image has residual dark bands with four-fold greater spatial frequency 

than the original images, while GS-WA eliminates banding artifacts.  The GS-WA retains 

some signal loss and subtle banding near the implant, although no prominent signal overlap 

is evident. 

 

Table 5.1 compares various reconstruction metrics of the GS-WA and 3D-PLACE.  All four 

of the GS-WA’s bSSFP images are acquired in ~1/4 of the time needed for 3D-PLACE’s two 

TSE images.  The GS-WA has almost twice the SNR of 3D-PLACE, measured from the 

mean value of a relatively homogeneous signal region divided by its standard deviation. The 

GS-WA signal loss is ~60% the size of the 3D-PLACE signal loss, calculated from a ratio 

 is the area of the lack of signal from ܉ is the reconstruction signal loss area and ܊ where ,܉/܊

the replica.  These regions are shown in Figure 5.6 for the GS-WA signal loss calculation; a 

similar calculation is made for 3D-PLACE.  Finally, the GS-WA requires minimal and 3D-

PLACE requires little pulse sequence programming and post-processing time. 

 

Technique 3D-PLACE GS-WA 

Scan time [minutes] 8.7 2.5 

FE distortion Eliminated Minimized 

Signal loss ‘1.1 1.9 ’܉/܊ 

Signal overlap Yes Minimal 

SNR 8.7 16.4 

Pulse sequence programming Little None 

Post-processing time [seconds] < 60 < 10 

Table 5.1  Comparison of 3D-PLACE and geometric solution-guided weighted 
average (GS-WA) metal artifact correction metrics.  Signal loss = (reconstruction 
signal loss region ‘b’)/(replica area ‘a’); Figure 5.6 illustrates these regions for the 
GS-WA.  SNR = (signal region mean)/(signal region standard deviation). 

 



 66

 
Figure 5.6  Artifactual vs. true signal loss for the geometric solution-guided weighted 
average (GS-WA).  Replica area ‘a’ is inside yellow contour.  GS-WA signal loss 
region ‘b’ is inside blue contour. 

 

Figure 5.7 a&c show two image sets of three orthogonal slices each; they are bSSFP 

magnitude images of one of the four phase cycles acquired of a volunteer with an implant 

placed between his calves.  The corresponding reconstructed GS-WA images in Figure 5.7 

b&d demonstrate that all banding artifacts seen as artifactual dark lines have been 

successfully removed.  However, some uncorrected signal loss is evident in both the bSSFP 

and GS-WA images. 
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Figure 5.7  Geometric solution-guided weighted average (GS-WA) correction of in vivo bSSFP 
calf images with nearby CrCoMo implant. a) and c) show ઢࣂ	0 =° images of three orthogonal 
slices each, and b) and d) show the GS-WA reconstructions from four phase-cycled bSSFP 
images. 

 

5.2.7 Discussion  

 

The GS-WA is a valuable method for bSSFP artifact correction in inhomogeneous magnetic 

fields.  It is robust over all (ܽ, ܾ,  parameter combinations tested, uniformly removing dark (ߠ

banding and signal modulation seen as intensity variations.  Other multi-acquisition bSSFP 

reconstructions such as the CS yield residual banding and signal modulation for some 

parameter regions, thus requiring tissue and/or system parameter assumptions for successful 
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implementation.  The strong bSSFP gradients also limit dephasing and subsequent signal loss 

relative to 3D-PLACE.  This may be understood by considering that since bSSFP employs a 

greater ܤ ோܹை  than the spin-echo method, a relatively reduced range of off-resonance per 

voxel ensures a lesser chance of signal cancelation. 

 

The GS-WA technique also surpasses TSE SNR and overall efficiency in the present 

implementation.  Due to high TrueFISP bSSFP signal in water and implicit GS-WA 

averaging, it almost doubles the phantom image SNR of 3D-PLACE.  The required TrueFISP 

images were acquired in only 2-2.5 minutes, a fraction of that needed for 3D-PLACE and 

most other metal artifact correction techniques.  Siemens TrueFISP sequence programming is 

unnecessary since phase cycling ∆ߠ may be implemented directly on the console, and the 

GS-WA reconstruction takes only a few seconds to execute.   

 

While the GS-WA exhibits efficient artifact correction near metals, it is by no means a 

complete solution.  The GS-WA still suffers from some signal loss near the metal.  While no 

prominent signal overlap is evident, it could be hidden in the signal loss regions where 

precession frequency changes are rapid.  Distortion is mitigated by powerful gradients, but 

not eliminated as with 3D-PLACE.  The GS-WA also showed very subtle indications of 

residual band artifact near signal loss regions, although this is marginal relative to the CS.   

 

This leads to a discussion of the best applications of the technique.  It appears useful for fast 

imaging near metals if some artifacts close to the metal are permissible, but for more 

comprehensive correction, techniques such as SEMAC and MAVRIC may be more 

appropriate.  The GS-WA in its present form is well suited for general bSSFP imaging in 

inhomogeneous magnetic fields.  It would be valuable for cardiac imaging and angiography 

where bSSFP is frequently employed, especially if the particular imaging procedure is 

hindered by banding.  

 

Another concern with the GS-WA is that it may not have the desired contrast for most 

clinical procedures. Spin-echo imaging has very flexible image contrast which is 

diagnostically useful, while bSSFP exhibits unique contrast which is not always desirable.  
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However, bSSFP may be combined with magnetization preparation methods to enhance 

contrast (120); each of the GS-WA’s component bSSFP images could be acquired with 

added magnetization preparation sequence blocks to ensure flexible imaging. 

 

Section 2.5.3 discussed how bSSFP signal’s elliptical characteristics may be analyzed if the 

global phase factors of equation [2.16] are ignored.  The additional phase factors will only 

rotate the ellipse to another orientation, without affecting the relative location of the 

geometric solution. 

 

Overall the GS and GS-WA prove to be a great innovation for bSSFP debanding and general 

signal demodulation of off-resonance dependence.  The technique is robust over all tissue 

types, and thus can be employed for general bSSFP imaging in inhomogeneous fields.  It 

takes little scan time to generate high-fidelity images, even in problematic regions relatively 

close to a high susceptibility implant.  The results also show that there is much room for 

improvement to achieve comprehensive metal artifact correction. 

 

5.3 Algebraic and Geometric-Algebraic Solution for bSSFP Signal Off-Resonance 

Demodulation 

 

An algebraic solution (AS) to bSSFP signal modulation that complements the GS was 

recently discovered.  The uniqueness of the two solutions inspires the development of a 

composite geometric-algebraic solution (GAS) for improved performance.  The error, SNR, 

and overall capabilities of the GAS, GS, AS, GS-WA, and CS are compared.  The relative 

performance of the GS, AS, and GAS as a function of noise and ଵܶ/ ଶܶ ratio is also analyzed.  

The minimal error and robust performance of GAS indicate its suitability as the 

demodulation piece of the bSSFP metal artifact correction puzzle.  

 

5.3.1 Background 
 

Phase cycling in bSSFP effectively samples the signal profile at unique off-resonance values; 

if enough points on the profile are sampled, it should be possible to determine a characteristic 
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demodulated magnetization.  Section 5.2 used geometric intuition to exactly solve for such a  

point with four phase-cycled datasets (117).  This problem may also be viewed from an 

algebraic standpoint.  Since four unique phase-cycled images are sampled, their underlying 

signal may be formulated by four unique equations.  Since there are four parameters in Eq. 

[2.16], it should be possible to solve for any one of them algebraically.   

 

Here we reveal a new method that uses algebra to demodulate bSSFP signal (121).  The AS 

derives the same underlying ܯ signal as the GS, but exhibits unique performance on noisy 

data.  This motivates the weighted averaging of the two solutions for improved SNR.  The 

discovery of a second independent solution to the problem also inspires further efforts to 

reduce the amount of data required for exact bSSFP signal demodulation from off-resonance 

dependence. 

 

5.3.2 Theory 

 

If four complex phase-cycled bSSFP images ܫ௝, where	݆ = 1, 2, 3, and 4, are acquired with 

 ௝ = 0°, 90°, 180°, and 270° respective phase cycling, it is possible to express each image’sߠ∆

signal uniquely using Eq. [2.16]  

ଵܫ ൌ ܯ
1 െ ܽ݁௜ఏ

1 െ ܾ cos ߠ
ଶܫ			 ൌ ܯ

1 ൅ ݅ܽ݁௜ఏ

1 ൅ ܾ sin ߠ
ଷܫ ൌ ܯ

1 ൅ ܽ݁௜ఏ

1 ൅ ܾ cos ߠ
ସܫ ൌ ܯ

1 െ ݅ܽ݁௜ఏ

1 െ ܾ sin ߠ
 [5.9] 

Global phase factors are neglected as discussed in section 2.5.3.  These four equations are 

functions of the four parameters ܯ, ܽ, ܾ, and ߠ, and so the system can be solved for ܯ in 

terms of the known image values ܫଵ, ܫଶ, ܫଷ, and ܫସ  

஺ௌܯ  ൌ
ଶܫଷሺܫଵܫ െ ସሻሺ1ܫ ൅ ݅ሻ ൅ ଵܫସሺܫଶܫ െ ଷሻሺ1ܫ െ ݅ሻ

ଶܫଵܫ െ ସܫଷܫ ൅ ݅ሺܫଶܫଷ െ ସሻܫଵܫ
 [5.10] 

This derivation was verified with Maple™.  An interesting characteristic of the AS is that the 

solution fails when real and imaginary components are swapped.  This contrasts with the GS, 

which is invariant to component swapping, and indicates that the two solutions may be 

independent. 
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Due to the GS’ and AS’ identical underlying base signal and their unique performance on 

noisy data that shall be revealed, corresponding ீܯௌ  and ܯ஺ௌ  pixels may be optimally 

combined.  The GAS is formed from a weighted average of the GS and AS with weights 

determined by their regional image variances ܸீ ௌ and ஺ܸௌ  (121) to yield ீܯ஺ௌ 

஺ௌீܯ  ൌ ௌீܯ ଵܹ ൅ ஺ௌܯ ଶܹ ൌ
஺ܸௌ
ଶ ௌீܯ ൅ ܸீ ௌ

ଶ ஺ௌܯ

஺ܸௌ
ଶ ൅ ܸீ ௌ

ଶ  [5.11] 

ௌீܯ ൌ ஺ௌܯ ൌ ஺ௌீܯ in noiseless scenarios, thus ܯ since ଵܹ ܯ =  ൅ ଶܹ ൌ 1.  Appendix C 

demonstrates that this general formulation yields minimal noise variance in the final image; 

this will also apply to the GAS combination of Eq. [5.11] if the GS and AS noise are 

uncorrelated.   

 

5.3.3 Methods 

 

The continuously varying parameter data from Figure 5.3 was employed for this section.  A 

second “tri-tissue” dataset simulates three tissues with ଵܶ/ ଶܶ  ratios 420/50, 240/70, and 

2400/1400 to emulate liver, fat, and cerebrospinal fluid (24-28) respectively.  These 

correspond to parameter values ܽ = (0.92, 0.94, 0.997), ܾ = (0.31, 0.52, 0.69), and ܯ/ܯ଴ = 

(0.12, 0.20, 0.25), which were simulated in three horizontally separate regions.  Four 

complex datasets phase cycled by ∆180° ,90° ,0° = ߠ, and 270° were computed using Eq. 

[2.16], with ߠ varied from – ߨ2 →  .vertically ߨ2

 

Experimental images were acquired of the CrCoMo/Lego phantom of Figure 5.2, with a liver 

paté and gelatin packet inserted in the side.  The TrueFISP bSSFP acquisition employed ߙ = 

40°, 256/152/176 matrix size and 1.17/1.17/1 mm voxel size along frequency/phase/slice 

directions; remaining parameters were identical to those in the GS section 5.2.5.  

 

Experimental in vivo data involved positioning the CrCoMo implant between the thighs of a 

volunteer, and acquiring bSSFP thigh images with ߙ  = 36°, TR/TE = 4.5/2.25 ms, 

256/192/176 matrix size and 1.09/1.09/2 mm voxel size along frequency/phase/slice 
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directions.  All other parameters matched those from the calf data in section 5.2.5.   

 

The GS, AS, and GAS images of simulated and experimental datasets were computed 

pixelwise.  The GS and AS were first found by inputting complex signal values ܫ௝, their real 

parts ݔ௝, and imaginary parts ݕ௝ with 	݆ = 1, 2, 3, and 4 into Eqs. [5.2] and [5.10], and the 

magnitudes computed.  Image noise was approximated from the differences of the GS and 

AS images and smoothed versions of themselves.  Regional variance of the two noise images 

was calculated using a 5x5 region surrounding the pixel of interest; these values were 

coupled with the GS and AS to find the GAS minimal variance image using Eq. [5.11] for 

each pixel.   

 

Total relative error (TRE) was computed for simulated data with 

where ܫ௥௘௖௢௡  is the reconstructed pixel magnitude, and ܫ௚௢௟ௗ  is the known gold standard 

magnitude that the reconstruction seeks to emulate.  Experimental phantom data performance 

was quantified by the SNR from relatively homogeneous image regions, measured via the 

mean magnitude signal divided by its standard deviation.   

 

The GS, AS, GAS, and CS reconstruction capabilities were also compared.  The TRE was 

calculated as a function of a) variable base image noise and b) variable ଵܶ/ ଶܶ ratio.  A plot of 

TRE as a function of a) variable noise was achieved by calculating the TRE of GS, AS, GAS, 

and CS reconstructions of continuously varying parameter data similar to Figure 5.8, and 

repeating the procedure with variable added bivariate Gaussian noise.  The plot of TRE as a 

function of b) variable ଵܶ/ ଶܶ ratio was achieved by first recognizing that the noisy simulated 

bSSFP data shown in Figure 5.8 was generated using variable ܽ  and ܾ  values, which 

correspond to vertically varying, horizontally constant ଵܶ/ ଶܶ.  The TRE of each row thus 

gives TRE as a function of ଵܶ/ ଶܶ. 

 

 TRE ൌ
ට∑ ,ݔ௥௘௖௢௡ሺܫൣ ሻݕ െ ,ݔ௚௢௟ௗሺܫ| ሻ|൧ݕ

ଶ
௫,௬

∑ ௚௢௟ௗ௫,௬ܫ| ሺݔ, |ሻݕ
 

[5.12] 
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5.3.4 Results: Simulations 

 

Figure 5.8 is a continuation of Figure 5.3, with the new focus on contrasting the GS, AS, and 

GAS.  It depicts a ∆0° = ߠ simulated bSSFP magnitude image with continuously varying ܯ, 

ܽ, ܾ, and ߠ, and GS, AS, and GAS images reconstructed using additional ∆180° ,90° = ߠ, and 

270° images.  All three eliminate banding and signal modulation.  Although the GS and AS 

of noiseless data exactly yield the simulated gold standard ܯ depicted in Figure 5.3c, with 

noise the AS has difficulty in the higher signal/ܾ -value regions.  Regardless, the GAS 

technique ameliorates the regional instabilities of either technique via an optimal 

combination.  

 

 

 
Figure 5.8  Demodulation of continuously varying bSSFP parameter 
simulated data cont’d.  a) ∆ࣂ  = 0° noisy bSSFP magnitude image 
simulated with 0.9 < 0.9999 > ࢇ and an 18π ࣂ-variation horizontally, 0.1 < 
 ૙ < 0.32 throughout.  b) Geometricࡹ/ࡹ > vertically, and 0.036 0.8 > ࢈
solution, c) algebraic solution, and d) weighted geometric-algebraic 
solution of four relatively phase-cycled bSSFP datasets. 
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GS, AS, and GAS regional variance maps for the continuously varying parameter simulation 

of Figure 5.8 are shown in Figure 5.9.  Figure 5.9c accentuates the aforementioned 

difficulties that the AS has in the upper regions of Figure 5.8c.  Figure 5.9d shows white 

pixels where the GAS had less variance than both the GS and the AS, relaying that in 94.6% 

of simulated pixels, the GAS has less variance than both the GS and the AS.   

 

 
Figure 5.9  Variance maps of continuously varying bSSFP 
parameter simulated data.  a) Geometric-algebraic solution, b) 
geometric solution, and c) algebraic solution regional variance 
maps using 5x5 pixel regions in Figure 5.8.  d) 94.6% of pixels 
(white) indicate lower variance in a) than both b) and c). 

 

Figure 5.10 shows all four phase-cycled simulated magnitude and phase images of the “tri-

tissue” simulated data, and the corresponding GS, AS, GAS, GS-WA and CS.  The GS, AS, 

and GAS techniques eliminate signal modulation, and visually the GAS and GS-WA appear 

optimal.  The CS shows evidence of residual banding in the left two “tissue” regions. 
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Figure 5.10  Demodulation of segmented “tri-tissue” bSSFP simulated data.  Noisy bSSFP 
magnitude & phase images phase cycled by ∆ࣂ = a)&e) 0°, b)&f) 90°, c)&g) 180°, and d)&h) 270° 
respectively.  “Tissues” with ࢀ૚/ࢀ૛ = 2400/1400, 240/70, and 420/ 50 are delimited horizontally, 

and ࣂ is varied from – ૛࣊ to ૛࣊ vertically.  i) Gold standard ࡹ image. Reconstructions of a)-h) 
data include the j) geometric solution (GS), k) algebraic solution, l) geometric-algebraic solution, 
m) GS-guided weighted average, and n) complex sum. 

 

Table 5.2 details TRE values measured for the GS, AS, GAS, GS-WA, and CS simulations of 

Figure 5.8 and Figure 5.10.  TRE gold standard reference images are ܯ from Figure 5.3c and 

Figure 5.10i for all but the CS; its gold standard was simulated using 〈ܫ〉 from Eq. [2.24].  No 

TRE measurement for the GS-WA in Figure 5.3e was made, since its regional processing 

creates biased contrast due to unrealistic pixel-to-pixel parameter variations. 

 

The GAS and the GS-WA consistently have low error, with the GAS’ error lower than all 

techniques in two of the three “tri-tissue” regions.  The CS shows that in spite of its residual 

bands, it exhibits similar and often less error than the GS.  The GS in turn typically has less 

error than the AS.  The AS’ high variability in high ܾ, low ଵܶ/ ଶܶ regions of Figure 5.8c and 

Figure 5.9c is verified by the AS’ high TRE in the low ଵܶ/ ଶܶ  = 2400/1400ms tri-tissue 

region.  This implies that in low ଵܶ/ ଶܶ  regions, the AS will contribute little to the GAS 

weighted sum of Eq. [5.11]. 
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Simulation Total Relative Error 

 
Continuous 

Data 

Tri-Tissue Data 

ଵܶ/ ଶܶ [ms] 

420/50 240/70 2400/1400 

GS 0.000329 0.00365 0.00184 0.00120 

AS 0.000421 0.00365 0.00175 0.00138 

GAS 0.000276 0.00302 0.00148 0.00095 

GS-WA N/A 0.00295 0.00155 0.00110 

CS 0.000319 0.00285 0.00155 0.00119 

Table 5.2  Total relative error (TRE) calculations for simulated data 
reconstructions.  Continuous data TRE is calculated from Figure 5.8 and Figure 
5.3, and “tri-tissue” data TRE is calculated from Figure 5.10.  The gold standard 
references are ࡹ from Figure 5.3c and Figure 5.10i respectively, and 〈ࡵ〉 of Eq. 
[2.24] for the complex sum. 

 

5.3.5 Results: Experiments 
 

Figure 5.11 shows all four phase-cycled magnitude and phase images of the 

water/paté/gelatin phantom, and corresponding GS, AS, GAS, GS-WA, and CS image 

reconstructions.  Note that the thin black line in all the magnitude images is the plastic 

holding the gelatin and liver paté.  All images visibly eliminate signal modulation in paté and 

gelatin.  The water region has consistent signal in the GS, GS-WA, and GAS, banding in the 

CS, and noise instability in the AS.   
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Figure 5.11  Demodulation of bSSFP CrCoMo/water/paté/gelatin phantom data.  bSSFP magnitude & 
phase images phase cycled by ∆ࣂ = a)&e) 0°, b)&f) 90°, c)&g) 180°, and d)&h) 270° respectively.  
Reconstructions of the complex data include the i) geometric solution, j) algebraic solution, k) 
geometric-algebraic solution, l) geometric solution-guided weighted average, and m) complex sum. 

 

Table 5.3 shows SNR calculations from the phantom images in Figure 5.11.  The GS, GAS, 

and GS-WA perform well in water, where the CS’ strong banding limits its SNR.  The AS’ 

low relative SNR in water is confirmed, though it marginally outperforms the GS in paté and 

gelatin.  The GAS, GS-WA, and CS all yield relatively high SNR in paté and gelatin. 
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Phantom SNR 

 Water Liver paté Gelatin 

GS 11.0 3.76 7.35 

AS 7.93 3.84 7.49 

GAS 11.1 4.08 7.75 

GS-WA 11.1 4.02 8.11 

CS 9.62 4.12 7.90 

Table 5.3  The phantom signal-to-noise ratio (SNR) of bSSFP 
demodulation techniques  SNR measured from the mean signal divided 
by its standard deviation in a relatively homogeneous region of interest is 
compared for various regions of the Figure 5.11 reconstructions. 

 

Figure 5.12 a-d shows all four phase-cycled magnitude images of the in vivo thigh slice, and 

corresponding GS, AS, GAS, GS-WA, and CS reconstructions.  All images have minimal or 

no banding, except where white arrows in Figure 5.12 h&i indicate residual banding near the 

implant in the GS-WA muscle and in the CS fat respectively.  The AS appears to have 

similar performance to the GS, with slightly less graininess in low signal muscle regions. 
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Figure 5.12  Demodulation of bSSFP in vivo thigh images.  bSSFP magnitude images 
phase cycled by ∆ࣂ = a) 0°, b) 90°, c) 180°, and d) 270° with a nearby CrCoMo hip 
prosthesis.  Reconstructions include the e) geometric solution, f) algebraic solution, g) 
weighted geometric-algebraic solution, h) geometric solution-guided weighted average, 
and i) complex sum.  White arrows indicate residual banding. 

 

5.3.6 Results: Performance Comparisons 

 

TRE vs. variable bSSFP image noise for the GS, AS, GAS, and CS techniques is depicted in 

Figure 5.13a.  The GS, AS, and GAS are fundamentally exact solutions that converge on zero 

error for zero image noise, whereas the CS is only an approximation of the centre-of-mass 〈ܫ〉 
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and is error-prone without noise.  However, at a certain noise level (4-7% noise) the CS 

begins to show comparable results as the AS and GS progressively break down.  All 

techniques display increased error with greater noise; the GS, AS, and GAS show linear 

increases, while the CS increases in a nonlinear fashion as its averaging compounds the 

added noise in quadrature.  The AS is the most sensitive to noise, while the GAS yields the 

least error regardless of noise level. 

 

 
Figure 5.13  Total relative error (TRE) vs. image noise and T1/T2.  The TRE of the geometric 
solution (GS), algebraic solution (AS), geometric-algebraic solution (GAS), and complex sum (CS) 
is compared for a) variable noise and b) T1/T2. 

 

Figure 5.13b depicts the error of the GS, AS, GAS, and CS as the ଵܶ/ ଶܶ ratio is varied.  The 

AS shows very high error when ଵܶ/ ଶܶ < 4, as is evident by its instability in the water of 

Figure 5.11d and in the simulations.  The CS shares this nonlinear increase in error for the 

lower ଵܶ/ ଶܶ signal species, where residual banding is often seen.  Each technique displays a 

general linear increase in TRE for higher ଵܶ/ ଶܶ species due to the correspondingly lower 

signal.  The AS and GS exhibit very similar error for ଵܶ/ ଶܶ > 4, with the AS slightly lower.  

However, The GAS has consistently lower TRE than the GS and the AS.  When ଵܶ/ ଶܶ > ~13, 

the CS has the lowest TRE.  At these low signal species, the basic averaging of the CS proves 

optimal.  
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Table 5.4 summarizes the relative performance of the GS, AS, and GAS in terms of the 

above comparisons, reaffirming that all three techniques solve for the ܯ parameter of Eq. 

[2.17], and that while the GS is invariant to real and imaginary component swapping of the 

original data prior to image reconstruction, the AS breaks down under such a procedure.  The 

GAS is not complex in nature, and thus cannot have its data swapped prior to reconstruction. 

 

 GS AS GAS 

Complex swapping invariance? Yes No N/A 

TRE = 0 for noise = 0? Yes Yes Yes 

TRE vs. base image noise Median Maximum Minimum 

TRE vs. ଵܶ/ ଶܶ ratio Linear Nonlinear Minimum 

Table 5.4  Geometric solution, algebraic solution, and geometric-algebraic solution 
performance comparison.  Techniques are compared in terms of their performance as 
a function of base image noise, ࢀ૚/ࢀ૛ ratio, and complex component swapping. 

 

5.3.7 Discussion 

 

Geometric and algebraic solutions that effectively demodulate bSSFP signal of ߠ-dependence 

for all tested tissue types have been proposed.  Bands are eradicated, and both exactly yield 

 contrast when noiseless simulated data is employed.  However, performance comparisons ܯ

have indicated that they exhibit unique responses to noisy data.  Computing both solutions 

for a given phase-cycled dataset is thus advantageous, as an optimal GAS mixture of the GS 

and AS with minimized noise variance may be identified without additional image 

acquisitions.   

  

The GS shows generally less error than the AS due to several factors.  Contrary to the AS, 

the GS is resilient to real/imaginary component swapping, and is not influenced by noise 

parallel to lines connecting data points with ∆ߠ	 ൌ .ߨ	   In contrast, the AS’ many 

multiplicative operations yield large error propagation for strong signal, as is evident in 

water.   The AS’ very large error in these low ଵܶ/ ଶܶ regions inflates its TRE calculations.  
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Regardless, the AS is very useful in vivo, since most tissue has a relatively high ଵܶ/ ଶܶ ratio 

where the AS performs similarly to if not better than the GS.   

 

Regardless of regional strengths and weaknesses of each technique, the GAS variance-

weighted average yields an optimal variance-minimized combination of the GS and AS.  

Simulations and experimental data show that the GAS images consistently yield the least 

error and greatest SNR, and even approach the performance of the CS in high noise and low 

signal regions where averaging is powerful.  The GS-WA also uses weighted averaging to 

ameliorate solution instabilities, but shows some evidence of difficulty correcting banding 

artifacts close to metals.   

 

The GAS technique improves on the GS and AS, but image reconstructions near metals show 

residual signal loss and overlap.  Other more robust techniques described in section 3.4 may 

thus be more appropriate if signal very close to metals is desired.  Regardless, the GAS is an 

excellent option for imaging in generally inhomogeneous fields for bSSFP applications such 

as angiography and cardiac imaging. 

 

The variance relationship between the GS and AS images and the GAS image is mirrored by 

the resistance relationship between two resistors and their effective resistance in parallel.  

Just as the effective resistance ܴ௘௙௙ is always smaller than either of the component resistors 

ܴଵ or ܴଶ, so the final variance ܸீ ஺ௌ should be less than either component variance ܸீ ௌ or ஺ܸௌ: 

 ܴ௘௙௙ ൌ
ܴଵܴଶ
ܴଵ ൅ ܴଶ

→ ܸீ ஺ௌ
ଶ ൌ

ܸீ ௌ
ଶ

஺ܸௌ
ଶ

ܸீ ௌ
ଶ ൅ ஺ܸௌ

ଶ  [5.13] 

However, the efficiency by which GAS minimizes variance depends upon the component 

images having identical base signal with uncorrelated noise.  While performance 

comparisons, image and variance analysis and noise covariance calculations indicate that the 

component images have uncorrelated noise, a thorough statistical analysis is necessary for 

verification. 
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The use of regional signal variance calculations to estimate noise in images is contentious.  

The estimation of signal noise from the difference of an image and a smoothed version of 

itself is only an approximation of true signal noise.  Additionally, variance measurements at 

tissue edges can be spuriously high.  However, no pronounced edge errors are observed in 

GAS images.  Since both the GS and AS generate the same base signal, a miscalculation of 

their noise values will only generate slightly higher noise content in a few GAS edge pixels 

that is difficult to observe.   

 

Image fidelity was compared using the TRE from a gold standard for simulated data, and 

SNR from a region with consistent signal for experimental data.  TRE is only possible in 

instances when a gold standard image is known, and includes all image artifacts such as 

noise, banding, and general signal modulation.  Experimental SNR calculations do not 

properly assess gradual signal modulation.  This is not a problem for GS, AS, and GAS 

reconstructions that have mostly noise error, but can cause CS SNR measurements to be 

misleading.   

 

The GAS forms a robust method for bSSFP signal demodulation near metals and in generally 

inhomogeneous fields.  It is comprised of the best of the GS and AS, and exhibits minimal 

error over all tested parameter variations.  Additionally, the relative uniqueness of the GS and 

AS inspires further data reduction.  The take-home message is that the GAS represents the 

chosen signal demodulation component for the proposed bSSFP metal artifact correction 

solution. 

 

5.4 Shimming bSSFP for Signal Loss Recovery  

 

Here a method is proposed to address signal loss stemming from metals in bSSFP imaging.  

A description of the biphasic signal cancellation mechanism is given, followed by a 

demonstration of how it may be countered to promote signal recovery.  The imaging gradient 

is used to compensate strong field inhomogeneity through shimming, recovering heavily 

banded signal very close to a metal implant.  This banding is ameliorated by a CS 

combination of two shimmed images that are relatively phase cycled.  When the shimmed CS 
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is combined with a standard GS-WA demodulated image, more thorough bSSFP metal 

artifact correction in only moderately increased scan time may be realized.    

 

5.4.1 Background 

  

Some observations on signal loss may be made for selective excitation of an imaging block.  

Since Maxwell’s equations require that the magnetic field and spin frequency distribution is 

continuous and differentiable, signal loss via displacements can only occur if there is also 

signal loss at the periphery of the block, or if signal overlap occurs within the block.  Often 

neither feature is evident in 3D bSSFP, indicating that only intravoxel signal cancellation can 

be responsible for signal loss.   

 

As discussed in section 3.3.3, intravoxel signal cancellation in bSSFP imaging near metals 

arises predominately from biphasic cancellation, in contrast with the general ଶܶ
∗ dephasing 

experienced by other GRE sequences. The biphasic bSSFP frequency response phase profile 

shown in Figure 2.10b consists of predominately two phase values separated by ߨ.  If the 

field inhomogeneity changes in such a radical fashion that a considerable fraction of the 

frequency response profile exists within a single voxel, the opposed phase spins can yield 

signal cancellation in the corresponding complex averaged pixel signal. 

 

Figure 5.14 demonstrates this partial volume effect.  It shows full and zoomed-in regions of 

bSSFP magnitude and phase images of the CrCoMo/Lego phantom introduced in Figure 5.2.  

The dark signal loss areas of the magnitude zoom correspond to regions in the phase zoom 

where the phase alternates at each contiguous pixel.  This implies that each pixel 

encompasses at least one-half of the period of the frequency response profile; it is here that 

biphasic signal cancellation should, and does, begin to occur.  
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Figure 5.14  Biphasic signal cancellation in the CrCoMo/Lego phantom.  a) bSSFP magnitude image 
and a b) zoom-in of the edge of its signal loss region. c) Zoom-in of the edge of the signal loss region of 
a d) bSSFP phase image. 

 

If biphasic signal cancellation is responsible for signal loss in bSSFP images, the larger range 

of off-resonant frequencies in larger pixels should yield signal loss at lower local field 

inhomogeneities.  The 256x152 matrix-size complex data of Figure 5.14 was reduced to half-

resolution by complex averaging 2x2 pixel groups, yielding the 128x76 matrix size 

magnitude and phase images of Figure 5.15.  The zoomed magnitude image shows more 

signal loss in the relatively homogeneous fields located further from the metal, where phase 

values now alternate in the larger contiguous pixels. 
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Figure 5.15  Biphasic signal cancellation in a low resolution phantom image.  Complex bSSFP data shown 
in Figure 5.14 is rebinned from 256x152 matrix size to 128x76 matrix size by averaging 2x2 pixel groups.  
a) Magnitude, b) zoomed magnitude, c) zoomed phase, and d) phase is shown at half resolution. 

 

The goal is to minimize the range of off-resonant frequencies within a pixel to avoid biphasic 

signal cancellation.  This may be achieved by increasing the spatial resolution for a given 

FOV.  However, higher spatial resolution requires larger gradients, which may be difficult to 

implement when bSSFP gradient strength is already maximized.  The other option is to 

minimize a voxel’s range of off-resonant spin frequencies by reducing the field variation.   

 

Here imaging gradients apply first order shims to manually compensate strong field 

variations.  Since recovered signal often has strong banding, ∆ߠ ൌ 0° & 180° phase-cycled 

images are acquired of the same shim for subsequent combination and band suppression.  

This process should be repeated with various shimming orientations to account for the 3D 

nature of the magnetic field inhomogeneity.  These acquisitions will lose signal in on-

resonant regions, and so a regular GS-WA application is also executed.  When all necessary 

images are acquired, they are combined to yield a bSSFP combination image with recovered 

signal loss. 
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5.4.2 Methods and Results 

 

The CrCoMo/Lego phantom was imaged on the Siemens 1.5T scanner with a TrueFISP 

bSSFP sequence employing 40° = ߙ, TR/TE = 4.2/2.1 ms, ܤ ோܹை = 143 kHz, 256/168/176 

matrix size, and 1.17/1.17/1 mm voxel size along frequency/phase/slice directions.  Four 

unshimmed datasets with ∆180° ,90° ,0° = ߠ, and 270° respective phase cycling and two –  ݔ

shimmed datasets with ∆180° & 0° = ߠ respective phase cycling were acquired.  Both pulse 

sequence timing diagrams are depicted in Figure 5.16.  The added – ݔ  shim gradient is 

indicated in red, and other potential orientations for shims are indicated by dotted lines.   

 

 
Figure 5.16  bSSFP pulse sequence timing diagrams with and without shim gradients.  a) Regular 

unshimmed bSSFP pulse sequence, and b) gradient-shimmed bSSFP sequence with a – ࢞  shim 
indicated in red.  Other potential shim gradients are indicated by dotted lines. 

 

 magnitude images of the shimmed and unshimmed datasets are shown in Figure 5.17 0° = ߠ∆

a&c respectively.  The CS of the two shimmed datasets was computed and is shown in 

Figure 5.17b, and the GS-WA of the four unshimmed datasets was computed and is shown in 

Figure 5.17d.  Finally, the maximum intensity of the –  shimmed CS and the GS-WA was ݔ

computed and is shown in Figure 5.17e.  It is apparent that gradient shimming can recover 

bSSFP biphasic signal loss. 
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Figure 5.17  Shimming bSSFP for signal loss recovery in the CrCoMo/Lego phantom.  a) ∆0 = ࣂ°,  –  ࢞

shim bSSFP magnitude image, b) complex sum of ∆180 & °0 = ࣂ° –  bSSFP °0 = ࣂ∆ (shim images, c ࢞
regular magnitude image, and d) geometric solution-guided weighted average of four phase-cycled 
regular images.  e) Maximum intensity of b) and d) yields a composite image with some signal recovered. 

 

5.4.3 Discussion 

 

The diagnostic viability of bSSFP gradient shimming for signal loss recovery near metals 

depends on optimizing spatial shim orientations, shim strengths, and phase cycles to achieve 

maximum signal recovery in minimal scan time.  An optimized sample-independent 

relationship between shim orientations and phase cycles should be developed.  Calculations 

of the local susceptibility effect can indicate the necessary shim strength.  Finally, the 

sparsity of the recovered signal can be exploited using subsampling techniques such as 

compressed sensing (122,123) to minimize the shimmed data scan time. 

 

The shimming method described has some similarities with MAVRIC technique described in 

section 3.4.7.  While MAVRIC attempts to adjust the excitation frequency in order to track 

perturbed precession frequencies near metals, this procedure attempts to bring those 

perturbed precession frequencies in range of the excitation frequency with shims.  Each 

technique requires a predetermined estimate of the off-resonant frequency range in order to 

maximize recovered signal.  They also both combine a series of images with potentially 

overlapping signal, and thus may suffer from image combination artifacts.  An advantage that 

MAVRIC has over shimming is that it is non-selective, and so its excitations have no 

concerns regarding spatial orientation. 
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Another similarity between MAVRIC and shimming is that both procedures cause previously 

on-resonant regions distant from a metal to become off-resonant, through excitation 

frequency offsets and shimming respectively.  Both techniques thus require the acquisition of 

on-resonant images; here the GS-WA was computed from four unshimmed relatively phase-

cycled images.  A final corrected image was generated by combining the shimmed and 

unshimmed images. 

 

The CS proved optimal for combination of the heavily banded shimmed images, where exact 

demodulation techniques have difficulty.  Unfortunately, combining the CS of the shimmed 

data and the GS-WA of the unshimmed data yields some slight artifacts due to their different 

contrast.  Regardless, more serious image combination artifacts will arise from the 

combination of variably oriented shims with overlapping signal. 

 

This section demonstrated that it is possible to recover signal loss close to metals with bSSFP 

imaging.  However, signal loss artifact correction comes at the cost of moderate increases in 

scan time.  Optimization of the shimmed data acquisition will be necessary when devising a 

final solution that can compare to techniques such as MAVRIC and SEMAC.  When 

combined with a signal demodulation technique such as GAS or GS-WA, the shimming 

method introduces an important step towards comprehensive metal artifact correction near 

metals with bSSFP imaging.  

  

5.5 Using bSSFP Signal Ellipse Phase for Distortion Correction  

 

Although bSSFP imaging shows minimal signs of distortion, some is evident in regions of 

high field inhomogeneity, as may be seen near the implant in Figure 5.17.  Here a distortion 

correction technique is proposed that does not cost additional scan time.  The idea is 

described, a proof of concept is demonstrated, and the viability of this supplementary 

technique is discussed. 
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5.5.1 Background 
 

Distortion correction was demonstrated in section 4.1 to be possible via the generation of a 

phase evolution map that correlates with signal displacement.  Unfortunately, the 

demodulation techniques described in this chapter are sensitive to phase alteration due to the 

requirement of predictable phase cycling.   

 

However, there is a phase image that may provide the solution.  Recall from section 2.5.3 

that the bSSFP signal ellipse is rotated by an angle ߮ ൌ -according to the evolved off 2/ߠ

resonant phase from ݐ	 ൌ 	0	 →	 TE.  The GS discussed in section 5.2 locates a characteristic 

point ܯ in the bSSFP signal ellipse, meaning that the GS phase tracks the ellipse phase ߮ 

and directly reflects off-resonance.  Contrary to the biphasic character of bSSFP signal, the 

GS has continuous phase.   

 

Similar to PLACE phase images, the GS/ellipse phase ߮ may be used to remap distortion.  

Since Eq. [2.15] informs on the accumulated elliptical phase ߮ ൌ ∆߱ ∙ TE, and the frequency 

off-resonance ∆߱ leads to a FE pixel shift of ∆ݔ௣௜௫ ൌ ∆߱ ∙ ௫ܰ/ܤ ோܹை, 

௣௜௫ݔ∆  ൌ
߮ ∙ ௫ܰ

ߨ2 ∙ TE ∙ ܤ ோܹை
 [5.14] 

The additional factor of 2ߨ accounts for the expression of ܤ ோܹை in [Hz]. 

 

5.5.2 Methods and Results 
 

Figure 5.18 demonstrates GS magnitude and phase images of the CrCoMo/Lego phantom 

acquired identically to section 5.2.5 except with 40° = ߙ and a 256/152/60 matrix size.  It 

shows that the strong field inhomogeneity near the implant results in wrapping of the GS 

phase. 
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Figure 5.18  Geometric solution a) magnitude and b) 
phase of the CrCoMo/Lego phantom. 

 

Figure 5.19 a&b show the GS phase and its unwrapped form using MATLAB’s (The 

MathWorks, Natick, MA) “unwrap” algorithm for a region near the head of the implant 

depicted in Figure 5.18.  The unwrapped phase was input into Eq. [5.14] to generate a 

displacement map.  This map could then be used in a manner similar to PLACE and the other 

inhomogeneity mapping techniques described in sections 3.4.2 and 4.1.4.   

 

Pixels in an expanded and slightly distorted GS magnitude map were mapped to their true 

locations with an expanded and smoothed displacement map.  Data was rebinned to generate 

the GS demodulated image without distortion shown in Figure 5.19d; white arrows indicate 

the FE direction of distortion, and the regions of the polyethylene mesh that best demonstrate 

the distortion correction. 
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Figure 5.19  Ellipse phase distortion correction in the CrCoMo/Lego phantom. 
a) Geometric solution (GS) phase, b) MATLAB unwrapped GS phase, c) GS 
magnitude map, and d) remapped magnitude signal of c) using b) reduced FOV 
images of the prosthesis.  Additional white arrows indicate distortion regions. 

 

It is interesting to note that the lack of an accurate phase reference did not visibly deter the 

above correction.  A zero phase reference was set distant to the implant; this might be 

expected to result in phase offset error and subsequently uncorrected distortion.  However, 

the distortion appears corrected.  The likely reason for this is that the accumulated phase in 

the region near the implant where distortions occur greatly exceeds the maximum offset 

error.  Thus a relative measure of accumulated phase may be sufficient for correction. 

 

Figure 5.19 demonstrates that the GS phase can achieve good distortion correction for bSSFP 

imaging near metals.  No further data is required, aside from the four images acquired for 

signal demodulation.  Unfortunately, the procedure required tweaking and manual adjustment 

of the phase unwrapping algorithm for optimal performance, which is not ideal for 
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procedural automation.  Regardless, this method indicates that residual in-plane distortions in 

bSSFP images near metals can be corrected at no added scan time cost. 

   

5.6 Imaging Near Metals with bSSFP Discussion 

 

This chapter validates bSSFP’s utility for imaging near metals, and demonstrates that it offers 

flexibility in the balance of scan time and image fidelity.  For very fast imaging with 

accuracy in all regions save for immediately next to the implant, GAS image demodulation 

requires only four relatively RF phase-cycled images.  Any residual distortion can be 

corrected using the GS phase without excess data acquisition.  If signal closer to metals is 

desired, additional shimmed images may be acquired to compensate field inhomogeneity and 

recover lost signal, at the cost of increased scan time.  

 

However, there are several non-inhomogeneity artifacts that should be considered when the 

aforementioned bSSFP techniques are employed.  Dark flow artifacts arise if spins move 

through inhomogeneous fields that disturb their steady state, and then cross through signal 

null regions (106,124).  The discrete and powerful PE gradients can induce eddy currents in 

metals and subsequent error in the RF pulse phase (125,126).  Motion during multiple phase-

cycled sequential acquisitions can cause unpredictability in component images (115,127).  

All of these mechanisms can muddle the described signal demodulation schemes, their 

corresponding debanding capabilities, and even yield oscillating steady states (128,129). 

 

Additionally, biphasic intravoxel signal loss artifacts are not the only partial volume artifacts 

from which bSSFP suffers.  Multiple intravoxel substructures such as lipids, proteins, iron 

carriers, and molecules of variable magnetic susceptibility can lead to further signal 

cancellation and profile asymmetry (20,130,131).  While studies here have not indicated that 

this may be a problem, it is conceivable that the proposed signal demodulation techniques 

will have trouble in complicated tissue environments. 

  

The described bSSFP artifact corrections may also be altered to accommodate contrast 

variation and reductions in scan time. This chapter outlined bSSFP demodulation techniques 
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that achieve ܯ contrast as defined in Eq. [2.17], which is unique relative to SE and even 

standard bSSFP contrast.  Other characteristic bSSFP signal points such as the centre-of-

mass 〈ܫ〉 could offer just as suitable signal demodulation, were it possible to calculate them 

exactly.  As mentioned earlier, magnetization preparation can also be employed to enhance 

contrast.  Scan time reduction is also feasible using parallel imaging (132,133), compressed 

sensing (122,123), or other methods such as the partial Fourier technique introduced next 

chapter. 

 

The proposed work is at present unable to generate images with as comprehensive artifact 

correction as techniques such as MAVRIC, SEMAC, and SPI.  However, there are signs that 

with further development a very efficient method can be generated which yields comparable 

correction capabilities.  If the sequence is optimized temporally, it may prove useful for time-

sensitive imaging near metals, such as for image-guided surgery.  At present, the proposed 

bSSFP methods can be of value in bSSFP applications such as angiography and cardiac 

imaging when the magnetic field is inhomogeneous. 

 

5.7 Summary  

 

The results of this chapter indicate that bSSFP may soon generate diagnostically viable 

images near metals with both speed and flexibility.  Complete signal demodulation and 

debanding was achieved in two unique ways.  This inspired a higher performance composite 

solution that easily surpasses the intermittently successful multi-acquisitions methods listed 

in section 3.4.10.  Additionally, corrections of residual distortion using GS phase data did not 

require additional acquisitions, and with further scans signal loss was recovered through field 

inhomogeneity compensation.  This procedure may be customized to balance artifact 

correction and scan time requirements, indicating the utility of employing bSSFP imaging 

near metals. 
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Chapter  6: Reducing Scan Time of bSSFP Signal Off-Resonance 

Demodulation 

 

The existence of two independent four-image solutions to bSSFP signal modulation indicates 

inherent solution redundancy.  This inspires demodulation efforts using less data, which 

would be advantageous for time constrained procedures such as dynamic and motion-

sensitive imaging.  Two techniques are demonstrated that exploit the fact that two relatively 

phase-cycled bSSFP images can yield a linear solution; one method shows that a low 

resolution GS is sufficient to guide a weighted solution, and the other method indicates that a 

two image algebraic solution can achieve respectable debanding. 

 

6.1 Geometric XS-Guided Solution for Reduced-Time Demodulation 

 

This section introduces the first reduced scan time bSSFP demodulation technique, 

essentially a scaled down version of the GS-WA.  A downsampled GS is computed to guide 

a linear weighted average of two full datasets for both simulated and experimental scenarios.  

The degree of downsampling is varied to determine the optimal data reduction factor that 

does not significantly sacrifice demodulation capabilities.  Conclusions are made on the 

relative performance and clinical viability of the scan time reduction technique. 

 

6.1.1 Background 

 

Section 5.2.2 explained that the demodulated solution ܯ is a weighted average of complex 

pixel values from two images relatively phase cycled by ∆180° = ߠ.  The GS-WA weights 

were found in section 5.2.3 by analytically minimizing the regional differential energy (ܧ) of 

such a weighted average from the four image GS.  This begs the question: since the solution 

is confined to a single line in the complex plane, is it absolutely necessary to acquire the full 

four image GS to guide the solution?  Here a downsampled GS is employed as a guide to 

limit the total acquisition to two full and two partial datasets, dubbed the XGS cross-guided-

solution (134).   
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6.1.2 Methods    
 

The simulated data from Figure 5.10 and a peripheral slice from the CrCoMo/Lego phantom 

dataset of Figure 5.4 were employed for these tests.  Figure 6.1 shows the workflow for both 

simulated and experimental data.  Four datasets with ∆180° ,90° ,0° = ߠ, and 270° respective 

phase cycling are truncated in k-space to retain only the central phase encoded data.  Ringing 

artifacts due to the subsequent k-space discontinuity are suppressed by low-pass filtering 

with a 1D MATLAB Hamming window extending across the retained k-space phase 

encodes.  This data is zero padded and then inverse Fourier transformed.  The output low 

resolution data is input pixel-by-pixel into Eq. [5.2] to generate a low resolution GS.  

 

 
Figure 6.1  Workflow for the XS-guided solution (XGS).  Four phase-cycled datasets are 
subsampled, inverse Fourier transformed, and a low resolution geometric solution (GS) computed 
in blue.  A weighted average ࢝ࡵ of two full datasets is detailed in red.  Weights ࢝ are calculated by 
regionally minimizing the complex deviation from the low resolution GS. 
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The machinery of section 5.2.3 was executed to compute the pixel-by-pixel demodulated 

weighted average of two full ∆180° & 0° = ߠ images.  With a square region of 5x5 pixels, the 

low resolution GS guided the ܧ minimization to determine the proper weight ݓ for a central 

pixel via Eq. [5.7], and the solution image pixel was formed by inputting the weights into Eq. 

[5.3].  This was iterated for all pixels to generate the final image. 

 

Variable amounts of GS downsampling were tested, and for each linear weighted solution 

image the TRE from Eq. [5.12] was computed from the gold standard ܫ௚௢௟ௗ, which is the 

known value ܯ for simulated data and the full GS for experimental phantom data.  Several 

CS images were generated for comparison: CSேୀଶ  with ∆ߠ  = 0°/180°, CSேୀଷ  with ∆ߠ  = 

0°/120°/240°, and CSேୀସ with ∆270°/180°/90°/0° = ߠ; their ܫ௚௢௟ௗ for simulated data is given 

by the centre-of-mass 〈ܫ〉 defined in Eq. [2.24], equivalent to CSேୀஶ. 

 

6.1.3 Results 

 

Figure 6.2 and Figure 6.3 depict one full ∆0° = ߠ bSSFP magnitude image, the CSேୀଷ, and 

the XGS using 25% GS k-space coverage for simulated and phantom data respectively. 

Using only 2+1/4+1/4 = 2.5 datasets, the XGS significantly diminishes signal modulation 

and bands relative to the CSேୀଷ.  However, slight evidence of banding remains. 
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Figure 6.2  XS-guided solution (XGS) of “tri-tissue” bSSFP simulated data.  
“Tissues” with ࢀ૚/ࢀ૛ = 2400/1400, 240/70, and 420/ 50 are delimited horizontally, 

and ࣂ is varied from – ૛࣊ to ૛࣊ vertically. a) ∆0 = ࣂ° bSSFP magnitude image, b) 
 .complex sum, and c) XGS guided by 25% XS k-space coverage 3=ࡺ

 

 
Figure 6.3  XS-guided solution (XGS) of bSSFP CrCoMo/Lego phantom 
data.  a) ∆0 = ࣂ° bSSFP magnitude image from peripheral water region, b) 
 .complex sum, and c) XGS guided by 25% XS k-space coverage 3=ࡺ
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Figure 6.4 plots the TRE of the XGS vs. the subsampled GS k-space coverage for a) 

simulated and b) phantom data.  The CSேୀଶ, CSேୀଷ, and CSேୀସ error values are plotted at 

comparable scan times for the simulated data; since the XGS consists of two full scans plus 

two low resolution scans, 0% coverage ൎ ܰ = 2 scans, 50% coverage ൎ ܰ	= 3 scans, and 

100% coverage ൎ ܰ = 4 scans.  Both plots show that only 25% of k-space (~2.5 scans) is 

needed for the GS to guide the XGS to minimal deviation from the gold standard relative to 

any CS method.  

 

 
Figure 6.4  XS-guided solution (XGS) total relative error (TRE) curves for varied geometric 
cross-solution k-space coverage.  a) Simulated data includes complex sum (CS) values with equal 
scan time requirements, and b) phantom data similar to Figure 6.2 and Figure 6.3 respectively. 

 

6.1.4 Discussion  

 

Only ~25% of two of the four datasets used in the XGS is needed to achieve marginally 

increased error relative to a full four image GS; that is, only ~2.5 images are needed for 

almost complete signal demodulation.  The CS in contrast experiences a considerable 

increase in error as the number of datasets is reduced.  This represents an excellent 

opportunity for accelerated bSSFP band correction. 

 

However, the error analysis used to make these observations has limitations.  Both the “tri-

tissue” simulated data and the water phantom employed in constructing the error curves have 

spatially consistent signal intensity; it is possible that rapid spatial variations in tissue type 
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and signal intensity would be poorly reflected by the low resolution GS, yielding increased 

reconstruction error.  Additionally, error calculations could not be made for the CS of 

experimental data, as CS error requires knowledge of the gold standard CSேୀஶ , and an 

infinite number of experimental images are difficult to acquire!  However, an error 

calculation may still be made for the XGS of experimental data.  Since the XGS seeks to 

emulate the full GS, the full GS represents a suitable gold standard. 

 

While the XGS technique essentially only requires 2.5 datasets in order to achieve good 

banding correction, they come in the form of two full and two partial datasets.  Thus four 

separate datasets must be sequentially acquired, which may pose difficulties for motion-

sensitive imaging.   

 

In conclusion, the XGS provides an excellent opportunity for reducing scan time without 

sacrificing significant bSSFP signal demodulation capabilities.  The requirement to acquire 

four separate datasets may not be optimal for some motion-sensitive applications, but the 

technique provides a resourceful tool with surprisingly high performance results. 

 

6.2 Algebraically Weighted Solution for Reduced-Time Demodulation 

 

A two image algebraic solution for bSSFP signal demodulation near metals is presented to 

satisfy very fast imaging requirements.  A ߠ-independent algebraic solution (AS2) is derived 

from two images with ∆ߠ  = 0° & 180° respective phase cycling, and a second pass 

algebraically weighted solution (AWS) is then computed.  The AWS is compared with a 

CSேୀଶ of the same data, and its merits and drawbacks are discussed. 

 

6.2.1 Theory 

 

The AWS lacks the insensitivity to global rotation of the bSSFP signal ellipse exhibited by 

the other described demodulation solutions, and so the 	exp	ሺെ݅ ∙ ߠ 2⁄ ሻ term in Eq. [2.16] 

must be retained in the base signal expressions.  The exp	ሺെTE ଶܶ⁄ ሻ dephasing term may still 
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be ignored as it only diminishes all signal components by an amount independent of the ߠ 

off-resonance value.  Eq. [2.16] may be expressed as 

ߠሺܫ  ൅ ሻߠ∆ ൌ ܯ
1 െ ܽ݁௜ሺఏା∆ఏሻ

1 െ ܾ cosሺߠ ൅ ሻߠ∆
݁ି௜

ఏ
ଶ  [6.1] 

If two phase-cycled complex bSSFP signal equations are given by ܫଵ ൌ ሺߠሻ and ܫଶ ൌ ሺߠ ൅  ሻߨ

ܫ 
మ
భ ൌ ܯ

1 ∓ ܽ݁௜ఏ

1 ∓ ܾ cos ߠ
݁ି௜

ఏ
ଶ [6.2] 

Expressing Eq. [6.2] in real and imaginary components yields 

 

ଵݔ ൌ
ሺ1ܯ െ ܽሻ cos 2ߠ
1 െ ܾ cos ߠ

ଵݕ																				 ൌ
ሺ1ܯ ൅ ܽሻ sin 2ߠ
1 െ ܾ ݏ݋ܿ ߠ

 

ଶݔ ൌ
ሺ1ܯ ൅ ܽሻ cos 2ߠ
1 ൅ ܾ cos ߠ

ଶݕ ൌ
ሺ1ܯ െ ܽሻ sin 2ߠ
1 െ ܾ cos ߠ

 

[6.3] 

Equation [6.3] lists four unique equations in terms of the four parameters ܯ, ܽ, ܾ, and ߠ, and 

thus represents a solvable system.  The AS2 was found by solving for the ߠ-independent 

magnetization parameter ܯ in terms of ݔଵ, ݔଶ, ݕଵ, and ݕଶ using Maple™ 

 

ܯ
మ
భ ൌ

ඥݔଵݔଶ൅ݕଵݕଶ൫ݔଶݕଵ ൅ ඥݔଵݔଶݕଵݕଶ൯

േ൫ݕଵ√ݔଵݔଶ ൅ ଶ൯ݕଵݕଶඥݔ
 

ܯ	
ర
య ൌ

ඥݔଵݔଶ൅ݕଵݕଶ൫ݔଶݕଵ െ ඥݔଵݔଶݕଵݕଶ൯

േ൫ݕଵ√ݔଵݔଶ െ ଶ൯ݕଵݕଶඥݔ
 

[6.4] 

There are four solutions for ܯ, although as shall be discussed, only one is correct for any 

given image pixel.  
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6.2.2 Methods 

 

The solution was applied to two simulated and two MR phantom images with ∆ߠଵ/ଶ  = 

-and TR/TE = 4.2/2.1 ms.  Noisy simulated data is identical to the “tri ,40° =	ߙ ,180°/0°

tissue” data visualized in Figure 5.10.  Experimental phantom data was identical to the 

dataset acquired from the CrCoMo/Lego/paté/gelatin/water phantom of section 5.3, except a 

more peripheral slice within the Lego was chosen for this particular study.   

 

It was necessary to correct for spatial drift and offset due to the phase sensitivity of the AS2.  

A flattened phase map was first generated by doubling the phase of the original biphasic 

images.  An approximation of the phase offset and drift was made, and this was compensated 

in the original images.  The result was that the two images had phase values of (0,π) and 

(±π/2) respectively, which aided in overall solution performance. 

 

Data was processed pixel-by-pixel: image real parts ݔଵ/ଶ and imaginary parts ݕଵ/ଶ were input 

into Eq. [6.4] to yield four AS2 solution images.  The four images were then sifted for 

feasibility: on a pixel-by-pixel basis, the positive AS2 value that did not exceed the 

magnitude of both of the two input image pixels was chosen for the sifted AS2.  A MATLAB 

golden section numerical minimization of the regional least squares residual between a 

weighted average of the original data and the sifted AS2 yielded the AWS.   

 

TRE from Eq. [5.12] was calculated for the simulated data: for the AWS, the gold standard 

was the known ܯ data in Figure 5.10i, and for the CSேୀଶ, the gold standard was the CSேୀஶ 

of Eq. [2.24]. 

 

6.2.3 Results and Discussion 

 

Figure 6.5 depicts the ∆0° = ߠ simulated image magnitude, the AS2, sifted AS2, AWS, and 

CSேୀଶ.  The CSேୀଶ has residual bands in all three “tissues”, while the AWS only has bands in 

the leftmost “tissue”.  TRE values are listed in red, indicating that the AWS has consistently 

less deviation from the gold standard than the CSேୀଶ for each “tissue” tested. 
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Figure 6.5  Algebraic weighted solution (AWS) of segmented “tri-tissue” bSSFP simulated data.   
૛ࢀ/૚ࢀ  = 2400/1400, 240/70, and 420/ 50 “tissue” regions are delimited horizontally, and ࣂ is 

varied from – ૛࣊  to ૛࣊  vertically.  a) ∆ࣂ  = 0° magnitude image, b) AS2 algebraic solutions 
  .complex sum 2=ࡺ  (images, c) sifted AS2, d) AWS, and e °180 & °0 = ࣂ∆ ૝ ofࡹ/૜ࡹ/૛ࡹ/૚ࡹ
Total relative error values are given in red. 

 

Figure 6.6 shows the ∆0° = ߠ bSSFP phantom magnitude image, the AS2, AWS, and CSேୀଶ.  

While the AWS shows considerable band reduction relative to the CSேୀଶ, it still suffers from 

some residual signal modulation in both simulated and phantom images. 
 

 
Figure 6.6  Algebraic weighted solution (AWS) of bSSFP CrCoMo/Lego phantom data.  a) ∆ࣂ = 
0° magnitude image, b) AS2 algebraic solutions ࡹ૚/ࡹ૛/ࡹ૜/ࡹ૝ of  ∆180 & °0 = ࣂ° images, c) 
AWS, and d) 2=ࡺ complex sum. 
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The AWS represents a two image solution to the bSSFP banding problem.  It has improved 

performance relative to the CSேୀଶ, and represents a valuable possibility for bSSFP imaging 

in inhomogeneous fields when imaging time must be constrained.  This can be a viable 

option for imaging in motion-sensitive scenarios. 

 

However, the AWS has residual banding, and requires phase correction, sifting of the AS2 

four-part solution, and post-processing via a regional numerical optimization routine for 

predictable ߠ-demodulation.  It is thus conceivable that other two image solutions such as a 

CS-guided or MI-guided weighted average could usurp this technique’s performance and 

reliability.  Alternatively, an exact three image solution may prove to be the best use of 

research and imaging time.   

 

In conclusion, the AWS provides respectable two-image signal demodulation that may be 

desirable for certain time-sensitive clinical scenarios involving motion.  However, there may 

be more optimal two or three image methods of bSSFP signal demodulation that can be 

devised. 

 

6.3 Summary 

 

The inherent redundancy of two independent four image solutions to the bSSFP signal 

modulation problem inspired efforts using less data.  Two techniques were developed that 

exploited the fact that two relatively phase-cycled bSSFP images can yield a linear weighted 

solution to achieve demodulation with reduced data.  These techniques could be useful for 

very time-sensitive procedures such as imaging in regions with motion.  However, better 

techniques may be on the horizon, including exact methods requiring less data, parallel 

imaging (132,133) schemes, and compressed sensing (122,123) applications. 
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Chapter  7: Conclusion 

 

The purpose of this study was to develop methods of imaging near metals in clinically 

feasible scan times.  The bSSFP technique was discovered to be an efficient, high-fidelity 

method of imaging in inhomogeneous magnetic fields with unique contrast.  Off-resonance 

banding artifacts and general signal modulation were eliminated with two unique methods.  

Performance improvements that employ linear averaging and variance-weighted 

combinations were proposed.  A technique for signal loss recovery was developed for 

resolving biphasic intravoxel signal cancellation using shim gradients; maturation of this 

technique will facilitate bSSFP imaging in regions proximal to metals.  A method inspired by 

previously developed techniques for distortion elimination in spin-echo images was 

developed for correction of remnant bSSFP distortion artifacts.  Finally, two scan time 

minimization methods were formulated to reduce the amount of data required for bSSFP 

signal demodulation. 

 

Imaging near metals in MRI has seen a large amount of research in recent years; many 

techniques offer near-comprehensive artifact correction, while others attempt to make 

corrections in short scan time, but to date none can boast to do both.  Here an optimal balance 

of artifact correction and scan time parsimony is possible, and further improvements could 

facilitate time-constrained imaging applications such as dynamic or motion-sensitive imaging 

near metals.  The use of bSSFP also offers unique contrast, which can be desirable in 

instances where clinicians desire ଵܶ/ ଶܶ ratio differentiation. 

 

The proposed metal artifact correction techniques have some drawbacks.  Spin-echo contrast 

is often more clinically desirable than bSSFP contrast.  Phase-cycled bSSFP images must be 

sequentially acquired, which can create problems if there is motion.  The proposed signal 

recovery procedure requires prediction of the field inhomogeneity prior to determination of 

shim gradient strength, and scan time sacrifices are necessary to recover signal loss.  Finally, 

the residual distortion correction employs phase unwrapping for successful application, 

which is undesirable.   
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7.1 Future Work 

 

There is thus still much work needed to bring bSSFP imaging near metals to full maturity.  

The efforts can be categorized in terms of scan time reduction and metal artifact reduction.   

 

7.1.1 Scan Time Reduction 

 

The existence of two unique and exact four-image solutions to bSSFP banding indicates 

redundancy.  This has inspired the search for techniques using less than four datasets.  This 

study discussed two possible methods, but optimally an exact solution using two or three 

datasets can be developed.  Efforts to interleave steady state datasets are also gaining traction 

(135); this could help reduce scan time and alleviate motion artifacts associated with 

sequential acquisitions.  Other efforts to reduce required data for corrections may include 

more sophisticated subsampling and post-processing methods. 

 

7.1.2 Comprehensive bSSFP Metal Artifact Correction 

 

Final debanded images showed that some signal loss and distortion still exists in bSSFP 

images containing metals.  Gradient shimming has shown promise for signal recovery, but 

optimization of shim orientation and strength is essential.  Alternatively, higher resolution 

imaging can achieve the same feat; since signal loss regions only exist in regions near metal, 

a technique with spatially variable resolution such as Locally Focused Tomography (136) can 

be developed to resolve strong field variations with minimal scan time sacrifices.  Finally, 

efforts will be made to devise a method for residual distortion elimination in bSSFP images 

that does not require phase unwrapping.  
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Appendices 

 

Appendix A  Derivation of bSSFP Centre-of-Mass 

 

The formula for bSSFP signal at 0 = ݐ is given by the elliptical formulation in Eq. [2.22] 

ሻߠሺܫ  ൌ ܯ
1 െ ܽ݁௜ఏ

1 െ ܾ cos ߠ
 [A.1] 

As previously calculated for up to ܰ  = 6 (23), the centre-of-mass 〈ܫ〉  may become 

convoluted.  However, as ܰ → ∞, the mean signal 〈ܫ〉 may be found by integrating Eq. [A.1] 

over a continuous distribution of ߠ values from 0 →  ߨ2

〈ܫ〉  ൌ
1
ߨ2

න ሻߠሺܫ
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଴

ߠ݀ ൌ
ܯ
ߨ2

න
1 െ ܽ݁௜ఏ

1 െ ܾ cos ߠ

ଶగ

଴

 [A.2] ߠ݀

which may be simplified to 

〈ܫ〉  ൌ ቌ1ܯ ൅
ܾ െ ܽ
ߨ

න
cos ߠ

1 െ bcos ߠ

గ

଴

 ቍ [A.3]ߠ݀

The integral in Eq. [A.3] may be found in a table of definite integrals (Gradshteyn IS, Ryzhik 

IM. Table of Integrals, Series, and Products: Academic Press; 2007): 

 න
cos ߠ݊

1 ൅ ܽcos ߠ
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√1 െ ܽଶ
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√1 െ ܽଶ െ 1
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ቇ

௡

ܽଶ ൏ 1 [A.4] 

Substitution of [A.4] into [A.3] yields the closed-form expression for the centre-of-mass 

given in Eq. [2.24] 

〈ܫ〉  ൌ ܯ ൤1 ൅
ܾ െ ܽ
ܾ

൬
1

√1 െ ܾଶ
െ 1൰൨ [A.5] 
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Appendix B  Proof: The bSSFP Ellipse Must Be Vertical in the Complex Plane 

 

Equation [2.26] and Figure 2.11a inform that for the bSSFP signal ellipse to be horizontal in 

the complex plane 

 ܾ ൐
2ܽ

1 ൅ ܽଶ
 [B.1] 

Insertion of the parameters ܽ and ܾ from Eqs. [2.18] and [2.19] yields 

 
ଶሺ1ܧ െ ଵሻሺ1ܧ ൅ cos ሻߙ

1 െ ଵܧ cos ߙ െ ଶܧ
ଶሺܧଵ െ cos ሻߙ

൐
ଶܧ2

1 ൅ ଶܧ
ଶ [B.2] 

Following algebraic manipulation, the expression becomes  

 cos ߙ െ ଵܧ ൅ ଶܧ
ଶ െ ଶܧଵܧ

ଶ cos ߙ ൐ 1 െ ଵܧ cos ߙ െ ଶܧଵܧ
ଶ ൅ ଶܧ

ଶ cos  [B.3] ߙ

which can be factored to yield 

 ሺ1 െ cos ଶܧሻሺߙ െ 1ሻሺܧଶ ൅ 1ሻሺܧଵ ൅ 1ሻ ൐ 0 [B.4] 

 

Since 0 ൏ ,ଵܧ ଶܧ ൏ 1 and െ1 ൏ cos ߙ ൏ 1, all bracketed terms are positive except the 2nd, 

which is always negative.  Thus Eq. [B.4] and subsequently Eq. [B.1] is incorrect, and the 

ellipse cannot be horizontal.  For the ellipse to be a circle, the left hand side of Eq. [B.4] must 

equal zero, achieved by ܧଶ ൌ 1 or ߙ ൌ 0.  Since neither is a reasonable assumption, the 

ellipse must be vertical in the complex plane.   
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Appendix C  Derivation of a Minimal-Variance Sum of Two Images 

 

A weighted sum ܫ௪  of two images ܫଵ ൌ ଴ܫ ൅ ݊ଵ  and ܫଶ ൌ ଴ܫ ൅ ݊ଶ  with base signal ܫ଴  and 

noise ݊ଵ and ݊ଶ  respectively may be given by: 

௪ܫ  ൌ ଵܫݓ ൅ ሺ1 െ  ଶ [C.1]ܫሻݓ

For ݅  observations with uncorrelated noise of standard deviation ߪ௜ , the weighted sample 

mean of all observations has variance σଶ ൌ ∑ ௜ߪଶݓ
ଶ

୧ ௪ଶߪ ௪ then has a varianceܫ  .  given by 

௪ଶߪ  ൌ ଵߪଶݓ
ଶ ൅ ሺ1 െ ଶߪଶሻଶݓ

ଶ [C.2] 

The optimal weighting of ܫଵ and ܫଶ is defined here to yield a minimum value of ߪ௪ଶ .  This is 

found by solving ߲ߪ௪ଶ ݓ߲ ൌ 0⁄  for ݓ to yield 
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ଵߪ
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which when input into Eq. [C.1] yields 
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which is the result stated in Eq. [5.11]. 

 


