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Abstract 

The popularity of Online Social Networks (OSNs) has posed substantial challenges to users in 

protection of their information privacy. Academic research in this area is still limited in scope 

and depth. Given the paucity of research in this domain, the following research aims to further 

our understanding of information privacy in OSNs by focusing on users’ information privacy-

related perceptions and behavioral responses. To fulfill this objective, one conceptual and two 

empirical studies have been conducted in this thesis. 

The objective of Study #1 is to develop a theoretical foundation for users’ privacy-related 

perceptions and behavioral responses by integrating two major literatures on coping and 

information privacy. This study forms the foundation for the theory and methodology of the 

subsequent two empirical studies. 

The objective of Study #2 is to develop an empirical understanding of the factors that affect a 

user’s motivation to cope with a privacy threat associated with using a social application. 

Drawing on the data collected from 197 Facebook users, the study shows that factors such as a 

user’s benefit, privacy threat, and threat avoidability perceptions are influential on his privacy 

threat coping motivations. 

The objective of Study #3 is to empirically investigate the factors that shape a user’s privacy 

threat perception, and in turn, his intention to use a social application. Drawing on the data 

collected from 747 Facebook users, the study reveals that while permission request (i.e., the 

extent of permissions requested by an application to access, process, and utilize a user’s personal 

information) can increase a user’s privacy threat perceptions, this effect can be reduced by 
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privacy control (i.e., the extent of privacy safeguards provided by an application to enable a user 

to customize the requested permissions according to his privacy preferences).  

Overall, this research contributes to the literature by furthering our understanding of (1) an OSN 

user’s perceptions and behaviors that can increase his vulnerability to privacy invasions, (2) the 

processes by which a user copes with a privacy threat associated with his use of an OSN feature, 

(3) the factors that affect his privacy threat perceptions and intentions to use an OSN feature. 
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1 Introduction 

1.1 Research Motivation 

Prior research on information privacy has focused on several important questions to date. Privacy 

literature has primarily focused on the antecedents and outcomes of technology users’ privacy 

concerns (Smith et al. 2011) by focusing on various technology settings, such as; electronic 

commerce (e.g., Dinev and Hart 2006; Hui et al. 2007; Malhotra et al. 2004; Van Slyke et al. 

2006), direct marketing (e.g., Culnan 1993; Culnan and Armstrong 1999; Hine and Eve 1998; 

Milne 2000; Nowak and Phelps 1992; Sheehan and Hoy 1999; Smith et al. 1996), Internet use 

(e.g., Dinev and Hart 2004; Korzaan et al. 2009; Malhotra et al. 2004; Son and Kim 2008), data 

mining and profiling (Awad and Krishnan 2006; Chellappa and Sin 2005; Cranor et al. 2000), 

electronic health (Angst and Agarwal 2009); financial portals (Hann et al. 2007), online and 

mobile advertising (Lwin et al. 2007; Okazaki et al. 2009), and ubiquitous computing (Xu et al. 

2009; Xue et al. 2010).  

A burgeoning stream of research is investigating information privacy in Online Social Networks 

(OSNs)—a novel and fast-advancing technology, which has emerged in recent years and quickly 

become an indispensable tool for hundreds of millions of Internet users. OSNs are one of the 

defining elements of the contemporary Internet generation. A recent report indicates that the 

number of active OSN users surpassed one billion in 2012 (ITU 2012). Four-fifths of Internet 

users were reported to visit OSNs (Nielsen 2011). Two-thirds of Internet users worldwide were 

reported to use at least one OSN service (Madden and Zickuhr 2011). A single OSN platform 

(i.e., Facebook) was reported to hosts over 69 billion friendship connections (Facebook Statistics 

2011).  Another platform (Twitter) hosts over 175 million tweets everyday (Twitter Statistics 
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2012). The profile of users is also becoming diverse, with a growing number of organizations, 

public entities, telecom/ICT regulators and government agencies joining the individual and 

business users in using OSNs (ITU 2012). 

The popularity of OSNs has introduced substantial new challenges (Awareness 2012), one of 

which is related to information privacy. Privacy issues associated with OSN use can be 

widespread, ranging from technical to legal issues. The consequences of these issues can be  

highly critical in regards to personal lives (Justice 2007), career liabilities (Jones and Soltren 

2005; Rosenblum 2007), and damages to reputations (Survey 2009), and can affect users both 

materially (e.g., identity theft, physical stalking) and psychologically (e.g., embarrassment, 

shame). 

Despite the inherent problems, use of OSNs can offer a range of opportunities for their users. 

Individuals can develop personal and business relationships; businesses can establish their 

brands and bring attention to their products or services; government agencies can inform and 

interact with the public. These opportunities, however, entirely depend on active user 

involvement and participation in OSNs (Ellison et al. 2007; Krasnova et al. 2009). When users 

are reluctant to participate as a result of their privacy concerns, not only OSN developers and 

individual users but also businesses and public entities that function on these platforms suffer the 

consequences. It is, therefore, essential to develop a deeper understanding of the OSN landscape. 

By doing so, the importance of this new platform can be acknowledged and the privacy-related 

issues associated with its use can be properly addressed. 

Despite the recent attention in the academic community, research that focuses on privacy issues 

in OSNs is still limited in scope and depth. A few empirical studies conducted in this domain 
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represent important but limited research efforts (Acquisti and Gross 2006; Boyd 2008; Bulgurcu 

et al. 2010b; Debatin et al. 2009; Dinev et al. 2009; Dwyer et al. 2007; Govani and Pashley 2005; 

Hoadley et al. 2010; Hoy and Milne 2010; Jones and Soltren 2005; Krasnova et al. 2009; 

Krasnova and Veltri 2010). These studies depict potential privacy risks that emerge with the use 

of OSN systems (Boyd 2008; Jones and Soltren 2005) and show the factors that may trigger 

users’ privacy concerns regarding their use of these systems (Bulgurcu et al. 2010b; Hoadley et 

al. 2010). The literature also showed that despite their concerns for privacy (or their awareness 

on privacy risks), users may continue revealing their personal information on OSN platforms 

(Acquisti and Gross 2006; Debatin et al. 2009; Govani and Pashley 2005; Krasnova and Veltri 

2010). The studies are summarized in Table 1. 

Table 1: Summary of Privacy Research that focus on OSN 

Study Brief Summary 

Acquisti and Gross 

2006 

The impact of Facebook users’ privacy concerns were examined on 

their behaviors. It was found that privacy concerns are a weak 

predictor of behavior, as concerned users still join the network and 

reveal personal information. 

Boyd 2008 Facebook users’ privacy concerns associated with the “News Feed” 

feature are examined. 

Bulgurcu et al. 2010b Drawing  on  content  analysis  of  user  responses  to  the  revisions  in  

the  Facebook  Privacy  Policy, a process model was developed to  

explain the processes by which privacy concerns emerge. 

Debatin et al. 2009 Facebook users’ awareness of privacy issues was investigated. Users 

who reported a prior privacy invasion were found to be more likely to 

change privacy settings than those merely hearing about others’ 

privacy invasions.  

Dwyer et al. 2007 A qualitative study was conducted to develop  a  framework  that  

models  how  OSN users’ attitudes  towards  privacy and  impression  

management influence development and maintenance of relationships 

through technology features. 

Govani and Pashley 

2005 

Students’ awareness of privacy issues and privacy protection tools 

were investigated with a survey study. It was found that most students 
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Study Brief Summary 

were aware of possible consequences of providing personally 

identifiable information but were still comfortable with disclosing. 

Despite their awareness of protection tools, they did not take the 

initiative to protect their information. 

Hoadley et al. 2010 A survey was conducted with Facebook users to examine their feelings 

about the changes in the “News Feed” feature, explore the reasons that 

make them upset about the changes, and show how the changes affect 

their behaviors. The results showed the specific factors that triggered 

users’ privacy concerns about this feature. 

Hoy and Milne 2010 Gender differences were investigated in young adults' privacy beliefs, 

their reactions to behavioral advertising, personal information-sharing 

behaviors, and privacy protection behaviors on social networks. 

Results of the survey reveal gender differences in these areas. 

Jones and Soltren 2005 Based on the analysis of Facebook, specific privacy risks of the system 

were discussed and recommendations were made to address these 

issues. 

Krasnova and Veltri 

2010 

The differences in privacy perceptions of Facebook users were 

examined between respondents from Germany and USA. Respondents 

from USA were found to have higher level of intention to disclose 

personal information than the ones from Germany. Although 

respondents from Germany were found to attribute higher probability 

to privacy-related violations, respondents from USA indicated higher 

level of privacy concern, benefits, trust, and control.  

 

In order to expand our knowledge in this domain, this research focuses on understanding OSN 

users’ privacy-related behaviors. In the remainder of this chapter, the concept of the OSN is 

briefly defined. Then, the characteristics of OSNs which make potential invasions of information 

privacy easier are discussed. Next, research questions and a brief summary of each study are 

presented. Finally, the overall structure and method of the thesis are briefly described.  
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1.2 Online Social Networks: A Novel Technology 

An OSN refers to “a web-based network which is designed for a user to (1) construct public or 

semi-public profiles for self-expression and social interactions, (2) articulate a list of other users 

to share connections, (3) view or traverse a list of connections and those made by others within a 

bounded system” (Boyd and Ellison 2008, p. 211). OSNs help develop a social structure which 

connects its users by one or more specific types of interdependencies (e.g., friendship, 

professional relationships, financial exchange etc.) and facilitate interaction between members 

through their self-published personal profiles (Acquisti and Gross 2006).  

A variety of OSN platforms are available to serve Internet users today. These platforms range 

from massive networks that serve general purposes (e.g., Facebook) to subject-specific networks 

that serve a particular user interest (e.g., LinkedIn as a professional network). Regardless of their 

purposes, all OSNs share some common technical features. An OSN feature refers to a small 

functional unit that enables a user to disclose information about himself and to interact with other 

network users. Each of these features serves a specific purpose and carries different benefits to 

platform users. For example, a “photo upload” feature enables a user to share his pictures with 

his friends. A “like” feature enables a user to give positive feedback regarding the online 

material shared on the platform (e.g., comments, status messages, links, and pictures). “Liking” 

company pages or adverts also enables the user to connect with the things he cares about as 

updated content from those liked pages will be visible on his “news feed”. A “group” feature 

enables a user to create a group for those who share common interests or are associated with 

certain affiliations. This feature allows group members to share online materials and hold 

discussions within the group which can be open or closed to other platform users.  
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1.3 Privacy-Related Challenges in Online Social Networks  

Altman (1975) defines privacy as “selective control of access to the self”. Privacy represents the 

control of transactions between person(s) and other(s), the ultimate aim of which is to enhance 

autonomy and/or to minimize vulnerability (Margulis 1977, p. 10). New technologies often 

create novel grounds for potential information privacy invasions. OSNs are no exception. The 

challenges to information privacy posed by the use of an OSN may in fact closely resemble those 

posed by the use of other online technologies. Shared concerns are usually related to a set of 

well-known information practices that threaten a user’s information privacy, such as: access to, 

disclosure of, or secondary use of his personal information. However, OSNs with their inherent 

characteristics are more conducive to privacy invasions as their mere existence relies on a heavy 

dissemination of personal information. 

Firstly, real life relationships are often too complex and difficult to be properly represented on a 

technology platform. While individuals might have intricate and diverse ties with others in their 

offline (real-life) relationships, the representation of these ties are often overly simplified in 

OSNs (Boyd and Ellison 2008; Ellison et al. 2007). Ramifications of privacy violations depend 

heavily on whom the information is being disclosed to, because the type and the sensitivity of 

information an individual shares with a strong tie (e.g., a family member or a close friend) can 

differ greatly from what he would share with his weak ties (e.g., colleagues, distant friends, 

acquaintances, or strangers). As a result of not being able to properly represent real-life ties in an 

OSN platform, information can be visible to a variety of network members, possibly including 

unwanted ones. For example, Facebook users add each new connection as a “friend”. To 

represent offline ties accurately (e.g., friend, family, acquaintance etc.), a Facebook user has to 

assign these online ties to pre-defined “groups” provided by Facebook or groups created by the 
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user. He also has to manage privacy settings of these groups and identify the groups to which he 

would disclose each time he shares a piece of information on Facebook. This is obviously a 

costly process in terms of time and effort, not undertaken by most of the Facebook users. 

Secondly, the number of online ties a user has in an OSN platform can be much larger than that 

of his offline connections. As the number of strong (intimate) relationships hardly increases in 

the offline world, the increase in the number of online ties can be attributed to the increase in the 

number of weak ties (Donath and Boyd 2004). In fact, most OSN users may have a dozen of 

intimate ties (i.e., close friends and family), but hundreds of additional weak ties (i.e., 

acquaintances and distant friends). As a result, when a user thinks that the personal information 

he discloses is shared only among a group of intimate friends, he may end up sharing it with a 

large number of “friends”, potentially including people he may not even know (Boyd and Ellison 

2008; Donath and Boyd 2004). As reported in Facebook Statistics (2009), a Facebook user on 

average is involved in a direct or reciprocal communication with only 33 of his online friends 

among the 500 he may have. In such an environment, where the proportion of weak ties to strong 

ties is significantly high, potential for privacy invasions can be tremendous (Gerstein 1978; 

Gerstein 1984).  

Thirdly, OSN users, who are expected to play an active role in protecting their personal 

information, are in fact provided with the essential privacy controls and given the ability to 

manage the outflow of their personal information. As stated by Pincus (2004), “OSNs have the 

potential to create an intelligent order in the current chaos by letting users manage how public 

they make themselves and why and who can contact them”. Yet, protection of personal 

information can still be a substantial challenge for most users for a number of reasons. First, 

users can be poor detectors of technology-related threats (Xiao 2010). Detection of privacy 
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threats can be especially challenging for OSN users as they disclose their personal lives 

voluntarily to enhance their social interactions with others. In such settings, it can be difficult for 

users to anticipate potential negative implications of their actions. Second, privacy controls can 

be extremely complex for most users (Ackerman and Mainwaring 2012; Gates 2010), and their 

adoption can be costly. There is hardly any evidence showing whether users understand and 

effectively use given privacy controls in an OSN platform.  

Lastly, interactions in an OSN platform can be complex to keep track of for most users, as the 

actors involved in the network are usually highly diverse, ranging from friends to site owners, 

friends of friends to third-parties in the network (e.g., hackers, governments, advertisers, and 

application developers). In such a complex setting, it can be difficult for an OSN user to 

anticipate which of these actors would have access to his personal information. 

1.4 Research Questions 

The goal of this thesis is to further our understanding of information privacy in the domain of 

OSNs—an understudied context in the privacy literature. As a high level objective, this research 

aims to shed light on OSN users’ privacy-related perceptions, behaviors, and vulnerabilities to 

privacy invasions. By focusing on OSN setting, this research also aims to ascertain the extent to 

which results in this context converge or diverge with previously studied technology settings, 

and to highlight the outcomes that are more or less salient in this particular context (Smith et al. 

2011). This research fulfills these objectives by providing answers to the following questions:   

1. How does a user cope with a privacy threat in an OSN platform? (addressed in Study #1) 
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2. What are the factors that affect a user’s motivation to cope with a privacy threat 

associated with a particular OSN feature (i.e., Facebook applications)? (addressed 

empirically in Study #2) 

3. What are the factors that shape a user’s privacy threat perceptions, and in turn, affect his 

intention to use a particular OSN feature (i.e., Facebook applications)? (addressed 

empirically in Study #3) 

Answers to these questions will shed light on the factors that shape OSN users’ privacy threat 

perceptions, the ways they cope with privacy threats, and their vulnerabilities to privacy 

invasions. The answers can be of interest to not only academic researchers, but also regulators, 

government agencies, and privacy advocacy groups. Regulators are increasingly asked to 

develop policies and regulatory frameworks to prevent the privacy-related challenges associated 

with the use of OSNs (Trends 2012). The results of this thesis can inform regulators in 

developing public policies for OSN privacy and designing privacy awareness programs, as the 

results show whether users are vulnerable to privacy invasions. The results can also inform 

developers of OSN platforms and applications that run on these platforms in designing and 

promoting their technologies, as the results show the situations that inhibit use of these 

technologies.  

1.5 Structure of the Thesis 

To fully answer the proposed research questions, three separate but complementary studies are 

conducted in this thesis. A brief summary of the research program is presented in Figure 1. A 
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detailed summary of the studies, including the research designs, key constructs, target 

participants, and data analysis methods, are presented in Table 2. 

 

Figure 1: A Brief Summary of Thesis Research  

The objective of Study #1 is to develop a theoretical foundation for users’ privacy-related 

perceptions and behavioral responses by integrating two major literatures on coping and 

information privacy. The former describes the processes by which an individual copes with a 

harmful event; and the latter explains the factors that affect a technology user’s behavioral 

reactions in the presence of his privacy concerns. Drawing on Coping Theory (Lazarus 1966), 

Threat Avoidance Theory (Liang and Xue 2009), Coping Model of User Adaptation (Beaudry 

and Pinsonneault 2005), and the information privacy literature, this study proposes that an OSN 

user’s primary appraisal (i.e. a user’s assessment of the consequences of using an OSN feature) 

and secondary (coping) appraisal (i.e., a user’s assessment of his control over using the feature) 

are instrumental in determining his motivations to cope with a privacy threat and his intentions to 

adopt an OSN feature. The study also differentiates between different types of OSN features and 

STUDY 1: Theory Integration  

Focus: To explain the processes and conditions by which a user is motivated to cope with 

a privacy threat and adopt a social network feature, mainly drawing on coping theory 

(Liang and Xue 2009) and privacy literature 

 

STUDY 2: An Empirical Test of a Variance Model 

 Focus: To understand how a social network 

user’s primary and secondary appraisals affect 

his coping motivations  

 Study Method: Scenario-Based Survey 

 Data Analysis Method: Partial Least Squares 

Method of Structural Equation Modeling 

 

 

 

 

STUDY 3: An Empirical Test of a Variance Model 

 Focus: To understand how  the extent of 

information permissions requested and privacy 

controls provided by a social application affect 

a user’s appraisal of a social application, and in 

turn, his intentions to use. 

 Method: Scenario-Based Experiment 

 Data Analysis Method: ANOVA with SPSS 

informs informs 
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discusses how these differences can affect a user’s coping and use motivations. As a main 

contribution, this study forms the foundation for the theory and methodology of the subsequent 

two empirical studies in this thesis. 

The objective of Study #2 is to develop an empirical understanding of the factors that affect a 

user’s motivation to cope with a privacy threat associated with using a social application (i.e., 

Facebook applications). This study is conducted as a scenario-based survey. Scenarios in the 

survey are designed to set a challenging situation for respondents (i.e., in which they are likely to 

perceive both high benefits and high privacy threats associated with the given scenario). Drawing 

on the data collected from 197 Facebook users, the study shows that a user’s benefit, privacy 

threat, and control perceptions are influential on his privacy threat coping motivations. As a main 

contribution, this study shows that the effect of a user’s benefit perception on his privacy threat 

coping motivations can be as influential as that of his privacy threat perception. 

The objective of Study #3 is to empirically investigate the factors that shape a user’s privacy 

threat perceptions, and in turn, his intention to use a social application (i.e., Facebook 

applications). This study focuses on explaining the effects of two factors: permission request 

(i.e., the extent of information related permissions requested by an application to access, process, 

and utilize a user’s personal information) and privacy control (i.e., the level of privacy 

safeguards provided by an application to enable a user to customize the permissions according to 

his privacy preferences). The study is conducted as a scenario-based experiment, using the 

scenarios adopted from Study #2. Drawing on the data collected from 747 Facebook users, the 

study reveals that while the extent of permission requests can increase a user’s privacy threat 

perceptions, this effect can be reduced by the given privacy controls. The study also shows the 

dominant effect of a user’s benefit perception on his intention to use an application.  
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The remainder of this thesis is organized as follows.  Chapter 2 presents a theory integration 

work (Study #1). Chapter 3 and Chapter 4 present two empirical studies (Study#2 and Study #3) 

that build upon the proposed theoretical foundation and test the relationships through scenario-

based empirical methods. The specific objectives, research questions, theoretical foundations, 

research methods, and results of these empirical studies are presented in those chapters. Chapter 

5 briefly summarizes the key findings and contributions of this research and suggests further 

research directions. 
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Table 2: Research Designs for the Proposed Studies 

 Study 1 Study 2 Study 3 

Study Scope A Theoretical Review Empirical Test of a Model Empirical Test of a Model 

Context Social Networks An instance of a social network  

(i.e., Facebook Applications) 

An instance of a social network  

(i.e., Facebook Applications) 

Method N/A Scenario-based Online Survey Scenario-based Online Experiment 

Study Design N/A Random assignment of developed 

hypothetical scenarios to study 

respondents.  

 Four scenarios are adopted from 

Study 2. 

 A 2 (high vs. low permissions 

requested) by 2 (limited vs. full 

controls provided) experimental 

design is employed for each 

scenario. 

 Random assignment of one of 16 

hypothetical scenarios (4x2x2) to 

study respondents.  

Explanations N/A The survey starts with exclusion questions and ends with demographics questions. 

Respondents are provided with scenario descriptions and application interfaces to 

answer the survey questions. While the scenario descriptions are the same in Study 2 

and Study 3, application interfaces are different. The interfaces used in Study 2 are 

manipulated for the treatment groups in Study 3.   

Dependent 

Variables 

Intention to Use  

Privacy Threat Avoidance 

Problem-Focused Coping 

Emotion-Focused Coping 

Intention to Use 

Independent 

Variables 

Perceived Benefit 

Perceived Privacy Threat 

Perceived Control 

Perceived Benefit 

Perceived  Privacy Threat 

Perceived Threat Avoidability 

Perceived Benefit (Mediator) 

Perceived Privacy Risk (Mediator) 

Cost of Using Privacy Controls 

(Mediator) 

The extent of Permissions Requested  
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 Study 1 Study 2 Study 3 

The extent of Privacy Controls Provided 

Controls N/A Age, gender, education, experience with use of Facebook and social applications, 

perceived trust of applications, benefit and scenario type 

Target 

Participants 

N/A Active Facebook users from the United 

States 

Active Facebook users from the United 

States 

Exclusion 

Questions 

N/A I am a Facebook user. (End survey if not a user) 

I login to Facebook at least once a week. (End survey if less than once a week) 

Sampling 

Method 

 Stratified Random Sampling Stratified Random Sampling 

Sample Size N/A 200 Subjects (50 for each scenario x 4) 800 Subjects (50 for each scenario x 4 x 

2 x 2) 

Data Analysis N/A PLS approach to Structural Equation 

Modeling with a focus of explaining of 

the theoretical model and dependent 

variables with high R
2
 

Hierarchical Linear regression with a 

focus of explaining of the dependent 

variables with high R
2
. 

ANOVA with a focus of explaining the 

impact experimental constructs on 

dependent variables with F-tests 
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2 An Integrative View on Coping: Online Social Network Users’ 

Identification Of and Coping with Privacy Threats (Study #1) 

2.1 Overview 

A burgeoning stream of research in the area of information security and privacy indicates a 

growing interest in understanding technology users’ threat avoidance, compliance, and 

information protection behaviors for safe computing (Anderson and Agarwal 2010; Bulgurcu et 

al. 2010a; Herath and Rao 2009; Johnston and Warkentin 2010; Liang and Xue 2009; Liang and 

Xue 2010; Marett et al. 2011). Yet, little is known about the process by which a technology user 

copes with a privacy threat associated with the use of Online Social Networks (OSNs) and seeks 

opportunities in this platform. The objective of this study is, therefore, to further our 

understanding in this area by proposing a theoretical framework based on the integration of two 

major literatures on coping and information privacy. The former describes the processes by 

which an individual copes with a harmful event; the latter investigates the factors that affect a 

technology user’s behavioral reactions in the presence of his privacy concerns. The proposed 

framework aims to answer the following research questions: 

1. How does a user cope with a privacy threat in an OSN platform?  

2. What are the different situations that may cause privacy threats in an OSN platform? 

3. How do these situations shape a user’s behavioral responses (i.e., opportunity seeking 

and coping) in an OSN platform?  
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To address these questions, a theoretical framework is proposed by integrating two distinct but 

related streams of literatures—coping and information privacy. Drawing on Coping Theory 

(Lazarus 1966; Lazarus and Folkman 1984; Lazarus and Launier 1978), Threat Avoidance 

Theory (Liang and Xue 2009), Protection Motivation Theory (Rogers 1975), Coping Theory of 

User Adaptation (Beaudry and Pinsonneault 2005), the first part of the framework postulates 

that a user’s privacy threat avoidance and coping behaviors are instigated by two key processes 

that constantly influence each other: Primary  Appraisal (i.e. a user’s assessment of the expected 

consequences of disclosing personal information) and Secondary (Coping) Appraisal (i.e. a 

user’s assessment of his control over the situation). Drawing on the information privacy 

literature, especially the notion of privacy calculus (i.e., a user’s costs-benefit analysis regarding 

the consequences of disclosing personal information), the second part of the framework 

explains the roles of these processes (i.e., primary and secondary appraisal) in determining a 

user’s opportunity seeking behaviors (i.e., adoption and use).  

Overall, the framework aims develop a deeper and more comprehensive understanding of the 

factors that affect a user’s information protection behaviors, with a particular focus on OSNs. 

This chapter is structured as follows. The next section presents a brief review of the relevant 

literature, discusses the scope of the investigation, and highlights the unique contributions of the 

proposed framework. Section 2.3 presents a high level framework to describe how the two 

literatures on coping and information privacy are integrated. Section 2.4 builds upon this 

framework to extend it to two different situations (i.e., where information disclosure through an 

OSN feature is initiated by the user or by others). Section 2.5 briefly summarizes the chapter and 

describes how the proposed framework informs the two subsequent empirical studies that are 

carried out in this thesis.  
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2.2 Literature Review and Study Contributions  

2.2.1 A User’s Threat Avoidance and Coping Behaviors under Privacy Threat 

An emerging research stream on information privacy has focused on a user’s threat avoidance 

and prevention strategies (Debatin et al. 2009; Egelman et al. 2009; Korzaan et al. 2009; Stewart 

and Segars 2002 Kim and Hsieh 2003; Lwin et al. 2007; Sheehan 2002; Sheehan and Hoy 1999; 

Stone et al. 1983; Wirtz et al. 2007). These studies have provided some theoretical and empirical 

evidence of the relationship between users’ threat perceptions and their preventive responses.  

A recent study by Debatin et al. (2009) has focused on the context of an OSN (i.e., Facebook) to 

explore the factors that affect a user’s privacy attitude about information disclosure, and in turn 

his behavioral reactions (i.e. changing privacy settings). The results, based on quantitative and 

qualitative analysis, showed that users who reported that their privacy had been invaded before 

were more likely to change their privacy settings compared to those who merely heard about 

others’ privacy invasions. They also found that decreasing one’s profile visibility through 

restricting access to friends was the most preferred strategy for privacy protection; however, in 

extreme cases (e.g., having a personal profile hacked) users also deleted their accounts.  

Some of the other coping behaviors reported in the literature for online and offline contexts 

include fabrication of information (i.e. misrepresentation of information), withholding 

information (i.e. refusal to take action), using  privacy controls or searching for alternatives (i.e. 

changing privacy settings, willingness to pay more or search more for better protection), and 

private and public actions (i.e. taking action to remove information, flaming, complaining to 

third parties) (Debatin et al. 2009; Korzaan et al. 2009; Lwin et al. 2007; Sheehan and Hoy 1999; 
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Son and Kim 2008; Stone et al. 1983; Wirtz et al. 2007). A list of these behaviors, including their 

references, study contexts, and research methods are provided in Table 3. 

Table 3: The Threat Avoidance and Coping Behaviors Proposed in the Privacy Literature 

Behavioral Responses References Method Context 

 Changing privacy settings Debatin et al. 

2009 

Survey 

Interview 

Social Networks 

 Willingness to pay for privacy 

 Willingness to examine multiple 

websites for a better privacy 

protective option 

Egelman et al. 

2009 

Experiment Online 

Shopping 

 Fabricate: Misrepresentation of 

personal information 

 Protect: Adoption of privacy 

protection technologies 

 Withhold: Refusal to purchase from 

(or register to) a web site 

Lwin et al. 2007 

 

Experiment 

 

Online 

Shopping 

 

 

Wirtz et al. 

2007 

Survey Online 

Shopping 

 

 Problem-focused coping 

 Emotion-focused coping 

Liang and Xue 

2009 

Theory 

Development 

IT Threat 

Avoidance 

 Avoidance motivation Liang and Xue 

2010 

Survey Personal 

Computer Users 

 Adaptive response: Intention to 

remove (or do not post) information 

 Maladaptive (affective) response 

Marett et al. 

2011 

Survey Social Networks 

 Refuse to give information 

 Take action to have the name 

removed 

 Refuse to purchase 

Stone et al. 

1983 

Field 

Experiment 

Organization 

Korzaan et al. 

2009 

 

Survey Internet Use 

Stewart and 

Segars 2002 

Survey Online 

Shopping 
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Behavioral Responses References Method Context 

 Notifying ISP about unsolicited e-

mail  

 Requesting removal from maligning 

list  

 Flaming senders of unsolicited e-mail  

 Providing incomplete data during 

registration  

 Providing inaccurate data during 

registration  

Sheehan and 

Hoy 1999; 

Sheehan 2002 

Survey Online 

Shopping 

 

 Refusal (information provision) 

 Removal (private action)  

 Negative word-of-mouth (private 

action)  

 Complaining directly to online 

companies (Public action)  

 Complaining directly to third party 

organizations (Public action)  

Son and Kim 

2008 

Survey Internet Use 

 

Although these studies expand our understanding of a user’s information protection and coping 

responses, the literature still lacks a systematic understanding of the processes by with a user 

copes with privacy threats in the domain of OSNs. To develop such an understanding, this study 

will mainly be drawing from coping theory (Folkman et al. 1986; Lazarus 1993; Lazarus 1966; 

Lazarus and Folkman 1984; Lazarus and Launier 1978).  

2.2.2 Coping Theory 

Coping theory postulates that individuals cope with disruptive situations through two key 

processes that constantly influence each other: Primary Appraisal (i.e. an individual’s 

assessment of the expected consequences of a situation) and Secondary (Coping) Appraisal (i.e. 

a user’s assessment of the options to have control over the situation). This theory has been 

developed and widely applied to the disruptive contexts where the expected consequences can be 
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detrimental. One of the focal application areas of this theory has been health-related domains, 

including coping with death (Park 1993), sexually transmitted diseases (Rosenthal et al. 1995), 

cancer (Kyngäs et al. 2001),  and pain (Reid et al. 1998).  

The theory has also been applied to the context of information systems. Threat avoidance theory 

(Liang and Xue 2009), which has been mainly derived from coping theory (Lazarus and 

Folkman 1984), protection motivation theory (Rogers 1975), and health belief model (Janz and 

Becker 1984) suggested a variance model to explicate a technology user’s protection behaviors 

against being attacked by malicious IT. Drawing on this theory, Liang and Xue (2010) 

empirically investigated security protection behaviors of personal computer users. At the core of 

these prior studies is the argument that in case of a disruptive (or potentially risky) situation, an 

individual’s threat appraisal triggers his coping appraisal, and in turn, his coping behaviors. The 

literature is, however, less clear about situations where the consequences are multifaceted, 

containing both types of consequences (i.e., beneficial and harmful).  

While the expected consequences of an event in a security context (e.g., being attacked by a 

malicious IT, such as a virus) are often purely negative (e.g., data loss), the expected 

consequences of an event in a privacy context (e.g., disclosing information) are likely to be not 

only negative (e.g., privacy loss caused by disclosure), but also positive (e.g. benefits derived 

from/opportunities caused by disclosure). Although security studies that built upon coping theory 

focus on only technology users’ avoidance behaviors (e.g., coping with malicious IT using anti-

spy software), privacy studies should not ignore the multifaceted nature of privacy-related events 

and investigate both avoidance (coping) and opportunity seeking (adoption and use) behaviors. A 

similar perspective in the context of a significant IT event was adopted by Beaudry and 

Pinsonneault (2005). Coping as well as opportunity seeking behaviors by employees were 
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explicitly considered when a new IT system is introduced in the workplace which provides 

benefits but also pose challenges. This study defined coping as an employee’s cognitive and 

behavioral efforts to adapt to a new system and suggested that an employee can categorize 

consequences of adoption of a new IT system as either threats or opportunities, and his 

behavioral responses (i.e., using the system to gain benefits vs. coping with the perceived threats 

caused by the new system) will be influenced by both perceptions. 

2.2.3 A User’s Opportunity Seeking Behaviors under Privacy Threat 

A large body of research in the information privacy literature has focused on understanding a 

technology user’s behavioral responses under privacy concerns (Li 2012; Smith et al. 2011). 

These behaviors have been investigated from two perspectives.  

The first perspective explores the negative impact of a user’s concern for privacy that emerges as 

a result of his information disclosure (or adoption and use of an information system) on his 

behavioral response. This stream of research has proposed that a user’s intention to disclose 

personal information can be mitigated by his concern for information privacy.  

Another stream of research has adopted the notion of privacy calculus suggesting a user’s 

subjective cost-benefit assessment is the major antecedent of his behavioral responses. Such a 

privacy calculus perspective suggests that a user’s overall assessment of the consequences he 

would face in return for disclosing his personal information would be salient in determining his 

behavioral responses. Studying the trade-off between a user’s benefit (e.g., future convenience 

and personalization, enjoyment, socialization, monetary compensation, self-representation, and 

relationship maintenance) and cost (e.g., concern for privacy) perceptions, these studies suggest 

that if a user’s expected net outcome is towards benefit (i.e., the value of positive outcomes are 
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larger than that of negative outcomes), he is likely to disclose his personal information and/or 

adopt the system. A summary of these two perspectives is provided in Table 4.  

Table 4: Opportunity Seeking Behaviors in the Privacy Literature 

The Purpose of Disclosure References Perspective 

To use personalized services Awad and Krishnan 2006; 

Chellappa and Sin 2005 

Concern for Privacy  

Behavioral Response 

To register for a web site Hann et al. 2007; Sheehan 

and Hoy 1999 

To purchase a product Dinev and Hart 2005; Hine 

and Eve 1998; Miyazaki and 

Fernandez 2000; Miyazaki 

and Fernandez 2001; Pavlou 

et al. 2007; Phelps et al. 

2001; Van Slyke et al. 2006 

To adopt electronic health records or 

use web based health services 

Angst and Agarwal 2009; 

Bansal et al. 2010 

To receive monetary rewards Malhotra et al. 2004 

To use personalized services 

the trade-off is between the value for 

online personalization and concern 

for privacy 

Chellappa and Sin 2005 

Expected net outcome 

(Cost-Benefit 

Assessment)  

Behavioral Response 

To receive personalized services 

the trade-off is between the 

monetary compensations and future 

convenience and concern for privacy 

Hann et al. 2007; Hann et al. 

2002; Hui et al. 2007 

To use social networks 

the trade-off is between the benefits 

of using an OSN feature (enjoyment, 

self-representation, relationship 

maintenance) and concern for 

privacy (perceived likelihood and 

damage of privacy violations) 

 

Krasnova et al. 2009; 

Krasnova and Veltri 2010 
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The Purpose of Disclosure References Perspective 

To use location based services 

the trade-off is between the benefits 

of using a location-based service 

(greater connectivity, 

personalization, and monetary 

compensations) and concern for 

privacy 

Xu et al. 2009 

2.3 Theoretical Framework 

This framework draws on two bodies of literatures: 1) Coping and Threat Avoidance—research 

that explores how individuals cope with a broad range of threats, 2) Information Privacy—

research that explores the antecedents and behavioral outcomes of technology users’ concerns for 

information privacy.  

Figure 2 broadly describes the proposed theory. The theory represents a process view of a user’s 

coping with privacy threats and technology use intentions. A process theory is usually 

probabilistic and represents the sequences among events that may affect an entity (i.e., how an 

event unfolds) (Abbott 1988). The solid lines in the figure depict the relationships amongst the 

constructs that have been adopted from the coping and threat avoidance literatures. The dashed 

lines in the figure represent the relationships amongst the constructs that have been adopted from 

the information privacy literature. 
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Figure 2: A Process View on Theories on Coping and Information Privacy 

 

Drawing on coping theory (Lazarus 1966), technology threat avoidance theory (Liang and Xue 

2009), and a coping model of user adaptation  (Beaudry and Pinsonneault 2005), the framework 

suggests that a user’s threat avoidance behaviors occur by following two key cognitive 

processes:  (1) Threat (Primary) Appraisal and (2) Coping (Secondary) Appraisal. These 

processes will be explained in detail in the following sections.  

2.3.1 Primary Appraisal 

Primary appraisal starts with a user’s recognition of a new OSN feature (or awareness of the 

outcomes of an OSN feature as explained in Section 2.4). In primary appraisal, a user evaluates 

Secondary (Coping) 

Appraisal 

Threat Avoidance (Coping) 

 Emotion-Focused 
Coping 

Problem -Focused 

Coping 

 

Opportunity Seeking (Disclosure) 

 

Outcomes 

 

Primary 

Appraisal 

 

Recognition of 
a New OSN 

Feature 

from the Literature on Coping and Threat Avoidance 

from the Literature Information Privacy 
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“whether he has anything at stake” in using the feature (Lazarus and Folkman 1984). Primary 

appraisal, thus, involves a user’s evaluation of the potential beneficial and harmful consequences 

of using an OSN feature and his likelihood of being affected by these outcomes. As suggested by 

coping theory (Lazarus and Folkman 1984), primary appraisal has to occur before coping 

appraisal, as a user can only be motivated to search for coping resources if he can identify and 

understand the significance of the benefits and privacy threats that occur as a result of his 

disclosure.  

A disruptive event can be construed as a threat or a challenge (Lazarus and Launier 1978; 

Beaudry and Pinsonneault 2005; McCrae 1984), and it is the user's interpretation of the event 

that triggers his coping reactions. While a threat refers to expected damage that may or may not 

be inevitable, a challenge refers to usually positive and voluntarily selected stresses, such as 

having a child, starting a new job, starting a fitness program, changing religious affiliation, or 

embracing a new technology at workplace. Although challenges require some coping effort from 

the individual, they differ from threats because they are more positive in tone, are more 

controllable, and are often voluntarily selected.   

Similarly, an OSN feature is likely to be assessed as containing both positive and negative types 

of consequences (Beaudry and Pinsonneault 2005; Cartwright and Cooper 1996; McCrae 1984). 

An OSN feature, however, is also likely to be assessed as a pure benefit: an additional category 

to a threat and a challenge, which are proposed by coping theory. Thus, an OSN user can 

appraise an OSN feature in three different ways—benefit, challenge, and privacy threat.  Benefit 

refers to a user’s overall expectation of positive outcomes without any significant privacy threats 

perceived, while Challenge refers to his expectation of a positive outcome with a significant but 
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acceptable level of risk accompanying the benefits. Privacy threat refers to a user’s expectation 

of negative outcomes without much significant benefits. 

The relative importance of positive and negative consequences determine a user’s appraisal of an 

OSN feature, and  his motivation to search for coping resources (Lazarus and Folkman 1984).  

For example, primary appraisal may start when an OSN user receives an invitation from a friend 

to use a social application on the platform. If the user feels that the potential negative 

consequences (e.g., loss of privacy) of using the feature are more significant than that of the 

positive ones (e.g., enjoyment of playing a social game with a friend), he would appraise the 

feature as a privacy threat (i.e., significant threat without any significant benefits). In contrast, 

when perceived benefits are more significant than threats, the user would appraise the feature as 

a benefit (i.e., significant benefits without any significant threats). When the user’s perceived 

benefits and threats are comparable, but he still perceives the feature in a positive tone and has 

the intention to utilize it, then his appraisal will be a challenge (i.e., significant benefits with 

significant threats). In such situation, the user will have to consider and cope with perceived 

privacy threats while utilizing the feature. 

The assessment of the consequences is subjective in nature. While a user may appraise an OSN 

feature as a challenge, another one may appraise the same feature as a privacy threat. For 

example, a user who suffers from health issues may perceive significant benefits in using a 

medical application in an OSN, if he thinks that using the application (e.g., receiving daily 

reminders and suggestions from the application, interacting with other network members) can 

support him emotionally and help him cope with the symptoms of his illness. While the user may 

acknowledge the privacy threats associated with using the application — as he would have to 

disclose sensitive health information to gain these benefits — his overall assessment may be still 
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positive. Another user, in contrast, may appraise the same application as a threat if he thinks that 

disclosing health information would only result in harm (e.g., loss of privacy, damage to 

reputation, profiling and discrimination) without bringing him many benefits. 

2.3.2 Secondary (Coping) Appraisal 

Primary appraisal is followed by secondary appraisal (Lazarus 1966; Lazarus and Folkman 

1984), as the identification of a threat would motivate the user to cope with it and minimize the 

anticipated harmful consequences of using an OSN feature (Lazarus 1966; Liang and Xue 2009). 

In secondary appraisal, a user evaluates what can be done to prevent harm and improve the 

prospects for benefits (Folkman et al. 1986). To do so, in this stage, the user evaluates his control 

over the situation considering the resources (i.e., privacy safeguards) that are available to him to 

cope with a privacy threat  (Lazarus 1966). In the context of information privacy, control refers 

to a user’s ability to manage the outflow of his personal information (Altman 1975; Dinev and 

Hart 2004; Hann et al. 2007), especially against the undesired consequences of disclosure, such 

as: secondary use of information, profiling, stalking, and embarrassment. So, while coping 

resources (i.e., privacy safeguards) are objective entities, a user’s secondary appraisal (i.e., 

assessment of his control over the situation) is subjective in nature. Even when all essential 

privacy safeguards are provided by an OSN platform, a user’s coping appraisal may still be low 

for a number of reasons—for example, if he is not aware of the given safeguards, or he believes 

that the given controls cannot effectively protect his personal information, or they are too 

complicated to use, or he lacks the efficacy to use them (Liang and Xue 2009). 
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2.3.3 Behavioral Responses  

The framework posits that a user’s primary and secondary appraisal affect two types of 

behavioral responses: opportunity seeking (disclosure) and threat avoidance (coping).  

Opportunity seeking behaviors involve an approach behavior that is triggered by a motivation to 

reach a positive and desirable end-state that would offer a specific advantage to the user (Liang 

and Xue 2009), such as: self-expression and social interactions (Ellison et al. 2007). Opportunity 

seeking behaviors require an information exchange between a user and other actors that are 

involved in the OSN platform—that is, the user has to disclose some sort of personal information 

to gain the advantages an OSN feature can offer. The actors can range from a user’s friends to 

friends of friends, from groups to applications that are available on the network. For example, a 

user may update his profile page regularly by posting new photos and status messages to enhance 

his social presence and interactions with others. Similarly, a user may give access rights to a 

social game application, and in return, he enjoys playing a social game with other network 

members. Note that information disclosure can happen in different forms and can be initiated by 

different actors (explained in Section 2.4 in detail).  

Several theories—utility maximization (Ajzen and Fishbein 1980; Awad and Krishnan 2006; 

Fishbein 1975), expectancy-value theory (Culnan 1993; Laufer and Wolfe 1977), expectancy 

theory of motivation (Stone and Stone 1990; Vroom 1964)—have explained the cognitive 

processes that occur before a behavioral decision is made (e.g., undertaking a behavior, choosing 

among alternative forms of behavior).  These theories are built on the premise that an individual 

processes information about his behavior and its outcomes. As a result, the individual tends to 
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behave in ways that are expected to result in the most favorable outcomes by attempting to 

maximize the positively valued consequences and minimize the negatively valued ones.  

Expectancy theory, for example, suggests that an individual forms expectations about the 

consequences of a behavior and likelihood of achieving these outcomes, and chooses between 

alternative behaviors according to his assessment (Vroom 1964). Exchange theories explain the 

nature of an exchange between two or more parties over the course of interactions and propose 

that an individual seeks to maximize his net gains in a given exchange and therefore tends to be 

involved in an exchange relationship to the extent that he expects a net gain from this 

relationship (Bagozzi 1982; Culnan and Bies 2003; Laufer and Wolfe 1977).  

Based on the exchange and utility perspectives, prior research in the privacy literature has 

developed the notion of privacy calculus to explain how a user discloses his personal information 

in return for a higher value (Culnan 1993; Culnan and Armstrong 1999; Dinev et al. 2006; Dinev 

and Hart 2006; Hann et al. 2007; Hui et al. 2007; Laufer and Wolfe 1977; Milne and Gordon 

1993; Xu et al. 2009). These studies have suggested that subjective cost-benefit assessment 

determines a user’s disclosure behavior.  

Similarly, the consequences of disclosure can be favorable and unfavorable in an OSN context. 

A recent study by Krasnova and Veltri (2010) empirically validated that a user’s self-disclosure 

depends on his perceived net gains in an OSN platform. Based on the insight gained from the 

literature, it is suggested that a user’s relative assessment of the expected consequences of 

disclosure (i.e. primary appraisal) affect his disclosure (i.e., opportunity seeking) behavior.  

Privacy literature also provides insight into the relationship between a user’s secondary appraisal 

(i.e. assessment of control over the situation) and opportunity seeking behavior. Control refers to 
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a user’s ability to manage the outflow of his personal information and the subsequent disclosure 

of that information to third parties (Hann et al. 2007) and to protect himself against expected 

negative consequences (Altman 1975; Dinev and Hart 2004). Note that it is a user’s subjective 

assessment of his ability to control his personal information that affects his behavioral responses. 

Studies in online and offline marketing literature report that a consumer’s privacy concerns 

increase when he is not granted sufficient controls on his personal information (Culnan 1993; 

Dinev and Hart 2004; Malhotra et al. 2004; Phelps et al. 2000), which in turn, decreases his 

disclosure intentions (Milne and Rohm 2000; Phelps et al. 2001; Stewart and Segars 2002). 

Based on the insight gained from the literature, it is suggested that a user’s subjective assessment 

of his control over a feature (i.e. secondary appraisal) affects his disclosure and use (i.e., 

opportunity seeking) behavior. 

Threat avoidance (Coping) behaviors refer to a user’s cognitive and behavioral efforts to protect 

his information privacy against specific external threats that may occur as a result of system use 

or disclosure. A coping behavior is triggered by an end state that is undesirable (Liang and Xue 

2009), which could be taxing or exceeding the user’s resources (Lazarus and Folkman 1984; 

Liang and Xue 2009). The emotional and psychological harm that a user may incur as a result of 

privacy loss can be a good example of undesirable end states that trigger a user’s coping efforts. 

Coping theory proposes two focal types of coping strategies to deal with a privacy threat:  

Problem-Focused Coping (PFC) and Emotion-Focused Coping (EFC).  

Problem Focused Coping (PFC) refers to a user’s deliberate cognitive and behavioral efforts 

which take a problem-solving approach to alter the objective reality. PFC targets the sources of 

the threat itself, so adoption of these strategies can effectively eliminate or reduce the threat in 

objective terms.  
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In the privacy context, a threat can be avoided through direct and/or indirect measures. Direct 

measures refer to privacy safeguards that are provided to the user. Some of the examples include 

opting-out from risky applications, revising privacy settings, disabling cookies on the computer, 

updating password regularly, adopting third party software to check privacy settings, using 

private browsing, and turning off location information of a mobile device. In a threat situation 

where direct coping measures are available to a user, he is expected to adopt them first, 

especially if he feels that they are sufficient and effective to eliminate a privacy threat and if he 

believes that he is capable of adopting these controls.  

Indirect measures refer to alternative methods of coping that a user may employ when privacy 

safeguards are not provided to him. Prior literature suggests that data fabrication (i.e., 

misrepresentation of data by providing inaccurate or incomplete information) (Lwin et al. 2007; 

Son and Kim 2008; Wirtz et al. 2007) or withholding (i.e., limited disclosure or removal of data) 

(Smith et al. 1996; Son and Kim 2008) can be used as a strategy to eliminate privacy threats. 

Examples of withholding include terminating connections on a social network site (e.g., 

“unfriending” friends, unsubscribing from Fan Pages or Groups), limiting social interactions and 

sharing on a social network site (e.g., not using social applications on the platform, not posting 

pictures or status updates, removing the wall feature to prevent friends’ post on a profile page), 

creating fake social accounts, and so on. 

Other  indirect strategies include interacting with an online company (i.e., voting for Facebook’s 

privacy policy, posting a message on the official Facebook page ) or third party organizations 

(i.e. TRUSTe, Privacy Commissioner of Canada) to complain or raise one’s voice (Son and Kim 

2008). Employing these strategies, a user takes a problem solving approach and attempts to 

target the source of the threat. While these actions may not be as effective as the PFC strategies 
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with direct measures in eliminating a privacy threat in the short term, they can be quite 

influential in the long term. 

Emotion-Focused Coping (EFC) refers to a user’s cognitive and behavioral efforts toward 

creating a false perception of the environment to regulate emotional distress associated with the 

threat without changing the objective reality (Lazarus 1966). EFC strategies aim to adjust one’s 

desires or importance of desires so that negative emotions related to threat (e.g., fear and stress) 

are mitigated (Beaudry and Pinsonneault 2005; Folkman et al. 1986; Liang and Xue 2009).  Most 

of the EFC strategies only require cognitive efforts and are oriented towards the self. Common 

examples are wishful thinking (i.e., predicting a less negative outcome of a privacy risk than the 

actual possibilities), positive comparison (i.e., positive self-assessment compared to others), 

diverting attention (i.e., thinking of positive things can distract one away from the stress), denial 

(i.e., refusing to acknowledge the potential harmful consequences or their significance), and 

passive acceptance (i.e., accepting the IT event as a fact of life by changing beliefs and attitudes) 

(Tyre and Orlikowski 1994). A user can also be involved in behavioral acts to manage his 

negative emotions. For example, a user can share his negative experiences and feelings with 

friends or online communities (e.g., negative word of month; Son and Kim 2008) 

2.3.4 Selection of a Coping Strategy 

 Based on the theories of expectancy (Vroom 1964) and rational choice (Paternoster and 

Pogarsky 2009), an individual evaluates different coping options that are available to him and 

tends to choose the one that can bring him the most valued outcome. In privacy contexts, 

similarly, a user is expected to value the option that is most likely to reduce the threat and 
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promote beneficial outcomes, and least likely to reduce the benefits that the feature can offer. 

When the coping option is identified, the user employs his coping strategy.  

PFC mainly occurs when a user feels that the threat is avoidable (through adoption of privacy 

safeguards) and he has control over the situation (Folkman et al. 1986; Lazarus and Folkman 

1984) with an objective to eliminate or alleviate the threat. A user may feel that adopting a PFC 

strategy (e.g., a direct coping strategy such as changing privacy settings) sufficiently eliminates 

the threat. In this situation, as the user would not need to deal with his emotions, he would be 

less likely to involve himself in an EFC strategy (to complement his PFC strategy). However, 

social technologies, as well as their affordances, procedures, and policies, are constantly in a 

state of flux, producing novel privacy issues. Users often do not feel that adopting a safeguard 

completely eliminates the privacy threat. As a result, they mutually employ both types of 

strategies (Beaudry and Pinsonneault 2005; Liang and Xue 2009). 

EFC mainly occurs when a user feels that the privacy threat is not avoidable (due to insufficient, 

ineffective, or lack of safeguards) or he does not have control over the situation (Folkman et al. 

1986; Lazarus and Folkman 1984). The objective is to reduce a user’s negative emotions (e.g., 

fear of privacy loss, worry about consequences) and maintain his psychological well-being 

(Beaudry and Pinsonneault 2005; Folkman et al. 1986; Lazarus and Folkman 1984). Compared 

to a situation where PFC is insufficient or ineffective, or does not exist, EFC would be activated 

less in a situation where privacy safeguards are available and EFC is mutually used to serve with 

PFC.   

In summary, it is suggested that a high threat situation elicits both PFC and EFC (Lazarus and 

Folkman 1984; McCrae 1984; Rippetoe and Rogers 1987). A user’s motivation to be involved in 
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one (or both) of these coping strategies, as well as the extent of his motivation, depends on the 

environmental conditions the user perceives. In a situation where a user perceives that a privacy 

threat is avoidable by taking safeguarding measures, he will be more likely to employ PFC 

strategies, whereas when he perceives that the threat is not avoidable, he will be more likely to 

employ EFC strategies (Folkman et al. 1986; Lazarus and Folkman 1984).  

2.3.5 Impact on Outcomes and Reassessment  

At this final stage, the use evaluates how his behaviors impacted the overall situation and 

whether the consequences he observed are aligned with the ones that he anticipated in the initial 

primary appraisal stage. During reassessment (i.e., subsequent primary appraisal stages), the user 

subjectively evaluates the extent to which his decisions regarding disclosure and coping were 

satisfactory or not. Note that, while a user’s PFC and opportunity seeking behaviors affect 

outcomes (i.e., change objective reality), EFC behavior cannot. For PFC and opportunity seeking 

behaviors, it is a user’s observation of the changes in outcomes that triggers his reassessment. 

Thus, the links from PFC and opportunity seeking to primary appraisal are indirect, connected 

via outcomes, as depicted in Figure 2. However, the link from EFC to primary appraisal is a 

direct one, as changes in a user’s beliefs, values, emotions, and goals may directly trigger his 

reassessment, without affecting the outcomes.  

Coping theory (Lazarus and Folkman 1984) suggests that the relationship between a user’s 

cognitive appraisal (i.e., primary and secondary) and his behavioral responses (i.e., use and 

coping) are highly dynamic and iterative. As depicted in Figure 2, these processes constantly 

influence each other and evolve over time. Although a user’s expectations and behaviors can 

reach equilibrium after a few iterations at one point in time, shifts in the process are still 
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expected. The shift in a user’s judgment may be based on various aspects of his experience with 

the system being used. Most common causes are the changes in the individual (e.g., changes in a 

person’s goals, values, and expectations), social context (i.e., changes in the expectations of and 

pressures from the social environment), and technology (e.g., changes in technology affordances) 

(Beaudry and Pinsonneault 2005; Lazarus 1966; Liang and Xue 2009).  

For example, a user may eliminate a privacy threat associated with using an OSN feature by 

revising his privacy settings. Nevertheless, he can still evaluate the outcomes of a feature used 

unfavorably if he realizes that his coping strategy also eliminated or reduced the favorable 

outcomes he had thought to  achieve, or that it created conflicts with his social context or his 

primary values and goals (Folkman et al. 1986). Alternatively, although a user cannot find a way 

to eliminate a privacy threat caused by using an OSN feature, he can still evaluate the outcome 

favorably after his user experience if, for example, the user observes unanticipated positive 

outcomes, which compensate for his privacy concerns. 

As another example, a user may opt in to fabricate his profile information (e.g., name and 

picture) on Facebook to prevent disclosure of his private information to other network members 

through the “friend suggestions” feature that is available on Facebook. He may initially think 

that the privacy threat has been resolved by fabricating his personal information and thereby 

appraise his action as successful. However, after a while, he may realize that while he prevented 

the threat (e.g., disclosure of his information to unwanted people), as a result of his coping act, 

he also prevented some favorable outcomes of using the network he enjoyed (e.g., real friends 

cannot search and friend him because of the fabricated information). As a result of this 

observation of the actual outcomes, he then reconsiders what is at stake for him in the given 

situation.  
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2.4 Different Cases of Information Disclosure 

Information disclosure can happen in different forms and can be initiated by different actors in 

an OSN platform. As depicted in Table 5, information disclosure can be initiated by two 

different actors: an OSN user and other actors who are involved in the OSN platform. 

Information disclosure that is initiated by the user may be either intended or unintended.  

The term “intended” is used to refer to whether the actor who initiated information disclosure is 

aware (conscious) of his action or not. So, when disclosure is intended, the actor who initiated 

the disclosure is fully aware of his action. A user’s disclose of a piece of personal information on 

his profile page can be an example of intended disclosure initiated by the user.  While the initial 

information disclosure may be intended by the user, this act may have unintended consequences, 

resulting in further information disclosure, which the user may not foresee at the time of initial 

disclosure. In other words, the user may be fully conscious of his initial action (intended), but not 

so of the subsequent disclosure that he initiated (unintended disclosure initiated by the user). It is 

important to highlight that both intended and unintended disclosures may result in positive and 

negative outcomes. An unintended disclosure does not have to refer to an undesirable event. A 

user’s observation of the consequences of an unintended disclosure initiates his primary 

appraisal, and in the primary stage, the user decides whether it is beneficial or harmful to him. 

For example, a user’s friend can post and tag a photo of the user on his profile page and disclose 

it not only to his friends but friends of the user. This type of disclosure is not intended by the 

user (i.e., unintended disclosure initiated by others). Depending on his primary appraisal, the user 

may perceive this disclosure as a benefit or a threat to his privacy. The similarities and 

differences among different disclosure situations are compared and described in-depth with 

several examples in Table 5.  
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Whether the disclosure is intentional or unintentional may also cause differences in a user’s 

behavioral responses (i.e., opportunity seeking and coping). Section 2.5 describes the processes 

that shape a user’s behavioral responses when disclosure is intended or unintended by the user. 

While Figure 3 and Figure 4 depict the processes for intended and unintended disclosure 

respectively, Table 6 presents a brief summary.  
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Table 5: Different Forms of Disclosure 

 Intended Disclosure  

Initiated by A User 

Unintended Disclosure  

Initiated by A User 

Unintended Disclosure  

Initiated by Others 

Initiation of 

Disclosure 

Disclosure is initiated by the user. Disclosure is initiated by the user. Disclosure is initiated by an actor that 

is different from the user. 

Intention of 

disclosure 
 Disclosure is intended by the user. 

 

 

 

 Disclosure is not intended by the 

user. 

 

 Disclosure is not intended by the 

user.  

 Disclosure is often intended by the 

actor who discloses the information. 

Goal of 

Disclosure 
 The user discloses with a specific 

purpose or to gain a specific benefit. 

 The user does not have a specific 

purpose as it is unintended. The user 

may not aware of the disclosure until 

he observes the consequences. 

 

 The other actor discloses with a 

specific purpose or to gain a specific 

benefit. 

 The user does not have a specific 

purpose as it is unintended. The user 

may not be aware of the disclosure 

until he observes the consequences. 

 

Method of 

disclosure 
Direct Disclosure: 

 By using an OSN feature, the user 

intentionally discloses new personal 

information to others. 

 Information is given to those who 

already have access to the user’s 

profile (e.g., friends, followers who 

are already authorized).   

(See Example 1 below) 
 

Indirect Disclosure: 

 To use an OSN feature, the user 

 

 As a result of using an OSN feature, 

the user ends up giving new 

permissions to others to access or 

use his personal information that is 

already available on the network.  

 The user initially uses the OSN 

feature with a specific purpose in 

mind. However, this intentional act 

results in unintended consequences. 

 Permissions are given to those who 

do not already have access to his 

 

 By using an OSN feature, an actor, 

other than the user (e.g., friends, 

platform owners), who has access to 

the user’s personal information (i.e., 

new or already available) discloses it 

on the network.  

(See Examples 5, 6, and 7) 
 

 

 

 



39 
 

 Intended Disclosure  

Initiated by A User 

Unintended Disclosure  

Initiated by A User 

Unintended Disclosure  

Initiated by Others 

intentionally gives new permissions 

to others to access and use his 

personal information that is already 

available on the network. 

 Permissions are given to those who 

do not already have access to the 

user’s profile (e.g., friends of 

friends, applications, groups who are 

not already authorized).  

(See Example 2) 

information (e.g., friends of friends, 

applications, groups who are not 

already authorized). 

(See Examples 3 and 4) 
 

 

 

 

 

 

 

 

 

 

 

 

Primary 

Appraisal 

Primary appraisal starts with the 

user’s recognition of the OSN feature. 

The user can only assess the expected 

consequences of using the feature. 

Primary appraisal starts with the 

user’s awareness of the unintended 

disclosure or its consequences. At the 

time the user gains awareness of the 

disclosure, it has already occurred. So 

the user can assess both the actual 

and expected (future) consequences 
of disclosure.  

Primary appraisal starts with the 

user’s awareness of the unintended 

disclosure or its consequences. At the 

time the user gains awareness of the 

disclosure, it has already occurred. So 

the user can assess the actual and 

expected (future) consequences of 

disclosure. 

Coping   Primary appraisal starts with a user’s 

recognition of an OSN feature.  

 The user is at the locus of the 

decision process. He has the option 

not to use the OSN feature. So, 

privacy threat may never occur. 

 Thus, coping is proactive. The user 

can avoid a threat without it even 

occurring. 

 Primary appraisal starts with a user’s 

observation of the consequences of 

an OSN feature that is previously 

initiated by him. Initial adoption of 

the feature is intended by the user, 

but the subsequent outcomes are 

unintended.  

 The user already faces the 

consequences of his unintentional 

disclosure (i.e., can be either 

positive or negative for him). If 

 Primary appraisal starts with a user’s 

observation of the consequences of 

an OSN feature that is already 

initiated by others. Others’ action is 

often intended (by them), but the 

subsequent outcomes are unintended 

for the user. 

 The user already faces the 

consequences of his unintentional 

disclosure (i.e., can be either 

positive or negative for him). If 
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 Intended Disclosure  

Initiated by A User 

Unintended Disclosure  

Initiated by A User 

Unintended Disclosure  

Initiated by Others 

consequences are appraised as a 

threat, then the user has to cope with 

it. 

 Thus, coping is reactive. The user 

has to cope with a threat that has 

already occurred. 

consequences are appraised as a 

threat, then the user has to cope with 

it. 

 Thus, coping is reactive. The user 

has to cope with a threat that has 

already occurred. 

Examples Example 1: The user posts his photos 

on his profile page by using the 

“photo upload” feature. This 

information is disclosed to his friends 

on the network. The user is fully 

aware of his action and disclosure is 

fully intended. In return for his 

disclosure, the user expects to 

enhance his social presence on the 

network and interactions with his 

friends. His friends can now see the 

new pictures and post comments on 

the pictures. 

Example 2: The user allows an 

application the permission it requests 

to access and utilize his personal 

information. The user is fully aware 

of his action and disclosure is fully 

intended. In return for his permission, 

the user expects to gain advantages of 

using the application and interact with 

the other network members who use 

Example 3: The user joins a group 

page to read the comments posted by 

the group members. After receiving a 

few “friendship” requests from the 

group members, the user realizes that 

group members can add him as a 

“friend” even though his profile is 

normally secured for new friendship 

requests (i.e., no one can add him by 

searching his name). He understands 

that his act of joining a group gave all 

group members the right to add him 

as a friend. 

Example 4: The user posts a comment 

on a friend’s profile page. He thinks 

that his comment is only visible on his 

friend’s profile page, and only his 

friend and his friend’s friends can see 

his comment. However, after a while, 

he realizes that his friend’s profile 

page is open to everyone, so the 

comment he posted is also visible to 

Example 5: A friend shares a photo of 

the user on his profile page by using 

the “photo upload” feature. He also 

“tags” the name of the user on the 

photo so that the user can see the 

posted photo. In this case, the purpose 

of the user’s friend may be to share 

the photo with the user on the 

platform, so his action is intentional. 

The user may or may not like that his 

information has been disclosed on the 

platform and seen by his other friends. 

Example 6: An OSN platform (e.g., 

Facebook) discloses its users’ public 

information (e.g., name, profile 

picture, gender, networks) to other 

Facebook users through “people you 

may know” application. In return for 

this disclosure, Facebook expects to 

increase the number of friendship 

connections on the network and 

enhance overall use and popularity of 
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 Intended Disclosure  

Initiated by A User 

Unintended Disclosure  

Initiated by A User 

Unintended Disclosure  

Initiated by Others 

the same application. 

 

everyone. the platform. The user is never 

directly informed about this 

disclosure. However, the user may 

realize that Facebook discloses other 

users’ information (e.g., his distant 

friends from college) to him as his 

potential friends and suggest him to 

“friend” these people. Deducing from 

this information, he can conclude that 

his information should also be 

disclosed to them.  

Example 7: The user posts a photo on 

his profile page. Then, a friend of him 

posts a comment on the photo and the 

photo becomes available on the 

friend’s profile page. The purpose of 

the user’s friend may be sharing his 

opinion about the photo and 

increasing his social interactions with 

others on the platform. His action is 

intentional. However, as a result of 

this action, the friends of the user’s 

friend also gain access to the photo. 

The user may or may not be aware of 

that. If he is aware, he may or may not 

like that his information has been 

disclosed to friends of his friend. 
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2.5 Detailed Frameworks for Intended and Unintended Disclosure 

 

Figure 3: Intended Disclosure (Proactive Coping – Avoiding a Threat) 

 

 

Figure 4: Unintended Disclosure (Reactive Coping – Coping with Existing Threat) 
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Table 6: Summary of a User’s Opportunity Seeking and Threat Avoidance Behaviors 

  Secondary (Coping) Appraisal 

  Intended Disclosure  Unintended Disclosure 

  High Control Low Control High Control Low Control 

P
ri

m
a
ry

 A
p

p
ra

is
a
l 

Benefit  

(benefit with no significant 

privacy threats) 

 Intended Disclosure 

 No Coping 

 Intended Disclosure 

 No Coping 

 Unintended Disclosure 

 No Coping 

 Unintended Disclosure 

 No Coping 

Challenge  

(benefit with significant 

privacy threat,  

Benefit > Threat) 

 Intended Disclosure 

 High PFC (direct) 

 EFC 

 Intended Disclosure 

 PFC (indirect) 

 High EFC 

 Unintended Disclosure 

 PFC (direct) 

 EFC 

 Unintended Disclosure 

 PFC (indirect) 

 EFC 

Privacy Threat 

(Privacy threat with no 

significant benefits) 

 No Disclosure, thus: 

 No Coping 

 

 No Disclosure, thus: 

 No Coping 

 

 Unintended Disclosure 

 PFC (direct) 

 EFC  

 Unintended Disclosure 

 Limited PFC (indirect) 

 Limited EFC 

 

 OR Exit Platform 
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2.5.1 Intended Disclosure 

Figure 3 depicts the processes for an OSN user’s opportunity seeking and coping behaviors in an 

intended disclosure situation. An intended disclosure is initiated by a user with a specific purpose 

(i.e., gaining a specific benefit). The user has the option to not use the OSN feature, so a privacy 

threat may never occur. In such a case, coping would be proactive and the user can avoid the 

privacy threat by simply not using the feature.  

In an intended disclosure situation, primary appraisal starts with the user’s recognition of an 

OSN feature. As the user cannot experience the actual consequences of using the feature before 

he initiates the process, he can only assess the expected consequences of using the feature. A 

user may appraise the expected consequences of an intended disclosure in three different ways: 

benefit, challenge, and threat. 

In an instance where a user appraises an OSN feature as a benefit (i.e., expected consequences of 

using the feature are associated with significant benefits without significant privacy threats), he 

would adopt the feature (i.e., disclose his personal information by using the feature) without 

considering his control over the situation. As the user would not feel any significant privacy 

threats in disclosing his personal information, he would not have any coping motivations. Rather, 

he would orient his efforts towards utilizing the feature to the fullest extent.  As indicated in the 

information privacy literature (i.e., privacy calculus), the extent of a user’s expected net benefits 

would directly determine the strength of his intention to use the feature.  

In an instance where a user appraises an OSN feature as a challenge (i.e., expected consequences 

of using the feature are associated with significant benefits and significant privacy threats), he 

would consider adopting the feature, but at the same time, he would search for the resources (i.e., 
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privacy safeguards) that he could use to alleviate the privacy threat associated with using the 

feature and maximizing his net benefits. Depending on his secondary appraisal, the user may 

adopt different strategies to cope with the privacy threat.  

If  the user feels that his control over the situation is high, he would take full advantage of the 

opportunity by fully using the feature, while minimizing risks objectively with direct PFC 

strategies (e.g., adoption of privacy safeguards) and maximizing emotional stability with EFC 

strategies (e.g. wishful thinking). In such a situation, PFC is employed as the main coping 

strategy and EFC is used as a complementary strategy. 

If, however, the user feels that his control over the situation is limited, he would still try to 

maximize his net benefits to the greatest extent, while maximizing his emotional stability with 

EFC strategies  (e.g., denial of risks) and minimizing risks objectively with indirect PFC coping 

strategies (e.g. withholding or fabricating personal information). In such a situation, EFC may be 

employed as the main coping strategy, especially if indirect PFC strategies are insufficient in 

alleviating the privacy threat. 

When high control and low control situations are compared in terms of a user’s intentions to 

adopt an OSN feature and motivations to cope with a threat, it is posited that a user would have 

stronger intentions to use the feature and higher motivations to employ PFC when his control 

over the situation is high. In contrast, he would have weaker intentions to use the feature and 

higher motivations to employ EFC when his control over the situation is limited. 

In the instance where a user appraises an OSN feature as a privacy threat (i.e., expected 

consequences of using the feature are associated with significant privacy threats without 

significant benefits), he would not adopt the feature and therefore, would not need to cope. Note 
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that by employing coping strategies (e.g., revising privacy settings) that can effectively eliminate 

the privacy threats associated with using the feature, a user can eventually categorize it as a 

benefit. This framework, however, only describes time that the user’s thought process reaches 

equilibrium.  

2.5.2 Unintended Disclosure (initiated by the user or others) 

Figure 4 depicts the processes for an OSN user’s opportunity seeking and coping behaviors in an 

unintended disclosure situation. An unintended disclosure may be initiated by the user or others 

who have access to the network. At the time the user gains awareness of the disclosure, it has 

already been initiated, so a user’s primary and secondary appraisals only affect his coping 

behaviors (no effect on his opportunity seeking behaviors). As a result of an unintended 

disclosure situation, the user faces the actual consequences of information disclosure. These 

consequences can be appraised as a benefit or a privacy threat. If the consequences are appraised 

as a threat, then the user has to cope with it.  Thus, the user’s coping would be reactive. 

In an unintended disclosure case, primary appraisal starts with a user’s observation of the 

unintended disclosure and its consequences. As disclosure has already occurred, he can assess 

both the actual and expected (future) consequences of it. As a result, he may appraise the 

consequences in three different ways: benefit, challenge, and privacy threat. 

In an instance where a user appraises the consequences of disclosure as a benefit, he would enjoy 

the benefits of disclosure without searching for coping resources. In an instance where a user 

appraises an OSN feature as a challenge, he would enjoy the benefits of disclosure, but at the 

same time search for coping resources. Similar to an intended disclosure situation, if the user 

feels that his control over the situation is high, he would be motivated to employ direct PFC 
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strategies to minimize risks objectively and EFC strategies to maximize his emotional stability. If 

the user feels that his control over the situation is limited, he would maximize his emotional 

stability with EFC strategies and minimize risks with indirect PFC strategies. Note that a user 

would have less control over the situation in an unintended disclosure situation compared to an 

intended disclosure situation. Thus, his options to cope with a privacy threat would be more 

limited. As an example of a PFC strategy, the user may “untag” his name from a photo that has 

been posted by his friend (see example 5 in Table 5). While the user may like to have access to 

the photo himself, he may be concerned that his friends gained access to the photo. Untagging 

his name from the photo would remove his friends’ access to the photo. However, since the 

photo has been posted without his consent and has already been published on his profile page 

before he untagged his name, his friends could have already seen the photo. Considering that, the 

user would also engage in EFC strategies (e.g., wishful thinking – “I immediately untagged my 

name so I do not think that anyone could have seen this photo in such a short time”, positive light 

–“At least I managed to untag my name quickly. Worse things could have happened.”) Also note 

that, even if the user untags his name and makes the photo unavailable to his friends, the photo is 

still available in his friends’ profile page, so it is still available to friends of his friend. If the user 

is concerned about it, he could ask his friend to remove the photo (e.g., withholding). As an 

example of a PFC strategy that can be employed in such situations, the user may “fabricate” his 

profile information (e.g., post an unreal profile picture, put a fake surname etc.) so that incorrect 

information is disclosed to his potential friends (see example 6 in Table 5). To complement this 

strategy, he may also employ some EFC strategies (e.g., wishful thinking –“I don’t think anyone 

could understand that this account belongs to me.”) 
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In the instance where a user appraises an unintended disclosure as a threat, the user is likely to 

feel that his control over the situation is rather low. If the user feels that the consequences of 

disclosure are not too threatening because he has some level of control in order to alter the 

situation, employing limited PFC strategies and/or limited EFC strategies would be helpful. 

However, if the user feels that the consequences of disclosure are threatening because he does 

not have any control to change the situation, his coping motivations would drop because fear of 

threat drives a user’s coping motivations to a certain level. However, after reaching a certain 

level, the user may become insensitive to the threat (Liang and Xue 2009). Over-relying on 

coping in such situations may lead to frustration and stress (Beaudry and Pinsonneault 2005; 

Begley 1998; Folkman et al. 1986). 

Coping theory also indicates that, in extreme cases where an individual appraises a threat that is 

too significant or overwhelming, he may totally withdraw from the situation (Beaudry and 

Pinsonneault 2005; Begley 1998; Lazarus and Folkman 1984). In an extreme case of an 

unintended disclosure situation where a user feels that the consequences of disclosure is too 

threatening, that he lacks any resources to alter the situation, and that his adjustments (i.e., 

coping) are insufficient to restore his emotional stability, he may emotionally disengage himself 

from the situation and exit the social network platform altogether (Beaudry and Pinsonneault 

2005; Begley 1998). A recent study that investigates an OSN context, for example, found that in 

extreme cases (e.g., having a personal profile hacked) users preferred to delete their accounts. 

Similarly, a survey indicates that sixty percent of respondents considered quitting Facebook (i.e., 

deleting or inactivating an account) due to their privacy fears (Poll 2010). Note that, while this 

strategy would be successful in eliminating a particular privacy threat, it would also require 

significant efforts to emotionally disengage a user from the situation due to other significant 
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benefits of using the service. In fact, there are services that help technology users with this 

disengagement. For example, an online site (i.e., quitfacebookday.com) has been developed to 

inform users about Facebook’s lack of respect for private information, enhance community 

support, and encourage site visitors to quit the platform.  

2.6 Concluding Remarks and Connections to the Empirical Studies 

In this chapter, a theoretical framework was proposed to explain how an OSN user copes with a 

privacy threat in different disclosure situations. The proposed framework draws upon two major 

literatures on coping (Lazarus 1966; Lazarus and Folkman 1984) and information privacy. The 

framework contributes to the literature by: 1) proposing a comprehensive framework integrating 

two distinct literatures on coping and information privacy and, 2) discussing how the 

multifaceted consequences (i.e., benefits and harms) of using an OSN feature affects a user’s 

behavioral responses, and 3) explaining how the differences in use and information disclosure 

situations affect a user’s behavioral responses.  

The discussions presented in this chapter provide a theoretical base for the empirical studies 

conducted in this thesis (Study #2 and Study #3). Study #2 investigates how a user’s primary 

appraisal and secondary appraisal affect his coping motivations. Study #3 investigates how the 

two conditions (i.e., the extent of permissions requested and privacy controls provided by an 

application) affect a user’s privacy threat perception, and in turn, his intention to use an 

application. 

Drawing on coping theory, the framework proposed in this chapter was process oriented, 

focusing on an unfolding process of events. However, the theoretical frameworks proposed in 

http://www.quitfacebookday.com/
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Study#2 and Study#3 are variance theories, focusing on a user’s perceptions and behavioral 

responses at a stable point in time. The integration of process and variance views of threat 

avoidance has been undertaken by Liang and Xue (2009) in technology threat avoidance theory. 

Their work first outlines the process view of the dynamic coping process and then suggests a 

variance view to identify the key factors and describe their relationships. Similarly, this thesis 

proposes two variance-based frameworks as the cross-sectional snapshots of the described 

process and tests them with quantitative research methods using cross-sectional data.  

The two empirical studies in this thesis focus on understanding behavioral intentions in a 

situation where use of an OSN feature (and disclosure of personal information) is intended 

and initiated by a user (i.e., use of OSN applications). In addition, these studies are designed in 

a way that the given feature is likely to be categorized as a challenge by the study respondents 

(i.e., likely to be perceived as highly beneficial and harmful at the same time by study 

respondents). Empirical investigations are conducted by utilizing scenario-based methods. The 

selected method provides the ability to create a situational context that would generate high 

benefit and privacy threat perceptions. To study the particular context of intended use, social 

applications that run on Facebook platform have been selected. To study the specified contexts, 

several hypothetical scenarios on Facebook applications are developed. After several rounds of 

pilot tests, four scenarios that generated the highest benefits and privacy threat perceptions on 

average are selected. The theoretical frameworks proposed by the empirical studies are 

empirically tested based on the data collected from a representative Facebook population.  

The following two chapters (Chapter 3 and Chapter 4) present the empirical studies that build 

upon the proposed theoretical framework.   
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3 The Role of Primary and Secondary Appraisal in a User’s 

Coping Motivations: An Empirical Study on Facebook 

Applications (Study #2)  

3.1 Overview 

This study focuses on understanding the factors that affect a user’s motivation to cope with a 

privacy threat associated with using an OSN application (i.e. Facebook applications): a use 

situation where information disclosure is intended and initiated by the user. The study, in 

particular, proposes a theoretical model to explain how an OSN user’s primary appraisal (i.e. 

assessment of beneficial and harmful consequences of using an OSN application) and secondary 

appraisal (i.e. assessment of his control over the use of an OSN application) affect his problem-

focused coping (PFC) and emotion-focused coping (EFC) motivations, and empirically tests it 

with the data collected from 197 Facebook users using a scenario-based online survey.  

The proposed theoretical model in this study is largely drawn from Coping Theory (Folkman et 

al. 1986; Lazarus 1966; Lazarus and Folkman 1984), Technology Threat Avoidance Theory 

(Liang and Xue 2009), and the privacy literature. Technology Threat Avoidance Theory (TTAT) 

was developed to explain the factors that affect an individual IT user’s threat avoidance 

behaviors against malicious IT (Liang and Xue 2009).  Drawing mainly on Coping Theory 

(Folkman et al. 1986; Lazarus and Folkman 1984) and Protection Motivation Theory (Rogers 

1975), Liang and Xue (2009) conceptualized TTAT as both a process theory (to provide a 

dynamic view of the overall avoidance process) and a variance theory (to identify the key factors 

of this process and describe their relationships). Adopting these theories as a lens to investigate 
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an OSN user’s coping responses, this study makes the following contributions to the existing 

body of research on information privacy and coping. 

First, TTAT (Liang and Xue 2009) has been developed to explain security behaviors, focusing 

on how individual IT users avoid the threats caused by malicious IT. The theory posits that a 

user’s threat appraisal determines his threat avoidance motivations. The context of privacy, 

however, is different from that of security for which TTAT was developed, as the adoption of an 

OSN feature may result in both beneficial and harmful consequences. Therefore, it is expected 

that an OSN user considers both types of consequences associated with using an OSN feature 

during the coping process. A study on IT adaptation in the workplace has taken a similar 

perspective (Beaudry and Pinsonneault 2005), suggesting that the consequences of adapting to a 

new IT in a workplace may be both beneficial and harmful to employees. Thus, the current study 

provides a more appropriate view of coping in the information privacy domain by considering 

the effects of both benefits and privacy threats associated with using an OSN feature on a user’s 

coping motivations. 

Second, although Liang and Xue (2009) proposed a variance model to serve as the method for an 

empirical analysis with quantitative methods, they have not tested it.  As a novel contribution, 

this study operationalizes the proposed constructs, empirically validates their measurement 

items, and tests the proposed relationships using the data collected from a representative 

Facebook population via a scenario-based online survey.  

This study also extends a study by Liang and Xue (2010), which adopts the TTAT framework 

and empirically investigates the link between personal computer users’ threat perceptions and 

threat avoidance motivations. First, this study operationalizes two types of coping behaviors (i.e., 
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PFC and EFC) rather than presenting them at a high level variable (i.e., avoidance motivations).  

Second, while TTAT suggests threat avoidability as a mediator variable between users’ coping 

appraisal and coping motivations, Liang and Xue (2010) have not included it in their empirical 

analysis but suggested that it should be included in future works. This study includes threat 

avoidability as a mediator in the proposed model, develops the appropriate measures for the 

construct, and examines its effect on coping motivations.   

Lastly, the data analysed for this study is collected from a representative sample of the Facebook 

population using a stratified random sampling method, which helps enhance the generalizability 

of the findings of this study. 

3.2 Theoretical Framework 

Coping theory describes how an individual copes with a disruptive event (Folkman et al. 1986; 

Lazarus 1966; Lazarus and Folkman 1984). It postulates that an individual’s coping motivations 

are formed as a result of two processes, primary and secondary appraisal, that continuously 

influence each other (Lazarus 1966; Lazarus and Folkman 1984).  

At the primary appraisal stage, a user evaluates the nature of the potential consequences of an 

event (i.e., benefit or harm) and his likelihood of facing these consequences. Most events can be 

multifaceted, resulting in two types of consequences (Lazarus and Folkman 1984). The user also 

questions the personal significance of these consequences and their likelihood of occurrence at 

this stage (Folkman et al. 1986).  

At the secondary appraisal stage, a user first evaluates the resources that are available to him to 

cope with a threat. The key factor that influences this stage is a user’s perception of how much 
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control he may have to alter the situation (Lazarus and Folkman 1984). The user may be given 

the essential coping resources (i.e., privacy safeguards); however, he may still feel that his 

control over the situation is low for various reasons (i.e., lack of efficacy to use the given 

safeguards). Therefore, it is a user’s perceived control that determines his coping appraisal.  

After primary and secondary appraisals, at the coping stage, a user employs different types of 

strategies to address the harmful consequences of the event.  He may rely on two types of coping 

strategies – problem-focused coping (PFC) and emotion-focused coping (EFC) – to deal with 

the situation (Folkman et al. 1986; Lazarus and Folkman 1984).  While PFC aims to solve the 

problematic situation directly through objective measures (i.e., safeguards), EFC aims to change 

one’s perception of the problematic situation to manage his emotions and stress through a 

cognitive process, without actually altering the objective reality. While PFC can be oriented 

towards changing the environment (e.g., revising privacy settings, opting out from a service) or 

changing one’s self (e.g., gaining awareness of privacy controls available on an OSN) (Beaudry 

and Pinsonneault 2005; Lazarus and Folkman 1984), EFC can only be oriented towards changing 

one’s perceptions (e.g., wishful thinking, denial, positive comparison) (Lazarus and Folkman 

1984 Folkman et al. 1986). 

3.3 Research Model and Hypotheses  

Drawing on TTAT (Liang and Xue 2009), the proposed model posits that a user’s primary and 

secondary appraisals affect his two types of coping behaviors—PFC and EFC. Perceived 

effectiveness of privacy safeguards that are available to a user, cost of using these safeguards, 

and self-efficacy influence a user’s threat avoidability perceptions, and in turn, his coping 

motivations. While perceived severity and perceived susceptibility of a privacy threat influence 
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his overall privacy threat perceptions, perceived likelihood and importance of benefits influence 

his overall benefit perceptions. Lastly, perceived privacy threat moderates the relationship 

between threat avoidability and coping motivations, in the sense that when perceived threat is 

high, the impact of threat avoidability on coping is not significant, whereas when perceived 

threat is low, its impact will be significant. Figure 5 presents the theoretical model proposed in 

this study, while Table 7 presents the definitions and sources of key constructs. The proposed 

relationships are discussed in Section 3.3.1. 

 

Figure 5: A Framework for Privacy Threat Avoidance and Coping (Study #2) 
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Table 7: Definitions and Sources of Key Constructs 

Constructs Definitions Sources 

Problem Focused 

Coping (PFC) 

 

refers to the motivation of coping that aims to eliminate 

or alleviate a privacy threat in objective terms. PFC 

strategies deal directly with the source of the threat (i.e. 

changing privacy settings).  

Coping Theory;  

Lazarus 1966 

Emotion Focused 

Coping (EFC) 

refers to the motivation of coping that aims to overcome 

negative feelings and emotions that emerge as a result of 

a privacy threat (Rosenstiel and Keefe 1983). While 

EFC behaviors do not attempt to change the objective 

reality, they attempt to reduce perception of a privacy 

threat in subjective terms by creating a false perception 

of the environment without actually changing it (e.g., 

denial) or adjusting one’s desires or importance of 

desires so that negative emotions related to threat (e.g., 

fear and stress) are mitigated.   

Coping Theory; 

Lazarus 1966 

Threat 

Avoidability 

refers to a user’s assessment of the likelihood that he 

will be able to avoid a privacy threat by using a specific 

privacy safeguard that is available to him.   

Liang and Xue 

2009 

Effectiveness of 

privacy controls 

that are available 

to a user 

refers to a user’s subjective judgment of the 

effectiveness of privacy safeguards that are available to 

him in managing the outflow of his personal 

information. 

Bandura 1982; 

Liang and Xue 

2009 

Cost of adopting a 

privacy control 

refers to physical and cognitive efforts that a user needs 

to adopt in order to use a privacy safeguard. 

Liang and Xue 

2009; Weinstein 

1993 

Self-Efficacy refers to a user’s subjective judgment on his personal 

skills, knowledge, or competency about adopting and 

using a privacy safeguard. 

Social Cognitive 

Theory; 

Bandura 1977; 

Bandura 1982; 

Compeau and 

Higgins 1995 

 

3.3.1 Primary Appraisal 

Primary appraisal refers to a user’s subjective assessment of an OSN feature. This appraisal may 

lead to two types of beliefs: benefits and privacy threats associated with using the feature. 

Studies on health psychology (Janz and Becker 1984; Rogers 1975; Weinstein 2000), risk 

analysis (Baskerville 1991a; Baskerville 1991b) and security threat avoidance (Liang and Xue 
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2009; Liang and Xue 2010) propose that a user’s calculation of a threat involves his assessment 

of the likelihood of negative consequences and the perceived severity of these consequences. 

While perceived susceptibility is defined as a user’s subjective judgement on the probability that 

a privacy threat will negatively affect him in the future, perceived severity is defined as his 

subjective judgement on the extent to which the negative consequences of a privacy threat will 

be severe for him (Liang and Xue 2009). It is hypothesized that while perceived susceptibility 

and perceived severity of a threat shape a user’s privacy threat perception, perceived likelihood 

and importance of a benefit shape a user’s benefit perception. Thus;  

H1a
+
: Perceived likelihood of an expected benefit associated with using a social 

application positively influences a user’s overall benefit perception. 

H1b
+
: Perceived importance of an expected benefit associated with using a social 

application positively influences a user’s overall benefit perception. 

H2a
+
: Perceived susceptibility of an expected privacy threat associated with using a social 

application positively influences a user’s overall threat perception. 

H2b
+
: Perceived severity of an expected privacy threat associated with using a social 

application positively influences a user’s overall threat perception. 
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3.3.2 Secondary (Coping) Appraisal 

Perceived threat avoidability refers to a user’s assessment of the likelihood that he will be able 

to avoid a privacy threat by using a specific privacy safeguard that is available to him.  Drawing 

on prior research (Rogers 1975; Weinstein 2000; Liang and Xue 2009), perceived avoidability of 

a threat, driven by perceived effectiveness of a privacy control, perceived cost of using the 

privacy control, and a user’s perceived self-efficacy, is the direct determinant of an individual’s 

coping motivations.  

Effectiveness of privacy controls refers to a user’s subjective judgement that adopting and using 

a privacy safeguard that is available to him would effectively reduce or eliminate a privacy threat 

(Liang and Xue 2009). A user’s perceived effectiveness of privacy controls influence his 

perceived threat avoidability, and in turn, his threat avoidance motivations. Thus;  

H3a
+
:  Perceived effectiveness of privacy controls are positively associated with a user’s 

perceived threat avoidability.  

Cost of privacy control refers to a user’s physical and cognitive efforts that are required to use a 

privacy safeguard (Weinstein 1993; Liang and Xue 2009). Adoption and use of a privacy 

safeguard requires time, comprehension and implementation efforts, and may cause 

inconvenience. Perceived cost can be an obstacle to a user’s threat avoidance motivations, thus, 

negatively affecting his perceived threat avoidability. Thus; 

H3b
-
:  Perceived cost of adopting privacy controls is negatively associated with a user’s 

perceived threat avoidability.  
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Self-efficacy refers to a user’s confidence in his personal skills, knowledge, or competency about 

adopting and effectively using a privacy control that would eliminate a privacy threat (Bandura 

1977; 1982). A user’s self-efficacy in eliminating a privacy threat requires his awareness of 

given privacy safeguards (i.e., privacy settings that are available to him) and his ability to adapt 

and utilize these controls when necessary. A user’s self-efficacy positively influences his threat 

avoidability perception. Thus; 

H3c
+
:  Perceived self-efficacy in adopting privacy controls are positively associated with 

a user’s perceived threat avoidability.  

3.3.3 Coping Behaviors 

This study defines coping behaviors as a user’s cognitive and emotional efforts in managing the 

expected negative consequences of using an OSN feature. A user’s primary and secondary 

appraisals are proposed to influence his coping motivations (Lazarus 1966; Lazarus and Folkman 

1984; Liang and Xue 2009). Note that the term “motivation” (rather than intention) is being used 

to assure the consistency with the current literature on coping. 

Two types of coping behaviors are proposed in the theoretical framework: Problem-Focused 

Coping (PFC) and Emotion-Focused Coping (EFC). PFC occurs primarily when a user perceives 

a privacy threat and feels that he has the necessary resources to control the situation (Folkman et 

al. 1986; Lazarus and Folkman 1984). EFC also complements PFC so that the user can overcome 

his negative emotions. In general, in an intended use situation (as described in Section 2.4), a 

user’s motivation to gain benefits from using an OSN feature and to avoid privacy threats 

associated with its use would motivate him to cope with a threat. Thus, the following hypotheses 

are suggested:  
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H4:  Perceived benefit positively affects a user’s motivations to utilize PFC (H4a
+
) and 

EFC (H4b
+
). 

H5:    Perceived privacy threat positively affects a user’s motivations to utilize PFC 

(H5a
+
) and EFC (H5b

+
). 

H6:  Perceived threat avoidability positively affects a user’s motivations to utilize PFC 

(H6a
+
) and EFC (H6b

+
).  

Liang and Xue (2009) suggest that the impact of threat avoidability on avoidance motivations is 

negatively moderated by perceived threat in such a way that, as the threat increases, the impact 

of threat avoidability on avoidance motivation becomes less influential. Prior research suggests 

that individuals can be unresponsive to moderate to high level of privacy threats (Weinstein 

2000), because when an individual’s negative emotions (e.g., fear) resulting from a threat 

exceeds a certain level, he becomes insensitive to the changes in threat levels. Considering the 

context of intended use (i.e., information disclosure) that is being investigated, this study 

proposes a different argument. In an intended use situation, fear of a privacy threat would never 

exceed a critical point, since not using the feature is always an option for the user. So, when 

perceived threat is high, regardless of the perceived threat avoidability, a user’s coping 

motivations would be high. However, when a user’s perceived threat is low, his perceived threat 

avoidability would be more influential in increasing his coping motivations. Thus, the following 

is proposed: 

H7: Perceived privacy threat moderates the relationship between a user’s perceived threat 

avoidability and problem-focused coping motivations: when perceived privacy threat is 

moderate or low, perceived threat avoidability will have higher impact on problem-
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focused coping, while when it is high, perceived threat avoidability will have lower or no 

significant impact on problem-focused coping. 

3.4 Research Method 

A scenario based online survey is used to test the proposed model. The initial survey instrument 

was developed based on the definitions of the constructs (conceptualized in section 3.3) and a 

comprehensive literature review. The initial survey instrument was then revised based on a card-

sorting exercise and exploratory data analysis. The hypothetical scenarios were developed by 

adapting popular Facebook applications. The hypothetical scenarios and measurement items 

were then tested with two pilot tests and four applications. The scenarios which generated the 

highest benefit perceptions were included in the final survey. Data collection was conducted by 

administering the final survey online using the panel members of a market research company. 

3.4.1 Development and Design of Hypothetical Scenarios 

This study used a hypothetical scenario-based survey to address the research questions. 

Scenario-based approach is widely accepted in decision-making and business studies (O’Fallon 

and Butterfield 2005) as it incorporates the situational details that are necessary for users’ final 

decision making (Klepper 1989), enhances the realism of decision-making situations by 

providing contextual details while simultaneously ensuring that these details are uniform across 

respondents, and reduces measurement errors (Bachman 1992). This method is also commonly 

adopted in the information systems and security and privacy literatures (Darcy 2009; Malhotra et 

al. 2004; Siponen and Vance 2010).  
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The scenarios for this study were developed to investigate an intended disclosure situation that is 

initiated by the user (see Chapter 2). The participants were presented with hypothetical scenarios 

(Weber 1992) and asked how they would respond to the questions in a given hypothetical 

situation (Piquero and Tibbetts 1996; Rosenthal and Rosnow 1984). Social applications that run 

on the Facebook platform were selected for the purpose of this study, as they represent an 

intended use situation that can only be initiated by a user.  

The hypothetical scenarios that have been developed consist of two parts: scenario description 

and application interface. Scenario descriptions were provided to explain the features of the 

application, and thus served to create a user’s benefit perceptions. Application interfaces were 

provided to present the information permissions requested by an application to access, process, 

and utilize a user’s personal information, and thus served to create a user’s privacy threat 

perceptions. Both the scenario description and the application interface were provided 

simultaneously before the survey items were presented to a participant. The objective was to 

allow the study participants to make the cost-benefit calculations by checking both the scenario 

description (i.e., benefit) and the interface (i.e., threat) before they replied to the survey items. 

Several pilots were conducted to develop the methodology of this study. First, an online forum 

was developed to stimulate a discussion with the undergraduate students who were taking a 

management information systems course at our institution. The discussion included the 

advantages and disadvantages of different OSN platforms, the features these platforms had to 

offer, major benefits and costs they associated with these features, and their behavioral 

responses. Based on these discussions, the features of various OSN platforms were listed and 

categorized. Then, two panel discussions were held with the MBA students in our institution to 

understand their threat and benefit perceptions associated with these features and behavioral 
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responses. As a result of these discussions, Facebook applications were selected as the focus of 

this investigation.  

To ensure the generalizability of findings across different types of applications, various 

hypothetical scenarios, likely to generate different types of benefits (i.e., social, utilitarian, and 

mixed benefits) were developed. Based on discussions held in pre-study stages as well as the 

publicly available descriptions and ratings of the popular Facebook applications, nine 

hypothetical scenarios were developed. Next, these scenarios were reviewed in two rounds of 

pilot tests. The first pilot test involved 38 participants and the second 53 participants. The pilot 

tests included the hypothetical scenarios, the initial measurement items, and several open-ended 

questions regarding the realism, readability, and relevance of the developed scenarios. Each 

respondent was asked to review the scenarios presented in a random order, followed by the 

survey questions.  

These pilot tests served three key purposes. First, they aimed to enhance the realism, readability, 

and relevance of the scenarios. Based on the feedback received in the first pilot test, the scenarios 

were revised. In the second pilot test, all participants reached a consensus that the scenarios were 

realistic, relevant, and easy to read, and had minor requests for improvement. After this stage, the 

scenario descriptions were sent to an editor to further improve the sentence structures and 

readability of the scenario descriptions. 

Second, the pilot tests aimed to identify applications that are likely to generate the highest benefit 

and privacy threat perceptions among the respondents. Based on the results of the pilots, the 

most popular applications (i.e., the ones generating highest benefit perceptions) were selected. 

Perceived privacy threat was not as high as expected in the first pilot, so in the second pilot, the 
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application interface was revised to request additional permissions, likely to increase 

respondents’ threat perceptions. The respondents’ threat perceptions increased significantly in 

the second pilot test, so the designed interface was deemed appropriate to be included in the 

main study.  

Third, the pilot tests aimed to identify a set of scenarios that could be representative of Facebook 

applications. It was determined that Facebook users may perceive three types of benefits in using 

an application: social, utilitarian, and mixed benefits. As a result, four applications generating 

different types of benefits (one social benefit, two mixed benefits, and one utilitarian benefit) 

were selected and included in the main study. The categorization of scenarios according to the 

benefit types, along with the questions asked for the assessment, is presented in Appendix A2.  

After the final revisions, the scenarios were finalized. All the selected scenarios generated high 

benefit and high privacy threat perceptions. These scenarios, along with the descriptions and 

graphical interfaces, are presented in the Appendices (Appendix A1). When administrating the 

survey, each participant was presented with one randomly selected scenario of the four scenarios 

available, followed by the survey items. 

3.4.2 Development and Design of the Survey Items  

Survey item development started with a comprehensive literature review to determine the 

existing measurement scales that have proven reliable. These items were adapted according to 

the purpose of this study and included in the survey instrument. For the other constructs that 

have not been previously operationalized and empirically tested, new measures were developed 

by closely following their definitions. All research constructs were measured reflectively using 
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multi-item Likert scales. Table 8 presents the constructs, their sources, and the number of items 

used to measure them, while Table 9 presents the measurement items with their anchors. 

Table 8: Sources of Measurement Items 

Construct Type Source Items 

Benefits of Use Reflective Bulgurcu et al. 2010a 4 

Likelihood of Benefits Reflective Developed for this study 4 

Importance of Benefits Reflective Developed for this study 4 

Threats to Privacy Reflective Developed for this study 6 

Susceptibility of Privacy Threat Reflective Developed for this study 4 

Severity of Privacy Threat Reflective Developed for this study 4 

Threat Avoidability Reflective Developed for this study 4 

Effectiveness of Privacy Controls Reflective Developed for this study 3 

Costs of Adopting Privacy Controls Reflective Developed for this study 3 

Self-Efficacy Reflective Bulgurcu et al. 2010a 3 

Problem-Focused Coping Reflective Developed for this study 5 

Emotion-Focused Coping Reflective Developed for this study 5 

The initial survey instrument was refined based on card-sorting exercises and exploratory data 

analysis. First, feedback on our initial measurement items was solicited from faculty members 

and graduate students who had experience with survey research methods at our institution. Early 

versions of the work were presented twice at our institution and feedback was obtained. Based on 

the feedback, the initial survey items were revised. Next, card-sorting tests (Moore and Benbasat 

1991) were performed with seven graduate students who were asked to match the measurement 

items with predefined construct categories and definitions. The results of sorting led to 

satisfactory classifications.  

A final test was conducted to ensure the validity and reliability of measurement items and to re-

test the revised scenarios. Four survey links, each for one hypothetical scenario, were developed 

and a market research company (GMI: Global Market Insite) was asked to distribute the survey 

links to their panel members. Data was collected from 100 participants (25 participants for each 
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scenario) and the quality of measures tested with the partial least squares (PLS) approach to 

structural equation modeling. The measures had sufficient validity and reliability, so they were 

deemed appropriate for the study. The validated scenarios and measurement items were included 

in the final survey. In all pilots tests and the final survey, the questions for dependent variables 

were asked in the beginning of the survey, before the questions for independent variables were 

asked. 

The survey also included demographic variables, such as age, gender, education level, and State 

of residence. These variables were used to execute this study’s stratified sampling data collection 

strategy to collect from a representative sample of the Facebook population. To exclude the 

variance explained by confounding factors, the survey also captured participants’ pre-

conceptions regarding the benefits and costs associated with using Facebook and Facebook 

applications, as well as their prior experiences with privacy violations on social network 

platforms. 

3.4.3 Data Collection: Selection of Participants and Procedure 

Selection of Participants: Data was collected by administering the final survey instrument 

online. The sample was drawn from the panel of a professional market research company (i.e., 

GMI: Global Market Insite, Inc.). The company provided with an access to a nationwide sample 

of their panel members located in the United States. Since the number of Facebook users who 

live in the United States (approximately 157 million users that is 32% of the overall Facebook 

population) are larger than the number of those who live in any other country, it was deemed 

appropriate to collect the data from the panel members living in the United States. The subjects 

of this study, therefore, included the panel members who received an invitation e-mail from the 
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company and opted-in to complete the survey in exchange for membership points that can be 

redeemed for merchandise.  

The sample was specifically constructed to represent the Facebook population. To reach a 

representative sample, a stratified random sampling strategy was utilized in this study. The most 

recent demographics (Facebook 2011) of the Facebook population was obtained and the research 

company was asked to contact a group of participants who represent the given population in 

terms of age, gender, education, and location based on Facebook 2011 Statistics. Participants 

who were less than eighteen and more than sixty-five years old were not included in the study for 

ethical and practical reasons. The market firm was also asked to exclude the panel members who 

were not active Facebook users. Based on the sampling criteria, the research company randomly 

selected the potential subjects from its panel and sent them e-mail invitations.  

To create a diverse sample population and to reach the demographic characteristics of the sample 

desired, the market research firm ensured that the demographics of the drawn sample closely 

resembled that of the Facebook population in terms of four important attributes: age, gender, 

education, and location. The firm put quotas to these four attributes on the survey tool so that 

when a quota was reached for a given group, they continued sending invitations to the remaining 

groups. Several attention (trap) questions were included at different stages of the survey to 

prevent respondents who did not read the questions carefully from taking the survey. Wrong 

answers to such trap questions directly ended the survey, so the quality of the final data set was 

deemed to be very high. Data was collected from 200 respondents. Three respondents were 

removed from the final sample due to their unreliable responses, so the data analysis was 

conducted with 197 data points. 
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Of the final sample, 54 percent were female, and 27 percent were in the 36 to 45 age range.  

While 31 percent of the sample had an undergraduate education, 17 percent had a graduate 

degree. 42 percent of the people in the sample were using their social network accounts 3 to 5 

times a week, while 34 percent were using Facebook for more than an hour per week.  94 percent 

of the respondents were aware of the social applications that run on Facebook, while 81 percent 

of the sample used an application on Facebook at least once. The sample was representative of 

the overall Facebook population in terms of gender, age, education, and location, based on 

Facebook 2011 Statistics. The sample demographics are presented in Appendix A3. 

No significant differences were found between early versus late responders (or any other 

randomly selected sub-samples in the data set), reducing the concern of non-response bias 

(Rogelberg and Stanton 2007).    

Procedure: Potential subjects were first asked to consent to participation in the study via a 

checkbox query. Subjects who consented to participate in the survey were then asked four main 

questions regarding their demographics (i.e. age, gender, education, location), followed by two 

questions to ensure that subjects were active Facebook users. The rest of the demographics 

questions were asked at the end of the survey. Subjects who did not login to the system once a 

week and had not spent at least half an hour on the OSN during the last six months were 

excluded from taking the survey. To reach the given demographics of the representative 

Facebook population, the market firm iteratively collected the data by sending e-mail invitations 

to small sub-samples. They first put quotas on each of the four demographic variables, so when 

one of the quotas was reached, the firm prevented those groups from taking the survey. In the 

next iterations, the firm continued sending e-mail invitations solely to the groups, the quotas of 

which had not been filled.    
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Following the exclusion questions, the scenario description and the application interface were 

presented on the same page. Subjects were asked to confirm that they had read the scenario 

description and carefully investigated the application interface via a checkbox query. Only the 

subjects who selected the check box were allowed to continue the study. The application 

interface was presented in all the following pages to ensure that subjects could check the 

permissions requested by the application. The scenario description was not included in the 

following pages to shorten the survey pages. However, a web link was provided on all pages to 

present the scenario description for those who preferred to read it again during the survey.  

While scenario-based studies with few survey items often use a design of multiple scenarios per 

respondent (Jasso 2006), the design of one scenario per respondent was chosen because of the 

large number of survey items associated with each scenario (Paternoster 1982).  Each respondent 

indicated the benefits and privacy threats they perceived in a given scenario and the strategies 

they would employ to cope with the perceived privacy threats. The order of questions for benefit 

and privacy threat constructs was randomly assigned in the survey for each survey link to control 

for the order effect.  For the administration of the survey, each respondent was presented a 

randomly selected scenario and was expected to answer the same set of questions following the 

description and the interface of the given scenario. 

3.5 Data Analysis and Results 

3.5.1 Assessment of Measurement Validation 

The component-based partial least squares (PLS) approach of structural equation modeling 

(SEM) was used to validate quality of measurement scales and to test the hypothesized 
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relationships in the research model. The Smart-PLS software package (version 2.0.M3) was 

employed to perform the analysis. The PLS was preferred over the covariance based approach 

because of several reasons.  First, PLS is considered to be more appropriate to test exploratory 

models that are at the early stages of development. This study is novel in its operationalizations 

of several theoretical constructs (i.e. PFC, EFC, threat avoidability) and examining their effects 

on a user’s coping intentions. Second, PLS places minimal restrictions on the sample size and 

residual distributions (Chin 1998). Also, PLS does not require data normality. As the collected 

data does not comply with the normal distribution requirement of other methods, PLS is deemed 

suitable for this study. 

As all the measurement scales were proven to be valid and reliable, they were kept for the 

structural model estimation. The estimates derived from the SEM analysis were used to estimate 

the structural model and to test the research hypotheses. Table 9 shows the questionnaire items 

and their descriptive statistics. 
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Table 9: Measurement Items and Item Loadings 

 Dimensions/Questions Scale Mean STD Load 

      

 Perceived Benefits of Use      

 Overall, I believe that using this application 

would_________. 
    

B-1 be favorable to me a 4.82 1.51 0.94 

B-2 provide gains to me a 4.82 1.43 0.95 

B-3 be beneficial to me a 4.93 1.43 0.97 

B-4 impact me positively  a 4.82 1.45 0.94 

 Perceived Likelihood of Benefits      

 It is __________ that I would enjoy the benefits of 

using this application. 
    

LB-1 likely b 4.74 1.67 0.94 

LB-2 probable b 4.58 1.69 0.92 

LB-3 expected  b 4.14 1.74 0.93 

LB-4 certain b 3.73 1.76 0.90 

 Perceived Importance of Benefits      

 The benefits I would gain from using this 

application are _____ to me. 
    

IB-1 important b 4.47 1.76 0.95 

IB-2 valuable b 4.58 1.73 0.96 

IB-3 significant b 4.31 1.71 0.96 

IB-4 substantial b 4.13 1.67 0.92 

 Perceived Threats to Privacy     

 Overall, I believe that using this application would 

_________. 
    

T-1 be harmful to my privacy A 4.28 1.62 0.91 

T-2 impact my privacy negatively A 4.22 1.64 0.91 

T-3 be a threat to my privacy  4.19 1.69 0.91 

T-4 result in a loss of control over my personal 

information 
 4.12 1.84 0.86 

T-5 bring some uncertainty about the future use 

of my personal information 
a 4.59 1.80 0.90 

T-6 make it difficult for me to predict how my 

information will be accessed and used in the 

future 

a 4.87 1.74 0.84 

 Perceived Susceptibility of Privacy Threat     

 If I use this application, it is ________ that my 

privacy would be under threat. 
    

ST-1 likely b 4.49 1.65 0.96 

ST-2 probable b 4.44 1.67 0.97 

ST-3 expected  b 4.17 1.68 0.95 

ST-4 certain b 3.86 1.78 0.93 
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 Dimensions/Questions Scale Mean STD Load 

 Perceived Severity of Privacy Threat      

 Using this application would pose a _______ threat 

to my privacy. 
    

SeT-1 severe  b 3.32 1.71 0.95 

SeT-2 serious  b 3.53 1.76 0.97 

SeT-3 significant  b 3.73 1.81 0.97 

SeT-4 substantial  b 3.67 1.82 0.95 

 Perceived Threat Avoidability     

 I feel that I can ________ the privacy threats that 

may result from using this application. 
    

TA-1 avoid a 4.25 1.55 0.92 

TA-2 ward off a 4.16 1.53 0.93 

TA-3 prevent a 4.13 1.55 0.95 

TA-4 eliminate a 3.66 1.66 0.91 

 Perceived Effectiveness of Privacy Controls     

 The privacy protection tools that I am provided with 

in using this application _____. 
    

E-1 are effective in safeguarding my privacy a 4.13 1.45 0.98 

E-2 work effectively in protecting my personal 

information 
a 4.10 1.44 0.98 

E-3 enable me to prevent potential privacy 

problems effectively 
a 4.07 1.50 0.97 

 Self-Efficacy      

 I have the necessary _____ to avoid privacy threats 

that may result from using this application. 
    

SE-1 skills a 4.93 1.48 0.98 

SE-2 knowledge a 4.84 1.56 0.96 

SE-3 competencies a 5.01 1.52 0.97 

 Perceived Costs of Adopting/Using Privacy 

Controls 
    

C-1 Modifying privacy settings to eliminate privacy 

threats that may result from using this application 

would be burdensome for me. 

a 4.10 1.68 0.92 

C -2 Adopting privacy controls to eliminate privacy 

threats that may result from using this application 

would be time consuming for me. 

a 4.38 1.65 0.94 

C -3 Changing privacy settings to avoid privacy threats 

that may result from using this application would be 

difficult for me. 

a 3.76 1.68 0.88 

 Please read each item and indicate, by using the 

following rating scale, to what extent you would use 

it in the described situation. 

    

 Problem-Focused Coping (PFC)     

 If I am to use this application, I would __________     
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 Dimensions/Questions Scale Mean STD Load 

that may result from using this application. 

PFC-1 focus on what I can do to eliminate the 

privacy threats 
c 5.27 1.46 0.90 

PFC-2 work on reducing the privacy threats c 5.43 1.46 0.94 

PFC-3 try to identify solutions to get around the 

privacy issues 
c 5.41 1.45 0.94 

PFC-4 work on preventing the privacy threats c 5.29 1.45 0.88 

PFC-5 think of what I can do to avoid the privacy 

threats 
c 5.41 1.47 0.92 

 Emotion-Focused Coping (EFC)     

 If I am to use this application, I would __________ 

that may emerge as a result of the privacy threats 

posed by using this application.   

c    

EFC-1 try to eliminate my worries  c    

EFC-2 try to figure out different ways to deal with 

my stress 
c 4.66 1.48 0.80 

EFC-3 work on reducing my anxieties  c 4.21 1.49 0.93 

EFC-4 try to ease my frustration c 4.21 1.49 0.94 

EFC-5 think of ways to mitigate my negative 

feelings 
c 4.36 1.47 0.93 

Scales Used in the Questionnaire 

a 1 Strongly Disagree; 2 Disagree; 3 Somewhat Disagree; 4 Neutral; 5 Somewhat Agree; 6 Agree; 7 Strongly Agree 

b 1 Not at All — 7 = Very Much  

c 1 Extremely Unlikely; 2 Quite Unlikely; 3 Somewhat Unlikely; 4 Neutral; 5 Somewhat Likely; 6 Quite Likely; 7 

Extremely Likely 

First, the average variance extracted (AVE) scores and the factor loadings of measurement items 

on respective latent variables were examined to ensure convergent validity. The AVE scores for 

all variables were above the minimum recommended value of 0.50 (see Table 26 in Appendix 

A4). The loadings for all the measurement items were also above the recommended minimum 

value of 0.707 (Chin 1998) (see Table 27 in Appendix A4). It was concluded that the 

measurement items fulfilled the required convergent validity. 

Second, to ensure the discriminant validity of constructs in the research model, the square root of 

the average variance extracted (AVE) for each construct were compared with the other 

correlation scores.  The square root of the AVE for each construct in the model, as reported in 
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the diagonal of the correlation of constructs matrix in Appendix A4, was larger than the 

corresponding off-diagonal correlations of the constructs to their latent variables. 

As reported in Appendix A4, the composite reliability values for all of the constructs in the 

research model were greater than 0.94 and Cronbach’s alpha values were greater than 0.90. The 

scores validate that the constructs had adequate scale reliability and internal consistency (Fornell 

and Larcker 1981; Gefen et al. 2000; Nunnally and Bernstein 1994). 

Common method bias can be a potential threat to this study, as the data were self-reported and 

the questions to both the dependent and independent variables were asked in the same 

questionnaire (Podsakoff et al. 2003). To ensure that common method bias was not a threat to 

this study, we applied Liang et al.’s (2007) method and created a separate factor with all items in 

the model (Podsakoff et al. 2003). We also conducted an exploratory factor analysis and 

concluded with five separate factors that were consistent with the number of main constructs in 

the model. The results indicated that common method bias was not a significant concern. 

3.5.2 Results of the Structural Model Testing 

The bootstrapping re-sampling method with 197 cases and 1,000 re-samples were used for 

structural model estimation. Based on the results of the model estimation, all the hypotheses, 

except H3b (cost  threat avoidability), were supported. The results of the structural model 

estimations, including R
2
 values, are presented in Figure 6. The reported significance of paths is 

based on a two-tailed t-test. 
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Figure 6: The Results of the Structural Model Testing (Study #2) 

H1a and H1b were supported at p < 0.01. H2a and H2b were supported at p < 0.01 and p < 0.05 

respectively. Likelihood and Importance of Benefit explained 74 percent of the variance for 

Perceived Benefit, and Susceptibility and Severity of Threat explained 71 percent of the variance 

for Perceived Privacy Threat.  

While the impacts of Perceived Effectiveness of Safeguards and Self-Efficacy on Threat 

Avoidability were statistically significant, that of Perceived Cost was not. Hence, we found 

significant support for H3a and H3c (p < 0.01), but no support for H3b. The variables explained 

approximately 46% of the variance for Threat Avoidability.  

The model accounts approximately for 43 percent of the variance explained for PFC, and 23 

percent of the variance explained for EFC. The effects of several variables—age, gender, average 

Facebook use time, experience with Facebook applications, general trust of Facebook 

applications, previous privacy invasions on Facebook, scenario type—were controlled on coping 

variables. No significant impact of control variables was found.  
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H4a (p < 0.05), H5a (p < 0.01), and H6a (p < 0.01) were supported. While Perceived Benefit, 

Perceived Privacy Threat, and Threat Avoidability explained 42% of the variance for PFC, the 

control variables explained only 1%. H4b, H4b, and H4b (p < 0.01) were also supported. While 

Perceived Benefit, Perceived Threat, and Threat Avoidability explained 21 percent of the 

variance for emotion-focused coping, the control variables explained only 2%.  

The interaction effect of threat avoidability and privacy threat on PFC was significant, so H7 was 

fully supported (p < 0.01). In order to clarify the nature of this interaction, the participants were 

categorized into two groups (i.e., low and high) according to their benefit and privacy threat 

perceptions. Following Aiken and G. (1991), a spotlight analysis at one standard deviation above 

(i.e., high) and one standard deviation below (i.e., low) the mean of privacy threat was 

performed. The interaction graph for threat avoidability and privacy threat on PFC is presented 

in Figure 7: when a user’s privacy threat perception is high, his PFC motivation is high 

regardless of his perceived threat avoidability. However, when his privacy threat perception is 

low, his PFC motivation increases with his perceived threat avoidability.  

This result may seem to be conflicting with the proposition by Liang and Xue (2009, p. 84), 

which suggests that “the relationship between perceived avoidability and avoidance motivation is 

negatively moderated by perceived threat so that it is weaker when perceived threat increases”.  

According to them, when a user’s perceived threat avoidability is high, the effect of high threat 

(caused by malicious IT) on avoidance motivation would be lower than that of low threat. As a 

justification, they suggest that technology users would be relatively unresponsive when they face 

critical threats. When fear resulting from threat reaches a certain level, it causes users to start 

becoming insensitive to changes in their fear level. In this study, however, we found that in a 

high threat situation, a user’s PFC motivation would be high regardless of his perceived threat 
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avoidability. One explanation for this discrepancy is that, we investigated an intended disclosure 

situation that is initiated by the user. In such situations, privacy threat and fear caused by this 

threat are never expected to be critically high as the user can always decide not to use the 

technology. However, it may be possible that in a situation where disclosure is unintended by the 

user, and in particular initiated by others, his perceived privacy threat and fear caused by this 

threat can be critically high. In such situations, the relationship between threat avoidability and 

PFC motivation can be negatively moderated by perceived privacy threat. 

 

Figure 7: Interaction Graph for Threat Avoidability and Privacy Threat 
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3.6 Discussions and Conclusions 

This study proposed a research model on the drivers of a social network user’s coping 

motivations, focusing on a particular setting (i.e., voluntary; social applications). The data was 

collected via a scenario based online survey and the proposed model was empirically tested with 

the data collected from 197 active Facebook users. Data analyses revealed important research 

findings that provide a deeper understanding of a user’s privacy threat avoidance motivations. 

The results indicate that a user’s perceived threat is determined by perceived susceptibility and 

severity of the threat; while benefit is determined by perceived likelihood and importance of the 

benefit.  Second, a user’s perceived threat avoidability was found to be determined by his 

perceived effectiveness of safeguards that are available to him, costs of using these safeguards, 

and self-efficacy. As a main contribution, this study showed that a user’s benefit, privacy threat, 

and threat avoidability perceptions significantly affect his threat avoidance motivations. Finally, 

this study provides empirical evidence to support the moderating effect of perceived threat on the 

relationship between threat avoidability and problem-focused coping.  

3.6.1 Discussion of Findings and Implications 

This study investigated the antecedents of two types of coping motivations: problem-focused 

coping and emotion-focused coping. Based on data collected from 197 Facebook users, strong 

support was found for the proposed theoretical model. Both types of coping motivations were 

found to be influenced by perceived threat avoidability, as well as the perceived benefits and 

privacy threats associated with using an application. It was also found that, while perceived 

privacy threat and threat avoidability positively influence a user’s PFC motivations, their 

interaction have a negative impact on PFC. If a user’s privacy threat perception is too high; his 
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PFC motivation would be high regardless of his perceived threat avoidability. However, if his 

privacy threat perception is moderate (or low); his PFC motivation would depend on his 

perceived threat avoidability. 

This study makes important contributions to the coping and privacy literatures. While there is an 

emerging body of literature on user’s privacy threat coping motivations in the privacy literature, 

the concept of coping as an individual response to perceived privacy threats has not been 

systematically explored in the literature. This study adopted coping theory as a lens to study a 

user’s privacy threat coping motivations and proposed two focal coping dimensions as the 

dependent variables. As a contribution, the proposed constructs were operationalized, their 

measurement items were empirically validated, and the proposed relationships were tested using 

quantitative data analysis methods. 

The results showed that a user’s coping motivations are influenced by three major variables—a 

user’s benefit, privacy threat, and threat avoidability perceptions. This study’s unique 

contribution is in showing that not only a user’s threat perceptions but also his benefit 

perceptions drive his coping motivations in a social network context. As an extension of Liang 

and Xue (2010)’s work, this study proposed two types of coping rather than amalgamating them 

under a general construct (i.e. avoidance motivation). Therefore, this study showed how a user’s 

benefit and threat perceptions individually affect his coping motivations. 

While threat avoidability was proposed as a mediator variable between a user’s coping appraisal 

and coping motivations (Liang and Xue 2009), this has been excluded in the empirical analysis 

and  suggested as a future work (Liang and Xue 2010). As a contribution, this study 

operationalized and tested the impact of the threat avoidability construct. 
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While the potential impacts of different benefit types (i.e., social, utilitarian, and mixed benefits) 

on a user’s coping motivations were controlled by using different scenarios, no significant 

impact was found. This implies that while the magnitude of benefit significantly affects a user’s 

coping motivations, the nature of benefit does not matter.  It also increases the generalizability of 

the results to various applications which offer different types of benefits.   

3.6.2 Limitations and Future Research 

A major limitation of this study is related to the cross-sectional data collection method. The data 

collected for the dependent and independent variables of the study were collected at the same 

time with the same survey instrument. This precludes our ability to make causal inferences 

regarding the observed relationships, despite the strong theoretical base that supports them.   

Another important limitation of this study is that it employs perception-based measures rather 

than actual behaviors. While the use of hypothetical scenarios allows all study participants to 

think at the same level of abstraction of details, this study could be improved by investigating the 

actual behavior and by collecting data across time for dependent and independent variables. 

This study does not consider the interplay between a user’s primary and secondary appraisal as a 

process, but investigates a snapshot of the process adopting a variance model (i.e., focusing on 

how primary appraisal affects secondary appraisal at a certain point in time). Thus, this study 

does not provide insight into how a user’s assessment of the consequences of coping affects his 

reassessment of the feature (i.e., primary appraisal) and the effectiveness of coping resources. As 

the actual coping behavior was not captured in this study, it was not deemed appropriate to ask 

how a user’s assessment evolved as a consequence of his coping acts.  Future research is needed 

to extend the view presented in this study in order to thoroughly understand the entire process. 
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Research, in particular, should focus on ascertaining the links among a user’s coping acts and his 

reappraisal of the consequences of using a social feature (i.e., reappraisal of threat and benefit) 

and effectiveness coping resources (i.e., reappraisal of coping), and eventually on determining 

how the results of the process affect his decision to use a social feature. 

Also, further research is essential to understand the different types and dimensions of a user’s 

coping behaviors.  This study investigated problem and emotion focused coping as broad 

concepts. However, the various specific strategies that can be employed by the user to eliminate 

the privacy threat (e.g., safeguarding, fabrication etc.) or deal with emotions (e.g., wishful 

thinking, denial etc.) should be investigated in future research.  

This study focused on a voluntary setting in which an OSN feature is likely to be categorized as a 

challenge (i.e., high benefit and high threat). For more comprehensive results, further research 

should also investigate and compare a user’s threat avoidance behaviors in different contexts. A 

fruitful research direction would be investigating coping behaviors in a setting where information 

disclosure is unintended.  

Finally, although this study provides insight into how a user’s primary and secondary appraisals 

affect his coping behaviors, it does not explain how different environmental conditions may 

affect a user’s employment of different coping acts. For example, in which situations does a user 

prefer to employ direct coping strategies (e.g., safeguards) over indirect ones (e.g., data 

fabrication, withholding)? Future research would strongly benefit from conducting controlled 

experiments to investigate the changes in a user’s coping acts in different settings (i.e., intended 

vs. unintended) provided with sufficient or insufficient privacy controls. These studies should 

focus on understanding how environmental conditions which are likely to affect a user’s benefit, 
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threat, and control perceptions, result in changes to the sequencing and strength of a user’s 

problem and emotions focused coping efforts. Such studies would help us understand the 

conditions under which a user would be more likely to employ problem or emotion focused 

coping, and vice versa. 
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4 The Roles of Permission Requests and Privacy Controls in 

Shaping a User’s Primary Appraisal and Use Intentions: An 

Empirical Study on Facebook Applications (Study #3) 

4.1 Overview  

Coping theory (Lazarus 1966; Lazarus and Folkman 1984) develops an understanding of coping 

by examining the stages that an individual goes through to cope with a harmful event. The theory 

postulates that an individual’s coping efforts are shaped by a process that includes several 

consecutive and interrelated stages that can be cognitive or behavioral (i.e., primary appraisal, 

secondary appraisal, and coping). As suggested by the theory, the coping process starts with an 

individual’s recognition of an event, followed by its appraisal (i.e., primary appraisal—

assessment of whether the consequences of the event are beneficial or harmful to the individual). 

The theory, however, is silent on the factors that shape a user’s primary appraisal.  

The literature on information privacy also lacks sufficient theoretical and empirical explanations 

on the issue. To present a cohesive view of the extant privacy-related literature, Smith et al. 

(2011) proposed a macro model based on a summary of existing research. The model 

summarized the antecedents and outcomes of technology users’ privacy concerns, proposed in 

the privacy literature, and depicted them in a macro view (i.e., Antecedents  Privacy Concerns 

 Outcomes). They argued that while a significant number of studies have investigated the 

relationship between a privacy concern and behavioral outcomes, limited attention has been paid 

to understanding the factors that serve as the antecedents of privacy concerns. A small body of 

prior research, which investigated the antecedents of privacy concerns, focused on a number of 

variables, such as: previous privacy experiences and victimization (Smith et al. 1996), privacy 
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awareness (Malhotra et al. 2004; Phelps et al. 2000), procedural fairness (Culnan and Armstrong 

1999; Milne and Culnan 2004), seeking permission to collect and use personal information 

(Nowak and Phelps 1995; Nowak and Phelps 1997), role overload and conflict (Zhang et al. 

2011), performance and effort expectancy (Fadel and Brown 2010), personality differences 

(Bansal et al. 2010; Dinev and Hart 2006; Xu 2007), demographic differences (Culnan 1993; 

Sheehan and Hoy 1999; Sheehan and Hoy 2000), and cross-cultural differences (Dinev et al. 

2006; Johnston et al. 2009; Xu et al. 2008). These studies were conducted with only minimal 

replication, so further research was advised to understand those antecedents as well as the others 

that have not yet studied in the literature (Smith et al. 2011). 

To expand our understanding of antecedents of primary appraisal, this study focuses on the 

context of Online Social Networks (OSNs) and investigates the roles of two important factors—

permission request and privacy control— in shaping an OSN user’s primary appraisal. The 

study, in particular, investigates how these factors shape a user’s appraisal of a social application 

(i.e., a user’s benefit and privacy threat perceptions associated with using the application), and in 

turn, his intention to use to it. The study first proposes a theoretical framework and empirically 

tests it using the data collected from 746 Facebook users via a scenario-based online experiment. 

 Permission request refers to the extent and sensitivity of permissions requested by a social 

application to access, process, disclose, and/or utilize a user’s personal information that are 

available on a user’s social network profile in return for the service it provides to the user. In 

general, to adopt and use a social application on a social network site, a user has to give certain 

permissions to the application, such as: access to some of his own or his friends’ personal 

information (e.g., access to birthdays, photo albums), process some of his own or his friends’ 

personal information (e.g., send SMS message), or disclose some of his personal information 
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(e.g., disclose purchase history on profile page). By manipulating the extent of permissions 

requested on an application (e.g., low vs. high permission request), this study investigates how 

the extent of permission requests affects a user’s primary appraisal, and in turn, his intention to 

use the application.  

Privacy control refers to the extent of privacy safeguards provided by an OSN feature to 

potential users in order to enable them to protect their information and/or to adapt the 

permissions according to his privacy preferences. Despite the importance of privacy controls 

(safeguards) in ensuring a safe computing environment, there are only a few theoretical and 

empirical attempts to study the nature and influence of controls (Margulis 2003a; Smith et al. 

2011). These studies (presented in Table 10) mainly propose perceived control as an alleviator of 

a user’s privacy concerns. By manipulating the extent of privacy controls provided on an 

application (i.e., low vs. high privacy control), this study investigates how the given privacy 

controls affect a user’s primary appraisal, and in turn, his intention to use an application. 

Table 10: Studies in the IS literature that focus on control 

Argument/Findings Type References 

Perceived control over personal information  

Privacy concern 

Empirical Xu 2007; Malhotra et al. 

2004; Xu et al. 2011 

The amount of privacy control desired  Privacy 

concern 

Empirical Phelps et al. 2001; Phelps et 

al. 2000 

Perceived ability to control disclosure of personal 

information  Privacy concern 

Empirical Dinev and Hart 2004 

Perceived lack of control over personal information  

 Perceived privacy invasion 

Theoretical Culnan and Armstrong 

1999; Nowak and Phelps 

1997; Sheehan and Hoy 

2000 

Finally, while the privacy literature provides strong evidence of the negative effect of privacy 

threats (or concerns) and positive effect of benefits on a user’s use and disclosure behavior, it 

does not provide any discussion on the relative importance of these factors in influencing a 
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user’s behavioral responses. An exception is an empirical study which found a user’s perceived 

benefit (i.e., convenience and monetary rewards) can be effective in mitigating his privacy 

concerns (Hann et al. 2007). To explore the interplay between a user’s benefit and privacy threat 

perceptions and investigate their relative impacts on a user’s intention, this research constructs a 

setting where both a user’s benefit and privacy threat perceptions associated with using an OSN 

feature are expected to be high.  

4.2 Theoretical Framework and Hypotheses 

This section presents the proposed research model (Figure 8), the definitions of variables, and the 

development of hypotheses. 

 

Figure 8: A Theoretical Framework for Study 3 

 

 

Intention to Use 

Benefit 

Privacy Threat 
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   *   The dashed  lines were not specifically hypothesized but path included in the analysis for statistical testing 

  **   Privacy Control and Permission Request are the two experimental conditions  

***   Control variables: Age, IT Knowledge, Motivation, Time on Facebook, App Use, General Concern, 

         Gender, Education, and Scenario Type 
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4.2.1 Definitions of Variables 

The variables proposed in the theoretical model are: intention to use, benefit, privacy threat, 

permission request, and privacy control. While intention to use was proposed as the dependent 

variable of this study, benefit and privacy threat were proposed as the mediator variables. 

Permission request and privacy control were proposed as the two experimental conditions of the 

study. Intention to use was adopted from Theory of Planned Behavior (Ajzen 1991; Fishbein 

1975), perceived benefit and perceived privacy threat were adopted from Study #2 in this thesis, 

and the two experimental conditions were designed and manipulated for this study.  

The definitions and sources of the constructs are presented in Table 11. The operationalizations 

of the experimental conditions and the manipulated application interfaces are presented in 

Section 4.3.1 and Appendix B1 respectively. 

Table 11: Operationalization and Sources of Constructs 

Construct Definition Source / Condition 

Intention to Use A user’s intention to use a feature 

(i.e., an application) on a social 

network platform. 

Theory of Planned 

Behavior (Ajzen 1991; 

Fishbein 1975) 

Perceived Benefit A user’s subjective assessment of 

the positive outcomes associated 

with using a social application. 

Adopted from Study 2. 

Perceived Privacy Threat A user’s subjective assessment of 

the negative outcomes associated 

with using an application. 

Adopted from Study 2. 

Permission Request An experimental condition that 

refers to the extent and sensitivity 

of information related permissions 

requested by a social application. 

Manipulation of the 

application interface.  

Privacy Control An experimental condition that 

refers to the extent of privacy 

safeguards that are provided by a 

social application. 

Manipulation of the 

application interface.  
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Intention to use refers to a user’s intention to use an OSN feature. This study particularly 

investigates a user’s voluntary adoption of an application that runs on an OSN platform (i.e., a 

social application on Facebook).  

Permission request refers to the extent and sensitivity of information related permissions 

requested by an OSN feature to access, process, disclose, and/or utilize a user’s personal 

information that are available on a user’s social network profile. For example, the application 

may request permission to access and use some of his personal information (e.g., permission to 

access to friends’ birthdays and develop a birthday reminder calendar, access to cell phone 

number and send SMS messages as reminders) or disclose some of his personal information 

(e.g., disclose purchase history on profile page). Note that while a user has to allow the requested 

permissions (by clicking on the allow button available on the application interface) in order to 

use the application, he is not required to disclose this information on his social network profile. If 

the user did not provide his cell phone number on his profile page, for example, the application 

cannot access and use this information, even if he grants this permission to the application. By 

manipulating the extent of permissions requested by an application (i.e., low vs. high permission 

request), this study investigates how permission requests affect a user’s benefit and privacy 

threat perceptions, and in turn, his use intention. 

Privacy control refers to the extent of privacy safeguards provided by an OSN feature to increase 

a user’s ability to protect his personal information against the undesired consequences of its 

information practices (Altman 1975; Dinev and Hart 2004; Hann et al. 2007). The provided 

controls enable a user to remove and/or adapt some of the permissions requested by the 

application according to his privacy preferences. By manipulating the extent of privacy controls 

provided by an application (i.e., low vs. high privacy control), this study investigates how 
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privacy controls affect a user’s benefit and privacy threat perceptions, and in turn, his use 

intention.  

4.2.2 Development of Hypotheses 

Prior studies in the privacy literature have focused on understanding the antecedents of 

behavioral and cognitive outcomes in the presence of a user’s privacy concerns (Smith et al. 

2011). A group of studies proposed privacy concerns as an inhibitor of information disclosure 

and technology adoption. These studies have provided theoretical and empirical evidence for the 

negative impact of a user’s privacy concern on several cognitive and behavioral responses; such 

as, likelihood of using personalized services (Chellappa and Sin 2005), intention to disclose 

information (Malhotra et al. 2004), purchase decision process and purchase behavior (Phelps et 

al. 2001), disclosure of health information (Bansal et al. 2010), attitude towards adopting 

electronic health records (Angst and Agarwal 2009).  

Another stream of research focused on the concept of privacy calculus, referring to technology 

users’ calculative risk-benefit assessments. These studies argued that a user is expected to choose 

the best alternative available to him by acting towards gaining benefits and refraining from costs 

(Culnan and Armstrong 1999). Thus, they suggested that a user’s subjective assessment of the 

potential consequences of using a technology (i.e., benefit and risk perceptions) determines his 

behavioral intention to disclose or use the technology (Culnan 1993; Dinev and Hart 2006; Li et 

al. 2010; Malhotra et al. 2004; Xu et al. 2009).  These studies provided evidence for the positive 

effect of perceived benefits and the negative effect of perceived privacy risk (or privacy threat) 

on a user’s behavioral responses (i.e., adoption, use, disclosure) in various contexts, such as; 

online shopping (Featherman and Pavlou 2003; Malhotra et al. 2004; Norberg and Horne 2007; 
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Norberg et al. 2007), push-pull technologies (Xu et al. 2009), and social networks (Krasnova et 

al. 2009; Krasnova and Veltri 2010). Financial compensation (Hann et al. 2007; Phelps et al. 

2000; Xu et al. 2009), personalization and convenience (Chellappa and Sin 2005; White 2004), 

social adjustment, self-presentation, and enjoyment (Krasnova and Veltri 2010; Krasnova 2010; 

Lu et al. 2004) were proposed as benefits that a user receives in return for his information 

disclosure. 

Similarly, consequences of using a social application on an OSN platform are expected to be 

associated with costs and/or benefits. Drawing on the privacy calculus literature, it is suggested 

that while a user’s privacy threat perception negatively affects his intention to use an application, 

his benefit perception positively affects it. Thus; 

H1: The higher the benefits a user perceives associated with using an application, the 

higher his intention to use it. 

H2: The higher the perceived privacy threats a user perceives associated with using an 

application, the lower his intention to use it. 

This study also posits the relationship between perceived threat and intention as a function of 

perceived benefit, such that the higher the perceived benefit, the weaker the threat-intention 

relationship. It is expected that a user with high benefit perceptions will be less sensitive to 

privacy threats than a user with low benefit perceptions, although he may have high threat 

perceptions simultaneously. While the literature does not provide much insight into a potential 

benefit-threat interaction, a few studies provide empirical evidence for the effect of benefit in 

overriding a user’s privacy concerns (Chellappa and Sin 2005; Hann et al. 2007). This study, 
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particularly designed to generate high benefit and high threat perceptions, will test the effect of 

proposed benefit-threat interaction on intention. Thus; 

H3: Benefit moderates the relationship between privacy threat and intention to use, such 

that for individuals who perceive low benefits, higher privacy threat will have a higher 

negative impact on intention, but for those who perceive high benefit, higher privacy 

threat will be less influential or have no significant impact on intention. 

The study also tests the negative impact of privacy threat on benefit. While this relationship has 

not been studied in the privacy literature before, we argue that an increase in a user’s perceived 

privacy threat associated with using an application can reduce his benefit perception. Fiske  

(1980) found that as a result of simultaneous good and bad experiences, individuals feel worse 

than neutral, even if they independently judge the two experiences to be of similar magnitude.  

Similarly, in this context, it may be possible that as a result of perceiving two types of stimulus 

simultaneously in the given scenario—positive stimulus that derives from scenario description 

and negative stimulus that derives from application interface—respondents’ benefit perceptions 

are negatively affected by their privacy threat perceptions. Hence, we suggest; 

H4: The higher the perceived privacy threat associated with using an application, the 

lower the perceived benefit.  

Previous research showed that a technology user’s perceptions of and responses to information 

practices of online companies are linked (Angst and Agarwal 2009; Smith et al. 2011; Smith et 

al. 1996). The privacy literature proposed several information practices as the dimensions of a 

user’s privacy concerns.  For example, Solove (2006) proposed a privacy taxonomy and 

identified a list of potential harmful consequences a user may incur as a result of companies’ data 
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collection, processing, dissemination, and invasion practices. Smith et al. (1996) has identified 

privacy concern dimensions on several information practices—collection, unauthorized internal 

or external secondary use, improper access, and processing of data. Based on these practices, 

several studies in the literature posited that a user’s concerns over these practices can be the 

potential inhibitors of technology adoption and use (Malhotra et al. 2004; Solove 2002; Hine and 

Eve 1998; Malhotra et al. 2004; Okazaki et al. 2009; Phelps et al. 2000; Smith et al. 1996; 

Stewart and Segars 2002; Van Slyke et al. 2006). 

An application requires a user to grant certain permissions (i.e., information practices) to the 

application. Nowak and Phelps (1997) suggested that, in the context of direct (offline) marketing, 

consumers tend to be less concerned about their privacy when marketing firms seek permission 

to collect and use their information. Permission seeking may reduce privacy concerns in offline 

settings; however, we suspect that it does not apply to online settings. Permission seeking can 

make the user more aware of the information practices of the OSN feature for which the 

permissions were requested. As a result of this awareness, the user starts thinking about the 

potential consequences of these practices; thus, threat (primary) appraisal is initiated. In this 

study, we suggest that the extent of those permissions requested by an application increases a 

user’s privacy threat perceptions. Thus,  

H5: Compared to those under high permission request conditions, users under low 

permission request conditions will perceive lower privacy threat associated with using an 

application. 

Privacy literature has linked the concept of privacy with control by either defining privacy as 

control (Altman 1974; Altman 1975; Margulis 2003a; Margulis 2003b; Westin 1967) or by 
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positioning control as a key factor in shaping privacy perceptions (Smith et al. 2011; Dinev and 

Hart 2004; Malhotra et al. 2004; Smith et al. 1996; Westin 1967; Xu 2007). These studies view 

control as an ultimate means to enhance a user’s autonomy and minimize his vulnerability to 

privacy invasions.  A few studies empirically showed that a user’s perceived control (or ability to 

control) can reduce his privacy concerns (Dinev and Hart 2004; Xu 2007). Similarly, this study 

hypothesizes that the higher the privacy controls provided by an application (i.e., limited vs. full 

controls) the lower a user’s privacy threat perception. 

H6: Compared to those under high privacy control condition, users under low privacy 

control condition will perceive higher privacy threat associated with using an 

application. 

Because the potential privacy threats can be mitigated by adopting the privacy controls provided, 

this study also proposes an interaction effect of permission request and privacy control. That is, 

the impact of high permission request will have lower impact on privacy threat for a user in a 

high privacy control condition compared to one in a low control condition, as the user will have 

full control to deal with the threat. However, the impact of high permission request will have 

high impact for a user in a low privacy control condition as he will have limited control to deal 

with the threat,. Thus; 

H7: Privacy control moderates the relationship between permission request and privacy 

threat, such that for a user in a low privacy control condition, higher permission request 

will have a higher positive impact on privacy threat. However, for a user who is in a high 

control condition, the effect of high permission request on privacy threat will be less 

influential or insignificant.  
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4.3 Research Method 

To test the proposed relationships in the theoretical model, an online experiment was 

administered using a hypothetical scenario method (Weber 1992). The following sub-sections 

present the study design, operationalization of variables, and data collection procedures. 

4.3.1 Study Design and Operationalization of Variables 

The two independent variables that were investigated in this study were permission request and 

privacy control. A 2 (permission request: low vs. high) by 2 (privacy control: low vs. high) 

between-subject factorial design was used. The four hypothetical scenarios developed in Study 

#2 were used in this study. While scenario descriptions were directly adopted, the scenario 

interfaces were manipulated according to the four experimental conditions. To check the 

effectiveness of the manipulations, a pilot test was conducted with 60 participants (i.e., 15 

respondents for each manipulated interface). As there were significant differences among the 

groups (see section 4.4.1 for the details), the manipulated interfaces were included in the main 

study (presented in Appendix B1). 

Permissions request was operationalized as the extent and sensitivity of information related 

permissions requested by the application. The manipulations were performed on the application 

interfaces of the hypothetical scenarios. The low permission request interface was directly 

adopted from Study 2. For the high permission request interface, a number of other permission 

requests were modified and some others were included in the interface. The new permissions 

were particularly selected due to the sensitivity of their requests (i.e., post to Facebook as me, 

send me SMS message, read my check-ins and my friends’ check-ins). Table 12 compares the 
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low and high permission request interfaces. The sample interfaces are presented in Appendix B1 

(See Figures 20 and 22 for low permission request interfaces, and Figure 21 and 23 for high 

permission request interfaces).  

Table 12: Comparison of Low vs. High Permission Request Interfaces 

Permissions Requested in Both Low and High Permission Request Interfaces 

Access my basic information – includes name, profile picture, gender, networks, user ID, list of 

friends, and any other information I’ve made public. 

Send me e-mail – City Spot may e-mail me directly. 

Access my data any time - City Spot may access my information any time. 

Permissions Requested in  

Low Permission Request 

Permissions Requested in  

High Permission Request 

Post to my wall - City Spot may post status 

messages, notes, photos, and videos to my wall 

Post to Facebook as me - City Spot may post 

status messages, notes, photos, and videos on 

my behalf. 

Access my profile information – Includes 

About Me, Activities, Interests, Birthday, 

Hometown, Location, Education History, 

Relationship Status 

 

Access my profile information - Includes Likes, 

Music, TV, Movies, Books, Quotes, About 

Me, Activities, Interests, Groups, Events, 

Notes, Birthday, Hometown, Current Cities, 

Work History, Photos, Videos, and Facebook 

Statuses 

 Send me SMS messages - City Spot may send 

SMS messages to my phone 

 Check-ins - City Spot may read my check-ins 

and friends’ check-ins 

 Access my contact information - City Spot may 

access my current address and phone number 

Privacy control was operationalized as the extent of privacy safeguards provided by an 

application that enables a user to remove or revise the requested permissions according to his 

preferences. There were no privacy controls provided on the application interface in low control 

condition. However, as the option is available on Facebook, respondents could consider revising 

general privacy settings on the OSN platform (but this was not explicitly stated in the scenario 

description). In contrast, a full set of privacy controls were provided on the application interface 

in high control condition. The given controls provided flexible options to the respondents, as 
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they could choose not to grant the requested permissions (e.g., never post to my wall, delete e-

mail, remove permissions etc.) or customize them according to their privacy preferences (i.e., 

change e-mail address, customize to whom the information will be available). Note that the 

request for basic information is default for all applications on Facebook, so there was no control 

provided to remove its permission. Table 13 compares the low and high privacy control 

interfaces. The sample interfaces are presented in Appendix B1 (See Figures 22 and 23 for low 

privacy control, and Figure 20 and 21 for high privacy control interfaces).  

Table 13: Comparison of Low vs. High Privacy Control 

Privacy Controls in  

Low Privacy Control Interface 

Privacy Controls in  

High Privacy Control Interface 

Access my basic information  Access my basic information  

Send me e-mail Send me e-mail  

* Change e-mail 

* Delete e-mail 

Post to my wall  Post to Facebook as me  

* Never post to my wall 

* Customize 

Access my data any time Access my data any time 

*Remove 

Access my profile information  Access my profile information 

* Remove 

* Customize 

 Send me SMS messages  

* Remove 

 Check-ins 

* Remove 

 Access my contact information 

* Remove 

The measures for all variables were 7-point scales adapted from prior research. The measures for 

the dependent variable (i.e., intention to comply) were adapted from Theory of Planned Behavior 

(Ajzen 1991; Fishbein 1975). The measures for mediator variables (i.e., benefit and privacy 

threat) were adopted from Study #2. The measurement items are presented in Table 14. 
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Table 14: Measurement Items and Item Loadings 

 Dimensions/Questions Scale Mean STD Load 

 Intention to Use      

IU-1 I would consider using this application in the future. a 4.28 1.83 0.91 

IU-2 I intend to use this application in the future. a 3.90 1.80 0.92 

IU-3 I would consider using this application the next time 

_____. 
a 4.32 1.85 0.90 

 I need to search for local deals in my city.   

* used for City Spot Scenario 
a    

 I need to search for a distant family member.  

* used for Whole Ancestry Scenario 
a    

 I need to search for venues in my city.  

* used for Site Share Scenario 
a    

 I need advice or peer support on health related 

matters.  

* used for the Healthy Living Scenario  

a    

IU-4 I would recommend to my friends that they use this 

application. 
a 4.10 1.69 0.81 

 Perceived Benefits of Use      

 Overall, I believe that using this application would ___.     

B-1 be favorable to me a 4.46 1.62 0.89 

B-2 provide gains to me a 4.58 1.58 0.92 

B-3 be beneficial to me a 4.63 1.61 0.94 

B-4 impact me positively  a 4.54 1.60 0.90 

 Perceived Threats to Privacy     

 Overall, I believe that using this application would ____.     

T-1 be harmful to my privacy a 4.62 1.69 0.94 

T-2 impact my privacy negatively a 4.51 1.71 0.94 

T-3 be a threat to my privacy a 4.58 1.77 0.93 

T-4 result in a loss of control over my personal 

information 
a 4.39 1.81 0.84 

T-5 bring some uncertainty about the future use of my 

personal information 
a 4.89 1.75 0.92 

T-6 make it difficult for me to predict how my 

information will be accessed and used in the 

future 

a 5.12 1.69 0.87 

 Control Variable: Age  N*   

 What is your age? 

19–25 

26–35 

36–45 

46–55 

56–65 

66–75 

 

 

167 

195 

138 

159 

62 

26 

  



98 
 

 Dimensions/Questions Scale Mean STD Load 

 Control Variable: Education  N*   

 Please indicate the highest level of education you have 

attained: 

Less than high school 

High school degree 

College degree 

Undergraduate degree 

Graduate degree 

Other _____________ 

 

 

 

117 

121 

130 

228 

137 

14 

  

 Control Variable: IT Knowledge     

 How would you rate your knowledge of computers and 

information technologies? 
b 5.02 1.20  

 Control Variable: Motivation     

  Receiving deals from local businesses is 

important to me. (City Spot) 

 Learning about my ancestors and distant family 

members is important to me. (Whole Ancestry) 

 Searching for new venues in the city and sharing 

the experiences I've had with local businesses are 

important to me. (SiteShare) 

 Getting health related advice and peer support are 

important to me. (Healthy Living) 

a 4.31 1.85  

 Control Variable: General Concern  

Adapted from Dinev and Hart 2006 
    

 I am concerned that the information I disclose to 

Facebook applications could be misused.   
a 5.09 1.48 0.95 

 I am concerned about providing personal information to 

Facebook applications, because of what others might do 

with it. 

a 5.16 1.50 0.97 

 I am concerned about providing personal information to 

Facebook applications, because it could be used in a way 

I did not foresee. 

a 5.26 1.49 0.96 

 Control Variable: Average Time on Facebook     

 How much time (approximately) do you spend on 

Facebook? 

Up to 15 minutes per month 

Up to 15 minutes per week 

Up to15 minutes per day 

Up to 1 hour per day 

Up to 3 hours per day 

More than 3 hours per day 

 3.80 1.11  

 Control Variable: Use of Facebook Applications     

 Do you use Facebook Applications?  2.64 1.13  
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 Dimensions/Questions Scale Mean STD Load 

Never 

Rarely 

Sometimes 

Often 

Always 
Scale 

a 1 Strongly Disagree; 2 Disagree; 3 Somewhat Disagree; 4 Neutral; 5 Somewhat Agree; 6 Agree; 7 Strongly Agree 

b 1 (Very Low) -- 7 (Very High) 

N For Age and Education, counts (N) were reported for each age and education group. 

* The question was slightly modified to make it relevant to the presented hypothetical scenarios. One of the four 

questions was included to the survey link according to the scenario it presents. 

Finally, 16 application interfaces were custom designed for the study (i.e., four experimental 

conditions for each of the four hypothetical scenarios). Each interface was included in the 

beginning of one of 16 survey links followed by the questionnaire items. Each subject was 

randomly assigned to a single questionnaire/link. Because of the between-subject design of the 

study, each participant observed a single interface and was asked to answer all the subsequent 

questions according to the given interface. The experimental conditions, scenario names, and 

survey links are summarized in Table 15.  

Table 15: Experimental Conditions, Scenarios, and Survey Links  

Group # 1 2 3 4 

Exp. Condition/ 

Scenario Name 

Low Request 

Full Control 

High Request 

Full Control 

Low Request 

Limited Control 

High Request 

Limited Control 

Whole Ancestry Survey Link #1 Survey Link #2 Survey Link #3 Survey Link #4 

Site Share Survey Link #5 Survey Link #6 Survey Link #7 Survey Link #8 

Healthy Eating Survey Link #9 Survey Link #10 Survey Link #11 Survey Link #12 

City Spot Survey Link #13 Survey Link #14 Survey Link #15 Survey Link #16 
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4.3.2 Sample and Data Collection 

The data collection procedures in Study #2 were also followed in this study. The sample was 

drawn from a panel of members of a professional market research company. The company 

provided access to a nationwide sample of their panel members located in the United States. A 

stratified random sampling strategy was utilized to acquire a sample that represents the Facebook 

population. To reach the demographic characteristics of the sample desired, the demographics of 

the drawn sample closely resembled that of the Facebook population in terms of four important 

attributes: age, gender, education, and location. 

The potential subjects were randomly directed to one of the 16 survey links developed for the 

study. The design of one scenario per respondent was chosen, as in Study #2, because of the 

large number of survey items associated with each scenario (Paternoster 1982).  Similar to the 

survey design in Study #2, the subjects were first asked to consent to participation in the study. 

Then they answered the four main questions regarding their demographics (i.e. age, gender, 

education, location), followed by two questions to ensure that the subjects were active Facebook 

users. Following the exclusion questions, the scenario description and the application interface 

were presented on the same page. Please see the data collection procedures in Study #2 for more 

details.  

Data was collected by administering the final survey instrument online. The final sample 

included data from 800 respondents (50 data points for each survey link). However, the subjects 

who provided unreliable responses to manipulation check questions were removed from the data 

set. As a result, the data analysis was conducted with 747 data points.  
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The sample in this study is representative of the overall Facebook population in terms of gender, 

age, education, and location, based on Facebook 2011 Statistics. Of the final sample, 27 percent 

were in the 19 to 25 and another 27 percent were in the 36 to 45 age range. 55 percent of both 

age groups were female. The details of the sample demographics are presented in Appendix B, 

Table 28. 

4.4 Analysis and Results 

This section first presents the results of the manipulation checks and data analysis conducted 

with the data collected from 747 respondents. The manipulation checks were conducted with 

ANOVA tests and the results are presented in Section 4.4.1. The data analysis was conducted in 

three stages. In the first stage, principle component analysis was used to create factor scores for 

each variable using SPSS. In the second stage, Hierarchical Linear Modeling (HLM) was used to 

test the effects of a series of independent variables on intention to use and to identify the 

theoretical model with the highest explanatory power (R2). At this stage, the analyses suggested 

by Baron and Kenny (1986) were also conducted to test the mediating effect of perceived benefit 

and privacy threat on intention to use. The results of the HLM regressions are presented in 

Section 4.4.2. In the last stage of the analysis, ANOVA was used to understand the effects of 

experimental conditions on perceived benefit and privacy threat. The results of the ANOVA tests 

are presented in Section 4.4.3. 

4.4.1 Control and Manipulation Checks 

ANOVA tests were performed to confirm that the random assignment of subjects to one of the 

four experimental conditions was successful. To ensure that the random assignment had been 
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successful, four treatment groups on a variety of demographics variables were compared.  

Results indicate that there were no significant differences between groups.   

Manipulations were measured subjectively with the questions included at the end of the 

questionnaire. Table 16 presents the manipulation check questions. Table 17 presents the 

ANOVA results for the manipulation checks. 

Two questions were asked to perform a manipulation check for the permission request treatment. 

Analysis of variance indicates that the respondents in the high permission request group (i.e., 

treatment group) perceived significantly higher permission requests than respondents in the low 

permission request group (i.e., control group), confirming that the interfaces were reviewed and 

understood as desired (MLow = 3.74, Mhigh = 4.84, F(1, 745) = 80.16, p < 0.00). 

Three questions were asked to perform a manipulation check for the privacy controls treatment. 

ANOVA results indicate that the treatment for privacy control was successful. Participants in the 

full privacy control condition reported significantly higher privacy control than those in the low 

privacy control condition (Privacy Control:  MLow = 3.52, MHigh = 4.39, F(1, 745) = 67.92, p < 

0.00).  
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Table 16: Manipulation Check Questions 

Treatment Manipulation Check Questions Statistical Test 

Permission 

request 
 I have noticed that the extent of permissions 

requested by this application to collect and use my 

personal information is significant.  

Scale: Strongly disagree________ Strongly agree 

 

 This application asks for permissions to access and 

use my personal information. 

Scale: Not at all _______ Very Much 

ANOVA 

Privacy control  I have noticed that this application provides me with 

the privacy controls that I need to protect my 

personal information.  

Scale: Strongly disagree________ Strongly agree 

 

Adapted from Reed et al. 1993 

 I feel that I have control over the amount of personal 

information collected by this application.  

 I feel that I have control over the type of personal 

information that is accessed by this application.  

Scale: Strongly disagree________ Strongly agree 

 

ANOVA 

 

Table 17: ANOVA Results for Manipulation Checks 

Source Sum of 

Squares 

df Mean Square F Sig. 

ANOVA Results (DV: Permissions Request) 

Permission 

Request 
72.47 1 72.47 80.16 .00 

Error 673.53 745 0.90   

ANOVA Results (DV: Privacy Control) 

Privacy 

Control 
62.33 1 62.33 67.92 .00 

Error 683.67 745 0.92   
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4.4.2 The Results of Hierarchical Linear Modeling 

Hierarchical Linear Modeling (HLM) is a data analysis strategy in which the independent 

variables are entered cumulatively according to a hierarchy determined by the purpose of a study 

(Cohen et al. 2003). The focus of HLM is determining the model with the highest explanatory 

power (R
2
) while finding out the partial coefficient of each variable in the equations it is 

included. 

The common use of HLM suggests the inclusion of independent variables according to their 

temporal or logical priority (Cohen et al. 2003). Thus, the control variables were first introduced 

in the model to test for their initial effects on intention to use (Model 1). Second, the two 

experimental variables were included to test the impact of permission request and that of privacy 

control on intention in the presence control variables (Model 2). Next, privacy threat (Model 3), 

and benefit (Model 4) were included respectively to test for their effects on intention. Table 19 

presents the specified models, including the F-values and significance of each variable as well as 

changes in the R
2
 values.  

The effects of control variables on intention: The individual effects of several control variables 

were first checked on intention to use. The results are presented in Table 18. Results show that a 

user’s age, IT knowledge, motivation, average time spent on Facebook, use of Facebook 

applications, and general privacy concern towards using Facebook applications affect his 

intention to use. The results from Figure 9 suggest that the younger the respondent, the higher his 

intention to use. In contrast, the results from Figure 10 indicate that the higher a user’s IT 

knowledge, the higher his intention to use. The influences of gender, education, and scenario 

type on intention were also tested: however, they were not found to be significant. 
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Table 18: The Effect of Control Variables on Intention (Independently) 

Control Variable Sum of 

Squares 

Residual df Mean 

Square 

F-Value 

 

β p 

 

Age  54.48 691.52 1 54.48 58.69 -0.27 <.00 

IT Knowledge  39.69 706.31 1 39.69 41.87 0.23 <.00 

Motivation  128.17 617.83 1 128.17 154.55 0.41 <.00 

Time on Facebook 47.80 698.19 1 47.80 51.02 0.25 <.00 

Facebook App Use 119.24 626.76 1 119.24 171.73 0.40 <.00 

General Concern  121.03 624.97 1 121.03 144.28 -0.40 <.00 

Gender  1.68 744.32 1 1.68 1.68 0.05 .20 

Education  0.05 745.96 1 0.05 0.05 -0.01 .83 

Scenario Type  0.01 745.99 1 0.01 0.01 0.00 .93 

 

  

     Figure 9: Age on Intention      Figure 10: IT Knowledge on Intention 
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Table 19: The Results of Hierarchical Linear Regression 

 Model 1  Model 2  Model 3 Model 4  Model 5  Model 6 

Intercept   

(.184) 

 

 (.213) 

 

(.218) 

 

(.199) 

 

(.149) 

 

(.112) 

Age  -.117** 

(.022) 

-.125** 

(.022) 

-.124** 

(.021) 

-.130** 

(.019) 

-.0.52* 

(.015) 

-.052* 

(.014) 

IT Knowledge  .077** 

(.025) 

.066** 

(.025) 

.057† 

(.025) 

.050† 

(.023) 

.026 

(.017) 

.024 

(.017) 

Motivation  .297** 

(.016) 

.294** 

(.016) 

.292** 

(.016) 

.259** 

(.014) 

.076** 

(.012) 

.075** 

(.012) 

Facebook App Use .223** 

(.028) 

.209** 

(.028) 

.201** 

(.028) 

.160** 

(.025) 

.100** 

(.019) 

.099** 

(.019) 

General Concern  -.287** 

(.030) 

-.253** 

(.030) 

-.234** 

(.030) 

-.002 

(.033) 

-.002 

(.025) 

-.001 

(.025) 

Permission Request   -.153** 

(.060) 

-.170** 

(.059) 

-.084** 

(.056) 

.001 

(.042) 

.001 

(.042) 

Privacy Control    .119** 

(.058) 

.050† 

(.054) 

.013 

(.041) 

.007 

(.040) 

Privacy Threat    -.440** 

(.035) 

-.210** 

(.028) 

-.178** 

(.029) 

Benefit     .621** 

(.026) 

.621** 

(.026) 

Threat * Benefit      -.032† 

(.020) 

Adjusted R
2
 37% 40% 41% 51% 73% 73% 

∆R
2=

  3% 1% 10% 22% - 

Path Coefficient 
(statistical significance) 

(Standard Error) 

** p< .01, * p<.05, p<.10†  

 

As presented in Table 19, the significant control variables were introduced in Model 1. Control 

variables explained 37% of the variance in R
2
. Next, permission request and privacy control were 

introduced in Model 2 and Model 3 respectively and they were both found to have a significant 

impact on intention. While permission request increased the variance in R
2
 by 3%, privacy 

control increased it by another 1%.  

Privacy threat was introduced in Model 4 and found to have significant negative impact on 

intention. It increased the variance in R
2
 by 10%. While the impact of general privacy concern on 
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intention became insignificant, the impact of privacy control and IT Knowledge became 

moderately significant (p<.10) when threat was introduced in Model 4.  

Benefit was included in Model 5. The positive impact of benefit on intention was found to be 

significantly higher than those of other variables (it was almost three times more influential than 

privacy threat). Benefit increased the variance in R
2 

by another 22%. In the presence of benefit in 

Model 5, both of the experimental conditions—permission request and privacy control—lost 

their significant effects on intention. 

Finally, the threat-benefit interaction was included in Model 6. While the effect was found to be 

significant (p<.10), the variance in R
2 

did not change. The final model explained 72% of the 

variance in intention to comply, with significant effects of age (p<.05), motivation (p<.05), 

Facebook application use (p<.01), privacy threat (p< .01), benefit (p< .01), and the interaction 

term for privacy threat and benefit (p< .10). The results provide empirical evidence to support 

Hypothesis 1, 2, and 3. 

To have a deeper understanding of the effect of benefit-threat interaction on intention (H3), 

further analysis was conducted. Adopting a method by Escalas and Bettman (2005), the data set 

was split into three subsets (high, medium, and low benefit) based on plus and minus standard 

deviation of the mean of perceived benefit construct. Figure 11 illustrates the effect of privacy 

threat and benefit interaction on intention. The results indicate that privacy threat has a 

significant negative influence on intention when benefit is low; yet, when benefit is high or 

medium, privacy threat does not have any significant influence on intention (β = -.05, Err = .02, 

p<.02).  
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Figure 11: The Effect on Privacy Threat & Benefit Interaction on Intention 

Mediation analysis: The results of the HLM analysis provided empirical support for the 

mediation relationship proposed in the theoretical framework. For a further investigation, the 

procedures suggested by Baron and Kenny (1986) were followed. The analysis procedures are 

presented below. The results of the mediation analysis are presented in Table 20. 

(1) The effects of IVs (i.e., requested permissions and privacy controls) on mediating variables 

(i.e., benefit and privacy threat) were tested independently (Path a – Column 1).  

(2) The effects of two mediating variables on intention were tested independently (Path b - 

Column 1). 

(3) The effects of IVs on intention were tested independently (Path c – Column 1).  
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(4) The effects of both IVs and mediating variables on intention were tested simultaneously 

(Path a, b, c – Column 2).  

Table 20: Results of Meditation Analysis 

 Mediating Variable: Benefit Mediating Variable: Privacy Threat 

 IV: Requested 

Permissions 

IV: Privacy 

Controls 

IV: Requested 

Permissions 

IV: Privacy 

Controls 

 1 2 1 2 1 2 1 2 

Path a -.60** - .34** - .67** - -.47** - 

Path b .82** .81** .82** .81** -.60** -.57** -.60** -.58** 

Path c -.56** -.08
†
 .38** .10* -.56** -.18** .38** .10

†
 

 Partial Mediation Partial Mediation Partial Mediation Partial Mediation 

**p<.00, *p<.05, 
†
p<.10 

As presented in Table 20, all the relationships tested in procedures 1, 2, and 3 were found to be 

significant. Baron and Kenny (1986) suggest that if path c loses its significant impact when 

estimated simultaneously with the mediator variable for the given IV (column 1), then the 

proposed mediator variable fully mediates the impact of IV variables on intention. However, as 

presented in Table 20, if path c is still significant when estimated simultaneously with the 

mediator variable (column 2), but smaller than when it is tested independently (column 1), then 

the proposed mediator variable partially mediates the impact of IV variables on intention (Baron 

and Kenny 1986). Based on the results presented in Table 20, it is concluded that both benefit 

and privacy threat partially mediate the impact of IVs on intention. However, it is important to 

highlight that if benefit and privacy threat are introduced to the model simultaneously, both IVs 

lose their significant impact on intention (See Table 19). 

4.4.3 The Results of ANOVA Tests 

The direct effects of two experimental factors on perceived privacy threat are tested. The direct 

effects of these factors on benefit are also controlled (as they may also directly affect benefit in 
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addition to their indirect effects through privacy threat). The results of a 2X2 ANOVA test on 

perceived benefit and privacy threat indicate that both permission request and privacy control 

significantly affect these two variables. The comparisons between the groups were performed 

with contrast tests. The ANOVA/ANCOVA tables are presented in Table 21 and Table 22 for 

benefit and privacy threat.  

Table 21: ANCOVA Table for Perceived Benefit 

Independent Variable Sum of Squares Df Mean Square F-Value Sig. 

Permission Request 14.63 1 14.63 21.00 .00 

Privacy Control 3.59 1 3.59 5.15 .02 

Privacy Threat 132.30 1 132.30 189.86 .00 

Error 517.76 743 0.70   

ANCOVA results (Table 21) show that, in controlling for the effects of the experimental 

conditions, privacy threat had a significant negative impact on benefit (β= -0.47, Std. Error = .04, 

p<.00). Thus, Hypothesis 4 was supported. While the effects of experimental conditions were not 

hypothesized, they were included in the analysis for statistical testing. Permission request (β = -

0.15, Std. Error = .07, p<.00) and privacy control (β = 0.07, Std. Error = .06, p<.05) were both 

found to have significant effects on benefit. 

Table 22: ANOVA Table for Perceived Privacy Threat 

Independent Variable Sum of Squares Df Mean Square F-Value Sig. 

Permission Request 89.43 1 89.43 109.31 .00 

Privacy Control 48.58 1 48.58 59.38 .00 

Permission Request * 

Privacy Control 

2.64 1 2.64 3.22 .07 

Error 607.89 743 0.818   

 

ANOVA results (Table 22) indicate that respondents in the high permission request group 

perceived significantly higher privacy threat (β = 0.35, Std. Error = .03, p<.00) than those in the 

low permission request group, supporting Hypothesis 5. The results also showed that the 
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respondents in the full privacy control group perceived significantly lower privacy threat (β = -

0.26, Std. Error = .03, p<.00) than those in the low privacy control group, so Hypothesis 6 was 

supported. Empirical support was also found for the impact of permission request and privacy 

control interaction on privacy threat. The effect of permission request on privacy threat was 

slightly higher for low privacy control condition than full privacy control condition (p<.10), so 

Hypothesis 7 was moderately supported. The interaction graph is presented in Figure 12.  

 

Figure 12: Permission Request * Privacy Control Interaction on Privacy Threat 
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Post-Hoc Comparisons: Finally, to compare respondents’ benefit and privacy threat perceptions 

across groups, four groups were created based on the experimental manipulations: Group (1) 

high control – low request (n = 138), Group (2) high control – high request (n = 200), Group (3) 

low control – low request (n = 200), Group (4) low control – high request (n = 209). Then, the 

group averages for benefit and privacy threat were compared using the ANOVA Scheffé Test. 

This test was preferred due to the unequal sample sizes among groups. Table 23 presents the 

results of the analysis. Figures 13 and Figure 14 present the mean plots for groups. 

Table 23: Post-Host Test Multiple Comparisons for Benefit Privacy Threat 

Comparison of Groups for Perceived Privacy Threat 

Comparison Groups Mean Difference Std Error Sig. 

Group 1Mean = 3.56 Group 2Mean = 4.53 -0.97 .17 .00 

 Group 3Mean = 4.22 -0.66 .17 .00 

 Group 4Mean = 5.59 -2.03 .17 .00 

Group 2Mean = 4.53 Group 3Mean = 4.22 0.31 .15 .24 

 Group 4Mean = 5.59 -1.06 .15 .00 

Group 3Mean = 4.22 Group 4Mean = 5.59 -1.37 .15 .00 

Comparison of Groups for Perceived Benefit 

Comparison Groups Mean Difference Std Error Sig. 

Group 1 Mean = 5.39 Group 2 Mean = 4.46 0.92 .10 .00 

 Group 3 Mean = 3.84 0.55 .10 .01 

 Group 4 Mean = 3.82 1.57 .10 .00 

Group 2 Mean = 4.46 Group 3 Mean = 4.84 -0.37 .10 .08 

 Group 4 Mean = 3.82 0.65 .10 .00 

Group 3 Mean = 4.84 Group 4 Mean = 3.82 1.02 .10 .00 

 

Results indicate that respondents in Group 4 had the highest privacy threat perception, followed 

by Group 2 and Group 3. Respondents in Group 2 and Group 3 did not have significantly 

different privacy threat perceptions, while the rest of the group comparisons were significantly 

different. As expected, respondents in Group 1 had the lowest privacy threat perception.  
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In contrast, respondents in Group 4 had the lowest benefit perception, followed by Group 3 and 

Group 2. As expected, respondents in Group 1 had the highest benefit perception. Results 

indicate that respondents in Group 2 perceived slightly more benefit than the ones in Group 3 

(p<.10). 

 

Figure 13: Post-Hoc Analysis for Privacy Threat 

1 

 

2 

 

3 

 

4 
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Figure 14: Post-Hoc Analysis for Benefit 

 

4.5 Discussions and Conclusions 

4.5.1 Discussion of Findings 

This study examined the effects of two factors—permission request and privacy control—on a 

user’s benefit and privacy threat perceptions and, in turn, his intention to use a social application. 

Based on data collected from 746 Facebook users, all of the hypotheses were supported and 

strong support was found for the proposed theoretical model. 

1 

 

2 

 

3 

 

4 
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This study was particularly designed to investigate a challenge situation where a user is expected 

to have both high benefit and high privacy threat perceptions associated with using an 

application. As hypothesized, it was found that a user’s benefit and privacy threat perceptions 

significantly influence his intention. The results particularly highlight the key effect of benefit on 

intention. First, it was found that benefit was almost three times more influential on intention 

than privacy threat. In fact, in the presence of benefit the effects of two experimental 

conditions—permission request and privacy control—on intention became insignificant. Second, 

evidence was found for the negative interaction of benefit and privacy threat on intention. The 

negative effect of privacy threat on intention was not significant when benefit was high.  

Findings of this study offer important theoretical and practical implications. First of all, analysis 

of data highlighted the key effect of benefit on intention. The results imply that benefit can 

override the negative effect of threat on intention, so users can be extremely vulnerable to 

privacy threats when they perceive high benefits associated with using an OSN feature. 

Consistent with the hypotheses of the proposed research model, respondents’ perceived privacy 

threat was found to be higher in a high permission request condition than a low permission 

request condition, especially when they were not provided with privacy controls (i.e., a low 

privacy control condition). An interesting result was found when Groups 2 and 3 were compared 

in terms of respondents’ privacy threat and benefit perceptions. In Group 2 (i.e., a low 

permission request and low control condition), although requested permissions were limited, 

users were not provided with any privacy controls to eliminate the threat. Whereas in Group 3 

(i.e., a high permission request and high control condition), users were provided with a full set of 

privacy controls so that they could objectively eliminate perceived privacy threats. As a result, 
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respondents in Group 3 were objectively better off compared to Group 2. Nevertheless, no 

significant difference was found between Group 2 and Group 3 in terms of respondents’ 

perceived privacy threat. Interestingly, we also found that respondents in Group 2 (i.e., a low 

permission request and low control condition) had even higher benefit perceptions compared to 

the ones in Group 3 (i.e., a high permission request and high control condition). These findings 

imply that requesting a minimum number of permissions can be the key to encouraging users to 

adopt an application, as providing privacy controls may not be sufficient to reduce their threat 

perception (or increase benefit perception) when permission request is high. 

Lastly, while it was hypothesized that the manipulations on the application interface (i.e., 

permission request and privacy control) would only influence respondents’ privacy threat 

perceptions, it was observed that respondents’ benefit perceptions were also significantly 

influenced (i.e., reduced) in high permission request interfaces, especially when they were not 

provided with privacy controls. This is an important finding for the promotion of non-invasive 

applications. Requesting several permissions might in fact be fair and legitimate for some 

applications, as these requests can be necessary for an application to function and generate 

benefits (e.g., requesting cell number to send text reminders). This study, however, reports that 

higher permission request not only increases users’ threat perceptions but also can decrease their 

benefit perceptions. Therefore, application designers are advised to refrain from requesting more 

permissions than needed as that would not only increase users’ privacy threat perceptions but 

also decrease their benefit perceptions.  
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4.5.2 Limitations and Future Research 

This study investigated a variance theory and has not considered the fact that a user’s privacy 

threat and benefit perceptions would evolve over time within a process. Qualitative and/or 

longitudinal research is needed to provide deeper explanations of how a user’s perceptions and 

behaviors evolve over time. The study could also be improved by investigating a user’s actual 

behaviors and by collecting data across time for dependent and independent variables. 

While it was not the focus of this study, it is expected that the studied experimental conditions—

permission request and privacy control—could also affect the strategies that a user employs to 

cope with a privacy threat. Future research should focus on the identifying the conditions that 

shape a user’s coping strategies and empirically study which strategies users employ in different 

conditions through controlled experiments.  

Although this study provides insight into how the two experimental conditions—permission 

request and privacy control—affect a user’s privacy threat perceptions, it does not explain which 

specific permissions are more critical in increasing privacy threat and in turn, inhibiting use 

intention. Further research should be conducted to understand which specific information 

practices (i.e., permission requests) are more influential on privacy threat. Some of the questions 

that can be asked are: Are all information practices the same in terms of generating privacy 

threats?; Would an application’s access to a user’s personal information (e.g., access to location 

information) generate more or less concern than utilization of his information (e.g., post on a 

user’s wall regarding his location information)?; Would a user be more concerned about an 

application’s access to his or his friends’ personal information? 
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By simply looking at how the extent of permission requests affect a user’s privacy threat and 

benefit perceptions, this study finds that higher permission requests increase users’ threat 

perceptions and decrease benefit perceptions. The application in question, however, may need 

the requested permissions to properly function. For example, a birthday reminder application 

would have access to a user’s friends’ birthday information to develop a birthday calendar. As 

these permission requests can also provide significant benefits to the user, it is important to find 

the means to communicate the rationale of an application’s requests and persuade the users that 

the required permissions are fair and legitimate for the functionalities provided by the 

application. Therefore, future research should focus on how to communicate the rationale for 

permission requests effectively and increase a user’s benefit perceptions instead of increasing his 

privacy threat perceptions while asking for these permissions.  

This research highlights the dominant role of a user’s benefit perception over his privacy threat 

perception in adopting an OSN feature. The findings imply that users can be extremely 

vulnerable to privacy threats in an online social network setting, especially when they perceive 

high benefits in using an OSN feature. Future research should focus on designing new 

application interfaces to nudge users to be more aware and mindful about their state of 

vulnerability and the consequences of their actions. 

While this study only manipulated the application interface to understand the factors that affect a 

user’s privacy threat perception, further research should also find out the factors that can enhance 

a user’s benefit perceptions. A fruitful research direction would be manipulating the important 

contextual information on the scenario descriptions, such as the number of friends or general 

social network users who already use the application and the rating of the application. The results 
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of such studies would guide application designers in communicating their value propositions 

more effectively. 
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5 Conclusions 

5.1 Summary of the Thesis  

In this thesis, first, a theory was developed to explain an OSN user’s privacy threat avoidance 

and opportunity seeking behaviors by integrating two major literatures on coping and 

information privacy. Coping literature was utilized to explain processes by which an OSN user 

copes with a privacy threat. Privacy literature was utilized to explain factors that affect an OSN 

user’s behavioral responses regarding information disclosure and use of an OSN feature. Also, 

the theory posited that information disclosure in an OSN platform may occur in three different 

ways: i) disclosure intended and initiated by the user, ii) disclosure unintended but initiated by 

the user, and iii) disclosure unintended by the user but initiated by other actors in the platform. 

The theory explained how disclosure situations identified would shape an OSN user’s privacy 

threat avoidance and coping responses.  

In addition, two empirical studies were conducted in this thesis. The first empirical study 

examined factors that influence a user’s motivation to cope with privacy threats associated with 

using a social application. The second one examined the factors that influence a user’s benefit 

and privacy threat perceptions associated with using a social application, and in turn, his 

intention to use it.  

The theory and the results of the subsequent empirical studies provide answers to the research 

questions that initially motivated this thesis, which are as follows: 
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1. How does a user cope with a privacy threat in an OSN platform? 

As explained by the proposed theory, an OSN user’s threat avoidance (coping) behaviors—

which were identified as PFC and EFC—occur as a result of two cognitive processes that 

constantly influence each other:  Primary Appraisal and Secondary (Coping) Appraisal. The 

theory posited that when a user perceives high control over a situation that is likely to result in a 

privacy threat, he will mainly employ PFC (which refers to a user’s deliberate cognitive and 

behavioral efforts that take a problem-solving approach to alter the objective reality; e.g., 

changing privacy settings) whereas, when he perceives low control, he will mainly employ EFC 

(which refers to a user’s cognitive and behavioral efforts toward creating a false perception of 

the environment to regulate emotional distress associated with the threat without changing the 

objective reality, e.g., wishful thinking). The theory also posited that information disclosure can 

either be intended or unintended by a user. Similarly, it can either be initiated by the user or other 

actors in an OSN platform. The theory discussed that different ways of disclosure would shape a 

user’s coping and opportunity seeking behaviors differently. Most importantly, when disclosure 

is intended and initiated by the user, he can assess the expected consequences of using an OSN 

feature. If the user thinks that the negative consequences of using the feature are more critical for 

him compared to the positive consequences, he may decide not to use the feature. In this 

situation, he would not need to cope with any privacy threat. If the user decides to use the 

feature, depending on his perceived control over the situation, he would employ PFC or EFC 

behaviors.  When disclosure is not intended and not initiated by the user, however, he can only 

be aware of the disclosure by observing the consequences of it. In such situations, the user 

perceives less control, and as a result, his coping motivations are expected to drop in general. He 

may also need to depend more on EFC. 
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2. What are the factors that affect a user’s motivation to cope with a privacy threat 

associated with a particular OSN feature (i.e., social applications)? 

Study #2 examined the effects of perceived benefit, privacy threat, and privacy threat 

avoidability on a user’s coping motivations. The results of the study provided strong evidence 

that an OSN user’s perceived benefit and privacy threat associated with using an OSN 

application, and that his perceived privacy threat avoidability positively affects his PFC and EFC 

motivations. It was also found that when a user’s privacy threat perception is high, his PFC 

motivation would also be high, regardless of threat avoidability perception.  

3. What are the factors that shape a user’s privacy threat perceptions, and in turn, affect 

his intention to use a particular OSN feature (i.e., social applications)? 

Study #3 examined the effects of permission request and privacy control on a user’s privacy 

threat perception, and in turn, his intention to use a social application. Results revealed that while 

the extent of permissions requested by an application increases a user’s privacy threat perception, 

privacy controls provided by the application decrease his privacy threat perception. Statistical 

analysis showed that these factors could also be influential on a user’s perceived benefit 

associated with using an application. In return, while a user’s benefit perception increases his 

intention to use an application, his privacy threat perception decreases it. Results also showed 

that the effect of perceived benefit on intention can be three times more influential than that of 

perceived privacy threat, and in fact, perceived benefit can override a user’s perceived privacy 

threat associated with using a social application.  
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5.2 Contributions of the Thesis 

The results of this thesis make several contributions to theory and practice. First, this research 

advances our knowledge of information privacy in the domain of OSNs. To the best of my 

knowledge, this thesis is the first comprehensive study in the academic literature to explain the 

processes that activate an OSN user’s behavioral responses regarding coping and opportunity 

seeking (i.e., use and information disclosure). Rather than solely applying existing theories to a 

new setting, this research extends our knowledge by identifying different situations that may 

result in information disclosure in an OSN platform and explains how these differences would 

shape an OSN user’s behavioral responses.  

Second, this research provides empirical support for the significant effects of perceived benefit 

on an OSN user’s privacy threat coping motivations. Showing that not only privacy threat but 

also benefit affects an OSN user’s coping motivations, this research enhances our understanding 

of the factors that drive user behaviors in an OSN domain.  

Third, this research expands the coping and information privacy literatures by examining two 

factors—permission request and privacy control—that affect a user’s privacy threat and benefit 

perceptions. While a majority of the studies in the privacy literature have focused on the 

relationship between privacy-related concerns and behavioral outcomes, only a few studies have 

investigated antecedents of these concerns (Smith et. al. 2011). As a theoretical contribution to 

the literature, this research sheds light on two factors that drive a user’s privacy threat 

perception.  

The results of this thesis show that respondents’ perceived privacy threat was found to be higher 

when a information related permission requests were high than low, especially when they were 
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not provided with privacy controls. As an important finding, when two groups of respondents—

one group being asked for a low number of permissions when no privacy controls were provided 

and another group being asked for a high number of permissions when all privacy controls were 

provided—are compared, no significant difference was found in their privacy threat and benefit 

perceptions associated with using a social application. These findings reveal that by minimizing 

the number of information-related permissions requested, application developers can attract and 

retain more users instead of scaring them with a long list of permissions. Providing some privacy 

controls to their users so that they can adjust the requested permissions according to their privacy 

preferences would also be helpful to encourage users in adopting an application. However, 

requesting a minimum number of permissions can still be key to attracting more users, as 

providing privacy controls while requesting a large number of permissions may not be sufficient 

to reduce their threat perceptions. Otherwise, application developers should find means to 

persuade users in regards to the rationale of their permission requests. 

Fifth, this research particularly highlights the key effect of benefit on intention. It was found that 

benefit was almost three times more influential on intention than privacy threat. In fact, when a 

user’s benefit perception is high, it was found that privacy threat is not influential on a user’s 

intention to use an OSN feature. The results imply that a user’s benefit perception can override 

the negative effect of threat on intention, so users can be extremely vulnerable to privacy threats 

when they perceive high benefits associated with using an OSN feature.  This finding can serve 

to inform the development of new public policies and design of privacy awareness and training 

programs for OSNs. Particularly, public policies that oblige technology developers to design 

interfaces that can inform and nudge users regarding the long term consequences of the privacy 

threats can be helpful to reduce users’ vulnerabilities to privacy invasions.  



125 
 

5.3 Limitations and Suggestions for Future Research 

This research has a number of limitations. First, the empirical studies in this thesis focused on 

understanding a use situation where disclosure is intended and initiated by a user (i.e., social 

applications that run on an OSN platform). However, unintended disclosure situations, especially 

the ones that are initiated by others, can cause larger threats to a user’s information privacy. 

These issues can be critical and unique, as they may only occur in social contexts. Future 

research should focus on developing a deeper understanding of these situations by investigating a 

user’s privacy-related perceptions and behaviors in such situations. 

Second, the proposed theoretical framework in this thesis mainly depends on well established 

theories on coping and information privacy. While these theories provide extensive information 

regarding human behavior, to better explain the novel privacy issues in unintended disclosure 

situations, future research should conduct qualitative research (e.g., interviews with OSN users, 

case studies etc.). A quantitative approach to theory testing is employed following the suggestion 

of Liang and Xue (2009) in this thesis, however conducting qualitative studies as future work 

could also be helpful in understanding the entire coping process, especially the interplay among a 

user’s primary appraisal, secondary appraisal, and his re-appraisal of the consequences.  

Third, the empirical studies which are part of this thesis examined an OSN user’s behavioral 

intentions by using scenario-based methods rather than examining their behaviors. While 

measuring intentions and using scenario-based methods are well accepted in the IS literature, 

future research would benefit from designing field experiments to investigate actual user 

behaviors. Another fruitful research direction would be analysing trends in actually user 

behaviors using secondary data sources. For example, use patterns of a group of users of an OSN 
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platform, such as Facebook, can be received from the company and investigated to understand 

how implementation of major technology and policy changes shape users’ behaviors. 

Researchers can also use secondary qualitative data sources. As an example, they can analyze 

user comments posted on privacy policy of an OSN platform or forum discussions of a privacy 

advocacy group to understand their privacy-related concerns. 

A few prior studies have shown that technology users’ intention to use a technology and their 

actual behaviors can be uncorrelated (i.e., privacy paradox) (Acquisti and Grossklags 2004; 

Norberg et al. 2007; Sheehan and Hoy 1999), as they found that while users declare they do not 

intend to use a technology due to their concerns over their information privacy, in reality they do 

use it. In this research, however, we found that users intend to use an OSN feature although they 

acknowledge privacy threats associated with its use. Considering previous research on privacy 

paradox, it makes it even more likely that in reality, users would use an OSN feature despite their 

privacy concerns. This is an important finding showing that users could be extremely vulnerable 

to privacy-related threats. Future research should be conducted to replicate this finding with 

actual user behaviors. 

Fourth, the data was collected in a cross-sectional fashion in both empirical studies. To make 

stronger causal inferences regarding the observed relationships, future studies should measure 

the dependent and independent variables at different points in time.  For example, users’ 

perceptions and behaviors can be measured before and after a significant event on an OSN 

platform, such as, major changes in privacy policies, privacy settings and controls, or technology 

interfaces that can affect user’ privacy-related perceptions. 
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This research only focused on privacy at an individual level. Privacy-related behaviors in an 

OSN context can be shaped within different levels (e.g., group, network, organization, society). 

So, it can be useful to conduct multi-level research and investigate group behavior to provide a 

more comprehensive view of privacy (Bélanger and Crossler 2011; Smith et al. 2011). 

This research does not investigate different types of behaviors that can be undertaken to cope 

with a privacy threat but instead frames them as a whole under PFC and EFC motivations. These 

motivations, however, may include various coping behaviors, such as changing privacy settings, 

data fabrication, withholding, etc. Future research should focus on understanding the conditions 

that lead to different types of coping behaviors.  

Finally, this research combines several information practices in one interface and presents them 

as low vs. high permission requests. While this approach helps one to understand how the extent 

of permissions requested affects a user’s privacy-related permissions in general, it cannot explain 

which of these practices result in more privacy concerns. An important research direction would 

be designing future experiments to study these permissions individually. For example, would 

users be more or less concerned when an application requests to access his personal information 

rather than his friends’ information? Which of the information practices generate higher 

concern? For example, is information disclosure more or less problematic than information 

access? Does the nature of perceived privacy threat (e.g., threats with emotional, psychological, 

or material consequences) affect a user’s behaviors? Answers to these questions would help us 

understand how a user’s primary appraisal is shaped and thus, expand the theory proposed in 

Study #1. The answers would also have practical implications as they can help technology 

developers in understanding their users’ privacy concerns and design technologies that can 

attract more users. 
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Appendices 

Appendix A: Supporting Material for Chapter 3 

Appendix A1: Hypothetical Scenarios and Graphical Interfaces 

Description of Scenario 1: City Spot 

John and his wife are business professionals who live in New York. They have an active social 

life. They like to go out several nights a week to have dinner and/or drinks with their friends, see 

music and dance shows at different music clubs of New York, watch sports games etc. 

 

Tonight, John is at a restaurant with his wife. While they are ordering their meals, the waiter tells 

John and his wife that if they check in to their restaurant using an application called ‘City Spot’ 

on Facebook, the restaurant will offer them 30% off their total bill or two entrees for the price of 

one. After doing some research, John learns that it is a free application that is launched to let 

people search and receive great deals from many local businesses (e.g., individual deals for a 

discount, free merchandise or other rewards; friend deals, which you and your friends claim 

together; loyalty deals for being a frequent visitor; and charity deals whereby businesses pledge 

to donate to a cause when you check in) and share those deals with their friends. 

 

The application runs on mobile devices such as smart phones (i.e., iPhones or Android phones) 

and users check in at venues by selecting from a list of venues that the application locates in the 

nearby area. John has a smart phone that would allow him to do so if he likes. 

 

John certainly would like to receive a discount on the bill. He also realizes that using this 

application could let the family save considerable amounts of money every week since most of 

the places they regularly visit do offer exciting weekly deals. He already logs into his Facebook 

account very often and spends a significant amount of time on the site.  John notices that 23 of 

his friends are already using this application and that he could invite other friends to use it. 

Overall, John thinks this might be a good way to find out about the deals in New York and 

benefit from them. 

 

John also realizes that he would have to authorize the application on Facebook to be able to use 

it. When John clicks on the invitation link, the application requests his permission to take several 

actions and to access some of his personal information on Facebook. John is not very happy 

about every request of the application and wonders if he could do something about it. Please see 

the box below for the requested permissions. 

 

Imagine that you are John and answer the following questions considering the scenario 

given and the application interface provided below (please see the box with the 

application’s requests for permission). 
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Description of Scenario 2: Whole Ancestry 

John knows that his great-grandparents and their extended families immigrated to United States 

from Southern Italy between the years 1910 and 1940.  John only knows that the majority of the 

family immigrated to the southern states around the 1910s to escape from World War I, and that 

the rest of the family followed after the 1920s and immigrated to different parts of the States. 

Because of his deep interest in learning the story of his family, John made several searches on 

the Internet but could not find out much. 

 

One day, John receives an invitation from a friend to use an application called ‘Whole Ancestry’ 

on Facebook. After doing some research, John learns that it is a free application that allows its 

subscribers to build a family tree and get in touch with members of their families, not only those 

they already know, but also distant ones whom they may not know. The application provides 

easy access to more than 4.2 billon names from worldwide collections of family history records, 

including more than 158 million digitized images, 300 million names from death records, 100 

million pages of newspapers, 75 million names from military records, 5 million names from 

passenger and immigration lists, 8,000 yearbooks from high schools, colleges, and military 

schools, and many others. Whole Ancestry continues to digitize and publish tens of millions of 

historical family records online each month. 

 

John certainly would like to learn more about his family. He already logs into his Facebook 

account very often and spends a significant amount of time on the site. John notices that 23 of his 

friends are already using this application and he could invite other friends (i.e., family members) 

to use it if he chooses to add them to his family tree. Overall, John thinks that using this 

application could help him search for distant family members and connect with them. 

 

John also realizes that he would have to authorize the application on Facebook to be able to use 

it. When John clicks on the invitation link, the application requests his permission to take several 

actions and to access some of his personal information on Facebook. John is not very happy 

about every request of the application and wonders if he could do something about it. Please see 

the box below for the requested permissions. 

 

Imagine that you are John and answer the following questions considering the scenario 

given and the application interface provided below (please see the box with the 

application’s requests for permission). 
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Description of Scenario 3: Site Share 

John has recently moved to New York for a new job. He used to have a very active social life as 

he was going out several nights a week to have dinner and/or drinks with his friends, to see 

music and dance shows at different music clubs, and to watch sports games. While John 

currently does not have any friends in this new city, he would like to make new friends and 

socialize as he used to do. 

 

One day, John receives an invitation from a new colleague to use an application called ‘Site 

Share’ on Facebook. After doing some research, John learns that it is a free application that 

allows its users to share the experiences they've had with local businesses, and lets business 

owners share information about their business with Site Share’s users.  For example, Site Share 

provides local search capabilities (e.g., one can search for a hair salon in a specific 

neighborhood), ratings for businesses, and user reviews. Site Share also implements a reputation 

system for each of its site members. This allows a Site Share user to browse through ratings and 

reviews of the most popular and respected users. Based on his research, John also realizes that he 

could personalize the reviews based on his social network and screen out those reviewers who do 

not share his interests so that he could focus solely on relevant recommendations. 

 

The application also runs on mobile devices such as smart phones (i.e., iPhones or Android 

phones) and offers the same functionalities on-the-go so that users may share their whereabouts 

with their friends, see who’s nearby, and discover new places in the neighbourhood. John has a 

smart phone that would allow him to search for information if he likes. 

 

John certainly would like to learn about the venues and the people in this new city. He already 

logs into his Facebook account very often and spends a significant amount of time on the site. 

John also notices that 23 of his friends are already using this application and that he could invite 

other friends to use it. Overall, John thinks this might be a good way to find out about the new 

venues and interact with new people. 

 

John also realizes that he has to authorize the application on Facebook to be able to use it. When 

John clicks on the invitation link, the application requests his permission to take several actions 

and to access some of his personal information on Facebook. Please see the box below for the 

requested permissions. 

 

Imagine that you are John and answer the following questions considering the scenario 

given and the application interface provided below (please see the box with the 

application’s requests for permission). 
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Description of Scenario 4: Healthy Living 

John has been smoking, eating mostly unhealthy foods, and was not physically active in the past 

ten years. After luckily surviving a severe heart attack, he decided to visit a doctor and learned 

that he is considered obese. He has been advised to lose at least 25 percent of his body fat. John 

decides to lose weight and quit smoking under the control of doctors and dieticians to be able to 

avoid future health-related problems; however he certainly feels that he would need motivation 

and peer support during this transformation. 

 

One of his friends recommends that John use an application called ‘Healthy Living’ on 

Facebook. After doing some research, John learns that it is a free application that offers expert 

content on diet, nutrition, fitness, wellness, and lifestyle to inform and empower its users, enable 

them transform smart food choices into natural habits, and overall make it easier to live better 

and healthier lives. Some of the core functionalities of the application include a food diary, 

fitness and exercise diary, motivation articles, healthy diet recipes, calorie, weight and nutrition 

goal charts, a quit coach, and community support. For example, the application provides a 

comprehensive food and fitness tracker leveraging the largest online food and fitness database 

through MyPlate – a tracking tool that presents the nutrition value of the food eaten, calories 

burned during exercise, calories to be burned to reach a target weight in daily, monthly, and 

yearly reports. The application also empowers members to quit smoking through MyQuit 

Coach – a smoking cessation tool offering a personalized quitting plan, while also providing 

support and encouragement from social circles, and engaging the community through challenges 

that encourage short-term and long-term healthy living changes. The application also provides a 

large database of recipes with healthy meal options. Recipes allow members to create and share 

food options based on dietary preference while still providing detailed nutrition data. Most 

importantly, the platform serves as a platform for community members to connect, inform, and 

inspire. Throughout the site, members are encouraged to interact with each other in Groups and 

Forums, where they can share their goals and experiences. 

 

The application also runs on mobile devices such as smart phones (i.e., iPhones or Android 

phones) and offers the same functionality on-the-go so that users may check their food 

preferences while eating outside or grocery shopping, and even ask for peers’ opinions. John has 

a smart phone that would allow him to do so if he likes. 

 

John certainly would like to change his habits to feel healthier. He already logs into his Facebook 

account very often and spends a significant amount of time on the site. John notices that 23 of his 

friends are already using this application and he could invite other friends to use it if he wants 

them to be involved in his local social support network. Overall, John thinks this might be a good 

way to keep track of his health and get the social support he needs. 

 

John also realizes that he would have to authorize the application on Facebook to be able to use 

it. When John clicks on the invitation link, the application requests his permission to take several 

actions and to access some of his personal information on Facebook. John is not very happy 

about every request of the application and wonders if he could do something about it. Please see 

the box below for the requested permissions. 
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Imagine that you are John and answer the following questions considering the scenario 

given and the application interface provided below (please see the box with the 

application’s requests for permission). 
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Figure 15: Application Interface for Scenario 1: City Spot 
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 Figure 16: Application Interface for Scenario 2: Whole Ancestry   
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Figure 17: Application Interface for Scenario 3: Site Share 
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Figure 18: Application Interface for Scenario 4: Healthy Living
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Appendix A2: Scenarios with Different Types of Benefits 

Scenario # Scenario Name Type of Benefit 

Scenario 1 Whole Ancestry Social Benefit 

Scenario 2 Site Share Utilitarian & Social Benefit 

Scenario 3 Healthy Living Utilitarian & Social Benefit 

Scenario 4 City Spot Utilitarian Benefit 

 

** Whole Ancestry represents an application with social benefits, City Spot represents a scenario 

with utilitarian benefits, and Site Share and Healthy Living represent scenarios with mixed type 

of benefits. Questions asked to capture different types of benefits are presented below. 

Question for Social Benefit: Overall, I believe using this application could bring some social, 

psychological, and emotional benefits in to my life. (Not at all __________ Very Much) 

Questions for Utilitarian Benefit: Overall, I believe using this application could bring some 

utilitarian benefits (i.e. financial benefits, efficiency, time savings etc.) in to my life. (Not at all 

__________ Very Much) 

 

 

Figure 19: Mean Value of Different Types of Benefit Perceived in Each Scenario 
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Appendix A3: Sample Demographics 

Table 24: Exclusion Criteria 

Questions Frequency Percentage 

Facebook User 

Are you a Facebook user? 

Yes 

No (Exclude) 

 

 

197 

0 

 

 

100 

0 

Active Facebook User 

How often do you login to Facebook? 

Several times a day 

About once per day 

3-5 times per week 

1-2 times per week 

Every few weeks (Exclude) 

Less often (Exclude) 

Never (Exclude) 

 

 

26 

17 

41 

110 

0 

0 

0 

 

 

13 

9 

21 

56 

0 

0 

0 

 

Table 25: Profiles of Responding Participants 

Questions Frequency Percentage 

Gender 

What is your gender? 

Female 

Male 

 

 

106 

91 

 

 

54 

46 

Age 

What is your age? 

19–25 

26–35 

36–45 

46–55 

56–65 

66–75 

76–85 

 

 

0 

43 

54 

38 

35 

18 

9 

 

 

0 

22 

27 

19 

18 

9 

5 

State 

What US State do you currently live in? 

  

Highest Level of Education 

Please indicate the highest level of education you have attained: 

Less than high school 

High school degree 

College degree 

Undergraduate degree 

Graduate degree 

 

 

34 

30 

35 

62 

33 

 

 

17 

15 

18 

31 

17 
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Questions Frequency Percentage 

Other _____________ 3 2 

Knowledge of Computers and IT of the Participant 

How would you rate your knowledge of computers and information 

technologies? 

1 (Very Low)  

2 

3 

4 

5 

6 

7 (Very High) 

 

 

3 

7 

9 

43 

59 

48 

28 

 

 

2 

4 

5 

22 

30 

24 

14 

Years of computer usage 

For how many years have you been using computers? 

1-3 

4-5 

6-8 

9-10 

11-15 

16-20 

over 20 years 

 

 

2 

1 

10 

25 

61 

46 

52 

 

 

1 

1 

5 

13 

31 

23 

26 

Years of Internet usage 

For how many years have you been using the Internet? 

1-3 

4-5 

6-8 

9-10 

11-15 

16-20 

over 20 years 

 

 

4 

2 

15 

38 

83 

39 

16 

 

 

2 

1 

8 

19 

42 

20 

8 

Use of Social Network 

How often do you connect to your social network account(s) (i.e. 

Facebook, Twitter, MySpace, Google+, LinkedIn, hi5, Digg, Renren 

etc.) in general? 

Anytime I am connected to the Internet 

Several times a day 

About once per day 

3-5 times per week 

1-2 times per week 

 

 

 

21 

15 

36 

83 

42 

 

 

 

11 

8 

18 

42 

21 

Average Facebook Use Time 

How much time (approximately) do you spend on Facebook? 

Up to 15 minutes per month 

Up to 15 minutes per week 

Up to15 minutes per day 

Up to 1 hour per day 

Up to 3 hours per day 

 

 

3 

26 

50 

67 

28 

 

 

2 

13 

25 

34 

14 
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Questions Frequency Percentage 

More than 3 hours per day 23 12 

Years of Facebook usage 

For how many years have you been using Facebook? 

I am a user since 2011 

I am a user since 2010 

I am a user since 2009 

I am a user since 2008 

I am a user since 2007 

I am a user since 2006 

I am a user since 2005 

I am a user since 2004 

 

 

13 

29 

54 

37 

30 

12 

15 

7 

 

 

7 

15 

27 

19 

15 

6 

8 

4 

Awareness on Facebook Applications 

Are you aware of Facebook Applications? 

Yes (Score: 1) 

No (Score: 2) 

 

 

185 

12 

 

 

94 

6 

Experience with Facebook Applications 

Do you use Facebook Applications? 

Never 

Rarely 

Sometimes 

Often 

Always 

 

 

37 

45 

66 

34 

15 

 

 

19 

23 

34 

17 

8 

Number of Facebook Applications 

Approximately how many Facebook Applications do you currently 

use? 

None 

1-3 

4-5 

5-9 

10-14 

15-25 

More than 25 

 

 

44 

84 

32 

24 

7 

3 

3 

 

 

22 

43 

16 

12 

4 

2 

2 

Number of Facebook Friends 

Approximately how many friends do you have on Facebook?  

0-50 

50-100 

100-200 

200-300 

300-500 

500-1000 

>1000 

 

 

37 

46 

30 

37 

31 

11 

5 

 

 

19 

23 

15 

19 

16 

6 

3 

 



150 
 

Appendix A4: Validity Analysis 

Table 26: Composite Reliability, AVE, and Latent Variable Correlations 

 CR CA R
2
 AVE 1 2 3 4 5 6 7 8 9 10 11 12 

1. B 0.97 0.96 0.74 0.90 0.95            

2. LB 0.96 0.94 0.00 0.85 0.85 0.92           

3. IB 0.97 0.96 0.00 0.90 0.80 0.82 0.95          

4. T 0.96 0.95 0.71 0.79 -0.35 -0.37 -0.32 0.89         

5. ST 0.97 0.97 0.00 0.91 -0.29 -0.28 -0.28 0.83 0.95        

6. SeT 0.98 0.97 0.00 0.92 -0.32 -0.28 -0.21 0.76 0.82 0.96       

7. TA 0.96 0.95 0.46 0.86 0.30 0.44 0.44 -0.45 -0.35 -0.31 0.93      

8. E 0.98 0.97 0.00 0.95 0.43 0.48 0.50 -0.67 -0.52 -0.45 0.62 0.98     

9. SE 0.98 0.97 0.00 0.94 0.21 0.27 0.26 -0.34 -0.27 -0.28 0.50 0.42 0.97    

10. C 0.94 0.90 0.00 0.84 -0.12 -0.16 -0.17 0.46 0.39 0.38 -0.34 -0.38 -0.37 0.91   

11. PFC 0.96 0.95 0.43 0.84 -0.04 -0.03 0.04 0.53 0.48 0.46 -0.05 -0.25 -0.08 0.12 0.92  

12. EFC 0.95 0.92 0.22 0.81 0.26 0.30 0.34 0.07 0.17 0.14 0.25 0.14 0.02 -0.07 0.42 0.90 

 

• 1. B = Perceived Benefits of Use; 2. LB = Perceived Likelihood of Benefits; 3. IB = Perceived Importance of Benefits; 4. T = 

Perceived Threats to Information Privacy; 5. ST = Perceived Susceptibility of Privacy Threat; 6. SeT = Perceived Severity of Privacy 

Threat; 7. TA = Perceived Threat Avoidability; 8. E = Perceived Effectiveness of Privacy Controls; 9. SE = Self-Efficacy; 10. C = 

Perceived Cost of Using Privacy Controls; 11. PFC = Problem-Focused Coping; 12. EFC = Emotion-Focused Coping  

 

• CR = Composite Reliability; CA = Cronbachs Alpha; R
2
 = R Square; AVE = Average Variance Extracted 

 

• Diagonal elements display the square root of AVE for factors measured with reflective items. 
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Table 27: Cross Loadings 

 1 2 3 4 5 6 7 8 9 10 11 12 

1a 0.94 0.80 0.75 -0.36 -0.28 -0.30 0.29 0.40 0.19 -0.13 -0.06 0.22 

1b 0.95 0.79 0.76 -0.31 -0.26 -0.28 0.26 0.36 0.17 -0.12 -0.02 0.27 

1c 0.97 0.82 0.76 -0.32 -0.28 -0.30 0.28 0.41 0.21 -0.10 -0.01 0.23 

1d 0.94 0.79 0.75 -0.36 -0.29 -0.32 0.32 0.46 0.21 -0.12 -0.06 0.27 

2a 0.75 0.94 0.83 -0.34 -0.29 -0.29 0.36 0.41 0.22 -0.16 0.00 0.28 

2b 0.77 0.92 0.79 -0.30 -0.23 -0.24 0.42 0.41 0.29 -0.12 0.01 0.25 

2c 0.75 0.93 0.76 -0.33 -0.24 -0.24 0.43 0.43 0.25 -0.14 -0.03 0.30 

2d 0.76 0.90 0.76 -0.42 -0.27 -0.26 0.43 0.52 0.25 -0.17 -0.11 0.27 

3a 0.76 0.82 0.95 -0.28 -0.24 -0.19 0.43 0.46 0.24 -0.15 0.06 0.32 

3b 0.79 0.83 0.96 -0.33 -0.29 -0.23 0.40 0.49 0.26 -0.14 -0.02 0.26 

3c 0.75 0.81 0.96 -0.30 -0.27 -0.20 0.46 0.49 0.27 -0.19 0.05 0.34 

3d 0.72 0.76 0.92 -0.29 -0.27 -0.19 0.39 0.47 0.23 -0.15 0.05 0.39 

4a -0.34 -0.37 -0.33 0.91 0.76 0.68 -0.40 -0.64 -0.33 0.43 0.46 0.03 

4b -0.38 -0.40 -0.36 0.91 0.76 0.69 -0.41 -0.62 -0.30 0.42 0.43 0.01 

4c -0.38 -0.39 -0.33 0.91 0.77 0.71 -0.41 -0.62 -0.35 0.44 0.48 0.04 

4d -0.24 -0.26 -0.22 0.86 0.77 0.72 -0.33 -0.57 -0.29 0.40 0.44 0.13 

4e -0.30 -0.31 -0.26 0.90 0.74 0.67 -0.41 -0.59 -0.27 0.39 0.51 0.11 

4f -0.22 -0.26 -0.19 0.84 0.62 0.55 -0.42 -0.54 -0.26 0.39 0.49 0.07 

5a -0.30 -0.30 -0.29 0.74 0.96 0.80 -0.38 -0.56 -0.26 0.39 0.49 0.14 

5b -0.28 -0.26 -0.26 0.71 0.97 0.79 -0.34 -0.50 -0.25 0.38 0.48 0.16 

5c -0.27 -0.25 -0.27 0.79 0.95 0.78 -0.32 -0.49 -0.24 0.37 0.45 0.16 

5d -0.26 -0.25 -0.24 0.72 0.93 0.77 -0.30 -0.43 -0.27 0.36 0.38 0.20 

6a -0.29 -0.23 -0.18 0.69 0.76 0.95 -0.27 -0.41 -0.27 0.36 0.41 0.16 

6b -0.33 -0.29 -0.22 0.73 0.78 0.97 -0.30 -0.44 -0.28 0.37 0.46 0.12 

6c -0.31 -0.29 -0.22 0.76 0.83 0.97 -0.32 -0.43 -0.26 0.37 0.46 0.13 

6d -0.30 -0.25 -0.20 0.72 0.80 0.95 -0.30 -0.44 -0.28 0.38 0.42 0.13 

7a 0.27 0.41 0.39 -0.46 -0.37 -0.33 0.92 0.59 0.51 -0.35 -0.10 0.18 

7b 0.30 0.42 0.41 -0.41 -0.33 -0.29 0.93 0.59 0.47 -0.32 -0.02 0.26 

7c 0.28 0.41 0.42 -0.38 -0.32 -0.29 0.95 0.57 0.48 -0.33 -0.02 0.20 

7d 0.26 0.39 0.43 -0.40 -0.30 -0.24 0.91 0.55 0.39 -0.26 -0.03 0.28 

8a 0.44 0.47 0.49 -0.67 -0.52 -0.44 0.61 0.98 0.42 -0.37 -0.25 0.12 

8b 0.41 0.47 0.48 -0.68 -0.53 -0.46 0.58 0.98 0.39 -0.38 -0.28 0.14 

8c 0.41 0.47 0.50 -0.63 -0.48 -0.42 0.63 0.97 0.41 -0.35 -0.22 0.16 

9a 0.20 0.28 0.27 -0.31 -0.24 -0.25 0.50 0.39 0.98 -0.37 -0.07 0.02 

9b 0.20 0.25 0.25 -0.35 -0.29 -0.30 0.49 0.42 0.96 -0.34 -0.08 0.04 

9c 0.19 0.26 0.24 -0.32 -0.26 -0.27 0.47 0.40 0.97 -0.35 -0.08 0.00 
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 1 2 3 4 5 6 7 8 9 10 11 12 

10a -0.07 -0.10 -0.13 0.37 0.32 0.30 -0.32 -0.29 -0.31 0.92 0.06 -0.09 

10b -0.18 -0.22 -0.20 0.51 0.43 0.43 -0.35 -0.43 -0.32 0.94 0.19 -0.11 

10c -0.08 -0.10 -0.11 0.37 0.31 0.31 -0.24 -0.30 -0.40 0.88 0.07 0.01 

11a -0.08 -0.10 -0.02 0.53 0.42 0.43 -0.08 -0.26 -0.08 0.16 0.90 0.29 

11b -0.04 -0.03 0.03 0.49 0.41 0.40 -0.06 -0.26 -0.08 0.08 0.94 0.35 

11c -0.04 -0.04 0.01 0.52 0.47 0.46 -0.07 -0.25 -0.08 0.10 0.94 0.41 

11d -0.03 0.00 0.05 0.47 0.45 0.42 -0.04 -0.24 -0.07 0.13 0.88 0.42 

11e 0.01 0.01 0.08 0.41 0.43 0.37 0.03 -0.16 -0.06 0.09 0.92 0.44 

12a 0.21 0.26 0.30 0.14 0.20 0.18 0.21 0.03 0.03 -0.07 0.47 0.80 

12b 0.25 0.26 0.30 0.05 0.15 0.12 0.19 0.12 0.02 -0.03 0.33 0.93 

12c 0.25 0.28 0.32 0.00 0.11 0.10 0.22 0.17 -0.01 -0.06 0.32 0.94 

12d 0.24 0.29 0.32 0.06 0.15 0.10 0.26 0.20 0.03 -0.10 0.37 0.93 
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Appendix B: Supporting Material for Chapter 4 

Appendix B1: Graphical Interfaces for Healthy Living 

 

Figure 20: Interface for Low Request and High Privacy Control (Group 1) 
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Figure 21: Interface for High Request and High Privacy Control (Group 2) 
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Figure 22: Interface for Low Requests and Low Privacy Control (Group 3)  
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Figure 23: Interface for High Requests and Low Privacy Control (Group 4) 
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Table 28: Sample Demographics for Study 3 

 Age % Male Female 

Age 13-18 0   

 19-25 27% 45% 55% 

 26–34 27% 45% 55% 

 35–44 18% 45% 55% 

 45-54 13% 40% 60% 

 55-64 8% 40% 60% 

 65+ 7%   

 85+ 0   

     

Education   States %  

 < High school  CA 18 

 High school  117 TX 11 

 College / Uni 121 NY 10 

 Trade/Assoc. 130 FL 8 

 Bachelor’s 228 IL 6 

 Graduate 137 PE 5 

 Other 17 OH 5 

 Total 747 MI 5 

   GA 5 

   NC 4 

   NJ 4 

   MA 4 

   Others 15 

 


