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Abstract

With the rapid growth in demand for wireless communications, service providers are expected
to provide always-on, seamless and ubiquitous wireless data services to a large number of
users with different applications and different Quality of Service (QoS) requirements. The
multimedia traffic is envisioned to be a concurrent mix of real-time traffic and non-real-time
traffic. However, radio spectrum is a scarce resource in wireless communications. In order
to adapt to the changing wireless channel conditions and meet the diverse QoS requirements,
efficient and flexible packet scheduling algorithms play an increasingly important role in radio
resource management (RRM).

Much of the published work in RRM has focused on exploiting multi-user and multi-
channel diversities. In this thesis, we adopt an adaptive cross layer approach to exploit multi-
application diversity in single-carrier communication systems and additionally, multi-bit di-
versity in multi-carrier communication systems. Efficient and practical resource allocation
(RA) algorithms with finer scheduling granularity and increased flexibility are developed to
meet QoS requirements. Specifically, for single-carrier communication systems, we develop
RA algorithms with flow and user multiplexing while jointly considering physical-layer time-
varying channel conditions as well as application-layer QoS requirements. For multi-carrier
communication systems, we propose a bitQoS-aware RA framework to adaptively match the
QoS requirements of the user application bits to the characteristics of the narrowband chan-
nels.

The performance gains achievable from the proposed bitQoS-aware RA framework are

demonstrated with suboptimal algorithms using water-filling and bit-loading approaches. Ef-
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ficient algorithms to obtain optimal and near-optimal solutions to the joint subcarrier, power
and bit allocation problem with continuous and discrete rate adaptation, respectively, are de-
veloped. The increased control signaling that may be incurred, as well as the computational
complexity as a result of the finer scheduling granularity, are also taken into consideration to
establish the viability of the proposed RA framework and algorithms for deployment in prac-
tical networks. The results show that the proposed framework and algorithms can achieve a
higher system throughput with substantial performance gains in the considered QoS metrics
compared to RA algorithms that do not take QoS requirements into account or do not consider

multi-application diversity and/or multi-bit diversity.
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Chapter 1

Introduction

1.1 Motivation

Radio spectrum is a scarce and expensive resource in wireless communications. This has led
to extensive research in Radio Resource Management (RRM) with the objective of improving
the achievable system capacity. While a large number of mature Resource Allocation (RA)
algorithms for wireline networks have been studied [1, 2], they are not directly applicable to
wireless networks due to distinct characteristics of the wireless channel such as user mobility,
time-varying link capacity, high error rates, scarce bandwidth and power constraint of the
Mobile Station (MS). With the tremendous growth in the wireless communications indus-
try, wireless networks are expected to provide always-on, seamless and ubiquitous wireless
data services to a large number of users with different applications and different Quality of
Service (QoS) requirements. The multimedia traffic is envisioned to be mostly Internet Pro-
tocol (IP) based and to be a mix of real-time traffic such as voice, videoconferencing and
gaming, and non-real-time traffic such as web browsing, file transfers and messaging [3].
The expected increase in peak rate and throughput requirements will be achieved using a
combination of wider channel bandwidths and increased spectral efficiency. QoS require-
ments will include minimum acceptable throughput, maximum latency and maximum delay

jitter, maximum packet loss and packet error rates and a priori determined priority classes of



users and applications. In order to adapt to the time-varying wireless channel conditions and
meet the diverse QoS requirements for a large number of users, wireless networks will need

efficient and flexible packet scheduling algorithms.

1.2 Related Work

In this section, we review techniques for wireless resource allocation including scheduling al-
gorithms that exploit multi-user and multi-channel diversities, cross layer resource allocation

and resource allocation in Orthogonal Frequency Division Multiplexing (OFDM) networks.

1.2.1 Resource Allocation in Wireless Communication Systems

A common objective in RRM is to improve system capacity while meeting the diverse QoS
requirements. While it is desirable that an optimal scheduling algorithm shall attempt to
achieve key objectives that include efficient link utilization, fairness, throughput guarantees,
low algorithm complexity, scalability and system stability [4, 5], some of these objectives are
conflicting in nature. Hence, appropriate trade-offs need to be made to satisfy specific system
service requirements.

In [6], a comprehensive survey of wireless scheduling algorithms to support the provi-
sion of QoS requirements for various types of broadband multimedia wireless networks are
classified and examined. A Channel State Dependent Packet Scheduling (CSDPS) algorithm
is proposed in [7] where the authors show that by deferring transmission of packets on a
wireless link that is experiencing bursty errors to reduce retransmissions and exploit channel
diversity gains, significant improvement in channel utilization can be achieved. However,
the proposed CSDPS algorithm does not guarantee fairness to users and does not provide
any bounds on packet delay. In [8], a Proportional Fair (PF) algorithm is proposed which
exploits multi-user diversity to maximize system throughput on the forward link of a Code
Division Multiple Access (CDMA) network by scheduling data transmission based on the
relative channel quality of the competing users, while at the same time maintaining fairness

across the entire competing user population. A user ¢ which has not transmitted for a long



time due to a relatively low carrier-to-interference ratio gets its priority @;(k) raised where

Qi(k) = ——5— (1.1)

In (1.1), CSI;(k) is the channel state information of user i at time k, and v;(k) is the av-
erage throughput of user ¢ over a time window up to time k. The forward link throughput
performance of a cdma2000 1XEV-DO system employing the PF algorithm is presented in
[9].

While the specifications for Third Generation (3G) networks do not specify the details
of the scheduler, some form of PF scheduler is typically used. Recent work in RRM has
focused on supporting QoS of multimedia traffic. In [10], the delays are explicitly controlled
by inclusion of the queue lengths in the scheduling algorithm. Token based rate control
mechanisms are studied in [11] to provide minimum throughput guarantees. In [12], the PF
algorithm is modified to take into account delay requirements of real-time data and it is shown
that with the simple modifications, the scheduler can provide effective and fair service to both
real-time and non-real-time data. Formulation of QoS requirements as stochastic constraints
are expressed in [13] where a general structure for opportunistic scheduling policies that
exploit channel and buffer content variations is presented. Since issues of efficient and fair
resource allocation have been well studied in economics, utility-based resource allocation
and scheduling are studied in [5, 14] by quantifying resource use (bandwidth, power, etc.)
or performance criteria (data rate, delay, etc.) into corresponding price values and optimizing
the established utility pricing system. In [15], an access scheme for multiplexing (from one
session at each transmission) multimedia traffic over the air that can achieve absolute QoS
guarantees in terms of Average Packet queuing Delay (APD), Packet Loss Rate (PLR), Packet
Delay Variation (i.e. jitter) (PDV) and Packet Transfer Delay (PTD) for different service
classes is proposed. Per-session guaranteed QoS for multimedia traffic is introduced in [10,

16] for scheduling of uplink and downlink flows.



1.2.2 Cross Layer Resource Allocation

Cross layer design is an interdisciplinary research area which involves signal processing,
adaptive coding and modulation, channel modeling, traffic modeling, queuing theory, and
network protocol design and optimization techniques [17]. As a wide variety of cross layer
related designs have been studied in literature, we focus our literature survey on the general
application of cross layer optimization in RRM. Fig. 1.1 shows a typical cross layer design

model which attempts to optimize functionality across blurred delineation of layers.
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Figure 1.1: Cross Layer Design Model

An important aspect of wireless communications is its dynamic behavior. While the con-
ventional layered Open Systems Interconnection (OSI) model [18] has served communication
system designers well in the past by exploiting the advantage of modularity in system design,
the structure is inflexible, requiring the various layers to communicate in a strictly defined
manner. In most cases, layers are designed to operate in worst-case scenarios rather than
adapting to conditions as they change, leading to inefficient use of both spectrum and energy.
Evolving wireless networks are seriously challenging this design architecture, mandating the

need for the various OSI layers to adapt to the channel variations and QoS requirements [19]
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and to be considered together [20-22] in order to provide more efficient methods of allo-
cating network resources over the wireless network. In [3], an overview of the cross layer
design paradigm shift is provided as wireless communication networks evolve from a circuit-
switched to a packet-switched infrastructure. In [22], a general survey of the recent myriad
of cross layer design proposals is presented along with a suggested definition and taxonomy
for classifying cross layer designs. Open challenges to cross layer optimization are listed in
[20, 22] to establish a platform upon which new research can be built.

An overview of cross layer design approaches for resource allocation is provided in [23]
which proposes a cross layer design approach that exploits physical and application layer
information to transmit real-time video over time-varying CDMA channels. Simulation re-
sults are presented to show the effectiveness of the proposed approach. In [24], information
obtained from the fast power control algorithm is used to define a low complexity prioriti-
zation function to exploit short-term channel variations and to schedule transmissions for a
Universal Mobile Telecommunications System (UMTS) downlink channel. Simulations re-
sults show improved system performance in terms of capacity and delay. [25] introduces an
adaptive cross layer packet scheduler which minimizes a prescribed cost function given the
current channel qualities and delay states of the packets in the queue. It is shown that the cross
layer scheduling algorithm outperforms both the weighted fair queuing (WFQ) and earliest
deadline first (EDF) schedulers with respect to both packet delay and user throughput.

While most recent papers tout the advantages of a cross layer approach to resource allo-
cation for next generation wireless networks, a cautionary perspective is raised in [26], which
points out a trade-off between performance gains and upkeep difficulty of system architecture

violations introduced by cross layer designs.

1.2.3 Resource Allocation in OFDM Networks

OFDM is a promising technique for communication systems due to its high spectral effi-
ciency and flexibility in dynamically allocating resources to multiple users. While spectral

efficiency has improved significantly with the deployment of beyond 3G OFDM-based cellu-



lar air interfaces [27, 28], unallocated radio spectrum is scarce in most populated regions. The
problem of dynamic bit-loading, transmission power allocation and subcarrier assignment for
multi-user OFDM systems has attracted a great deal of interest. It is shown in [29] that the
system efficiency can be significantly improved by allocating the power and subcarriers based
on knowledge of the users’ channel qualities. In [30], it is shown that the downlink system
throughput is maximized when each subcarrier is assigned to the user with the best channel
gain on that subcarrier and power is then allocated to the subcarriers using the water-filling
algorithm. However, fairness among users is not considered in [29, 30] and it is possible that
when the path loss differences are large among users, the users experiencing poor channel
gains for an extended period of time may be starved. In [31], the optimal subcarrier assign-
ment is formulated as a max-min convex optimization problem to maximize the worst user’s
capacity. However, since the max-min approach deals with the worst-case scenario in which
the smallest user capacity is maximized, thereby ensuring that all users achieve similar data
rates, it penalizes users with better channels and reduces system efficiency. In [32], a set of
proportional rate constraints is introduced into the throughput maximization problem to al-
low each user to achieve a required data rate. The above-mentioned works exploit multi-user
and multi-channel diversities to maximize system throughput and/or minimize total trans-
mit power. However, they do not consider application QoS requirements which allow users
to subscribe to the different levels of service available in contemporary wireless networks
[27, 28, 33].

Radio RA algorithms that take QoS information of different traffic classes from the ap-
plication layer and channel information from the physical layer into consideration to ex-
ploit multi-flow (concurrent applications with different QoS requirements) diversity have
been studied for mixed-traffic networks [34-41]. The Modified Largest Weighted Delay
First (M-LWDF) [35, 42] is a throughput-optimal algorithm that exploits multi-user diver-
sity across time by buffering bursty traffic and improves throughput performance by trading
delay for throughput. It provides QoS for data users by ensuring a minimum throughput guar-

antee and maintaining delays smaller than a predetermined threshold with a given probability.



RA algorithms based on M-LWDF with buffer and channel information have been studied in
[36, 37, 39, 40]. In [36, 37], the authors consider a mixed-traffic environment and propose a
utility-based cross layer RA framework in which utility functions are used to represent appli-
cation QoS requirements. Based on this framework, a Max-Delay-Utility scheduling policy,
hereafter referred to as MDU, is proposed in [38]. MDU aims to maximize the aggregate util-
ity with respect to the user average waiting time while taking into account channel conditions
and data queue information. An urgency and efficiency based packet scheduling algorithm is
proposed in [39] to support both real-time and non-real-time traffic. The aim is to maximize
the throughput of non-real-time traffic while satisfying the QoS requirements of real-time
traffic by serving non-real-time traffic until the real-time packets approach their deadlines. In
[40], the different traffic classes are handled separately by considering Head-of-Line (HOL)
packet waiting time for real-time traffic and the queue length for non-real-time traffic. In [41],
the authors present a joint bit rate, subcarrier and power allocation problem which take into
consideration limits on the subcarrier transmit power in addition to an overall system power

constraint.

1.3 Objectives and Contributions

Wireless communications, in particular CDMA and Orthogonal Frequency Division Multiple
Access (OFDMA) cellular networks, has emerged as one of the largest sectors of the telecom-
munications industry and one of the most promising growth areas into the next decade. To
meet the challenges of deploying an efficient wireless multimedia network, it is useful to
consider network functions (i.e., the various OSI layers) together when designing the net-
work to take into account QoS requirements at the Medium Access Control (MAC) layer
where the scheduling and RA algorithms reside. As the scarce radio spectrum is shared by a
large number of users, in this thesis, the research objective is to design and analyze efficient
and practical adaptive cross layer (physical, MAC and application layers) RA algorithms
for single-carrier CDMA communication systems and multi-carrier OFDMA communication

systems that jointly consider the physical layer time-varying channel conditions as well as



application layer QoS requirements so as to more efficiently utilize the radio spectrum.

In addition to exploiting multi-user and multi-channel diversities as in existing studies, we
increase the flexibility and granularity of the RA algorithms by exploiting multi-application
and multi-bit diversities to take advantage of the mechanisms and optimization features intro-
duced in the air interfaces [27, 43]. In particular, for CDMA communication systems, we de-
velop RA algorithms with flow and user multiplexing to take advantage of the flow-oriented
QoS approach and Packet Division Multiplexing (PDM) to provide a unified approach to
intra-user (between flows of a user) and inter-user (between users) QoS and to permit the
Base Station (BS) to serve multiple users in the same physical layer encoder packet, respec-
tively.

As cellular networks adopt OFDM as a modulation scheme due to its high spectral ef-
ficiency and flexibility in dynamically allocating resources to multiple users, for OFDMA
communication systems, since data is loaded onto subcarriers in units of bits, we consider
QoS at the bit-level rather than at the flow-level as in existing studies and define a bitQoS
function which maps the QoS parameters of an application bit into a numerical value. We es-
tablish a bitQoS-aware RA framework which adaptively matches the QoS requirements of the
user application bits to the characteristics of the OFDM subcarriers in a mixed-traffic environ-
ment. The proposed bitQoS-aware RA framework is formulated as an optimization problem
with the objective of finding the joint subcarrier, power and bit assignment to maximize the
total bitQoS-weighted throughput, subject to the total power constraint. However, as the for-
mulated optimization problem is a Mixed-Integer Non-Linear Programming (MINLP) prob-
lem whose solution is computationally complex given the large number of subcarriers and
users in a practical system, we demonstrate the performance gains achievable from the pro-
posed framework with suboptimal algorithms using water-filling and bit-loading approaches.
We then formulate the bitQoS RA framework as a convex optimization problem and use the
Karush-Kuhn-Tucker (KKT) conditions to develop efficient algorithms to obtain optimal and
near-optimal solutions to the joint subcarrier, power and bit allocation problem with continu-

ous and discrete rate adaptation, respectively. To assess the viability of the bitQoS-aware RA



framework, we formulate a model to determine and analyze the scheduling signaling over-
head, including the scheduling signaling information entropy, and consider different schemes
to compress the associated control signaling. The computational complexities of the proposed

RA algorithms are also assessed for deployment consideration in practical networks.

1.4 Thesis Overview

The thesis is organized as follows: RA algorithms for single-carrier CDMA communication
systems are studied in Chapters 2 and 3 and RA algorithms for multi-carrier OFDMA com-
munication systems are studied in Chapters 4-8. The structure of the thesis is illustrated in
Fig. 1.2.

In Chapter 2, we exploit multi-application diversity in flow-based single-carrier CDMA
communication systems and quantify the performance gains obtainable with Multi-Flow Merg-
ing (MFM) in terms of user throughput, user latency and user packet drop probability. In
addition, we incorporate the concept of MFM and propose an adaptive cross layer (physical,
MAC and application layers) scheduling policy which further takes into account the time-
varying channel conditions from the physical layer and includes QoS requirements from the
application layer.

In Chapter 3, we extend the scheduling policy proposed in Chapter 2 to take into account
PDM introduced in cdma2000 1xEV-DO Revision A. PDM permits the BS to service multiple
users in the same physical layer encoder packet in a single time slot with the use of Multi-
User Packet (MUP) transmission. We consider a mix of real-time voice services and non-
real-time data applications and study the improvements in packing efficiency and latency
performances. The QoS performance gains with flow and user multiplexing are quantified
in terms of user throughput, user latency, user packet drop probability and user jitter in a
mixed-traffic environment.

In Chapter 4, we propose a bitQoS-aware RA framework which exploits multi-bit di-
versity in addition to multi-application diversity to increase the flexibility and granularity of

the RA algorithms in multi-carrier OFDMA communication systems. The proposed bitQoS-



Single-carrier Multi-carrier

(~ CDMA Systems ~ ) 4 OFDMA Systems N\
Exploit multi-user and Exploit multi-user, multi-channel,
multi-flow diversities multi-flow and multi-bit diversities
Chapter 4
Chapter 2 ———— Framework

BitQoS-aware RA Framework

Multi-flow Merging

— Chapter5 —— . Chapter6
Performance Viability
Water-filling- and Bit-loading- Scheduling Signaling
Chapter 3 — based Scheduling Policies Overhead
P:/ICkit_ Dli"i_sion — Chapter7 ———  Chapter8
iplexin
uftiplexing Efficiency and Optimality Practicalit
racticality
Efficient Optimal and Near- - .
. . Computational Complexity
optimal Algorithms

Y J J

Figure 1.2: Structure of the Thesis

aware RA framework is formulated as two optimization problems, with no flow merging and
with flow merging, with the objective of finding the joint subcarrier, power and bit assign-
ment to maximize the total bitQoS-weighted throughput subject to the total power constraint.
The system model which includes the network model and traffic classes are described and the
performance evaluation methodology along with the comparative schemes used to assess the
performance of the proposed bitQoS-aware RA framework are presented.

In Chapter 5, we evaluate the performance of the bitQoS-aware RA framework and pro-
pose two iterative subcarrier-power-bit allocation algorithms, one based on the water-filling
approach and the other on the bit-loading approach, to quantify the achievable performance
gains. In addition, the potential performance gains by allowing bits from different application
flows of a user to be merged into a single OFDM subcarrier is examined. The performance
gains obtainable are quantified in terms of system throughput, user throughput, user latency,
user jitter and user packet drop probability for systems under different loads.

In Chapter 6, we establish the viability of the bitQoS-aware RA framework by taking into
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account the scheduling signaling overhead associated with the increased scheduling granular-
ity of the proposed bitQoS-aware RA framework. This is critical since valuable resources that
could otherwise be used to transmit application bits need to be reserved for control signal-
ing. We formulate a scheduling signaling overhead model to analyze the scheduling signaling
information required and consider different schemes to compress the scheduling signaling in-
formation. To assess the tradeoff between the scheduling gain and the increased scheduling
signaling overhead of the proposed bitQoS-aware RA framework, the effective throughput
gains (with the scheduling signaling overhead taken into account) are quantified.

In Chapter 7, with the performance gains and viability of the proposed bitQoS-aware RA
framework established in Chapters 5 and 6, we use the KKT conditions to establish necessary
and sufficient optimality conditions and develop efficient algorithms to obtain optimal and
near-optimal solutions to the joint subcarrier, power and bit allocation problem with continu-
ous and discrete rate adaptation, respectively. The performance of the proposed KKT-based
algorithms is evaluated in terms of their closeness to optimality and computation time. In
addition, the sensitivities of the objective value and computation time to tuning parameters in
the KKT-based algorithms are also discussed.

In Chapter 8, we assess the computational complexity of the scheduling policies proposed
for the bitQoS-aware RA framework and evaluate their practicality for real-time resource
allocation in Long Term Evolution (LTE), an OFDM-based air interface.

In Chapter 9, the main contributions of the thesis and suggestions for future research are

presented.
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Chapter 2

Flow Multiplexing in Single-carrier

CDMA Systems I

2.1 Introduction

While much of the existing work in RRM has focused on exploiting multi-user (channel)
diversity and more recently exploiting multi-application (flow) diversity, we present in this
chapter the performance gains of MFM in scheduling and propose an adaptive cross layer
scheduling policy that is realizable in a framework such as that provided in cdma2000 1xEV-
DO Revision A [43], which takes into account the time-varying Channel State Information
(CSI) from the physical layer and includes QoS requirements from the application layer. We
refer to this as the Adaptive Cross Layer Scheduling with Flow Multiplexing (ACLS-FM)
scheduling policy.

This chapter is organized as follows: in Section 2.2, we briefly describe the enhancements

to the cdma2000 1XxEV-DO Revision A air interface and the included Multi-Flow Packet

!The material in this chapter is based on the following:
C. E. Huang and C. Leung, “Multi-flow merging gain in scheduling for flow-based wireless networks,” in Proc.
IEEE PACRIM, Aug. 2007, pp. 553-556. (©) 2007 IEEE.
http://dx.doi.org/10.1109/PACRIM.2007.4313296
C. E. Huang and C. Leung, “Adaptive cross layer scheduling with flow multiplexing,” in Proc. IEEE WCNC,
Mar. 2008, pp. 1871-1876. (©) 2008 IEEE.
http://dx.doi.org/10.1109/WCNC.2008.333
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Application (MFPA). Section 2.3 presents the system model that includes the network model,
traffic classes and data buffer parameters. The concept of MFM is illustrated in Section 2.4
along with an example scheduling policy. The ACLS-FM scheduling policy is described
in Section 2.5. Simulation results are presented in Section 2.6 and the main findings are

summarized in Section 2.7.

2.2 Background on cdma2000 1xEV-DO

The cdma2000 1xEV-DO (1x Evolution-Data Optimized) air interface is an evolution of the
c¢dma2000 family of 3G mobile telecommunications air interface, standardized by the 3rd
Generation Partnership Project 2 (3GPP2), that utilizes CDMA to provide high-speed packet
data services to wireless users. However, unlike the other variants of CDMA based systems
such as IS-95 [44], where the forward link transmit power is shared among all active mobiles
within a sector to maintain simultaneous, continuous voice channels, cdma2000 1xEV-DO
systems time-division multiplex (TDM) the forward link data transmission and transmit at
full power to produce the highest possible energy per bit to noise ratio (£, /Ny) to each active
mobile. This allows the base station to transmit user data at the highest data rate supported by
the time-varying wireless channel that the MS determines from the pilot channel carrier-to-
interference ratio [45]. The reverse link remains similar to the IS-95 and utilizes code division
multiplexing. 1XEV-DO Release 0 provides a peak physical layer data rate of 2.4 Mbps in
the forward link and 153.6 kbps in the reverse link [46]. Forward link data is transmitted
in successive 26% ms frames, which are divided into sixteen 1% ms slots in which packets
of data are transmitted. The transmission duration of a single packet may vary from 1 to 16
slots.

The successor to 1XEV-DO Release 0 is 1XEV-DO Revision A [43] which includes en-
hancements that provide significant gains in spectral efficiency and substantial QoS support
for inter-user (between users) and intra-user (between flows of a user) QoS in both the forward
and reverse links. In addition to a rich variety of link adaptation techniques, such as power

control, data rate control and Adaptive Modulation and Coding (AMC), 1XEV-DO Revision
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A makes use of higher order modulation and Hybrid Automatic Repeat-reQuest (HARQ) to
achieve higher peak data rates of 3 Mbps in the forward link and 1.8 Mbps in the reverse
link [43, 47]. HARQ reduces the effects of power control imperfections due to variations
in channel state and multiple-access interference to achieve higher reverse link spectral effi-
ciency via early termination of physical packet transmissions, leading to improved through-
put and reduced packet delay. Shorter packets, along with finer rate quantization, multi-user
packet (MUP) transmission, and uninterrupted data transfer during forward link cell switch-
ing contribute to lower latency. In the reverse traffic channel MAC, key QoS-sensitive support
includes efficient support for latency-sensitive and delay-tolerant applications, resource allo-
cation among flows associated within a MS and MAC layer ARQ [43, 48]. A flow is an octet
stream that can be used to carry packets between the MS and the BS. While some of these
features increase system throughput and spectral efficiency, others improve the operator’s
ability to guarantee acceptable latency performance for delay sensitive applications such as
interactive voice and video, and still others provide a mechanism for application coexistence.
In particular, we highlight the following features of 1XEV-DO Revision A that are considered
in our research.

IXEV-DO Release 0 systems support per flow QoS on the forward link and per MS QoS
on the reverse link through the Default Packet Application (DPA). The DPA consists of a link
layer protocol that provides octet retransmissions and duplicate detection, a location update
protocol that provides mobility between data service networks and a flow control protocol
that provides flow control of data traffic [46]. There is no differentiation of packets from
different applications with different QoS requirements.

In 1XEV-DO Revision A, a flow-oriented QoS approach [43, 49] is adopted and provides
a unified approach to inter-user and intra-user QoS. MFPA is included and provides multiple
octet streams that can be used to carry octets between the mobile station and base station.
MFPA, along with the reverse link multi-flow MAC with per-flow QoS support, provides the
framework for the exploitation of MFM gain in both the forward and reverse links. Packets

from latency-sensitive flows that arrive later at the base station following a large packet from a
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delay-tolerant flow can be transmitted first instead of being transmitted in the order of arrival,

hence reducing latency and jitter for multimedia traffic.

2.3 System Model

The network model, traffic classes and data buffer parameters used are described in this sec-

tion.

2.3.1 Network Model

We consider a 1XEV-DO Revision A-like packet cellular network random discrete-event
model, as shown in Fig. 2.1, consisting of one BS servicing I MSs. Let Z = {1, ..., I } be the
set of all users (MSs). Each MS i can have up to J; data queues (flows) and let J; = {1, ..., J;}
be the set of all flows. Forward link scheduling is centralized at the BS which communicates
with all MSs. At each time slot k, where k € Z, = {1,2,..., K}, we assume that only one
user is scheduled and that the scheduling decision time is negligible. Power control is not
enabled in the forward link for IXEV-DO systems and the BS transmits at full power to the
MSs in all time slots. We assume that packets are received without errors, i.e. 0% Frame
Error Rate (FER), between the BS and MS. This simplifying assumption is made to illustrate
the potential gains that ACLS-FM can provide. The BS is assumed to have knowledge of the
channel state information, C'SI;(k), for each MS i at time k, queue status and QoS require-
ments for all the data queues. The service rate for a user during time slot k is a function of the
channel quality which is characterized by its received Signal-to-Noise Ratio (SNR) in time
slot k. For simplicity, we assume that the physical layer encoder packet size, EPSize;(k),
is chosen according to a uniform distribution from the set of eight discrete physical layer
encoder packet sizes, where EPSize € £ = {128,256,512,1024,2048, 3072, 4096, 5120}
bits. Let u = EPSize/S € {4.8,...,3072} kbps be the effective service rate, where
SeS=1{1,2,4,8,16} time slot(s) of 1.667 ms duration.
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Figure 2.1: Forward Link Scheduler Model

2.3.2 Traffic Classes

Two traffic classes are considered: Best Effort (BE) traffic class representing Internet browsing-
like applications and Expedited Forwarding (EF) traffic class representing Voice over Internet
Protocol (VoIP)-like applications. We use the web browsing traffic arrival model in [50] to
represent incoming BE traffic. The application layer Protocol Data Unit (PDU) is based on a
truncated Pareto distribution with a mean of 25 kBytes and minimum and maximum sizes of
4.5 kBytes and 2 MBytes respectively. The application layer PDU interarrival time is geomet-
rically distributed with a mean of 5 sec. For the EF traffic class, we use the VoIP traffic arrival
model in [50]. In contrast to the web browsing model, source configuration and source files
are used to generate VoIP traffic. The source file is generated based on the Markov Service
Option (MSO) model IS-871 with alterations as detailed in [50]. The application layer PDU
size and interarrival time have a mean of 152.4 bits and 0.04 sec, respectively. The average

traffic arrival rates Agp and Agr are 40.0 kbps and 3.7 kbps per application respectively.

2.3.3 Data Buffer Parameters

The key data buffer parameters are as follows:

Queue length: B/(k) € Z = {0,1,2, ...} denotes the queue length, in packets, of the data
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buffer for user ¢, flow j at time k. We assume that the size of data buffer itself is infi-
nite (i.e. no packet blocking). Packets arriving in the data queues are chronologically
ordered and serviced in a First In, First Out (FIFO) fashion. Packets in the data buffer

are indexed by 2, z € {1, ..., B! (k)}.

Packet size: dg (k) denotes the size, in bits, of the packet at position z in the data buffer for

user ¢, flow j at time k.

J:2
7

Waiting time: w]”(k) € (0,00) denotes the amount of time, in seconds, that the packet at
position z in user 7, flow j buffer has waited. Each packet is time stamped upon arrival
in the data buffer, and the waiting time is found by simply subtracting the arrival time
from the current time k. Packets are dropped if w’”(k) exceeds the flow scheduling

delay thresholds 7); € R

Flow Priority: 7;(k) € R, denotes the intra-user QoS requirement of flow j at time k.
m;(k) is a function of & to allow for time-varying intra-user priority changes. However,
7;(k) is not a function of user ¢ as it is assumed that flows of the same applications have

the same QoS requirement.

2.4 Multi-flow Merging

An illustration of MFM for a user ¢ having up to J; data buffers (flows) is shown in Fig. 2.2.
Each application layer PDU is segmented into a number of packets. Packets from different
flows can be multiplexed into the same physical layer encoder packet of size E'PSize;(k) for

transmission at time k.

2.4.1 Multi-Flow Merging Scheduling Policy

To explore the benefits of MFM, we extend the existing PF scheduling policy to allow trans-
mission of packets from multiple data queues using a single physical layer encoder packet

and refer to this as the MFM scheduling policy. The MFM scheduling policy consists of two
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Figure 2.2: Illustration of MFM

steps: in Step 1, similar to PF, a user is selected based on the ratio of its C'S;(k) and corre-
sponding running average throughput 7;(k) over the last N,;,q0, time slots at time k; in Step
2, packets from the multiple data queues of the selected user are merged into the physical

layer encoder packet. More specifically,

Step 1: Let Q;(k) denote the priority of user i at scheduling period k:

Ji
%}'{(M if Y " BI(k) >0
Quky =4 Tk =1 . @2.1)
0 otherwise

A user with no data to send is assigned a priority of 0 and is ignored in the selection

process. The user to be scheduled at time £ is determined as:

i*(k) = arg max Qi (k). (2.2)

Step 2: Packets are selected, one at a time in an iterative fashion, from the data queues of
user ¢* and added to the physical layer encoder packet until either the physical layer
encoder packet of size EPSize; (k) is filled or there are no more packets in the data

queues. The probability p;(7) that a packet is selected from flow j at iteration 7 is

18



set to:
Bl (k)

- , VjiET. (2.3)
> BL(k)
j=1

pi(T) =
Thus the probability of merging a packet from flow j is given by the ratio of its
queue length to the sum of all data queue lengths for user ¢*. While other simple
schemes such as a deterministic longest-queue-first (LQF) scheme to more complex
merging schemes are possible, this simple probabilistic scheme was chosen as an
example to highlight the realizable gains from multi-flow merging whilst taking into
account possible data queue starvation due to the different average data arrival rates

in a mixed traffic (BE + EF) environment.

2.5 Adaptive Cross Layer Scheduling with Flow
Multiplexing Scheduling Policy

The proposed Adaptive Cross Layer Scheduling with Flow Multiplexing (ACLS-FM) schedul-
ing policy consists of a packet urgency function (to meet latency requirements), a packet
priority function (for intra-user QoS adjustments), a flowing merging policy (to determine
which flows and how many bits from each flow to service) and a user selection policy (to

fairly schedule users).

2.5.1 Packet Urgency Function

The packet urgency function allows a packet from a latency-sensitive application flow to
have its service priority raised when its waiting time exceeds a predetermined threshold. Let
ul (k) € R, denote the packet urgency (PU) value of user 7, flow j, packet z at time k. The

)

PU value is given by the following packet urgency function

wlF (k) = eyel 7 (2.4)

1
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where {; € R is the urgency base and ¢; € IR, is the scaling factor for flow j. The parameter
n; € R4 is the comfort latency threshold and is generally set to a value that is less than the
flow scheduling delay threshold 7. An illustration of the PU functions for BE and EF traffic
are shown in Fig. 2.3. In the region where wfz(k;) < nmgr, the BE traffic has a higher PU

value than the EF traffic; this is meant to reduce BE traffic backlog, if necessary.

A
u
|
[}
I
|
BE priority > :
EF priority :
I
i I . : BE
i : | |
| L
2 1 >
NEF Ter npe Tpe W

Figure 2.3: BE and EF Packet Urgency Functions

2.5.2 Packet Priority Function

Let zﬁf (k) € [0, 1] denote the packet priority (PP) value of user i, flow j, packet z at time k.

The PP value is calculated using the following packet priority function
Wl (k) = (k) d}™ (k)™ (k)™ (2.5)

where o, 04, and o, € R are non-negative weighting constants. Each component of wz “(k)
is normalized to its maximum value: m;(k) is normalized to max(;(k)) V¥ j, d’*(k) is nor-

malized to max(d’*(k)) V14, j, z and u}* (k) is normalized to max(cjgj(-Tj_"j)) V.

2.5.3 Flow Merging Policy

The objective of the flow merging policy is to merge packets from the different flow data
buffers of a given user ¢ into a physical layer encoder single user packet at time & such that

the sum PP value of the selected packets is maximized subject to the EPSize;(k) and FIFO
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packet service constraints. The flow merging policy is formulated as follows:

J; Bl(k

OP2.1: rjnzax Z Z VIE(k)al*(

]1z1
J; Bl(k

s. t. Z Z A (k ) < EPSize;(k),
=1 e (2.6)

al*(k) € {0,1}, VjeT,
Vze{l,... B(k)},
a*(k) < a?¥(k), Vi <z,

where the binary variable a?”(k) = 1 if user 7, flow j, packet z is selected, and a?*(k) = 0

otherwise. The constraint a/*(k) < a?* (k), V¥ 2’ < z ensures that the packets in any data

buffer are serviced in a FIFO fashion. The optimal solution is denoted by A*, where A" is
a binary matrix consisting of elements afz(k) that maximizes the PP sum of the objective
function in OP2.1.

To obtain the optimal solution A*, we first determine the set of unique feasible solutions,
denoted by ), where each element y is a vector consisting of .J; elements. The jth element
in y represents the number of data packets selected from flow j that satisfies the constraints
of the optimization problem formulated in OP2.1. The optimal solution A* is then mapped
by y* € )Y which maximizes the objective function. In the event of a tie, y* is then selected
randomly with equal probabilities. The set ) can be iteratively determined using .J;-nested
loops. The loop counter for each nested loop j is [0, . . ., B;-j (k)] and represents the number of
data packets selected from flow j. A loop terminates when the total size of the selected data
packets exceeds EPSize;(k).

Let U;(k) denote the maximal sum packet priority (MSPP) value for user i at time k

attained by A*, i.e
J; Bl(k)

=> Z W (K)al?( al? (k) € A*. 2.7)

=1 2=1
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2.5.4 User Selection Policy

Let Q;(k) denote the priority of user i at scheduling period k:

CSTi(k)*Us(k)®

Qi(k) = ki T (k)2 )

(2.8)

where C'S1;(k) is the channel state information, U;(k) is the MSPP value and v;(k) denotes
the running average throughput over the last N 40 time slots for user ¢ at time k. The
parameter x; € R, can be used to establish relative user priorities and «, 3, ¢ € R, are

non-negative weighting constants. The user ¢* to be scheduled at time & is determined as:

i*(k) = arg max Qi(k). (2.9)

2.6 Simulation Results

The MFM and ACLS-FM scheduling policies described in Sections 2.4.1 and 2.5 were sim-
ulated in Matlab using the system model described in Section 2.3. Simulation results were

obtained for BE only traffic, EF only traffic and mixed traffic (BE + EF) scenarios with sys-

I
tem loading factor, p =S X/ﬁ, values of 0.10, 0.50 and 0.90, where \ = Z Z)\f and

i=1 j=1
1 EPSi
o= —— Z Z ik ||-|| is the cardinality of a set. For the mixed traffic sce-
ISTIEN $5 ppSimeee S
nario, an equal number of BE and EF traffic flows were simulated. To achieve the desired
system loading factor, I and .J; were varied. The simulation parameter values are listed in
Table 2.1. The scheduling delay thresholds were set at 3.0 sec for BE traffic class (to avoid

Transmission Control Protocol (TCP) retransmissions) [51] and 0.070 sec for EF traffic class

(to achieve a “Users Satisfied” mouth-to-ear delay rating) [52].
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Table 2.1: Simulation Parameter Values

Parameter | Value Parameter | Value
Nyindow 100 slots S 1 slot
d* (k) 128 bits Vi € 7 £BE 1.0

Vi€ Tnz=1,., B (k)

(k) IvVied,k=1.. K ¢pr 1.5

Aj 1VjeJd Tse 3.000 sec
Ox, 04, Oy 1 Ter 0.070 sec
K; 1Viel NBE 1.500 sec
a, B, e 1 NEF 0.035 sec

2.6.1 Comparative Scheduling Policies

The performance of the MFM and ACLS-FM scheduling policies are compared with those
of four other scheduling policies: Modified Greedy (MG), Modified Round Robin (MRR),
MFM and Modified Proportional Fair (MPF). The MG, MRR and MPF scheduling policies
are described below. The term, £'PSize;(k), denotes the physical layer encoder packet size

for user ¢ at time k.

MG Scheduling Policy

The Classical Greedy (CG) scheduling policy [53] i*(k) = arg max CSI;(k) is strictly op-
portunistic and simply selects the user ¢* with the best channel condition. While CG provides
a throughput upper-bound, it does not specify how the flows of the selected user are to be
scheduled. In MG, each traffic flow is regarded as a separate user. At each scheduling period

k, MG services the flow with the best channel condition and longest data queue. Specifically,

Step 1: Let ) MG{ (k) denote the priority of user i, flow j at scheduling period k:

BI()
Qucl(k) = min{ EPSize;(k), Y d*(k)}, VieZIje. (2.10)
z=1
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The user and flow to be scheduled at time £ is determined as:

(7 (k), j* (k) = arg max Quel (k). 2.11)
€T
Step 2: Packets are selected, one at a time in an iterative fashion, from the data queue of user
i*, flow j* and added to the physical layer encoder packet until either the physical
layer encoder packet E'PSize;«(k) is filled or that there are no more packets in the

data queue j*.

MRR Scheduling Policy

The MRR scheduling policy assigns equal service to each traffic flow and in order regardless
of queue length and channel condition. The MRR scheduling policy (where each of the 1

users has .J; flows) is specified as follows:

Step 1: The user and flow to be scheduled at time £ is determined as:

(k) = {(k—nmjdmﬂw

j (k)= (k—1)mod J; + 1.

(2.12)

Step 2: Same as Step 2 of the MG scheduling policy.

MPF Scheduling Policy

The PF scheduling policy [9] exploits multi-user diversity to maximize system throughput by
scheduling data transmission based on the relative channel quality of the competing users,
while at the same time maintaining fairness across users. Note that in the classic PF schedul-
ing policy, there is no provision for choosing which flow to schedule from among the flows of
a given user. Thus for purposes of comparison, each traffic flow is regarded as a separate user

and we refer to this as the MPF scheduling policy. The MPF scheduling policy is defined as:
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Step 1: Let Qup F{ (k) denote the priority of user i, flow j at scheduling period k:

CSIL(k) .. .
Quprl(k) = i VieZ, jed, (2.13)

0 otherwise

where E{ (k) denotes the running average throughput over the last Ny;nd0. time slots
for user ¢, flow j at time k. A flow with no data to send is assigned a priority of 0
and is ignored in the selection process. The user and flow to be scheduled at time &

1s determined as:

(i*(k), j" (k) = arg max Quprl (k). (2.14)

JET:

Step 2: Same as Step 2 of the MG scheduling policy.

2.6.2 Performance Measure

To evaluate the system performance, we define the scheduling policy performance gain, G’;/,

as

Gy =C X 100%, (2.15)

X
where Y is either the MFM or ACLS-FM scheduling policy and y is the QoS measure of
interest: throughput (7P), latency (LT) and packet drop probability (PDP). The term C' in
(2.15) takes value +1 for TP and —1 for LT and PDP. The terms Yy and  are the average
QoS values for scheduling policy Y and MPF respectively. The MPF scheduling policy is

used for evaluating the system performance as it (or its variants) is the most commonly used

scheme in wireless networks.

2.6.3 MFM Results

Some simulation results are shown in Table 2.2 for p = 0.90. The GYEM  GIIM and GYEY

columns show the throughput, latency and packet drop probability gains of MFM compared

to MPFE. Cumulative distribution function (CDF) plots for user throughput, user latency and
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Table 2.2: Simulation Results of MFM with p = 0.90

r] o | o] o] e
20 2BE 0.19% | 0.00% | 0.00 %
110 2 EF 52.14% | 0.00% | 13.15 %

22 10 EF 246.83 % | 23.53 % | 60.98 %
30 | 1BE,1EF | 2287 % | 17.60 % | 13.64 %
6 |SBE,SEF | 36.83% | 67.97 % | 20.80 %

user packet drop probability obtained from a simulation of 22 users, each with 10 EF traffic
flows are shown in Fig. 2.4, 2.5 and 2.6 respectively. The improvements in G}2"™ and
GYEM relative to MPF come from the reduction in wastage in the physical layer encoder
packet when the flow queue sizes (in bits) are typically quite small compared to the physical
layer encoder packet size. The results show that G}/2™ increases as the system loading factor
increases for both the EF only traffic and mixed traffic scenarios but is negligible for the BE
only traffic scenario due to minimal unfilled space left in the physical layer encoder packet for
merging. For the same system loading factor, G2 increases as the number of traffic flows
is increased with a corresponding decrease in the number of users due to multi-application
diversity. Further decrease in latency is realized due to the possible multiplexing of packets
from different data queues in a scheduling period. Application layer PDU from EF flows that
arrive later at the access network following a large application layer PDU from a BE flow can
be transmitted first instead of being transmitted in the order of arrival, hence reducing latency.
GYEM exhibits the highest gain in a mixed traffic scenario. As expected, the results show

that an increase in G+ results in a corresponding increase in G5!
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Figure 2.4: CDF of User Throughput, p = 0.90, I = 22, 10 EF Flows for each User
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Figure 2.5: CDF of User Latency, p = 0.90, I = 22, 10 EF Flows for each User
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CDF of User Packet Drop Probability
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Figure 2.6: CDF of User Packet Drop Probability, p = 0.90, I = 22, 10 EF Flows for
each User

2.6.4 ACLS-FM Results

Some simulation results are shown in Table 2.3 for p = 0.10, 0.50 and 0.90. The G?gLS’FM,
Gfg LS=FM and Gﬁ%ﬁs ~FM columns show the throughput, latency and packet drop proba-
bility gains of ACLS-FM compared to MPE. CDF plots for user throughput, user latency and
user packet drop probability for a system with p = 0.90 for EF only and mixed traffic (BE +
EF) are shown in Fig. 2.7 and Fig. 2.8 respectively.

The simulation results confirm that ACLS-FM generally performs better than the other
four scheduling policies defined in Section 2.6.1 in terms of user throughput, user latency and
user packet drop probability. We note in Fig. 2.8a that while MG has a higher system aggre-
gate throughput, ACLS-FM can have a higher user throughput compared to MG. In addition
to exploiting the benefits of MFM, ACLS-FM achieves additional performance gains from
the PU function defined in Section 2.5.1, which allows a packet from a EF (latency-sensitive)

flow to have its urgency increased as its waiting time, w;

F, “, exceeds a predetermined thresh-
old, ngr, to meet its latency requirements. For the period wlB Bx < Ner, packets from the BE

(delay-tolerant) flows are given a higher urgency to reduce the buffer backlog as a mechanism
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to achieve a higher system throughput. The PP function defined in Section 2.5.2 allows for
further intra-user adjustments through the coupling of flow priority, 7;, packet size, df #, and
packet urgency, ufz Fairness among users is taken into account in the user selection policy
defined in Section 2.5.4.

For BE only traffic, as shown in Table 2.3a, ACLS-FM provides little performance gains
over MPF regardless of the system loading factor. This is due to the fact that BE only traffic
is high data rate and bursty in nature, leaving minimal unfilled space in the physical layer
encoder packet for exploiting MFM.

However, for EF only traffic, as shown in Fig. 2.7, ACLS-FM provides significant per-

Table 2.3: Results of ACLS-FM for (a) BE only (b) EF only (c) BE + EF

(a) BE only
0 I J, | gagLs-Fu Gég’LS—FM Gég%s—FM
0.10 | 3 | 2BE 0.00 % 0.52 % 0.00 %
0.50 | 10 | 2BE 0.79 % 0.00 % 0.44 %
0.90 | 20 | 2BE 0.43 % 2.59 % 0.00 %
(b) EF only
0 I J, GACLS-FM | ACLS—FM Gﬁg%S—FM
0.10 | 20 | 2EF 7.53 % 52.63 % 6.93 %
0.50 | 60 | 2EF 91.37 % 3.13 % 36.48 %
0.90 | 110 | 2 EF 87.06 % 2.94 % 21.88 %
0.90 | 22 | 10EF 304.02 % 50.00 % 74.85 %
090 | 14 | 16 EF 300.78 % 67.65 % 74.69 %
(c) BE + EF
0 I J; GACLS-FM | ACLS—FM Gﬁg%S—FM
0.10 | 5 | 1BE, 1 EF 0.00 % 10.92 % 0.00 %
0.50 | 20 | 1 BE, 1 EF 31.54 % 28.79 % 16.18 %
0.90 | 4 | 8 BE, 8 EF 114.15 % 45.80 % 35.95 %
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formance gains, especially as p increases. As with the MFM scheduling policy, the gain of
ACLS-FM is achieved through a reduction of wastage in the physical layer encoder packet. In
addition, with the inclusion of the packet urgency function uiz(k‘) in the ACLS-FM schedul-
ing policy, Gﬁ%ﬁs ~FM 5 achieved as the number of packets dropped due to the violation
of the scheduling delay threshold is substantially reduced, which in turn leads to additional
GHSES=EM  Further G255~ s realized due to the consideration of the MSPP U;(k) of a
user in the user selection policy in (2.9) which selects a user with more urgent packets. Com-
paring the cases of I = 110, J; = 2and [ = 22, J; = 10 for p = 0.90 shown in Table 2.3b, we
see that as the number of flows per user increases, a corresponding increase in performance
gains is obtained due to the exploitation of multi-application diversity. For p = 0.90 and 16
EF flows per user shown in Fig. 2.7c, ACLS-FM achieves a near-0% PDP in comparison to
an average of 45% PDP for the other 4 scheduling policies at the 95™ percentile.

For the mixed traffic (BE+EF) scenario shown in Fig. 2.8, ACLS-FM has the second high-
est throughput performance. MG provides the best throughput performance at the expense
of starving EF traffic as it also has the highest EF PDP as shown in Fig. 2.8c. On the other
hand, ACLS-FM achieves a near-0% PDP for EF traffic and the second lowest PDP for BE
traffic. As shown in Fig. 2.8b, ACLS-FM has the lowest latency for BE traffic, and while
MFM has a lower latency for EF traffic than ACLS-FM, that is achieved at the expense of a
50% EF PDP at the 95" percentile (shown in Fig. 2.8c). In a mixed traffic scenario, MFM has
a higher EF than BE PDP shown in Fig. 2.8c as the flow merging policy for MFM determines
the probability of merging a packet from a flow by the ratio of its queue length to the sum of
all queue lengths. It is worth noting that while MPF has the second lowest EF PDP, it also
has the second highest BE PDP as it trades-off BE packets to achieve its intended throughput

fairness objective. On the other hand, MG trades-off EF packets (highest EF PDP) for BE

packets to achieve a high throughput.
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2.7 Conclusion

The performance gains of a scheduling policy which exploits MFM in terms of user through-
put, user latency and user packet drop probability were quantified. The substantial gains of
MFM results from wastage reduction in the physical layer encoder packet and multiplexing of
ackets with different latency tolerances in a scheduling period. Only queue length information
is needed to implement the MFM scheduling policy. With the promising gains and simplicity
in implementation of MFM, we propose an ACLS-FM scheduling policy that integrates MFM
and jointly considers physical-layer time-varying channel conditions as well as application-
layer QoS requirements. In addition to exploiting the benefits of MFM, ACLS-FM realizes
additional performance gains through the use of a cross layer design, utilizing a packet ur-
gency function, packet priority function, flow merging policy and user selection policy. The
simulation results confirm that ACLS-FM achieves substantial performance gains in the con-
sidered QoS performance measures (user throughput, user latency and user packet drop prob-

ability) when compared to other commonly used scheduling policies.
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Chapter 3

Packet Division Multiplexing in

Single-carrier CDMA Systems 2

3.1 Introduction

With the rapid introduction of multimedia services, wireless networks are expected to in-
tegrate a mix of real-time traffic and non-real-time traffic with different QoS requirements.
This has driven the continued extensive research in RRM with the objective of improving
achievable system capacity while at the same time meeting the diverse QoS requirements and
adapting to the dynamically changing wireless conditions.

As part of the evolution of the cdma2000 family of 3G mobile telecommunications air
interface, cdma2000 1xEV-DO Revision A [43] provides significant improvements at var-
ious protocol layers over cdma2000 1XxEV-DO Release 0 [46]. These include higher peak
data rates, HARQ transmission and enhancements that provide considerable gains in spec-
tral efficiency and substantial QoS support to efficiently support both latency-sensitive and
delay-tolerant applications. In addition, cdma2000 1XxEV-DO Revision A also introduced

PDM [43, 47, 48] in the forward link that permits the BS to service multiple users in the

The material in this chapter is based on: C. E. Huang and C. Leung, “Downlink mixed-traffic scheduling
with packet division multiplexing,” in Proc. ACM PM2HW2N, Oct. 2008, pp. 165-172. © 2008 ACM.
http://dx.doi.org/10.1145/1454630.1454655
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same physical layer encoder packet in a single time slot with the use of multi-user packet
(MUP) transmission. PDM not only improves the resource utilization (packing efficiency)
by allowing delay-tolerant applications to fill up the physical layer encoder packet unused
with higher priority, low rate latency-sensitive applications but also improves the transmis-
sion latency performance by overcoming the shortage of time slots and enables cdma2000
IXxEV-DO Revision A to support a large number of low-rate latency-sensitive applications,
leading to increased system throughput and spectral efficiency.

The feasibility of supporting a single traffic type with PDM in cdma2000 1xXEV-DO Re-
vision A is explored in [54]. Analytical models and simulation are developed to evaluate
the expected capacity and delay performance of implementing VoIP traffic using cdma2000
IXEV-DO Revision A. The authors demonstrate in the study that MUP transmission plays a
critical role in achieving the expected Erlang capacity for VoIP which is comparable to that
of a circuit switched cdma2000 [55] system. MUP efficiency, in terms of the average number
of VoIP packets contained in one physical layer encoder packet is also presented. In [56], the
performance and capacity of VoIP traffic by itself and VoIP together with other traffic types
are analyzed. It is shown that cdma2000 1XxEV-DO Revision A can not only provide VoIP
capacity that is comparable to IS-2000, but the simulation results also show that a significant
amount of delay-tolerant traffic can be simultaneously supported along with VoIP.

In this chapter, we leverage upon the PDM and mixed traffic findings in [54] and [56]
respectively and adopt the ACLS-FM scheduling policy approach introduced in Chapter 2.
ACLS-FM integrates MFM (Section 2.4) and takes into account the time-varying channel
conditions from the physical layer and QoS requirements from the application layer. Consid-
erable performance gains achievable with ACLS-FM in terms of user throughput, user latency
and user packet drop probability were quantified in Section 2.6. We extend ACLS-FM and
propose an adaptive cross layer scheduling policy that incorporates PDM of the shared phys-
ical layer encoder packet. We refer to this scheme as the Adaptive Cross Layer Scheduling
with Flow and User Multiplexing (ACLS-FUM) scheduling policy. We consider a mix of

real-time voice services and non-real-time data applications and study the improvements in
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Figure 3.1: Illustration of MUP with MFM

packing efficiency and latency performance. The resulting performance gains that are realiz-
able in a framework such as that provided in cdma2000 1XxEV-DO Revision A are quantified.
An illustration of MUP with MFM is shown in Fig. 3.1.

This chapter is organized as follows: in Section 3.2, we present the system model that
includes the network model, traffic classes and data buffer parameters. The ACLS-FUM
scheduling policy is described in Section 3.3. Simulation results are presented in Section 3.4

and the main findings are summarized in Section 3.5.

3.2 System Model

The network model used in this chapter is described in this section. The traffic classes and
data buffer parameters used are described in Sections 2.3.2 and 2.3.3, respectively.

We consider a 1XEV-DO Revision A-like packet cellular network random discrete-event
model, as shown in Fig. 2.1, consisting of one BS servicing / mobile stations (MSs). Let Z =
{1, ..., I'} be the set of all users (MSs). Each MS i can have up to J; data queues (flows) and let
J: = {1, ..., J;} be the set of all flows for MS i. Forward link scheduling is centralized at the
BS which communicates with all MSs. At each time slot k, where k € Z, = {1,2, ..., K'},
only one user is scheduled for single-user packet (SUP) transmission or up to eight users are

scheduled for MUP transmission. We assume that the scheduling decision time is negligible.
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Power control is not enabled in the forward link for 1XEV-DO systems and the BS trans-
mits at full power to the MSs in all time slots. We assume that packets are received without
errors, i.e. 0% FER, between the BS and MS. This simplifying assumption is made to il-
lustrate the potential gains that ACLS-FUM can provide. It is expected that gains will also
be achievable in a more realistic setting with non-zero FER values. The BS is assumed to
have knowledge of the channel state information, C'SI;(k), for each MS i at time k, queue
status and QoS requirements for all the data queues. The maximum service rate for a user
during time slot £ is a function of its channel quality which is characterized by its received
SNR in time slot k. Multiple application layer protocol data units (PDUs) from the same
user can be transmitted in the same physical layer encoder packet in the same time slot using
SUP transmission. Furthermore, application layer PDUs destined for different users are ei-
ther scheduled and transmitted in different time slots using SUP transmission or multiplexed
into the same physical layer encoder packet and transmitted in the same time slot using MUP
transmission.

For simplicity, we assume that the physical layer encoder packet size, EPSize;(k), is
chosen according to a uniform distribution from the set of eight physical layer encoder packet
sizes, where EPSize € Esyp = {128,256, 512, 1024, 2048, 3072, 4096, 5120} bits for SUP
transmission. For MUP transmission, EPSize € Epyp = {1024,2048,3072,4096,5120}
bits and maps to the set of Date Rate Control (DRC) indices compatible with MUP transmis-
sion for data rates greater than 153.6 kbps [43]. Let u = EPSize/S € {4.8, ...,3072} kbps
be the effective service rate, where S € S = {1,2,4, 8,16} time slot(s), each of 1.667 ms du-
ration. Each application layer PDU is segmented into a number of packets. Packets from up
to J; = 16 different flows and I = 8 different users can be multiplexed into the same physical

layer encoder packet of size EPSizeyyp(k) for transmission at time k.
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3.3 Adaptive Cross Layer Scheduling with Flow and User
Multiplexing Scheduling Policy

The proposed ACLS-FUM scheduling policy consists of a packet urgency function (to meet
latency requirements), a packet priority function (for intra-user QoS adjustments), a transmis-
sion mode selection function (to determine SUP/ MUP transmission mode), SUP transmission
mode, MUP transmission mode and a flow merging policy (to determine which flows and how
many bits from each flow to service). The packet urgency function, packet priority function
and flow merging policy are described in Chapter 2. A flow chart illustrating the ACLS-FUM

scheduling policy is shown in Fig. 3.2.

3.3.1 Transmission Mode Selection Function

In order to give users that do not qualify for MUP transmission (cdma2000 1xEV-DO Revi-
sion A [43] precludes DRC index < 3 from MUP transmission) an opportunity to clear their
backlog, the scheduling policy may transmit packets in SUP transmission mode if the average
waiting time of the head-of-line (HOL) packets exceeds predefined thresholds. Specifically,

we define the averaging waiting time of BE and EF HOL packets as follows

wPP(k) = Ipg(j)w? O (k) (3.1)
w Z Z ]IBE ;ﬁ% BE

€L jET;

o (k) = Tpr(j)w? Ok (k) (3.2)
ZZHEF ZZ o
€L jET;

where wg ’HOL(kJ) denotes the waiting time of the HOL packet for user 7, flow j at time k. The

indicator function Izg(j) is defined as

1 if 5 is an BE flow
Ipr(j) = (3.3)

0 otherwise.
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Figure 3.2: ACLS-FUM Scheduling Policy Flow Chart
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Igr(j) is similarly defined. The terms Z Ipg(j) and Z Igr(7) represent the number of
J€Ti JET;
BE and EF flows for user ¢ respectively. The ACLS-FUM scheduling policy will use SUP

transmission mode at time £ if the following condition is true
BEEU (@ (k) — Taip) + B U@ (k) — Tsiip) > 0, (3.4)

where U (x) denotes the unit step function, i.e. U(x) = 1 for z > 0 and U(x) = 0 otherwise.
The parameters (BBE and BEF take on values in {0,1} depending on whether BE and/or EF
flows are included in the transmission mode selection function. Te;r» and To(ip are the SUP
thresholds for BE and EF flows respectively. They are generally set to values that are less

than the scheduling delay thresholds Tz and Trr. MUP transmission mode is used if (3.4)

is false.

3.3.2 SUP Transmission Mode

In SUP transmission mode, only one user is serviced. Multiple packets from the same user are
selected using ACLS-FM (see Section 2.5) and packed into the same physical layer encoder

packet in the same time slot for SUP transmission.

3.3.3 MUP Transmission Mode

In MUP transmission mode, up to eight users are serviced. Multiple packets from different
users are multiplexed into the same physical layer encoder packet in the same time slot for

MUP transmission. The MUP transmission mode is performed as follows:

1) Flow and User Priority: Let Qg (k) € [0, 1] denote the flow priority of user ¢, flow j at time

k, and be defined as

Yl () + (1~ a)CSILi(k)

Q(k) = — — (3.5)

where C'ST;(k) is the channel state information of user i at time k, u"“% (k) is the PU

7

value of the HOL packet and ¥ (k) (for fairness consideration) denotes the running aver-
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2)

3)

age throughput over the last N ;401 time slots for user ¢, flow 7 at time k. Each of these

§,HOL

i

Vg, CS1;(k) which is mapped to EPSize;(k) is normalizedto  max  EPSize and

EPSizeeEpup

Tj—m‘)>

terms is normalized to its maximum value: u (k) is normalized to max(c;& j(

7/ (k) is normalized to  max  EPSize/S. The parameter o € [0,1] is a weighting
EPSize€€pmup

constant that is used to adjust the relative weighting of HOL packet urgency and channel

condition. The user priority of user ¢ at time k is
Ji
Qi(k) =Y Ql(k), Viel (3.6)
j=1

MUP User Selection: We define the set, MU P,,,,45(k), of candidate users that qualify for

MUP transmission at time k as
MU Peonas(k) ={i € Z| EPSize;(k) > 1024} (3.7)
and let ™" (k) denote the MUP candidate which has the largest user priority:

im(k) =arg  max  Q(k). (3.8)

1€EMU Peands (k)

The set of MUP users, MU P,s,s(k), to be scheduled at time k is determined as:
MUP sers(k) = { i € MUPranas(k) | CSI;i(k) > CSTimas () (k)}. (3.9)

In the case where ||MU P,s.s(k)|| > 8 (|| - || denotes the cardinality of a set), the 8 users
with the largest Q; (k) are selected for MUP transmission. In the event of any ties, the tied

users are selected randomly with equal probabilities.

MUP User Bit Allocation: Let F'PSizeyyp(k) denote the physical layer encoder packet

size used for MUP transmission and it is defined as
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The number of bits allocated to user ¢ for MUP transmission at time k is denoted by
MU PSize;(k). It is proportional to its user priority, Q);(k), which takes into account flow
throughput fairness, HOL packet urgencies and user channel condition. MU PSize;(k) is

determined by

Qi(k)

> Qilk)

1€EMUPysers(k)

MUPSize;(k) = EPSizeyyp(k), Vi€ MUP,sers(k).

(3.11)
Based on the number, MU PSize;(k), of bits allocated, packets for user i € MU P ser5(k)
are selected using ACLS-FM (see Section 2.5) and multiplexed into the same physical

layer encoder packet in the same time slot for MUP transmission.

3.4 Simulation Results

The ACLS-FUM scheduling policy described in Section 3.3 was simulated in Matlab using
the system model described in Section 3.2. Simulation results were obtained for BE only

traffic, EF only traffic and mixed traffic (BE + EF) scenarlos with system loading factor,

p = M/, values of 0.10, 0.50 and 0.90, where \ = ZZ)\J and

=1 j=1

EPSq . . :
n = S 5 Z Z %. X! is the average traffic arrival rate for user i,
’ || H SUP || SeS EPSizeclsyp

flowj. For the mixed traffic scenario, an equal number of BE and EF traffic flows were
simulated. To achieve the desired system loading factor, I and J; were varied. The simulation
parameter values are listed in Table 3.1.

To evaluate the system performance, we define the ACLS-FUM scheduling policy perfor-

GAC’LS—FUM G?}CD’LS—FUM GACLS—FUM’

mance gain, ,asin (2.15). The performance metrics

Gﬁg@s FuM Gﬁg LS FUM and G’f}g LS-FUM quantifies the throughput, latency, packet drop
probability and jitter (BE and EF) gains of ACLS-FUM compared to MPE. CDF plots for
user throughput, user latency, user packet drop probability and user jitter for a system with

p = 0.50 for EF only and p = 0.90 for mixed traffic (BE + EF) are shown in Figs. 3.3 and 3.4

respectively. The simulation results confirm that ACLS-FUM performs better than the other
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Table 3.1: Simulation Parameter Values

| Param. | Value | Param. | Value |
d*(k) | 128bitsVieZ ' $BE 1.0
VieTJ,z=1,..,Blk)

Nyindow | 100 slots §EF 1.5

S 1 slot TrE 3.000 sec
Cj 1 Ter 0.070 sec
T 1.500 sec NBE 1.500 sec
Taie 0.035 sec NEF 0.035 sec
BBE 0 a 0.5

BEF 1

four scheduling policies defined in Section 2.6.1 in terms of user throughput, user latency,
user packet drop probability and user jitter through the exploitation of both MFM and MUP.

The simulation scenario for p = 0.50 (110 users, each with 1 EF flow) is created to
demonstrate the achievable performance gains solely from MUP transmission. From both
Fig. 3.3 and the performance metrics where G255~ FUM — 132.83%, G4SLS—FUM —
77.42%, Gpop UM = 99.99% and G5 UM = 61.15%, it is clear that ACLS-FUM
performs much better than any of the other four scheduling policies. ACLS-FUM performs
better than MG in terms of user throughput as shown in Fig. 3.3a. The high G45-~ UM
is achieved due to the ability to multiplex packets for different users into the same physical
layer encoder packet. ACLS-FUM also provides the best performance in terms of user jit-
ter compared to the other four scheduling policies which have almost identical performance
as shown in Fig. 3.3d. This improvement is achieved due to the ability to PDM the phys-
ical layer encoder packet using MUP transmission which provides an increase number of

available time slots to support low-rate latency-sensitive EF traffic. High Gfg LS=FUM and

Gﬁ%@s ~FUM (near-0% PDP) are achieved from the reduction in wastage in the physical layer
encoder packet and a corresponding queue length reduction.

The simulation scenario for p = 0.90 (30 users, each with 1 BE and 1 EF flow) is created
to demonstrate the achievable performance gains from MUP with MFM transmission in a

mixed traffic (BE + EF) scenario. The results are presented in Fig. 3.4 with G455~ FUM —
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66.58%, G5 5 UM = 42.84%, G UM = 82.57T%, Gophy TUM = 16.81% and
G‘}‘% LE-FUM — 39.06%. In this scenario, based on the transmission mode selection function
defined in Section 3.3.1, 99.56% were MUP transmissions and the remaining 0.44% were
SUP transmissions. As shown in Fig. 3.4, simulation results confirm that ACLS-FUM per-
forms better than the other four scheduling polices defined in Section 2.6.1 in terms of user
throughput, user latency, user packet drop probability and user jitter with the exception that
MG has a slightly better BE throughput and BE packet drop probability. Fig. 3.4a shows that
ACLS-FUM has the second highest throughput performance for BE (behind MG) and the
highest throughput performance for EF. However, MG’s BE throughput performance comes
at a great sacrifice of EF traffic, which not only has the lowest EF throughput but also the high-
est EF PDP as shown in Fig. 3.4a and 3.4c respectively. In contrast, ACLS-FUM achieves
a near-0% PDP for EF traffic and the second lowest PDP for BE traffic. ACLS-FUM also
has the lowest latency for BE (up to the 80th percentile) and the lowest latency for EF as
shown in Fig. 3.4b. While MG has a lower latency for the upper 20th percentile for BE, that
is achieved at the expense of a 50% EF PDP at the 80th percentile as shown in Fig. 3.4c.
ACLS-FUM achieves the lowest user jitter for both BE and EF traffic. It is worth highlight-
ing that ACLS-FUM (MUP) outperforms ACLS-FM (SUP) in all four QoS metrics, primarily
due to the increased packing efficiency of MUP transmission. A solution possible under SUP
is also feasible under MUP. Therefore, optimizing over the set of possible MUP solutions
will generally yield an improved optimal solution in any one of the four QoS metrics. An
inductive proof of MUP throughput gain is presented in Appendix A.

From the simulation results, we note that the HOL average waiting time increases as
the system loading p increases. ACLS-FUM will more likely select the SUP transmission
mode in an attempt to clear the users’ backlog. However, this could degrade the system
performance to that of ACLS-FM (see Chapter 2). As such, further considerations should be
taken in account when defining the transmission mode selection function so as to 1) achieve a
balanced tradeoff between backlog reduction and MUP benefit maximization and 2) attempt

to determine (other than from the DRC index) whether a user’s low DRC index request is
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due to bad channel conditions or due to a lack of transmit data in the queue. Scheduling
priority should be given to the users that are in better channel conditions (provided that the

user fairness constraint is met) so as to not compromise system capacity.

3.5 Conclusion

An ACLS-FUM scheduling policy that integrates both MFM and PDM while jointly con-
sidering physical-layer time-varying channel conditions as well as application-layer QoS re-
quirements in a mixed traffic environment has been proposed and evaluated. In addition to
exploiting the benefits of MFM and cross layer information, ACLS-FUM realizes additional
performance gains by taking PDM of the shared physical layer encoder packet into account,
further reducing wastage in the physical layer encoder packet. Simulation results show that
ACLS-FUM can achieve substantial performance gains in user throughput, user latency, user
packet drop probability and user jitter when compared to four other well-known scheduling

policies.
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Chapter 4

BitQoS-aware Resource Allocation

Framework for Multi-carrier OFDM

Systems 3

4.1 Introduction

Orthogonal Frequency Division Multiplexing (OFDM) [57-59] is a promising technique for
communication systems due to its high spectral efficiency and is currently employed in many
communication systems, e.g., LTE [27], Worldwide Interoperability for Microwave Access
(WiMAX IEEE 802.16) [28] and Very High bit rate Digital Subscriber Line (VHDSL) [60].
In OFDM, the available transmission bandwidth is divided into mutually orthogonal narrow-
band subcarriers and data is transmitted over these subcarriers. A higher spectral efficiency
is possible as the orthogonality is achieved through proper selection of waveforms instead
of reliance on guard bands as in conventional frequency division multiplexing (FDM). The
system performance can be enhanced by adapting the modulation, coding and power to the

channel quality of each subcarrier. In a multi-user system, as the channel quality on each

3The material in this chapter is based on: C. E. Huang and C. Leung, “BitQoS-aware resource allocation
for multi-user mixed-traffic OFDM systems,” IEEE Trans. Veh. Technol., vol. 61, no. 5, pp. 2067-2082, Jun.
2012. (© 2012 IEEE.
http://dx.doi.org/10.1109/TVT.2012.2189030
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subcarrier is likely to be independent among different users, OFDMA allows users to ac-
cess subcarriers selectively, in time and frequency, to exploit multi-user and multi-channel
diversities, providing increased scheduler flexibility and scalability to further improve system
performance.

Dynamic bit-loading, transmission power allocation and subcarrier assignment schemes
for multi-user OFDM systems have been devised to take advantage of the mechanisms and
optimization features introduced in the air interfaces [27, 28, 33]. Much of the published
work in OFDM RRM has focused on exploiting multi-user and multi-channel diversities
[29-32] to maximize the system throughput subject to a total system transmit power con-
straint [30, 61, 62] or to minimize the total transmit power while satisfying a transmission
rate for each user [63]. In addition, many of the RRM algorithms have previously focused
on homogeneous traffic where the traffic type consists of only either real-time or non-real-
time traffic traffic. More recently, multi-application (flow) diversity [34-37, 39-41] has been
exploited to address concurrent heterogeneous application QoS requirements in mixed-traffic
networks.

In this chapter, we propose to increase the flexibility and granularity of the resource al-
location algorithms by considering QoS at the bit-level rather than at the flow-level as in
previous works [36-41]. This is achieved by adaptively matching the QoS requirements of
the user application bits to the characteristics of the OFDM subcarriers. As shown in Fig. 4.1,
the bits from each application flow of a given user are mapped into OFDM subcarriers based
on a bitQoS-aware scheduling policy to exploit both multi-application and multi-bit diver-
sities. BitQoS represents a QoS prioritization mechanism which can take into considera-
tion inter-user priorities, intra-user application QoS requirements and fairness in a multi-user
mixed-traffic system. The selected application bits are then transmitted simultaneously on a
set of OFDM subcarriers allocated to that user. The mapping between application bits and
the OFDM subcarriers is signaled using the control channel accompanying the data channel.
The receiver is then able to extract the application bits from the assigned OFDM subcarriers.

While the proposed scheme requires additional scheduling signaling overhead and increased
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Figure 4.1: Mapping of application bits to OFDM subcarriers for the bitQoS-aware re-
source allocation framework. There are no restrictions as to whether each subcar-
rier can carry bits from more than one application flow of a user.

computational complexity, it provides the advantage of matching the QoS requirements of
the application bits to the channel qualities of the OFDM subcarriers, and the critical ability
to more closely meet the QoS requirements of multiple user application flows. This is not
possible in flow-level scheduling since only flow-level QoS parameter values are considered.
We formulate the proposed bitQoS-aware RA framework as two optimization problems: one
with no flow merging and one with flow merging.

This chapter is organized as follows: in Section 4.2, we present the system model that
includes the network model and traffic classes. The bitQoS-aware RA framework with no
flow merging and with flow merging are described in Section 4.3. The performance measures,

analytical system throughput and comparative schemes are presented in Section 4.4.

4.2 System Model

The network model of a multi-user OFDM system and the BE and EF traffic classes are

described in this section.
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4.2.1 Network Model

We consider forward link transmissions in a multi-user OFDM system consisting of one BS
servicing [ users with N subcarriers in a single cell. LetZ = {1,2, ..., I} denote the set of all
users and A" = {1,2,..., N} denote the set of all subcarriers. User i has J; application flows
and let 7; = {1,2,...,J;} denote the set of all application flows of user i. All application
data packets to be transmitted to users are queued at the BS. We assume that the data buffer
size at the BS is infinite (i.e., no packet blocking) and that the BS has knowledge of the data
buffer parameters and QoS requirements for all the application flows. Bits in the data buffer
are indexed by z, z € {1,2,..., B! (k)}, where B/ (k) denotes the queue length, in bits, of
the data buffer for user ¢, flow j at time k, k € {1,2,..., K'}. Packets in the data queues are
serviced in a FIFO fashion.

We assume that the BS has perfect knowledge of the channel gain, o, ,, of subcarrier
n for user 7, i € Z, n € N, from the feedback channel. In practice, for Time Division
Duplex (TDD) systems, the BS is able to estimate the channel state information based on
the received uplink transmission given the symmetry of the channel characteristics for the
downlink and uplink, and for Frequency Division Duplex (FDD) systems, pilot symbols are
inserted in the downlink transmission [64] for the MS to estimate the channel state informa-
tion. For simplicity, we do not consider the path loss or the effects of shadowing from the BS
to MSs and we assume that the subcarriers undergo independent and identically distributed
(i.i.d.) Rayleigh fading to account for multipath fading. The fading rate is slow enough that
«; , remains constant over an OFDM symbol duration, T, and the mean, E{|ai,n|2}, of the
channel power gain is assumed to be unity. Let p;,, denote the transmit power allocated to
user ¢ on subcarrier n. The corresponding number of bits that can be carried per OFDM
symbol [65] is

. .2
Cim = log, (1+p””|0‘””| ) 4.1)

¢op
where o7 denotes the noise power and ¢ is a SNR gap parameter. For practical signal con-

stellations, ( reflects the Bit Error Rate (BER) requirement [65]. The scheduling decision
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is performed on an OFDM symbol basis and the total BS transmit power is P,y It is also
assumed that the scheduling decision time is negligibly small compared to 7 and that trans-

mitted bits are received without errors.

4.2.2 Traffic Classes

Two traffic classes are considered: BE traffic representing Internet browsing-like applications
and EF traffic representing VolP-like applications. We use the web browsing traffic arrival
model in [50] for incoming BE traffic. The application layer PDU size is based on a truncated
Pareto distribution with a mean of 25 kBytes and minimum and maximum sizes of 4.5 kBytes
and 2 MBytes respectively. The application layer PDU interarrival time is geometrically
distributed with a mean of 5 sec and takes on values which are multiples of 1 sec. For the
EF traffic class, the VoIP traffic arrival model in [50] is assumed. In contrast to the web
browsing model, source configuration and source files are used to generate VoIP traffic. The
source file is generated based on the MSO model IS-871 with alterations as detailed in [50].
The application layer PDU size and interarrival time have a mean of 152.4 bits and 0.04 sec,
respectively. The average traffic arrival rates Agp and App are 40.0 kbps and 3.7 kbps per

application respectively.

4.3 BitQoS-aware Resource Allocation Framework

In this section, we describe the bitQoS function and the bitQoS-aware resource allocation

problem formulation with no flow merging and with flow merging.

4.3.1 BitQoS Function

Based on the application QoS requirements, data buffer parameters, inter- and intra-user pri-
orities and fairness, the bitQoS function maps these QoS parameters of an application bit into
a numerical value. The bitQoS function allows the scheduling priority of a bit to be raised
when the QoS satisfaction level is low and vice versa. For example, for delay-sensitive traffic

such as VoIP applications, the bitQoS function may be expressed as an exponentially increas-
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ing function of the bit waiting time, whereas for the BE traffic, the bitQoS function may be a

constant. We define the bitQoS value of user 7, flow j, bit z as

W = f(077), 4.2)

where f(-) denotes the bitQoS function and 0{’2 denotes the tuple of QoS parameters of
interest associated with user ¢, flow j, bit z. For this work, we consider a bitQoS function

which includes the following QoS parameters: application flow priority and bit waiting time,
07" = {m;, wi*(k)}, (4.3)

where 7; € R, is the application flow priority for flow j and w?*(k) € [0, c0) denotes the
amount of time, in seconds, that the bit at position z in user ¢, flow j buffer has waited. The
term, 7;, is included in (4.3) to account for the different traffic classes that may be present in
a mixed-traffic system, and wg # is included to account for the bit waiting time since latency
is a key QoS requirement for delay-sensitive traffic. Each bit is time stamped upon arrival
in the data buffer, and the waiting time is found by simply subtracting the arrival time from
the current time k. Bits are dropped if wzj (k) exceeds the application flow scheduling delay
threshold 7; € R, as specified in Table 4.2. If any bit within an application data packet is
dropped, then all the bits in that application data packet are dropped. We define the bitQoS
function as

£ d;j (w]* (k)—n;
f(077) = cjmyé; (i (0 =m) (4.4)

The bitQoS function is expressed as an exponential of the bit waiting time w?*(k), which
allows bits from delay-sensitive application flows to have their service priority rapidly raised
as the waiting time exceeds the comfort latency threshold 7; € R, where 7; is set to a value
smaller than 7. In the region where wf (k) < ngr, the BE bits have a higher bitQoS value
than the EF bits; this allows for a reduction in BE traffic backlog, if necessary. The base of

the exponential function §; € R is set according to the delay sensitivity of the respective
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Figure 4.2: BE and EF BitQoS Functions

application flow. The coefficients, ¢; € R and d; € IRy, are used to scale the exponential

function if needed. Examples of the bitQoS functions for BE and EF are illustrated in Fig. 4.2.

4.3.2 BitQoS-aware Resource Allocation Framework with No Flow
Merging

We formulate the proposed bitQoS-aware RA framework with no flow merging as an opti-
mization problem with the objective of finding the joint subcarrier, power and bit assignment
to maximize the total bitQoS-weighted throughput, subject to the total transmit power con-
straint. Let the optimization variable ain denote the subcarrier assignment variable which
takes on the value 1 if subcarrier n is allocated to user 7, flow j and O otherwise. Furthermore,
let the optimization variable b{:fl denote the bit assignment variable which takes on the value 1
if user ¢, flow 7, bit z is transmitted on subcarrier n and 0 otherwise. Finally, the optimization

variable pfn € [0, Potai] denotes the transmit power for user i, flow j on subcarrier n. The
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optimization problem, OP4.1, is formulated as

I g Bl N
OP4.1:  max SN NN e (4.5)
vag,ne{o’l} i=1 j=1 z=1 n=1 7
pg,ne[ouptotal]
b)'2e{0,1}
subject to Z Z Z pf’naf,n < Pt (4.6)
7 7 n
YD al, <1 v 4.8)
(2
dUE<1 Vi (4.9)

Constraint (4.6) ensures that the sum of the transmit powers on all subcarriers does not exceed
P,otar- Constraint (4.7) ensures that the total number of bits that user 2, flow j can transmit on
subcarrier n does not exceed the throughput limit cZn given in (4.1). Constraint (4.8) ensures
that each subcarrier can only be assigned to at most a single application flow of a user so
as to reduce the signaling overhead required for the application bits to OFDM subcarriers

mapping. Constraint (4.9) ensures that each bit is only transmitted on one subcarrier.

4.3.3 BitQoS-aware Resource Allocation Framework with Flow
Merging

In the previous section, each subcarrier assigned to a user is restricted to only carry bits
from a single application flow of that user so as not to incur additional signaling overhead
that may be required to indicate which application flow of the user each bit is from in the
proposed bitQoS-aware RA framework. However, the bitQoS-aware RA framework with no
flow merging increases the computational burden of the BS [34], as at each scheduling deci-
sion time k, the BS has to schedule Z J; users instead of [ users. It may also result in some
wastage in the event that there are ni)t enough bits from an application flow to fill up sub-
carriers that have been assigned to it. Hence, we relax this constraint and allow application

bits from different application flows of a user to be merged onto a single OFDM subcarrier
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to study the potential performance gains that can be further achieved with the bitQoS-aware
RA framework with flow merging. The proposed bitQoS-aware RA framework with flow
merging is formulated as an optimization problem with the objective of finding the joint sub-
carrier, power and bit assignment to maximize the total bitQoS-weighted throughput, subject
to the total transmit power constraint. Let the optimization variable a; ,, denote the subcarrier
assignment variable which takes on the value 1 if subcarrier n is allocated to user ¢ and O
otherwise. Furthermore, let the optimization variable bfz denote the bit assignment variable,
which takes on the value 1 if user ¢, flow 7, bit z is transmitted on subcarrier n and O other-
wise. Finally, the optimization variable p;,, € [0, P;tq| denotes the transmit power for user i

on subcarrier n. The optimization problem, OP4.2, is formulated as

I -
OP4.2: ma 077\ 410
ai,ne{ﬁ)(,l} Z . sz( i ) in ( )
pi,ﬂe[()’Ptotal]

bi,€{0,1}

subjectto > > pintin < Prota (4.11)
Z Z bi:fl S Cinin vflu n (412)
i P
D ain<1  Vn (4.13)
Shi<1 o Vi 4.14)

Constraint (4.11) ensures that the sum of the transmit powers on all subcarriers does not
exceed P, . Constraint (4.12) ensures that the total number of bits that user ¢ can transmit on
subcarrier n does not exceed the throughput limit ¢; ,, given in (4.1). Constraint (4.13) ensures
that each subcarrier can only be assigned to at most one user. Note that this constraint has
been relaxed from the problem formulation in OP4.1 to allow the subcarrier to be assigned to
more than one flow of that user. Constraint (4.14) ensures that each bit is only transmitted on

one subcarrier.
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Table 4.1: Simulation Parameter Values

Parameter Value
System bandwidth (kHz) | W =4.5
Number of subcarriers N =18
OFDM symbol duration | Ts = 0.004
(sec)

Subcarrier spacing (Hz) Af =250

Application data packet | 128
size (bits)

Channel model independent Rayleigh fading
Total transmit power | Py =1

(Watt)

SNR gap (=1

Noise power (Watt) 08 =101

MDU window length | Wy,py = 200

(OFDM symbols)

4.4 Performance Evaluation

The bitQoS scheduling policies are simulated in Matlab using the system model described in
Section 4.2. Each user is assumed to have 1 BE flow and 1 EF flow. The parameter values

used in our simulation are listed in Tables 4.1 and 4.2.

4.4.1 Performance Measures

To evaluate the performance of the bitQoS-aware RA framework, we quantify the perfor-
mance gains in terms of average system throughput, average user throughput, average user

latency, average user jitter and average user packet drop probability. We define the user
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Table 4.2: Traffic Parameter Values

Parameter BE Traffic EF Traffic

Packet size Truncated Pareto (o« = 1.2, | IS-871 with alterations as
Tmin = 4.5 kBytes and detailed in [50]
Tmaz = 2 MBytes)

Packet interarrival time Geometric distribution IS-871 with alterations as
(mean = 5 sec) detailed in [50]

Average traffic arrival rate (kbps) | Agg = 40.0 Agr = 3.70

Scheduling delay threshold (sec) | Tpr = 3.000 Trr =0.100

Comfort latency threshold (sec) npr = 0.100 ner = 0.025

Flow priority mpr = 1.00 mgr = 1.00

Flow scaling coefficients cge = 1.00 cgr = 1.00
dpp = 1000 dpr = 1000

Urgency base e = 1.00 Eprp = 1.05

throughput, user latency, user jitter and user packet drop probability respectively as follows:

> > TP (k)

TPyer(i) = - : (4.15)
. Zbit i,j,2) €] LT‘j’Z
LTyser(i) = = X’”’T; : (4.16)
Z 7 z z ] Tj,z - LTUS@?"(i))Q
ITser(i) = bit(i.g2) €y : (4.17)

K X TPy (1)

PDP (i) = >, 2. BDI (k) | @.18)
user K x TPuser(Z)+Z] Zk’ BDZ(]{;)’ .

where TPZ-j (k) denotes the number of bits that is contained in packets of user 7, flow j which
are successfully received at time £, LTf"Z denotes the amount of time bit(i, j, z) has waited
in the data buffer before being scheduled and BD! (k) denotes the number of bits that is
contained in packets of user i, flow j which are dropped at time k. The term, @f , denotes
the set of all the scheduled bits of user 7, flow j. Note that if any bit within an application
data packet is dropped, then that application data packet is dropped. Furthermore, in the

calculation of user latency and user jitter, only bits in the scheduled packets (i.e., packets
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that are not dropped due to exceeding 7}) are included. The average system throughput,
T Pgystem, 1s defined as T'Pygpen, = Z T P,ser (1), and the average user throughput, average
user latency, average user jitter and average user packet drop probability are obtained by

averaging T Pyse, (1), LT ser (1), JTuser () and P D P,g..(i) respectively, over the I users.

4.4.2 Analytical System Throughput

For comparison, the analytical system throughput curve of a multi-user, multi-channel OFDM
system with full buffer using water-filling is derived. The analytical system throughput
is obtained by summing the capacities of the i.i.d. Rayleigh fading subcarriers subject to
the total power constraint P, over the set A/ and distribution pr, (7,,) [59], where T, =
|ai*(n),n|2ptotal /Cot denotes the instantaneous SNR of subcarrier n assuming the total BS

transmit power, P4, is allocated to that subcarrier and i*(n) = arg maIX{ ]ai,nP}:
1€

C= max
oo
Pi*(n),n Z f Pi*(n),n '7") pry, (Vn)d7ﬂ<Ptotal
n 0

2\ Tn)Tn
Z / log, (1 + }3—()> pr, (1) d .
total

(4.19)

We use the results in [66] which derives the capacity of a single Rayleigh fading channel

with multi-receiver antennas using selection combining under optimal simultaneous power

and rate adaptation to obtain pr, (7,) = E{T. [1 - eE{;n}} [e ngn}}, where the term

E{T',,} denotes the expected value of T',,. The analytical system throughput can be expressed

as

¢ = tog(0) 3 3o () Bt @.20)

n=1 z=1

—u

where E;(z) £ / € du denotes the exponential integral of order 1. The optimal power
. U

allocation is a two-dimensional water-filling (over A/ and pr, (7)) with a common cutoff

61



SNR value, vy, which is obtained by solving

ZZ<_1)ZC) {E{?H}El(E?lzi}) w1 (4.21)

n=1 z=1 7o

Since the Left-Hand-Side (LHS) of (4.21) is a monotonically decreasing function of 7, VI >
1I,N > 1,7 > 0and E{T',} > 0, the solution can be found numerically using a bisection

algorithm (see proof in Appendix B).

4.4.3 Comparative Schemes

To provide a comparative performance assessment, we consider the following comparative
scheduling policies: 1) Multi-user Water-filling (WF) scheduling policy, 2) Multi-user Water-
filling with Full Buffer (WF-FB) scheduling policy, and 3) MDU scheduling policy [38].
Since there are no provisions in WF and WF-FB for choosing which application flow to
schedule from among the flows of a given user, each application flow j of user ¢ is regarded
as a separate user with the same channel gain ¢; , in the simulation. When multiple users
experiencing the same channel gain are considered for assignment to a subcarrier, one user is
chosen completely at random. All scheduling policies, with the exception of WF-FB, adopt

the traffic model described in Section 4.2.2.

Multi-user Water-filling

WF assigns each subcarrier to the user that has the best channel gain for that subcarrier,
and the transmit power is distributed over the subcarriers using the water-filling algorithm
[30]. The purpose of including this scheduling policy is to illustrate the performance of an
algorithm that does not take QoS requirements into account but attempts to maximize the

overall throughput of the system.

Multi-user Water-filling with Full Buffer

WE-FB is similar to WF described above, except that in WF-FB, a full buffer model is as-

sumed for the incoming traffic, 1.e., all data buffers are always full. While this model may
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not be realistic, it establishes an upper bound on the throughput achievable for a multi-user,

multi-channel OFDM system with full buffer using water-filling.

Max-Delay-Utility

MDU is a channel- and queue-aware, dynamic power-subcarrier assignment scheme which
aims to maximize the aggregate utility with respect to the average waiting times [38]. The

objective function of the optimization problem is
Ul(w;(k
max y CACHGI) ey (4.22)

where 7;(k) is the long-term average throughput for user 7 up to time & which is obtained by
averaging the instantaneous actual throughput of user ¢ over the last W, p; OFDM symbols,

and r;(k) is the instantaneous achievable throughput for user ¢ at time k. The term w;(k)
Qi(k)
Ti(k)

where Q);(k) is the queue length, in bits, of user ¢ at time k. The marginal utility function

denotes the average waiting time of user ¢ at time k& which is approximated by w; (k) =

U/(-) is a non-decreasing function which is chosen based on the QoS requirements of the
traffic classes. For our simulation, we adopt the marginal utility functions specified in [38].
The solution to the optimization problem in (4.22) is found by a combination of iterative
subcarrier assignment, power allocation and the update of the marginal utility [38]. The
purpose of including this scheduling policy is to illustrate the performance gains and tradeofts

of WFH-FM with respect to MDU, which only considers the flow-level QoS requirements.
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Chapter 5

BitQoS-aware Resource Allocation

Scheduling Policies 4

5.1 Introduction

In Chapter 4, a novel bitQoS-aware RA framework is proposed to increase the flexibility and
granularity of the resource allocation algorithms by considering QoS at the bit-level rather
than only at the flow-level as in previous works [34-37, 39-41]. The proposed RA frame-
work is formulated as MINLP optimization problems (OP4.1 and OP4.2), whose solutions
are computationally complex given the large number of subcarriers and users in a practi-
cal system. To evaluate the performance of the bitQoS-aware RA framework, we propose
lower complexity, iterative subcarrier-power-bit allocation algorithms, hereafter referred to
as Multi-user Water-filling with Heuristics (WFH) and Multi-user BitQoS-aware Bit-loading
(BABL) to quantify the achievable performance gains.

This chapter is organized as follows: in Section 5.2, the water-filling-based WFH schedul-

*The material in this chapter is based on the following:
C. E. Huang and C. Leung, “QoS-aware bit scheduling in multi-user OFDM systems,” in Proc. IEEE WCNC,
Mar. 2011, pp. 215-220. (©) 2011 IEEE.
http://dx.doi.org/10.1109/WCNC.2011.5779163
C. E. Huang and C. Leung, “BitQoS-aware resource allocation for multi-user mixed-traffic OFDM systems,”
IEEE Trans. Veh. Technol., vol. 61, no. 5, pp. 2067-2082, Jun. 2012. (¢) 2012 IEEE.
http://dx.doi.org/10.1109/TVT.2012.2189030
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ing policy is described and the bit-loading-based BABL is described in Section 5.3. Simula-
tion results are presented in Section 5.4 including the performance of the bitQoS-aware RA
framework with flow merging and with no flow merging. The main findings are summarized

in Section 5.5.

5.2 Multi-user Water-filling with Heuristics

To evaluate the performance of the bitQoS-aware RA framework with flow merging and with
no flow merging, we propose water-filling-based iterative subcarrier-power-bit allocation al-
gorithms, hereafter referred to as Multi-user Water-filling with Heuristics with Flow Merg-
ing (WFH-FM) to solve the optimization problem, OP4.2, and Multi-user Water-filling with
Heuristics with No Flow Merging (WFH-NFM) to solve the optimization problem, OP4.1.
The goal of the WFH scheduling policies is to maximize the total bitQoS-weighted through-
put. It uses the following two main steps: 1) multi-user water-filling for throughput maxi-

mization and 2) iterative subcarrier reassignment for bitQoS maximization.

5.2.1 WFH-FM Scheduling Policy

At each scheduling decision time k, we run the following resource allocation algorithm. To
ease the notational burden, we omit the time index % from the equations in this section. The
bits from all flows of a user are combined into one queue, i.e., J; = 1, and sorted in decreasing
order based on their bitQoS values. A flow chart for the WFH-FM scheduling policy is shown
in Fig. 5.1.

Step 1: Multi-user water-filling: To simplify the maximization of the total bitQoS-weighted
throughput, we assume that the bitQoS values, f #, of all the bits are equal, so that

the objective function in OP4.2 can be rewritten as

1 J Bl N
max g g E E bl (5.1)
ai,ne{oyl} i—1 =1 -1 -1 ’
pi,n,_e[O’onml] =L J=L E=L =
b€{0,1}
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This new optimization problem can be solved as a throughput maximization problem
subject to a total power constraint [30, 67-69]. In [30], it is shown that when a full
buffer model is assumed, the maximum throughput of a multi-user OFDM system
can be achieved by assigning each subcarrier to the user with the best channel gain
for that subcarrier and distributing the power over subcarriers using the water-filling
algorithm. Let i*(n) denote the selected user that has the highest channel gain on
subcarrier n, i.e., i*(n) = arg max |i;n|. In the event where multiple users expe-
rience the same channel gain max |cv; |, then i*(n) is chosen randomly from these
users with equal probabilities. Thus, the current subcarrier assignment can be written

as

1, ifi=i*(n)
b = vn. (5.2)

0, ifi#i"(n)
The term a; ,, is used to denote the current intermediate subcarrier assignment vari-
able which may be different from the optimal subcarrier assignment variable, a; ,,, for
OP4.2. Once the subcarrier assignment is determined, we can determine the amount
of transmit power to be allocated to the subcarriers in order to maximize overall sys-
tem throughput. This is achieved using the water-filling algorithm. The transmit

power for user ¢ on subcarrier n [30] is

1 1
(ol — gl =)
Bin = 0 lainl (53)
0, if i £ i*(n)
where [z]" £ max{z,0} and )\ is a threshold determined using the total power

constraint (4.11). The bit assignment variable 3{; is then obtained by assigning bits
of user ¢ in a FIFO manner to the subcarriers in V;, one subcarrier at a time, where
V; = {n € Nla;, = 1}. This bit assignment is performed until either all the bits of

user ¢ have been assigned or the throughput limits ¢; ,,, Vn € V; have been reached.

66



Step 2:

We note that performing subcarrier assignments based only on channel gains may
lead to situations where users in good channel conditions are assigned more sub-
carriers than needed, i.e., Z Cim > Z Bf . To address this issue, we perform an
additional subcarrier reassignment stef), called greedy water-filling, which aims to

reduce the wastage of resources through reassignments of the users’ excess subcar-

riers. We define Y = {i € Z| Zcm > ZBJ} and U¢ = T — U to denote the

set of users that have excess subcarrlers and the complement set of U/, respectively.
Furthermore, we define y = {n € Nla;, = 1,7 € U} to denote the set of sub-
carriers that are assigned to users in /. The goal of the greedy water-filling is to
iteratively reassign one subcarrier in (%, at a time to a user in ¢/ such that the overall
system throughput after reassignment is maximized. This can be done by computing
the attainable throughput gain for every possible reassignment pair in the Cartesian
product of /¢ and (%, and performing the subcarrier reassignment based on the pair
yielding the highest throughput gain. Power allocation is updated after each reassign-
ment using the water-filling algorithm. This procedure is repeated until the overall
system throughput cannot be increased any further through the reassignments of the
subcarriers in {%,. Based on the current assignment values a; ., p;, and b7 the

,n?

current intermediate objective value 50bj is given by

, Bl N

I J
Dot = D D> f(67F)b]%. (5.4)

i=1 j=1 z=1 n=1

Iterative subcarrier reassignment: While the intermediate solution from Step 1 max-
imizes the overall system throughput, it may not be an optimal solution to OP4.2. In
particular, if there exists any unassigned bit in the data buffer with a bitQoS value
that is greater than those of any already assigned bits, then the intermediate solution
may be improved upon by reassigning subcarriers to the users who have unassigned

bits with larger bitQoS values. Let 1, (i) denote the bitQoS value of the first unas-
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Start

\J
Determine subcarrier assignment, &, by assigning
each subcarrier to the user with the highest channel
gain according to (5.2)

Y

e Compute transmit power, p, using the water-
filling algorithm (5.3)

e Determine bit assignment, 6 subject to constraint

(4.12)
|

o Reduce wastage of resources using the greedy
water-filling algorithm

e Compute objective value, gob,-, according to (5.4)

A

fori=1:l
wun(i) = bitQoS value of the first unassigned bit of user i
was(i) = bitQoS value of the last assigned bit of user i
end

max yun(i) < min- yas(i)

End

N

!

I* =arg max v, (i)
|

n* = arg max @
ne D|*
éi* n* = 1

A4

e Recalculate B using the water-filling algorithm (5.3)
e Update 6' and Jl\’ob,-

Figure 5.1: WFH-FM Flow Chart
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signed bit in the data buffer of user ¢ and let ¢,5(i) denote the bitQoS value of the

last assigned bit in the data buffer of user 7, that is 1),,(i) = i m)a>§ » f(67%) and
it i,j,z ESun 7

Yas(i) =  min  f(87%), where

bit(i,5,2) ESas ()

Sun(i) = {bit(i, §,2)| > b5 =0,j€ J,z€{1,..., B/} (5.5)

denotes the set of bits of user ¢ that have not yet been assigned based on the current

intermediate assignments, and
Sas(i) = {bit(i, 5,2)| D bl =1,€ T,z €{1,..., B/} (5.6)

denotes the set of bits of user 7 that have been assigned based on the current interme-
diate assignments. The term bit (i, j, z) refers to the bit z of user i, flow j. At each it-
eration, the user with the largest unassigned bitQoS-valued bit, [* = arg max Yun (7)),
will be assigned a subcarrier in an attempt to increase the current intermediate ob-
jective value Sobj even though power may be less efficiently used as this user may be
experiencing a lower channel quality on this subcarrier. The subcarrier is chosen by
n* = arg max oy ,,, where Dj« = {n € N|a;-,, = 0} denotes the set of subcarriers

neDx
that have not yet been assigned to user [*. If the subcarrier n* was previously assigned

to another user, then subcarrier n* is unassigned from that user and the corresponding

assigned bits are put back to the data buffers. Based on this new subcarrier assign-

!/

ment variable, a, ., the transmit power, ﬁ;m, is recalculated using the water-filling al-

7,1

> Yin o

gorithm. The bit assignment variable and current intermediate objective value,

o

d,,:, are also updated accordingly. As this subcarrier reassignment may cause a de-

obj>

crease in d,p;, this subcarrier reassignment is only performed if 5;b > 5Obj. Other-

J

wise, 1, (1*) is temporarily set to 0, and a new user with the next largest unassigned
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QoS-valued bit is selected. This step repeats until

max Yun (i) < Hél%l Yas(1). (5.7)

It can be shown that the number of iterations required for Step 2 in the worst case is

I N iterations.

5.2.2 WFH-NFM Scheduling Policy

WFH-NFM is identical to WFH-FM with the exception that application bits from the different
flows of a user cannot be assigned to the same subcarrier, i.e., each subcarrier assigned to the
user can only carry bits from a single application flow of that user. As such, the bits from all
flows of a user are not combined into one queue as in WFH-FM, but rather each application
flow j of user < in WFH-NFM is regarded as a separate user with the same channel gain o j,.

Specifically, OP4.2 is modified as follows: we replace constraint (4.13) with

I J;

YD al, <1 vn (5.8)

i=1 j=1

J
7,n°

In addition, the variables a; ,,, p; , and c; ,, take dependence on j and are replaced with a

pl, and ¢/, in WFH-NFM.

5.3 Multi-user BitQoS-aware Bit-loading

To evaluate the performance of the bitQoS-aware RA framework with flow merging and
with no flow merging, we propose the following bit-loading-based adaptive, joint subcar-
rier, power and bit allocation algorithms, hereafter referred to as Multi-user BitQoS-aware
Bit-loading with Flow Merging (BABL-FM) to solve the optimization problem, OP4.2, and
Multi-user BitQoS-aware Bit-loading with No Flow Merging (BABL-NFM) to solve the op-
timization problem, OP4.1. The goal of the BABL scheduling policies is to jointly determine

the subcarrier, power and bit assignments using bit-loading in an effort to maximize the total
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bitQoS-weighted throughput subject to the total transmit power constraint. This is accom-
plished by iteratively assigning the largest unassigned bitQoS-valued bits, one bit at a time to
the subcarrier requiring the least amount of power, until the total BS transmit power, Py, 1S

depleted or all bits in the user data buffers have been assigned.

5.3.1 BABL-FM Scheduling Policy

At each scheduling decision time &, we run the following resource allocation algorithm. To
ease the notational burden, we omit the time index % from the equations in this section. The
bits from all application flows of each user 7 are merged into one queue, i.e., J; = 1, and
sorted in decreasing order based on their bitQoS values. A flow chart for the BABL-FM
scheduling policy is shown in Fig. 5.2.

For each bit assignment iteration, we determine the largest unassigned bitQoS-valued bit
in the data buffer as

bit(i*, j*, 2%) = arg max ), (5.9)
bit(i,5,2):> ., b)Z=0

where bit(i, j, z) refers to bit z of user i, flow j. The term Z}Z; is used to denote the current
intermediate bit assignment variable which may be different from the optimal bit assignment
variable, b{:ﬁ, for OP4.2. The power required to transmit this bit is computed for each sub-
carrier n € N and is denoted by the temporary variable, p;]nz Depending on the current

. . . . . A /5% * . .
intermediate subcarrier assignment variable, a; ,,, the power, p; 2%, is determined by one of

the following three cases:

Case 1: Subcarrier n was previously not assigned to any user ¢ (a;,, = 0 Vi € Z): The power,

/g% * . . . . . . .
pit, »required to transmit bit(i*, j*, 2*) on subcarrier n is

/]'*,Z* . CO'(%

i*,n - 2 .
’%*,n’

(5.10)

. . . . A /4% *
Case 2: Subcarrier n was previously assigned to user i* (a;+,, = 1): The power, p/ )~ ,
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Case 3:

required to transmit the additional bit(:*, j*, z*) on subcarrier n is

e @ =)o (2~ 1)¢og
i n |ai*7n|2 |a’i*,n|2
2
_ QO-O - (261-*,”4'1 _ 2éi*,n)’ (511)

where ¢;+ ,, denotes the number of bits of user ¢ that have already been assigned to

subcarrier n.

Subcarrier n was previously assigned to another user [ (a;,, = 1): As each subcar-
rier can only be assigned to at most one user based on constraint (4.13), allocating
bit(i*, j*, z*) to subcarrier n will first require reallocating the bits of user [ that