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Abstract

With the rapid growth in demand for wireless communications, service providers are expected

to provide always-on, seamless and ubiquitous wireless data services to a large number of

users with different applications and different Quality of Service (QoS) requirements. The

multimedia traffic is envisioned to be a concurrent mix of real-time traffic and non-real-time

traffic. However, radio spectrum is a scarce resource in wireless communications. In order

to adapt to the changing wireless channel conditions and meet the diverse QoS requirements,

efficient and flexible packet scheduling algorithms play an increasingly important role in radio

resource management (RRM).

Much of the published work in RRM has focused on exploiting multi-user and multi-

channel diversities. In this thesis, we adopt an adaptive cross layer approach to exploit multi-

application diversity in single-carrier communication systems and additionally, multi-bit di-

versity in multi-carrier communication systems. Efficient and practical resource allocation

(RA) algorithms with finer scheduling granularity and increased flexibility are developed to

meet QoS requirements. Specifically, for single-carrier communication systems, we develop

RA algorithms with flow and user multiplexing while jointly considering physical-layer time-

varying channel conditions as well as application-layer QoS requirements. For multi-carrier

communication systems, we propose a bitQoS-aware RA framework to adaptively match the

QoS requirements of the user application bits to the characteristics of the narrowband chan-

nels.

The performance gains achievable from the proposed bitQoS-aware RA framework are

demonstrated with suboptimal algorithms using water-filling and bit-loading approaches. Ef-
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ficient algorithms to obtain optimal and near-optimal solutions to the joint subcarrier, power

and bit allocation problem with continuous and discrete rate adaptation, respectively, are de-

veloped. The increased control signaling that may be incurred, as well as the computational

complexity as a result of the finer scheduling granularity, are also taken into consideration to

establish the viability of the proposed RA framework and algorithms for deployment in prac-

tical networks. The results show that the proposed framework and algorithms can achieve a

higher system throughput with substantial performance gains in the considered QoS metrics

compared to RA algorithms that do not take QoS requirements into account or do not consider

multi-application diversity and/or multi-bit diversity.
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Chapter 1

Introduction

1.1 Motivation

Radio spectrum is a scarce and expensive resource in wireless communications. This has led

to extensive research in Radio Resource Management (RRM) with the objective of improving

the achievable system capacity. While a large number of mature Resource Allocation (RA)

algorithms for wireline networks have been studied [1, 2], they are not directly applicable to

wireless networks due to distinct characteristics of the wireless channel such as user mobility,

time-varying link capacity, high error rates, scarce bandwidth and power constraint of the

Mobile Station (MS). With the tremendous growth in the wireless communications indus-

try, wireless networks are expected to provide always-on, seamless and ubiquitous wireless

data services to a large number of users with different applications and different Quality of

Service (QoS) requirements. The multimedia traffic is envisioned to be mostly Internet Pro-

tocol (IP) based and to be a mix of real-time traffic such as voice, videoconferencing and

gaming, and non-real-time traffic such as web browsing, file transfers and messaging [3].

The expected increase in peak rate and throughput requirements will be achieved using a

combination of wider channel bandwidths and increased spectral efficiency. QoS require-

ments will include minimum acceptable throughput, maximum latency and maximum delay

jitter, maximum packet loss and packet error rates and a priori determined priority classes of
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users and applications. In order to adapt to the time-varying wireless channel conditions and

meet the diverse QoS requirements for a large number of users, wireless networks will need

efficient and flexible packet scheduling algorithms.

1.2 Related Work

In this section, we review techniques for wireless resource allocation including scheduling al-

gorithms that exploit multi-user and multi-channel diversities, cross layer resource allocation

and resource allocation in Orthogonal Frequency Division Multiplexing (OFDM) networks.

1.2.1 Resource Allocation in Wireless Communication Systems

A common objective in RRM is to improve system capacity while meeting the diverse QoS

requirements. While it is desirable that an optimal scheduling algorithm shall attempt to

achieve key objectives that include efficient link utilization, fairness, throughput guarantees,

low algorithm complexity, scalability and system stability [4, 5], some of these objectives are

conflicting in nature. Hence, appropriate trade-offs need to be made to satisfy specific system

service requirements.

In [6], a comprehensive survey of wireless scheduling algorithms to support the provi-

sion of QoS requirements for various types of broadband multimedia wireless networks are

classified and examined. A Channel State Dependent Packet Scheduling (CSDPS) algorithm

is proposed in [7] where the authors show that by deferring transmission of packets on a

wireless link that is experiencing bursty errors to reduce retransmissions and exploit channel

diversity gains, significant improvement in channel utilization can be achieved. However,

the proposed CSDPS algorithm does not guarantee fairness to users and does not provide

any bounds on packet delay. In [8], a Proportional Fair (PF) algorithm is proposed which

exploits multi-user diversity to maximize system throughput on the forward link of a Code

Division Multiple Access (CDMA) network by scheduling data transmission based on the

relative channel quality of the competing users, while at the same time maintaining fairness

across the entire competing user population. A user i which has not transmitted for a long
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time due to a relatively low carrier-to-interference ratio gets its priority Qi(k) raised where

Qi(k) =
CSIi(k)

v̄i(k)
. (1.1)

In (1.1), CSIi(k) is the channel state information of user i at time k, and v̄i(k) is the av-

erage throughput of user i over a time window up to time k. The forward link throughput

performance of a cdma2000 1xEV-DO system employing the PF algorithm is presented in

[9].

While the specifications for Third Generation (3G) networks do not specify the details

of the scheduler, some form of PF scheduler is typically used. Recent work in RRM has

focused on supporting QoS of multimedia traffic. In [10], the delays are explicitly controlled

by inclusion of the queue lengths in the scheduling algorithm. Token based rate control

mechanisms are studied in [11] to provide minimum throughput guarantees. In [12], the PF

algorithm is modified to take into account delay requirements of real-time data and it is shown

that with the simple modifications, the scheduler can provide effective and fair service to both

real-time and non-real-time data. Formulation of QoS requirements as stochastic constraints

are expressed in [13] where a general structure for opportunistic scheduling policies that

exploit channel and buffer content variations is presented. Since issues of efficient and fair

resource allocation have been well studied in economics, utility-based resource allocation

and scheduling are studied in [5, 14] by quantifying resource use (bandwidth, power, etc.)

or performance criteria (data rate, delay, etc.) into corresponding price values and optimizing

the established utility pricing system. In [15], an access scheme for multiplexing (from one

session at each transmission) multimedia traffic over the air that can achieve absolute QoS

guarantees in terms of Average Packet queuing Delay (APD), Packet Loss Rate (PLR), Packet

Delay Variation (i.e. jitter) (PDV) and Packet Transfer Delay (PTD) for different service

classes is proposed. Per-session guaranteed QoS for multimedia traffic is introduced in [10,

16] for scheduling of uplink and downlink flows.

3



1.2.2 Cross Layer Resource Allocation

Cross layer design is an interdisciplinary research area which involves signal processing,

adaptive coding and modulation, channel modeling, traffic modeling, queuing theory, and

network protocol design and optimization techniques [17]. As a wide variety of cross layer

related designs have been studied in literature, we focus our literature survey on the general

application of cross layer optimization in RRM. Fig. 1.1 shows a typical cross layer design

model which attempts to optimize functionality across blurred delineation of layers.

Application
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Figure 1.1: Cross Layer Design Model

An important aspect of wireless communications is its dynamic behavior. While the con-

ventional layered Open Systems Interconnection (OSI) model [18] has served communication

system designers well in the past by exploiting the advantage of modularity in system design,

the structure is inflexible, requiring the various layers to communicate in a strictly defined

manner. In most cases, layers are designed to operate in worst-case scenarios rather than

adapting to conditions as they change, leading to inefficient use of both spectrum and energy.

Evolving wireless networks are seriously challenging this design architecture, mandating the

need for the various OSI layers to adapt to the channel variations and QoS requirements [19]
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and to be considered together [20–22] in order to provide more efficient methods of allo-

cating network resources over the wireless network. In [3], an overview of the cross layer

design paradigm shift is provided as wireless communication networks evolve from a circuit-

switched to a packet-switched infrastructure. In [22], a general survey of the recent myriad

of cross layer design proposals is presented along with a suggested definition and taxonomy

for classifying cross layer designs. Open challenges to cross layer optimization are listed in

[20, 22] to establish a platform upon which new research can be built.

An overview of cross layer design approaches for resource allocation is provided in [23]

which proposes a cross layer design approach that exploits physical and application layer

information to transmit real-time video over time-varying CDMA channels. Simulation re-

sults are presented to show the effectiveness of the proposed approach. In [24], information

obtained from the fast power control algorithm is used to define a low complexity prioriti-

zation function to exploit short-term channel variations and to schedule transmissions for a

Universal Mobile Telecommunications System (UMTS) downlink channel. Simulations re-

sults show improved system performance in terms of capacity and delay. [25] introduces an

adaptive cross layer packet scheduler which minimizes a prescribed cost function given the

current channel qualities and delay states of the packets in the queue. It is shown that the cross

layer scheduling algorithm outperforms both the weighted fair queuing (WFQ) and earliest

deadline first (EDF) schedulers with respect to both packet delay and user throughput.

While most recent papers tout the advantages of a cross layer approach to resource allo-

cation for next generation wireless networks, a cautionary perspective is raised in [26], which

points out a trade-off between performance gains and upkeep difficulty of system architecture

violations introduced by cross layer designs.

1.2.3 Resource Allocation in OFDM Networks

OFDM is a promising technique for communication systems due to its high spectral effi-

ciency and flexibility in dynamically allocating resources to multiple users. While spectral

efficiency has improved significantly with the deployment of beyond 3G OFDM-based cellu-

5



lar air interfaces [27, 28], unallocated radio spectrum is scarce in most populated regions. The

problem of dynamic bit-loading, transmission power allocation and subcarrier assignment for

multi-user OFDM systems has attracted a great deal of interest. It is shown in [29] that the

system efficiency can be significantly improved by allocating the power and subcarriers based

on knowledge of the users’ channel qualities. In [30], it is shown that the downlink system

throughput is maximized when each subcarrier is assigned to the user with the best channel

gain on that subcarrier and power is then allocated to the subcarriers using the water-filling

algorithm. However, fairness among users is not considered in [29, 30] and it is possible that

when the path loss differences are large among users, the users experiencing poor channel

gains for an extended period of time may be starved. In [31], the optimal subcarrier assign-

ment is formulated as a max-min convex optimization problem to maximize the worst user’s

capacity. However, since the max-min approach deals with the worst-case scenario in which

the smallest user capacity is maximized, thereby ensuring that all users achieve similar data

rates, it penalizes users with better channels and reduces system efficiency. In [32], a set of

proportional rate constraints is introduced into the throughput maximization problem to al-

low each user to achieve a required data rate. The above-mentioned works exploit multi-user

and multi-channel diversities to maximize system throughput and/or minimize total trans-

mit power. However, they do not consider application QoS requirements which allow users

to subscribe to the different levels of service available in contemporary wireless networks

[27, 28, 33].

Radio RA algorithms that take QoS information of different traffic classes from the ap-

plication layer and channel information from the physical layer into consideration to ex-

ploit multi-flow (concurrent applications with different QoS requirements) diversity have

been studied for mixed-traffic networks [34–41]. The Modified Largest Weighted Delay

First (M-LWDF) [35, 42] is a throughput-optimal algorithm that exploits multi-user diver-

sity across time by buffering bursty traffic and improves throughput performance by trading

delay for throughput. It provides QoS for data users by ensuring a minimum throughput guar-

antee and maintaining delays smaller than a predetermined threshold with a given probability.
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RA algorithms based on M-LWDF with buffer and channel information have been studied in

[36, 37, 39, 40]. In [36, 37], the authors consider a mixed-traffic environment and propose a

utility-based cross layer RA framework in which utility functions are used to represent appli-

cation QoS requirements. Based on this framework, a Max-Delay-Utility scheduling policy,

hereafter referred to as MDU, is proposed in [38]. MDU aims to maximize the aggregate util-

ity with respect to the user average waiting time while taking into account channel conditions

and data queue information. An urgency and efficiency based packet scheduling algorithm is

proposed in [39] to support both real-time and non-real-time traffic. The aim is to maximize

the throughput of non-real-time traffic while satisfying the QoS requirements of real-time

traffic by serving non-real-time traffic until the real-time packets approach their deadlines. In

[40], the different traffic classes are handled separately by considering Head-of-Line (HOL)

packet waiting time for real-time traffic and the queue length for non-real-time traffic. In [41],

the authors present a joint bit rate, subcarrier and power allocation problem which take into

consideration limits on the subcarrier transmit power in addition to an overall system power

constraint.

1.3 Objectives and Contributions

Wireless communications, in particular CDMA and Orthogonal Frequency Division Multiple

Access (OFDMA) cellular networks, has emerged as one of the largest sectors of the telecom-

munications industry and one of the most promising growth areas into the next decade. To

meet the challenges of deploying an efficient wireless multimedia network, it is useful to

consider network functions (i.e., the various OSI layers) together when designing the net-

work to take into account QoS requirements at the Medium Access Control (MAC) layer

where the scheduling and RA algorithms reside. As the scarce radio spectrum is shared by a

large number of users, in this thesis, the research objective is to design and analyze efficient

and practical adaptive cross layer (physical, MAC and application layers) RA algorithms

for single-carrier CDMA communication systems and multi-carrier OFDMA communication

systems that jointly consider the physical layer time-varying channel conditions as well as
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application layer QoS requirements so as to more efficiently utilize the radio spectrum.

In addition to exploiting multi-user and multi-channel diversities as in existing studies, we

increase the flexibility and granularity of the RA algorithms by exploiting multi-application

and multi-bit diversities to take advantage of the mechanisms and optimization features intro-

duced in the air interfaces [27, 43]. In particular, for CDMA communication systems, we de-

velop RA algorithms with flow and user multiplexing to take advantage of the flow-oriented

QoS approach and Packet Division Multiplexing (PDM) to provide a unified approach to

intra-user (between flows of a user) and inter-user (between users) QoS and to permit the

Base Station (BS) to serve multiple users in the same physical layer encoder packet, respec-

tively.

As cellular networks adopt OFDM as a modulation scheme due to its high spectral ef-

ficiency and flexibility in dynamically allocating resources to multiple users, for OFDMA

communication systems, since data is loaded onto subcarriers in units of bits, we consider

QoS at the bit-level rather than at the flow-level as in existing studies and define a bitQoS

function which maps the QoS parameters of an application bit into a numerical value. We es-

tablish a bitQoS-aware RA framework which adaptively matches the QoS requirements of the

user application bits to the characteristics of the OFDM subcarriers in a mixed-traffic environ-

ment. The proposed bitQoS-aware RA framework is formulated as an optimization problem

with the objective of finding the joint subcarrier, power and bit assignment to maximize the

total bitQoS-weighted throughput, subject to the total power constraint. However, as the for-

mulated optimization problem is a Mixed-Integer Non-Linear Programming (MINLP) prob-

lem whose solution is computationally complex given the large number of subcarriers and

users in a practical system, we demonstrate the performance gains achievable from the pro-

posed framework with suboptimal algorithms using water-filling and bit-loading approaches.

We then formulate the bitQoS RA framework as a convex optimization problem and use the

Karush-Kuhn-Tucker (KKT) conditions to develop efficient algorithms to obtain optimal and

near-optimal solutions to the joint subcarrier, power and bit allocation problem with continu-

ous and discrete rate adaptation, respectively. To assess the viability of the bitQoS-aware RA
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framework, we formulate a model to determine and analyze the scheduling signaling over-

head, including the scheduling signaling information entropy, and consider different schemes

to compress the associated control signaling. The computational complexities of the proposed

RA algorithms are also assessed for deployment consideration in practical networks.

1.4 Thesis Overview

The thesis is organized as follows: RA algorithms for single-carrier CDMA communication

systems are studied in Chapters 2 and 3 and RA algorithms for multi-carrier OFDMA com-

munication systems are studied in Chapters 4-8. The structure of the thesis is illustrated in

Fig. 1.2.

In Chapter 2, we exploit multi-application diversity in flow-based single-carrier CDMA

communication systems and quantify the performance gains obtainable with Multi-Flow Merg-

ing (MFM) in terms of user throughput, user latency and user packet drop probability. In

addition, we incorporate the concept of MFM and propose an adaptive cross layer (physical,

MAC and application layers) scheduling policy which further takes into account the time-

varying channel conditions from the physical layer and includes QoS requirements from the

application layer.

In Chapter 3, we extend the scheduling policy proposed in Chapter 2 to take into account

PDM introduced in cdma2000 1xEV-DO Revision A. PDM permits the BS to service multiple

users in the same physical layer encoder packet in a single time slot with the use of Multi-

User Packet (MUP) transmission. We consider a mix of real-time voice services and non-

real-time data applications and study the improvements in packing efficiency and latency

performances. The QoS performance gains with flow and user multiplexing are quantified

in terms of user throughput, user latency, user packet drop probability and user jitter in a

mixed-traffic environment.

In Chapter 4, we propose a bitQoS-aware RA framework which exploits multi-bit di-

versity in addition to multi-application diversity to increase the flexibility and granularity of

the RA algorithms in multi-carrier OFDMA communication systems. The proposed bitQoS-
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Figure 1.2: Structure of the Thesis

aware RA framework is formulated as two optimization problems, with no flow merging and

with flow merging, with the objective of finding the joint subcarrier, power and bit assign-

ment to maximize the total bitQoS-weighted throughput subject to the total power constraint.

The system model which includes the network model and traffic classes are described and the

performance evaluation methodology along with the comparative schemes used to assess the

performance of the proposed bitQoS-aware RA framework are presented.

In Chapter 5, we evaluate the performance of the bitQoS-aware RA framework and pro-

pose two iterative subcarrier-power-bit allocation algorithms, one based on the water-filling

approach and the other on the bit-loading approach, to quantify the achievable performance

gains. In addition, the potential performance gains by allowing bits from different application

flows of a user to be merged into a single OFDM subcarrier is examined. The performance

gains obtainable are quantified in terms of system throughput, user throughput, user latency,

user jitter and user packet drop probability for systems under different loads.

In Chapter 6, we establish the viability of the bitQoS-aware RA framework by taking into
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account the scheduling signaling overhead associated with the increased scheduling granular-

ity of the proposed bitQoS-aware RA framework. This is critical since valuable resources that

could otherwise be used to transmit application bits need to be reserved for control signal-

ing. We formulate a scheduling signaling overhead model to analyze the scheduling signaling

information required and consider different schemes to compress the scheduling signaling in-

formation. To assess the tradeoff between the scheduling gain and the increased scheduling

signaling overhead of the proposed bitQoS-aware RA framework, the effective throughput

gains (with the scheduling signaling overhead taken into account) are quantified.

In Chapter 7, with the performance gains and viability of the proposed bitQoS-aware RA

framework established in Chapters 5 and 6, we use the KKT conditions to establish necessary

and sufficient optimality conditions and develop efficient algorithms to obtain optimal and

near-optimal solutions to the joint subcarrier, power and bit allocation problem with continu-

ous and discrete rate adaptation, respectively. The performance of the proposed KKT-based

algorithms is evaluated in terms of their closeness to optimality and computation time. In

addition, the sensitivities of the objective value and computation time to tuning parameters in

the KKT-based algorithms are also discussed.

In Chapter 8, we assess the computational complexity of the scheduling policies proposed

for the bitQoS-aware RA framework and evaluate their practicality for real-time resource

allocation in Long Term Evolution (LTE), an OFDM-based air interface.

In Chapter 9, the main contributions of the thesis and suggestions for future research are

presented.
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Chapter 2

Flow Multiplexing in Single-carrier

CDMA Systems 1

2.1 Introduction

While much of the existing work in RRM has focused on exploiting multi-user (channel)

diversity and more recently exploiting multi-application (flow) diversity, we present in this

chapter the performance gains of MFM in scheduling and propose an adaptive cross layer

scheduling policy that is realizable in a framework such as that provided in cdma2000 1xEV-

DO Revision A [43], which takes into account the time-varying Channel State Information

(CSI) from the physical layer and includes QoS requirements from the application layer. We

refer to this as the Adaptive Cross Layer Scheduling with Flow Multiplexing (ACLS-FM)

scheduling policy.

This chapter is organized as follows: in Section 2.2, we briefly describe the enhancements

to the cdma2000 1xEV-DO Revision A air interface and the included Multi-Flow Packet
1The material in this chapter is based on the following:

C. E. Huang and C. Leung, “Multi-flow merging gain in scheduling for flow-based wireless networks,” in Proc.
IEEE PACRIM, Aug. 2007, pp. 553–556. c© 2007 IEEE.
http://dx.doi.org/10.1109/PACRIM.2007.4313296
C. E. Huang and C. Leung, “Adaptive cross layer scheduling with flow multiplexing,” in Proc. IEEE WCNC,
Mar. 2008, pp. 1871–1876. c© 2008 IEEE.
http://dx.doi.org/10.1109/WCNC.2008.333
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Application (MFPA). Section 2.3 presents the system model that includes the network model,

traffic classes and data buffer parameters. The concept of MFM is illustrated in Section 2.4

along with an example scheduling policy. The ACLS-FM scheduling policy is described

in Section 2.5. Simulation results are presented in Section 2.6 and the main findings are

summarized in Section 2.7.

2.2 Background on cdma2000 1xEV-DO

The cdma2000 1xEV-DO (1x Evolution-Data Optimized) air interface is an evolution of the

cdma2000 family of 3G mobile telecommunications air interface, standardized by the 3rd

Generation Partnership Project 2 (3GPP2), that utilizes CDMA to provide high-speed packet

data services to wireless users. However, unlike the other variants of CDMA based systems

such as IS-95 [44], where the forward link transmit power is shared among all active mobiles

within a sector to maintain simultaneous, continuous voice channels, cdma2000 1xEV-DO

systems time-division multiplex (TDM) the forward link data transmission and transmit at

full power to produce the highest possible energy per bit to noise ratio (Eb/N0) to each active

mobile. This allows the base station to transmit user data at the highest data rate supported by

the time-varying wireless channel that the MS determines from the pilot channel carrier-to-

interference ratio [45]. The reverse link remains similar to the IS-95 and utilizes code division

multiplexing. 1xEV-DO Release 0 provides a peak physical layer data rate of 2.4 Mbps in

the forward link and 153.6 kbps in the reverse link [46]. Forward link data is transmitted

in successive 26
2

3
ms frames, which are divided into sixteen 1

2

3
ms slots in which packets

of data are transmitted. The transmission duration of a single packet may vary from 1 to 16

slots.

The successor to 1xEV-DO Release 0 is 1xEV-DO Revision A [43] which includes en-

hancements that provide significant gains in spectral efficiency and substantial QoS support

for inter-user (between users) and intra-user (between flows of a user) QoS in both the forward

and reverse links. In addition to a rich variety of link adaptation techniques, such as power

control, data rate control and Adaptive Modulation and Coding (AMC), 1xEV-DO Revision
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A makes use of higher order modulation and Hybrid Automatic Repeat-reQuest (HARQ) to

achieve higher peak data rates of 3 Mbps in the forward link and 1.8 Mbps in the reverse

link [43, 47]. HARQ reduces the effects of power control imperfections due to variations

in channel state and multiple-access interference to achieve higher reverse link spectral effi-

ciency via early termination of physical packet transmissions, leading to improved through-

put and reduced packet delay. Shorter packets, along with finer rate quantization, multi-user

packet (MUP) transmission, and uninterrupted data transfer during forward link cell switch-

ing contribute to lower latency. In the reverse traffic channel MAC, key QoS-sensitive support

includes efficient support for latency-sensitive and delay-tolerant applications, resource allo-

cation among flows associated within a MS and MAC layer ARQ [43, 48]. A flow is an octet

stream that can be used to carry packets between the MS and the BS. While some of these

features increase system throughput and spectral efficiency, others improve the operator’s

ability to guarantee acceptable latency performance for delay sensitive applications such as

interactive voice and video, and still others provide a mechanism for application coexistence.

In particular, we highlight the following features of 1xEV-DO Revision A that are considered

in our research.

1xEV-DO Release 0 systems support per flow QoS on the forward link and per MS QoS

on the reverse link through the Default Packet Application (DPA). The DPA consists of a link

layer protocol that provides octet retransmissions and duplicate detection, a location update

protocol that provides mobility between data service networks and a flow control protocol

that provides flow control of data traffic [46]. There is no differentiation of packets from

different applications with different QoS requirements.

In 1xEV-DO Revision A, a flow-oriented QoS approach [43, 49] is adopted and provides

a unified approach to inter-user and intra-user QoS. MFPA is included and provides multiple

octet streams that can be used to carry octets between the mobile station and base station.

MFPA, along with the reverse link multi-flow MAC with per-flow QoS support, provides the

framework for the exploitation of MFM gain in both the forward and reverse links. Packets

from latency-sensitive flows that arrive later at the base station following a large packet from a

14



delay-tolerant flow can be transmitted first instead of being transmitted in the order of arrival,

hence reducing latency and jitter for multimedia traffic.

2.3 System Model

The network model, traffic classes and data buffer parameters used are described in this sec-

tion.

2.3.1 Network Model

We consider a 1xEV-DO Revision A-like packet cellular network random discrete-event

model, as shown in Fig. 2.1, consisting of one BS servicing I MSs. Let I = {1, ..., I} be the

set of all users (MSs). Each MS i can have up to Ji data queues (flows) and letJi = {1, ..., Ji}

be the set of all flows. Forward link scheduling is centralized at the BS which communicates

with all MSs. At each time slot k, where k ∈ Z+ = {1, 2, ..., K}, we assume that only one

user is scheduled and that the scheduling decision time is negligible. Power control is not

enabled in the forward link for 1xEV-DO systems and the BS transmits at full power to the

MSs in all time slots. We assume that packets are received without errors, i.e. 0% Frame

Error Rate (FER), between the BS and MS. This simplifying assumption is made to illustrate

the potential gains that ACLS-FM can provide. The BS is assumed to have knowledge of the

channel state information, CSIi(k), for each MS i at time k, queue status and QoS require-

ments for all the data queues. The service rate for a user during time slot k is a function of the

channel quality which is characterized by its received Signal-to-Noise Ratio (SNR) in time

slot k. For simplicity, we assume that the physical layer encoder packet size, EPSizei(k),

is chosen according to a uniform distribution from the set of eight discrete physical layer

encoder packet sizes, where EPSize ∈ E = {128, 256, 512, 1024, 2048, 3072, 4096, 5120}

bits. Let µ , EPSize/S ∈ {4.8, ..., 3072} kbps be the effective service rate, where

S ∈ S = {1, 2, 4, 8, 16} time slot(s) of 1.667 ms duration.
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Figure 2.1: Forward Link Scheduler Model

2.3.2 Traffic Classes

Two traffic classes are considered: Best Effort (BE) traffic class representing Internet browsing-

like applications and Expedited Forwarding (EF) traffic class representing Voice over Internet

Protocol (VoIP)-like applications. We use the web browsing traffic arrival model in [50] to

represent incoming BE traffic. The application layer Protocol Data Unit (PDU) is based on a

truncated Pareto distribution with a mean of 25 kBytes and minimum and maximum sizes of

4.5 kBytes and 2 MBytes respectively. The application layer PDU interarrival time is geomet-

rically distributed with a mean of 5 sec. For the EF traffic class, we use the VoIP traffic arrival

model in [50]. In contrast to the web browsing model, source configuration and source files

are used to generate VoIP traffic. The source file is generated based on the Markov Service

Option (MSO) model IS-871 with alterations as detailed in [50]. The application layer PDU

size and interarrival time have a mean of 152.4 bits and 0.04 sec, respectively. The average

traffic arrival rates λBE and λEF are 40.0 kbps and 3.7 kbps per application respectively.

2.3.3 Data Buffer Parameters

The key data buffer parameters are as follows:

Queue length: Bj
i (k) ∈ Z = {0, 1, 2, ...} denotes the queue length, in packets, of the data
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buffer for user i, flow j at time k. We assume that the size of data buffer itself is infi-

nite (i.e. no packet blocking). Packets arriving in the data queues are chronologically

ordered and serviced in a First In, First Out (FIFO) fashion. Packets in the data buffer

are indexed by z, z ∈ {1, ..., Bj
i (k)}.

Packet size: dj,zi (k) denotes the size, in bits, of the packet at position z in the data buffer for

user i, flow j at time k.

Waiting time: wj,zi (k) ∈ (0,∞) denotes the amount of time, in seconds, that the packet at

position z in user i, flow j buffer has waited. Each packet is time stamped upon arrival

in the data buffer, and the waiting time is found by simply subtracting the arrival time

from the current time k. Packets are dropped if wj,zi (k) exceeds the flow scheduling

delay thresholds Tj ∈ R+.

Flow Priority: πj(k) ∈ R+ denotes the intra-user QoS requirement of flow j at time k.

πj(k) is a function of k to allow for time-varying intra-user priority changes. However,

πj(k) is not a function of user i as it is assumed that flows of the same applications have

the same QoS requirement.

2.4 Multi-flow Merging

An illustration of MFM for a user i having up to Ji data buffers (flows) is shown in Fig. 2.2.

Each application layer PDU is segmented into a number of packets. Packets from different

flows can be multiplexed into the same physical layer encoder packet of size EPSizei(k) for

transmission at time k.

2.4.1 Multi-Flow Merging Scheduling Policy

To explore the benefits of MFM, we extend the existing PF scheduling policy to allow trans-

mission of packets from multiple data queues using a single physical layer encoder packet

and refer to this as the MFM scheduling policy. The MFM scheduling policy consists of two
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Figure 2.2: Illustration of MFM

steps: in Step 1, similar to PF, a user is selected based on the ratio of its CSIi(k) and corre-

sponding running average throughput vi(k) over the last Nwindow time slots at time k; in Step

2, packets from the multiple data queues of the selected user are merged into the physical

layer encoder packet. More specifically,

Step 1: Let Qi(k) denote the priority of user i at scheduling period k:

Qi(k) =


CSIi(k)

vi(k)
if

Ji∑
j=1

Bj
i (k) > 0

0 otherwise

. (2.1)

A user with no data to send is assigned a priority of 0 and is ignored in the selection

process. The user to be scheduled at time k is determined as:

i∗(k) = arg max
i∈I

Qi(k). (2.2)

Step 2: Packets are selected, one at a time in an iterative fashion, from the data queues of

user i∗ and added to the physical layer encoder packet until either the physical layer

encoder packet of size EPSizei∗(k) is filled or there are no more packets in the data

queues. The probability pj(τ) that a packet is selected from flow j at iteration τ is
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set to:

pj(τ) =
Bj
i∗(k)

Ji∑
j=1

Bj
i∗(k)

, ∀j ∈ Ji. (2.3)

Thus the probability of merging a packet from flow j is given by the ratio of its

queue length to the sum of all data queue lengths for user i∗. While other simple

schemes such as a deterministic longest-queue-first (LQF) scheme to more complex

merging schemes are possible, this simple probabilistic scheme was chosen as an

example to highlight the realizable gains from multi-flow merging whilst taking into

account possible data queue starvation due to the different average data arrival rates

in a mixed traffic (BE + EF) environment.

2.5 Adaptive Cross Layer Scheduling with Flow
Multiplexing Scheduling Policy

The proposed Adaptive Cross Layer Scheduling with Flow Multiplexing (ACLS-FM) schedul-

ing policy consists of a packet urgency function (to meet latency requirements), a packet

priority function (for intra-user QoS adjustments), a flowing merging policy (to determine

which flows and how many bits from each flow to service) and a user selection policy (to

fairly schedule users).

2.5.1 Packet Urgency Function

The packet urgency function allows a packet from a latency-sensitive application flow to

have its service priority raised when its waiting time exceeds a predetermined threshold. Let

uj,zi (k) ∈ R+ denote the packet urgency (PU) value of user i, flow j, packet z at time k. The

PU value is given by the following packet urgency function

uj,zi (k) = cjξ
(wj,zi (k)−ηj)
j , (2.4)
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where ξj ∈ R+ is the urgency base and cj ∈ R+ is the scaling factor for flow j. The parameter

ηj ∈ R+ is the comfort latency threshold and is generally set to a value that is less than the

flow scheduling delay threshold Tj . An illustration of the PU functions for BE and EF traffic

are shown in Fig. 2.3. In the region where wj,zi (k) ≤ ηEF , the BE traffic has a higher PU

value than the EF traffic; this is meant to reduce BE traffic backlog, if necessary.

EFu

wBEEF  TBETEF

BE

BE priority >

EF priority

Figure 2.3: BE and EF Packet Urgency Functions

2.5.2 Packet Priority Function

Let ψj,zi (k) ∈ [0, 1] denote the packet priority (PP) value of user i, flow j, packet z at time k.

The PP value is calculated using the following packet priority function

ψj,zi (k) = πj(k)oπdj,zi (k)oduj,zi (k)ou , (2.5)

where oπ, od, and ou ∈ R+ are non-negative weighting constants. Each component of ψj,zi (k)

is normalized to its maximum value: πj(k) is normalized to max(πj(k)) ∀ j, dj,zi (k) is nor-

malized to max(dj,zi (k)) ∀ i, j, z and uj,zi (k) is normalized to max(cjξ
(Tj−ηj)
j ) ∀ j.

2.5.3 Flow Merging Policy

The objective of the flow merging policy is to merge packets from the different flow data

buffers of a given user i into a physical layer encoder single user packet at time k such that

the sum PP value of the selected packets is maximized subject to the EPSizei(k) and FIFO
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packet service constraints. The flow merging policy is formulated as follows:

OP2.1: max
aj,zi (k)

Ji∑
j=1

Bji (k)∑
z=1

ψj,zi (k)aj,zi (k)

s. t.
Ji∑
j=1

Bji (k)∑
z=1

dj,zi (k)aj,zi (k) ≤ EPSizei(k),

aj,zi (k) ∈ {0, 1}, ∀ j ∈ Ji,

∀ z ∈ {1, . . . , Bj
i (k)},

aj,zi (k) ≤ aj,z
′

i (k), ∀ z′ ≤ z,

(2.6)

where the binary variable aj,zi (k) = 1 if user i, flow j, packet z is selected, and aj,zi (k) = 0

otherwise. The constraint aj,zi (k) ≤ aj,z
′

i (k), ∀ z′ ≤ z ensures that the packets in any data

buffer are serviced in a FIFO fashion. The optimal solution is denoted by AAA∗, where AAA∗ is

a binary matrix consisting of elements aj,zi (k) that maximizes the PP sum of the objective

function in OP2.1.

To obtain the optimal solutionAAA∗, we first determine the set of unique feasible solutions,

denoted by Y , where each element yyy is a vector consisting of Ji elements. The jth element

in yyy represents the number of data packets selected from flow j that satisfies the constraints

of the optimization problem formulated in OP2.1. The optimal solution AAA∗ is then mapped

by yyy∗ ∈ Y which maximizes the objective function. In the event of a tie, yyy∗ is then selected

randomly with equal probabilities. The set Y can be iteratively determined using Ji-nested

loops. The loop counter for each nested loop j is [0, . . . , Bj
i (k)] and represents the number of

data packets selected from flow j. A loop terminates when the total size of the selected data

packets exceeds EPSizei(k).

Let Ui(k) denote the maximal sum packet priority (MSPP) value for user i at time k

attained byAAA∗, i.e.

Ui(k) =

Ji∑
j=1

Bji (k)∑
z=1

ψj,zi (k)aj,zi (k), aj,zi (k) ∈ AAA∗. (2.7)
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2.5.4 User Selection Policy

Let Qi(k) denote the priority of user i at scheduling period k:

Qi(k) = κi
CSIi(k)αUi(k)β

v̄i(k)ε
, (2.8)

where CSIi(k) is the channel state information, Ui(k) is the MSPP value and v̄i(k) denotes

the running average throughput over the last Nwindow time slots for user i at time k. The

parameter κi ∈ R+ can be used to establish relative user priorities and α, β, ε ∈ R+ are

non-negative weighting constants. The user i∗ to be scheduled at time k is determined as:

i∗(k) = arg max
i∈I

Qi(k). (2.9)

2.6 Simulation Results

The MFM and ACLS-FM scheduling policies described in Sections 2.4.1 and 2.5 were sim-

ulated in Matlab using the system model described in Section 2.3. Simulation results were

obtained for BE only traffic, EF only traffic and mixed traffic (BE + EF) scenarios with sys-

tem loading factor, ρ , λ/µ, values of 0.10, 0.50 and 0.90, where λ =
I∑
i=1

Ji∑
j=1

λji and

µ =
1

‖S‖‖E‖
∑
S∈S

∑
EPSize∈E

EPSize

S
. ‖·‖ is the cardinality of a set. For the mixed traffic sce-

nario, an equal number of BE and EF traffic flows were simulated. To achieve the desired

system loading factor, I and Ji were varied. The simulation parameter values are listed in

Table 2.1. The scheduling delay thresholds were set at 3.0 sec for BE traffic class (to avoid

Transmission Control Protocol (TCP) retransmissions) [51] and 0.070 sec for EF traffic class

(to achieve a “Users Satisfied” mouth-to-ear delay rating) [52].
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Table 2.1: Simulation Parameter Values

Parameter Value Parameter Value

Nwindow 100 slots S 1 slot

dj,zi (k) 128 bits ∀ i ∈ I ξBE 1.0

∀ j ∈ Ji, z = 1, ..., Bj
i (k)

πj(k) 1 ∀ j ∈ Ji, k = 1, ..., K ξEF 1.5

λj 1 ∀ j ∈ Ji TBE 3.000 sec

oπ, od, ou 1 TEF 0.070 sec

κi 1 ∀ i ∈ I ηBE 1.500 sec

α, β, ε 1 ηEF 0.035 sec

2.6.1 Comparative Scheduling Policies

The performance of the MFM and ACLS-FM scheduling policies are compared with those

of four other scheduling policies: Modified Greedy (MG), Modified Round Robin (MRR),

MFM and Modified Proportional Fair (MPF). The MG, MRR and MPF scheduling policies

are described below. The term, EPSizei(k), denotes the physical layer encoder packet size

for user i at time k.

MG Scheduling Policy

The Classical Greedy (CG) scheduling policy [53] i∗(k) = arg max
i∈I

CSIi(k) is strictly op-

portunistic and simply selects the user i∗ with the best channel condition. While CG provides

a throughput upper-bound, it does not specify how the flows of the selected user are to be

scheduled. In MG, each traffic flow is regarded as a separate user. At each scheduling period

k, MG services the flow with the best channel condition and longest data queue. Specifically,

Step 1: Let QMG
j
i (k) denote the priority of user i, flow j at scheduling period k:

QMG
j
i (k) = min{EPSizei(k),

Bji (k)∑
z=1

dj,zi (k)}, ∀ i ∈ I, j ∈ Ji. (2.10)
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The user and flow to be scheduled at time k is determined as:

(i∗(k), j∗(k)) = arg max
i∈I
j∈Ji

QMG
j
i (k). (2.11)

Step 2: Packets are selected, one at a time in an iterative fashion, from the data queue of user

i∗, flow j∗ and added to the physical layer encoder packet until either the physical

layer encoder packet EPSizei∗(k) is filled or that there are no more packets in the

data queue j∗.

MRR Scheduling Policy

The MRR scheduling policy assigns equal service to each traffic flow and in order regardless

of queue length and channel condition. The MRR scheduling policy (where each of the I

users has Ji flows) is specified as follows:

Step 1: The user and flow to be scheduled at time k is determined as:

i∗(k) =

⌈
(k − 1) mod IJi + 1

Ji

⌉
,

j∗(k) = (k − 1) mod Ji + 1.

(2.12)

Step 2: Same as Step 2 of the MG scheduling policy.

MPF Scheduling Policy

The PF scheduling policy [9] exploits multi-user diversity to maximize system throughput by

scheduling data transmission based on the relative channel quality of the competing users,

while at the same time maintaining fairness across users. Note that in the classic PF schedul-

ing policy, there is no provision for choosing which flow to schedule from among the flows of

a given user. Thus for purposes of comparison, each traffic flow is regarded as a separate user

and we refer to this as the MPF scheduling policy. The MPF scheduling policy is defined as:
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Step 1: Let QMPF
j
i (k) denote the priority of user i, flow j at scheduling period k:

QMPF
j
i (k) =


CSIi(k)

vji (k)
if Bj

i (k) > 0

0 otherwise

∀i ∈ I, j ∈ Ji, (2.13)

where vji (k) denotes the running average throughput over the last Nwindow time slots

for user i, flow j at time k. A flow with no data to send is assigned a priority of 0

and is ignored in the selection process. The user and flow to be scheduled at time k

is determined as:

(i∗(k), j∗(k)) = arg max
i∈I
j∈Ji

QMPF
j
i (k). (2.14)

Step 2: Same as Step 2 of the MG scheduling policy.

2.6.2 Performance Measure

To evaluate the system performance, we define the scheduling policy performance gain, GY
χ ,

as

GY
χ = C

χY − χ
χ

× 100%, (2.15)

where Y is either the MFM or ACLS-FM scheduling policy and χ is the QoS measure of

interest: throughput (TP), latency (LT) and packet drop probability (PDP). The term C in

(2.15) takes value +1 for TP and −1 for LT and PDP. The terms χY and χ are the average

QoS values for scheduling policy Y and MPF respectively. The MPF scheduling policy is

used for evaluating the system performance as it (or its variants) is the most commonly used

scheme in wireless networks.

2.6.3 MFM Results

Some simulation results are shown in Table 2.2 for ρ = 0.90. TheGMFM
TP , GMFM

LT andGMFM
PDP

columns show the throughput, latency and packet drop probability gains of MFM compared

to MPF. Cumulative distribution function (CDF) plots for user throughput, user latency and
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Table 2.2: Simulation Results of MFM with ρ = 0.90

I Ji GMFM
TP GMFM

LT GMFM
PDP

20 2 BE 0.19 % 0.00 % 0.00 %

110 2 EF 52.14 % 0.00 % 13.15 %

22 10 EF 246.83 % 23.53 % 60.98 %

30 1 BE, 1 EF 22.87 % 17.60 % 13.64 %

6 5 BE, 5 EF 36.83 % 67.97 % 20.80 %

user packet drop probability obtained from a simulation of 22 users, each with 10 EF traffic

flows are shown in Fig. 2.4, 2.5 and 2.6 respectively. The improvements in GMFM
TP and

GMFM
LT relative to MPF come from the reduction in wastage in the physical layer encoder

packet when the flow queue sizes (in bits) are typically quite small compared to the physical

layer encoder packet size. The results show thatGMFM
TP increases as the system loading factor

increases for both the EF only traffic and mixed traffic scenarios but is negligible for the BE

only traffic scenario due to minimal unfilled space left in the physical layer encoder packet for

merging. For the same system loading factor, GMFM
TP increases as the number of traffic flows

is increased with a corresponding decrease in the number of users due to multi-application

diversity. Further decrease in latency is realized due to the possible multiplexing of packets

from different data queues in a scheduling period. Application layer PDU from EF flows that

arrive later at the access network following a large application layer PDU from a BE flow can

be transmitted first instead of being transmitted in the order of arrival, hence reducing latency.

GMFM
LT exhibits the highest gain in a mixed traffic scenario. As expected, the results show

that an increase in GMFM
LT results in a corresponding increase in GMFM

PDP .
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2.6.4 ACLS-FM Results

Some simulation results are shown in Table 2.3 for ρ = 0.10, 0.50 and 0.90. The GACLS−FM
TP ,

GACLS−FM
LT and GACLS−FM

PDP columns show the throughput, latency and packet drop proba-

bility gains of ACLS-FM compared to MPF. CDF plots for user throughput, user latency and

user packet drop probability for a system with ρ = 0.90 for EF only and mixed traffic (BE +

EF) are shown in Fig. 2.7 and Fig. 2.8 respectively.

The simulation results confirm that ACLS-FM generally performs better than the other

four scheduling policies defined in Section 2.6.1 in terms of user throughput, user latency and

user packet drop probability. We note in Fig. 2.8a that while MG has a higher system aggre-

gate throughput, ACLS-FM can have a higher user throughput compared to MG. In addition

to exploiting the benefits of MFM, ACLS-FM achieves additional performance gains from

the PU function defined in Section 2.5.1, which allows a packet from a EF (latency-sensitive)

flow to have its urgency increased as its waiting time, wEF, zi , exceeds a predetermined thresh-

old, ηEF , to meet its latency requirements. For the period wBE, zi < ηEF , packets from the BE

(delay-tolerant) flows are given a higher urgency to reduce the buffer backlog as a mechanism
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to achieve a higher system throughput. The PP function defined in Section 2.5.2 allows for

further intra-user adjustments through the coupling of flow priority, πj , packet size, dj,zi , and

packet urgency, uj,zi . Fairness among users is taken into account in the user selection policy

defined in Section 2.5.4.

For BE only traffic, as shown in Table 2.3a, ACLS-FM provides little performance gains

over MPF regardless of the system loading factor. This is due to the fact that BE only traffic

is high data rate and bursty in nature, leaving minimal unfilled space in the physical layer

encoder packet for exploiting MFM.

However, for EF only traffic, as shown in Fig. 2.7, ACLS-FM provides significant per-

Table 2.3: Results of ACLS-FM for (a) BE only (b) EF only (c) BE + EF

(a) BE only

ρ I Ji GACLS−FM
TP GACLS−FM

LT GACLS−FM
PDP

0.10 3 2 BE 0.00 % 0.52 % 0.00 %

0.50 10 2 BE 0.79 % 0.00 % 0.44 %

0.90 20 2 BE 0.43 % 2.59 % 0.00 %

(b) EF only

ρ I Ji GACLS−FM
TP GACLS−FM

LT GACLS−FM
PDP

0.10 20 2 EF 7.53 % 52.63 % 6.93 %

0.50 60 2 EF 91.37 % 3.13 % 36.48 %

0.90 110 2 EF 87.06 % 2.94 % 21.88 %

0.90 22 10 EF 304.02 % 50.00 % 74.85 %

0.90 14 16 EF 300.78 % 67.65 % 74.69 %

(c) BE + EF

ρ I Ji GACLS−FM
TP GACLS−FM

LT GACLS−FM
PDP

0.10 5 1 BE, 1 EF 0.00 % 10.92 % 0.00 %

0.50 20 1 BE, 1 EF 31.54 % 28.79 % 16.18 %

0.90 4 8 BE, 8 EF 114.15 % 45.80 % 35.95 %

29



formance gains, especially as ρ increases. As with the MFM scheduling policy, the gain of

ACLS-FM is achieved through a reduction of wastage in the physical layer encoder packet. In

addition, with the inclusion of the packet urgency function uj,zi (k) in the ACLS-FM schedul-

ing policy, GACLS−FM
PDP is achieved as the number of packets dropped due to the violation

of the scheduling delay threshold is substantially reduced, which in turn leads to additional

GACLS−FM
TP . Further GACLS−FM

LT is realized due to the consideration of the MSPP Ui(k) of a

user in the user selection policy in (2.9) which selects a user with more urgent packets. Com-

paring the cases of I = 110, Ji = 2 and I = 22, Ji = 10 for ρ = 0.90 shown in Table 2.3b, we

see that as the number of flows per user increases, a corresponding increase in performance

gains is obtained due to the exploitation of multi-application diversity. For ρ = 0.90 and 16

EF flows per user shown in Fig. 2.7c, ACLS-FM achieves a near-0% PDP in comparison to

an average of 45% PDP for the other 4 scheduling policies at the 95th percentile.

For the mixed traffic (BE+EF) scenario shown in Fig. 2.8, ACLS-FM has the second high-

est throughput performance. MG provides the best throughput performance at the expense

of starving EF traffic as it also has the highest EF PDP as shown in Fig. 2.8c. On the other

hand, ACLS-FM achieves a near-0% PDP for EF traffic and the second lowest PDP for BE

traffic. As shown in Fig. 2.8b, ACLS-FM has the lowest latency for BE traffic, and while

MFM has a lower latency for EF traffic than ACLS-FM, that is achieved at the expense of a

50% EF PDP at the 95th percentile (shown in Fig. 2.8c). In a mixed traffic scenario, MFM has

a higher EF than BE PDP shown in Fig. 2.8c as the flow merging policy for MFM determines

the probability of merging a packet from a flow by the ratio of its queue length to the sum of

all queue lengths. It is worth noting that while MPF has the second lowest EF PDP, it also

has the second highest BE PDP as it trades-off BE packets to achieve its intended throughput

fairness objective. On the other hand, MG trades-off EF packets (highest EF PDP) for BE

packets to achieve a high throughput.

30



2.7 Conclusion

The performance gains of a scheduling policy which exploits MFM in terms of user through-

put, user latency and user packet drop probability were quantified. The substantial gains of

MFM results from wastage reduction in the physical layer encoder packet and multiplexing of

ackets with different latency tolerances in a scheduling period. Only queue length information

is needed to implement the MFM scheduling policy. With the promising gains and simplicity

in implementation of MFM, we propose an ACLS-FM scheduling policy that integrates MFM

and jointly considers physical-layer time-varying channel conditions as well as application-

layer QoS requirements. In addition to exploiting the benefits of MFM, ACLS-FM realizes

additional performance gains through the use of a cross layer design, utilizing a packet ur-

gency function, packet priority function, flow merging policy and user selection policy. The

simulation results confirm that ACLS-FM achieves substantial performance gains in the con-

sidered QoS performance measures (user throughput, user latency and user packet drop prob-

ability) when compared to other commonly used scheduling policies.
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Figure 2.7: Performance for a System with ρ = 0.90, I = 14, 16 EF Flows for each

User (a) CDF of User Throughput (b) CDF of User Latency (c) CDF of User
Packet Drop Probability

32



0 0.5 1 1.5 2 2.5 3 3.5 4 4.5

x 10
5

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1
CDF of User Throughput

User Throughput (bps)
C

D
F

 

 

MG
MRR
MPF
MFM
ACLS−FM

(a)

0 0.5 1 1.5 2 2.5
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

CDF of User Latency        
        BE Flows           

User Latency (s)

C
D

F

0 0.02 0.04 0.06
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

CDF of User Latency         
         EF Flows           

User Latency (s)

C
D

F

 

 

MG
MRR
MPF
MFM
ACLS−FM

(b)

0 20 40 60 80 100
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

CDF of User Packet Drop Probability                          
      BE Flows                           

User Packet Drop Probability (%)

C
D

F

0 20 40 60 80 100
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

CDF of User Packet Drop Probability                         
       EF Flows                           

User Packet Drop Probability (%)

C
D

F

 

 

MG
MRR
MPF
MFM
ACLS−FM

(c)
Figure 2.8: Performance for a System with ρ = 0.90, I = 4, 8 BE Flows and 8 EF
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Chapter 3

Packet Division Multiplexing in

Single-carrier CDMA Systems 2

3.1 Introduction

With the rapid introduction of multimedia services, wireless networks are expected to in-

tegrate a mix of real-time traffic and non-real-time traffic with different QoS requirements.

This has driven the continued extensive research in RRM with the objective of improving

achievable system capacity while at the same time meeting the diverse QoS requirements and

adapting to the dynamically changing wireless conditions.

As part of the evolution of the cdma2000 family of 3G mobile telecommunications air

interface, cdma2000 1xEV-DO Revision A [43] provides significant improvements at var-

ious protocol layers over cdma2000 1xEV-DO Release 0 [46]. These include higher peak

data rates, HARQ transmission and enhancements that provide considerable gains in spec-

tral efficiency and substantial QoS support to efficiently support both latency-sensitive and

delay-tolerant applications. In addition, cdma2000 1xEV-DO Revision A also introduced

PDM [43, 47, 48] in the forward link that permits the BS to service multiple users in the

2The material in this chapter is based on: C. E. Huang and C. Leung, “Downlink mixed-traffic scheduling
with packet division multiplexing,” in Proc. ACM PM2HW2N, Oct. 2008, pp. 165–172. c© 2008 ACM.
http://dx.doi.org/10.1145/1454630.1454655
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same physical layer encoder packet in a single time slot with the use of multi-user packet

(MUP) transmission. PDM not only improves the resource utilization (packing efficiency)

by allowing delay-tolerant applications to fill up the physical layer encoder packet unused

with higher priority, low rate latency-sensitive applications but also improves the transmis-

sion latency performance by overcoming the shortage of time slots and enables cdma2000

1xEV-DO Revision A to support a large number of low-rate latency-sensitive applications,

leading to increased system throughput and spectral efficiency.

The feasibility of supporting a single traffic type with PDM in cdma2000 1xEV-DO Re-

vision A is explored in [54]. Analytical models and simulation are developed to evaluate

the expected capacity and delay performance of implementing VoIP traffic using cdma2000

1xEV-DO Revision A. The authors demonstrate in the study that MUP transmission plays a

critical role in achieving the expected Erlang capacity for VoIP which is comparable to that

of a circuit switched cdma2000 [55] system. MUP efficiency, in terms of the average number

of VoIP packets contained in one physical layer encoder packet is also presented. In [56], the

performance and capacity of VoIP traffic by itself and VoIP together with other traffic types

are analyzed. It is shown that cdma2000 1xEV-DO Revision A can not only provide VoIP

capacity that is comparable to IS-2000, but the simulation results also show that a significant

amount of delay-tolerant traffic can be simultaneously supported along with VoIP.

In this chapter, we leverage upon the PDM and mixed traffic findings in [54] and [56]

respectively and adopt the ACLS-FM scheduling policy approach introduced in Chapter 2.

ACLS-FM integrates MFM (Section 2.4) and takes into account the time-varying channel

conditions from the physical layer and QoS requirements from the application layer. Consid-

erable performance gains achievable with ACLS-FM in terms of user throughput, user latency

and user packet drop probability were quantified in Section 2.6. We extend ACLS-FM and

propose an adaptive cross layer scheduling policy that incorporates PDM of the shared phys-

ical layer encoder packet. We refer to this scheme as the Adaptive Cross Layer Scheduling

with Flow and User Multiplexing (ACLS-FUM) scheduling policy. We consider a mix of

real-time voice services and non-real-time data applications and study the improvements in
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Figure 3.1: Illustration of MUP with MFM

packing efficiency and latency performance. The resulting performance gains that are realiz-

able in a framework such as that provided in cdma2000 1xEV-DO Revision A are quantified.

An illustration of MUP with MFM is shown in Fig. 3.1.

This chapter is organized as follows: in Section 3.2, we present the system model that

includes the network model, traffic classes and data buffer parameters. The ACLS-FUM

scheduling policy is described in Section 3.3. Simulation results are presented in Section 3.4

and the main findings are summarized in Section 3.5.

3.2 System Model

The network model used in this chapter is described in this section. The traffic classes and

data buffer parameters used are described in Sections 2.3.2 and 2.3.3, respectively.

We consider a 1xEV-DO Revision A-like packet cellular network random discrete-event

model, as shown in Fig. 2.1, consisting of one BS servicing I mobile stations (MSs). Let I =

{1, ..., I} be the set of all users (MSs). Each MS i can have up to Ji data queues (flows) and let

Ji = {1, ..., Ji} be the set of all flows for MS i. Forward link scheduling is centralized at the

BS which communicates with all MSs. At each time slot k, where k ∈ Z+ = {1, 2, ..., K},

only one user is scheduled for single-user packet (SUP) transmission or up to eight users are

scheduled for MUP transmission. We assume that the scheduling decision time is negligible.
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Power control is not enabled in the forward link for 1xEV-DO systems and the BS trans-

mits at full power to the MSs in all time slots. We assume that packets are received without

errors, i.e. 0% FER, between the BS and MS. This simplifying assumption is made to il-

lustrate the potential gains that ACLS-FUM can provide. It is expected that gains will also

be achievable in a more realistic setting with non-zero FER values. The BS is assumed to

have knowledge of the channel state information, CSIi(k), for each MS i at time k, queue

status and QoS requirements for all the data queues. The maximum service rate for a user

during time slot k is a function of its channel quality which is characterized by its received

SNR in time slot k. Multiple application layer protocol data units (PDUs) from the same

user can be transmitted in the same physical layer encoder packet in the same time slot using

SUP transmission. Furthermore, application layer PDUs destined for different users are ei-

ther scheduled and transmitted in different time slots using SUP transmission or multiplexed

into the same physical layer encoder packet and transmitted in the same time slot using MUP

transmission.

For simplicity, we assume that the physical layer encoder packet size, EPSizei(k), is

chosen according to a uniform distribution from the set of eight physical layer encoder packet

sizes, where EPSize ∈ ESUP = {128, 256, 512, 1024, 2048, 3072, 4096, 5120} bits for SUP

transmission. For MUP transmission, EPSize ∈ EMUP = {1024, 2048, 3072, 4096, 5120}

bits and maps to the set of Date Rate Control (DRC) indices compatible with MUP transmis-

sion for data rates greater than 153.6 kbps [43]. Let µ , EPSize/S ∈ {4.8, ..., 3072} kbps

be the effective service rate, where S ∈ S = {1, 2, 4, 8, 16} time slot(s), each of 1.667 ms du-

ration. Each application layer PDU is segmented into a number of packets. Packets from up

to Ji = 16 different flows and I = 8 different users can be multiplexed into the same physical

layer encoder packet of size EPSizeMUP (k) for transmission at time k.
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3.3 Adaptive Cross Layer Scheduling with Flow and User
Multiplexing Scheduling Policy

The proposed ACLS-FUM scheduling policy consists of a packet urgency function (to meet

latency requirements), a packet priority function (for intra-user QoS adjustments), a transmis-

sion mode selection function (to determine SUP/ MUP transmission mode), SUP transmission

mode, MUP transmission mode and a flow merging policy (to determine which flows and how

many bits from each flow to service). The packet urgency function, packet priority function

and flow merging policy are described in Chapter 2. A flow chart illustrating the ACLS-FUM

scheduling policy is shown in Fig. 3.2.

3.3.1 Transmission Mode Selection Function

In order to give users that do not qualify for MUP transmission (cdma2000 1xEV-DO Revi-

sion A [43] precludes DRC index < 3 from MUP transmission) an opportunity to clear their

backlog, the scheduling policy may transmit packets in SUP transmission mode if the average

waiting time of the head-of-line (HOL) packets exceeds predefined thresholds. Specifically,

we define the averaging waiting time of BE and EF HOL packets as follows

wBE(k) =
1∑

i∈I

∑
j∈Ji

IBE(j)

∑
i∈I

∑
j∈Ji

IBE(j)wj,HOLi (k) (3.1)

wEF (k) =
1∑

i∈I

∑
j∈Ji

IEF (j)

∑
i∈I

∑
j∈Ji

IEF (j)wj,HOLi (k) (3.2)

where wj,HOLi (k) denotes the waiting time of the HOL packet for user i, flow j at time k. The

indicator function IBE(j) is defined as

IBE(j) =


1 if j is an BE flow

0 otherwise.
(3.3)
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IEF (j) is similarly defined. The terms
∑
j∈Ji

IBE(j) and
∑
j∈Ji

IEF (j) represent the number of

BE and EF flows for user i respectively. The ACLS-FUM scheduling policy will use SUP

transmission mode at time k if the following condition is true

βBEU(wBE(k)− T BESUP ) + βEFU(wEF (k)− T EFSUP ) > 0, (3.4)

where U(x) denotes the unit step function, i.e. U(x) = 1 for x > 0 and U(x) = 0 otherwise.

The parameters βBE and βEF take on values in {0, 1} depending on whether BE and/or EF

flows are included in the transmission mode selection function. T BESUP and T EFSUP are the SUP

thresholds for BE and EF flows respectively. They are generally set to values that are less

than the scheduling delay thresholds TBE and TEF . MUP transmission mode is used if (3.4)

is false.

3.3.2 SUP Transmission Mode

In SUP transmission mode, only one user is serviced. Multiple packets from the same user are

selected using ACLS-FM (see Section 2.5) and packed into the same physical layer encoder

packet in the same time slot for SUP transmission.

3.3.3 MUP Transmission Mode

In MUP transmission mode, up to eight users are serviced. Multiple packets from different

users are multiplexed into the same physical layer encoder packet in the same time slot for

MUP transmission. The MUP transmission mode is performed as follows:

1) Flow and User Priority: LetQj
i (k) ∈ [0, 1] denote the flow priority of user i, flow j at time

k, and be defined as

Qj
i (k) =

αuj,HOLi (k) + (1− α)CSIi(k)

vji (k)
, (3.5)

where CSIi(k) is the channel state information of user i at time k, uj,HOLi (k) is the PU

value of the HOL packet and vji (k) (for fairness consideration) denotes the running aver-
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age throughput over the last Nwindow time slots for user i, flow j at time k. Each of these

terms is normalized to its maximum value: uj,HOLi (k) is normalized to max(cjξ
(Tj−ηj)
j )

∀j, CSIi(k) which is mapped to EPSizei(k) is normalized to max
EPSize∈EMUP

EPSize and

vji (k) is normalized to max
EPSize∈EMUP

EPSize/S. The parameter α ∈ [0, 1] is a weighting

constant that is used to adjust the relative weighting of HOL packet urgency and channel

condition. The user priority of user i at time k is

Qi(k) =

Ji∑
j=1

Qj
i (k), ∀ i ∈ I. (3.6)

2) MUP User Selection: We define the set, MUPcands(k), of candidate users that qualify for

MUP transmission at time k as

MUPcands(k) = { i ∈ I | EPSizei(k) ≥ 1024} (3.7)

and let imax(k) denote the MUP candidate which has the largest user priority:

imax(k) = arg max
i∈MUPcands(k)

Qi(k). (3.8)

The set of MUP users, MUPusers(k), to be scheduled at time k is determined as:

MUPusers(k) = { i ∈MUPcands(k) | CSIi(k) ≥ CSIimax(k)(k)}. (3.9)

In the case where ‖MUPusers(k)‖ > 8 (‖ · ‖ denotes the cardinality of a set), the 8 users

with the largest Qi(k) are selected for MUP transmission. In the event of any ties, the tied

users are selected randomly with equal probabilities.

3) MUP User Bit Allocation: Let EPSizeMUP (k) denote the physical layer encoder packet

size used for MUP transmission and it is defined as

EPSizeMUP (k) = EPSizeimax(k)(k). (3.10)
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The number of bits allocated to user i for MUP transmission at time k is denoted by

MUPSizei(k). It is proportional to its user priority, Qi(k), which takes into account flow

throughput fairness, HOL packet urgencies and user channel condition. MUPSizei(k) is

determined by

MUPSizei(k) =
Qi(k)∑

i∈MUPusers(k)

Qi(k)
EPSizeMUP (k), ∀ i ∈MUPusers(k).

(3.11)

Based on the number,MUPSizei(k), of bits allocated, packets for user i ∈MUPusers(k)

are selected using ACLS-FM (see Section 2.5) and multiplexed into the same physical

layer encoder packet in the same time slot for MUP transmission.

3.4 Simulation Results

The ACLS-FUM scheduling policy described in Section 3.3 was simulated in Matlab using

the system model described in Section 3.2. Simulation results were obtained for BE only

traffic, EF only traffic and mixed traffic (BE + EF) scenarios with system loading factor,

ρ , λ/µ, values of 0.10, 0.50 and 0.90, where λ =
I∑
i=1

Ji∑
j=1

λji and

µ =
1

‖S‖‖ESUP‖
∑
S∈S

∑
EPSize∈ESUP

EPSize

S
. λji is the average traffic arrival rate for user i,

flowj. For the mixed traffic scenario, an equal number of BE and EF traffic flows were

simulated. To achieve the desired system loading factor, I and Ji were varied. The simulation

parameter values are listed in Table 3.1.

To evaluate the system performance, we define the ACLS-FUM scheduling policy perfor-

mance gain,GACLS−FUM
χ , as in (2.15). The performance metricsGACLS−FUM

TP ,GACLS−FUM
LT ,

GACLS−FUM
PDP , GACLS−FUM

JT,BE and GACLS−FUM
JT,EF quantifies the throughput, latency, packet drop

probability and jitter (BE and EF) gains of ACLS-FUM compared to MPF. CDF plots for

user throughput, user latency, user packet drop probability and user jitter for a system with

ρ = 0.50 for EF only and ρ = 0.90 for mixed traffic (BE + EF) are shown in Figs. 3.3 and 3.4

respectively. The simulation results confirm that ACLS-FUM performs better than the other
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Table 3.1: Simulation Parameter Values

Param. Value Param. Value
dj,zi (k) 128 bits ∀ i ∈ I ξBE 1.0

∀ j ∈ Ji, z = 1, ..., Bj
i (k)

Nwindow 100 slots ξEF 1.5
S 1 slot TBE 3.000 sec
cj 1 TEF 0.070 sec
T BESUP 1.500 sec ηBE 1.500 sec
T EFSUP 0.035 sec ηEF 0.035 sec
βBE 0 α 0.5
βEF 1

four scheduling policies defined in Section 2.6.1 in terms of user throughput, user latency,

user packet drop probability and user jitter through the exploitation of both MFM and MUP.

The simulation scenario for ρ = 0.50 (110 users, each with 1 EF flow) is created to

demonstrate the achievable performance gains solely from MUP transmission. From both

Fig. 3.3 and the performance metrics where GACLS−FUM
TP = 132.83%, GACLS−FUM

LT =

77.42%, GACLS−FUM
PDP = 99.99% and GACLS−FUM

JT,EF = 61.15%, it is clear that ACLS-FUM

performs much better than any of the other four scheduling policies. ACLS-FUM performs

better than MG in terms of user throughput as shown in Fig. 3.3a. The high GACLS−FUM
TP

is achieved due to the ability to multiplex packets for different users into the same physical

layer encoder packet. ACLS-FUM also provides the best performance in terms of user jit-

ter compared to the other four scheduling policies which have almost identical performance

as shown in Fig. 3.3d. This improvement is achieved due to the ability to PDM the phys-

ical layer encoder packet using MUP transmission which provides an increase number of

available time slots to support low-rate latency-sensitive EF traffic. High GACLS−FUM
LT and

GACLS−FUM
PDP (near-0% PDP) are achieved from the reduction in wastage in the physical layer

encoder packet and a corresponding queue length reduction.

The simulation scenario for ρ = 0.90 (30 users, each with 1 BE and 1 EF flow) is created

to demonstrate the achievable performance gains from MUP with MFM transmission in a

mixed traffic (BE + EF) scenario. The results are presented in Fig. 3.4 with GACLS−FUM
TP =

43



66.58%, GACLS−FUM
LT = 42.84%, GACLS−FUM

PDP = 82.57%, GACLS−FUM
JT,BE = 16.81% and

GACLS−FUM
JT,EF = 39.06%. In this scenario, based on the transmission mode selection function

defined in Section 3.3.1, 99.56% were MUP transmissions and the remaining 0.44% were

SUP transmissions. As shown in Fig. 3.4, simulation results confirm that ACLS-FUM per-

forms better than the other four scheduling polices defined in Section 2.6.1 in terms of user

throughput, user latency, user packet drop probability and user jitter with the exception that

MG has a slightly better BE throughput and BE packet drop probability. Fig. 3.4a shows that

ACLS-FUM has the second highest throughput performance for BE (behind MG) and the

highest throughput performance for EF. However, MG’s BE throughput performance comes

at a great sacrifice of EF traffic, which not only has the lowest EF throughput but also the high-

est EF PDP as shown in Fig. 3.4a and 3.4c respectively. In contrast, ACLS-FUM achieves

a near-0% PDP for EF traffic and the second lowest PDP for BE traffic. ACLS-FUM also

has the lowest latency for BE (up to the 80th percentile) and the lowest latency for EF as

shown in Fig. 3.4b. While MG has a lower latency for the upper 20th percentile for BE, that

is achieved at the expense of a 50% EF PDP at the 80th percentile as shown in Fig. 3.4c.

ACLS-FUM achieves the lowest user jitter for both BE and EF traffic. It is worth highlight-

ing that ACLS-FUM (MUP) outperforms ACLS-FM (SUP) in all four QoS metrics, primarily

due to the increased packing efficiency of MUP transmission. A solution possible under SUP

is also feasible under MUP. Therefore, optimizing over the set of possible MUP solutions

will generally yield an improved optimal solution in any one of the four QoS metrics. An

inductive proof of MUP throughput gain is presented in Appendix A.

From the simulation results, we note that the HOL average waiting time increases as

the system loading ρ increases. ACLS-FUM will more likely select the SUP transmission

mode in an attempt to clear the users’ backlog. However, this could degrade the system

performance to that of ACLS-FM (see Chapter 2). As such, further considerations should be

taken in account when defining the transmission mode selection function so as to 1) achieve a

balanced tradeoff between backlog reduction and MUP benefit maximization and 2) attempt

to determine (other than from the DRC index) whether a user’s low DRC index request is
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due to bad channel conditions or due to a lack of transmit data in the queue. Scheduling

priority should be given to the users that are in better channel conditions (provided that the

user fairness constraint is met) so as to not compromise system capacity.

3.5 Conclusion

An ACLS-FUM scheduling policy that integrates both MFM and PDM while jointly con-

sidering physical-layer time-varying channel conditions as well as application-layer QoS re-

quirements in a mixed traffic environment has been proposed and evaluated. In addition to

exploiting the benefits of MFM and cross layer information, ACLS-FUM realizes additional

performance gains by taking PDM of the shared physical layer encoder packet into account,

further reducing wastage in the physical layer encoder packet. Simulation results show that

ACLS-FUM can achieve substantial performance gains in user throughput, user latency, user

packet drop probability and user jitter when compared to four other well-known scheduling

policies.
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Figure 3.3: Performance for a System with ρ = 0.50, I = 110, 1 EF Flow for each User
(a) CDF of User Throughput (b) CDF of User Latency

46



0 20 40 60 80 100
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1
CDF of User Packet Drop Probability   

User Packet Drop Probability (%)

C
D

F

 

 

MG
MRR
MPF
ACLS−FM
ACLS−FUM

(c)

0 0.01 0.02 0.03 0.04 0.05
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1
                     CDF of User Jitter                  

User Packet Jitter (s)

C
D

F

 

 

MG
MRR
MPF
ACLS−FM
ACLS−FUM

(d)

Figure 3.3: Performance for a System with ρ = 0.50, I = 110, 1 EF Flow for each User
(Continued) (c) CDF of User Packet Drop Probability (d) CDF of User Jitter
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Figure 3.4: Performance for a System with ρ = 0.90, I = 30, 1 BE and 1 EF Flow for
each User (a) CDF of User Throughput (b) CDF of User Latency

48



0 20 40 60 80 100
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

CDF of User Packet Drop Probability
BE Flows

User Packet Drop Probability (%)

C
D

F

0 20 40 60 80 100
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

CDF of User Packet Drop Probability
EF Flows

User Packet Drop Probability (%)
C

D
F

 

 

MG

MRR

MPF

ACLS−FM

ACLS−FUM

(c)

0 0.5 1 1.5 2
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

CDF of User Jitter
BE Flows

User Packet Jitter (s)

C
D

F

0 0.01 0.02 0.03 0.04 0.05
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

CDF of User Jitter
EF Flows

User Packet Jitter (s)

C
D

F

 

 

MG

MRR

MPF

ACLS−FM

ACLS−FUM

(d)

Figure 3.4: Performance for a System with ρ = 0.90, I = 30, 1 BE and 1 EF Flow for
each User (Continued) (c) CDF of User Packet Drop Probability (d) CDF of User
Jitter
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Chapter 4

BitQoS-aware Resource Allocation

Framework for Multi-carrier OFDM

Systems 3

4.1 Introduction

Orthogonal Frequency Division Multiplexing (OFDM) [57–59] is a promising technique for

communication systems due to its high spectral efficiency and is currently employed in many

communication systems, e.g., LTE [27], Worldwide Interoperability for Microwave Access

(WiMAX IEEE 802.16) [28] and Very High bit rate Digital Subscriber Line (VHDSL) [60].

In OFDM, the available transmission bandwidth is divided into mutually orthogonal narrow-

band subcarriers and data is transmitted over these subcarriers. A higher spectral efficiency

is possible as the orthogonality is achieved through proper selection of waveforms instead

of reliance on guard bands as in conventional frequency division multiplexing (FDM). The

system performance can be enhanced by adapting the modulation, coding and power to the

channel quality of each subcarrier. In a multi-user system, as the channel quality on each

3The material in this chapter is based on: C. E. Huang and C. Leung, “BitQoS-aware resource allocation
for multi-user mixed-traffic OFDM systems,” IEEE Trans. Veh. Technol., vol. 61, no. 5, pp. 2067-2082, Jun.
2012. c© 2012 IEEE.
http://dx.doi.org/10.1109/TVT.2012.2189030
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subcarrier is likely to be independent among different users, OFDMA allows users to ac-

cess subcarriers selectively, in time and frequency, to exploit multi-user and multi-channel

diversities, providing increased scheduler flexibility and scalability to further improve system

performance.

Dynamic bit-loading, transmission power allocation and subcarrier assignment schemes

for multi-user OFDM systems have been devised to take advantage of the mechanisms and

optimization features introduced in the air interfaces [27, 28, 33]. Much of the published

work in OFDM RRM has focused on exploiting multi-user and multi-channel diversities

[29–32] to maximize the system throughput subject to a total system transmit power con-

straint [30, 61, 62] or to minimize the total transmit power while satisfying a transmission

rate for each user [63]. In addition, many of the RRM algorithms have previously focused

on homogeneous traffic where the traffic type consists of only either real-time or non-real-

time traffic traffic. More recently, multi-application (flow) diversity [34–37, 39–41] has been

exploited to address concurrent heterogeneous application QoS requirements in mixed-traffic

networks.

In this chapter, we propose to increase the flexibility and granularity of the resource al-

location algorithms by considering QoS at the bit-level rather than at the flow-level as in

previous works [36–41]. This is achieved by adaptively matching the QoS requirements of

the user application bits to the characteristics of the OFDM subcarriers. As shown in Fig. 4.1,

the bits from each application flow of a given user are mapped into OFDM subcarriers based

on a bitQoS-aware scheduling policy to exploit both multi-application and multi-bit diver-

sities. BitQoS represents a QoS prioritization mechanism which can take into considera-

tion inter-user priorities, intra-user application QoS requirements and fairness in a multi-user

mixed-traffic system. The selected application bits are then transmitted simultaneously on a

set of OFDM subcarriers allocated to that user. The mapping between application bits and

the OFDM subcarriers is signaled using the control channel accompanying the data channel.

The receiver is then able to extract the application bits from the assigned OFDM subcarriers.

While the proposed scheme requires additional scheduling signaling overhead and increased
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Figure 4.1: Mapping of application bits to OFDM subcarriers for the bitQoS-aware re-
source allocation framework. There are no restrictions as to whether each subcar-
rier can carry bits from more than one application flow of a user.

computational complexity, it provides the advantage of matching the QoS requirements of

the application bits to the channel qualities of the OFDM subcarriers, and the critical ability

to more closely meet the QoS requirements of multiple user application flows. This is not

possible in flow-level scheduling since only flow-level QoS parameter values are considered.

We formulate the proposed bitQoS-aware RA framework as two optimization problems: one

with no flow merging and one with flow merging.

This chapter is organized as follows: in Section 4.2, we present the system model that

includes the network model and traffic classes. The bitQoS-aware RA framework with no

flow merging and with flow merging are described in Section 4.3. The performance measures,

analytical system throughput and comparative schemes are presented in Section 4.4.

4.2 System Model

The network model of a multi-user OFDM system and the BE and EF traffic classes are

described in this section.

52



4.2.1 Network Model

We consider forward link transmissions in a multi-user OFDM system consisting of one BS

servicing I users withN subcarriers in a single cell. Let I = {1, 2, . . . , I} denote the set of all

users andN = {1, 2, . . . , N} denote the set of all subcarriers. User i has Ji application flows

and let Ji = {1, 2, . . . , Ji} denote the set of all application flows of user i. All application

data packets to be transmitted to users are queued at the BS. We assume that the data buffer

size at the BS is infinite (i.e., no packet blocking) and that the BS has knowledge of the data

buffer parameters and QoS requirements for all the application flows. Bits in the data buffer

are indexed by z, z ∈ {1, 2, . . . , Bj
i (k)}, where Bj

i (k) denotes the queue length, in bits, of

the data buffer for user i, flow j at time k, k ∈ {1, 2, . . . , K}. Packets in the data queues are

serviced in a FIFO fashion.

We assume that the BS has perfect knowledge of the channel gain, αi,n, of subcarrier

n for user i, i ∈ I, n ∈ N , from the feedback channel. In practice, for Time Division

Duplex (TDD) systems, the BS is able to estimate the channel state information based on

the received uplink transmission given the symmetry of the channel characteristics for the

downlink and uplink, and for Frequency Division Duplex (FDD) systems, pilot symbols are

inserted in the downlink transmission [64] for the MS to estimate the channel state informa-

tion. For simplicity, we do not consider the path loss or the effects of shadowing from the BS

to MSs and we assume that the subcarriers undergo independent and identically distributed

(i.i.d.) Rayleigh fading to account for multipath fading. The fading rate is slow enough that

αi,n remains constant over an OFDM symbol duration, Ts, and the mean, E{|αi,n|2}, of the

channel power gain is assumed to be unity. Let pi,n denote the transmit power allocated to

user i on subcarrier n. The corresponding number of bits that can be carried per OFDM

symbol [65] is

ci,n = log2

(
1 +

pi,n|αi,n|2

ζσ2
0

)
, (4.1)

where σ2
0 denotes the noise power and ζ is a SNR gap parameter. For practical signal con-

stellations, ζ reflects the Bit Error Rate (BER) requirement [65]. The scheduling decision
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is performed on an OFDM symbol basis and the total BS transmit power is Ptotal. It is also

assumed that the scheduling decision time is negligibly small compared to Ts and that trans-

mitted bits are received without errors.

4.2.2 Traffic Classes

Two traffic classes are considered: BE traffic representing Internet browsing-like applications

and EF traffic representing VoIP-like applications. We use the web browsing traffic arrival

model in [50] for incoming BE traffic. The application layer PDU size is based on a truncated

Pareto distribution with a mean of 25 kBytes and minimum and maximum sizes of 4.5 kBytes

and 2 MBytes respectively. The application layer PDU interarrival time is geometrically

distributed with a mean of 5 sec and takes on values which are multiples of 1 sec. For the

EF traffic class, the VoIP traffic arrival model in [50] is assumed. In contrast to the web

browsing model, source configuration and source files are used to generate VoIP traffic. The

source file is generated based on the MSO model IS-871 with alterations as detailed in [50].

The application layer PDU size and interarrival time have a mean of 152.4 bits and 0.04 sec,

respectively. The average traffic arrival rates λBE and λEF are 40.0 kbps and 3.7 kbps per

application respectively.

4.3 BitQoS-aware Resource Allocation Framework

In this section, we describe the bitQoS function and the bitQoS-aware resource allocation

problem formulation with no flow merging and with flow merging.

4.3.1 BitQoS Function

Based on the application QoS requirements, data buffer parameters, inter- and intra-user pri-

orities and fairness, the bitQoS function maps these QoS parameters of an application bit into

a numerical value. The bitQoS function allows the scheduling priority of a bit to be raised

when the QoS satisfaction level is low and vice versa. For example, for delay-sensitive traffic

such as VoIP applications, the bitQoS function may be expressed as an exponentially increas-
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ing function of the bit waiting time, whereas for the BE traffic, the bitQoS function may be a

constant. We define the bitQoS value of user i, flow j, bit z as

ψj,zi = f(θθθj,zi ), (4.2)

where f(·) denotes the bitQoS function and θθθj,zi denotes the tuple of QoS parameters of

interest associated with user i, flow j, bit z. For this work, we consider a bitQoS function

which includes the following QoS parameters: application flow priority and bit waiting time,

θθθj,zi = {πj, wj,zi (k)}, (4.3)

where πj ∈ R+ is the application flow priority for flow j and wj,zi (k) ∈ [0,∞) denotes the

amount of time, in seconds, that the bit at position z in user i, flow j buffer has waited. The

term, πj , is included in (4.3) to account for the different traffic classes that may be present in

a mixed-traffic system, and wj,zi is included to account for the bit waiting time since latency

is a key QoS requirement for delay-sensitive traffic. Each bit is time stamped upon arrival

in the data buffer, and the waiting time is found by simply subtracting the arrival time from

the current time k. Bits are dropped if wj,zi (k) exceeds the application flow scheduling delay

threshold Tj ∈ R+ as specified in Table 4.2. If any bit within an application data packet is

dropped, then all the bits in that application data packet are dropped. We define the bitQoS

function as

f(θθθj,zi ) = cjπjξ
dj(w

j,z
i (k)−ηj)

j . (4.4)

The bitQoS function is expressed as an exponential of the bit waiting time wj,zi (k), which

allows bits from delay-sensitive application flows to have their service priority rapidly raised

as the waiting time exceeds the comfort latency threshold ηj ∈ R+, where ηj is set to a value

smaller than Tj . In the region where wj,zi (k) ≤ ηEF , the BE bits have a higher bitQoS value

than the EF bits; this allows for a reduction in BE traffic backlog, if necessary. The base of

the exponential function ξj ∈ R+ is set according to the delay sensitivity of the respective

55



0

Waiting Time

bi
tQ

oS
 V

al
ue

 

 

BE
EF

T
BE

η
EF η

BET
EF

BE bitQoS >
EF bitQoS 

Figure 4.2: BE and EF BitQoS Functions

application flow. The coefficients, cj ∈ R+ and dj ∈ R+, are used to scale the exponential

function if needed. Examples of the bitQoS functions for BE and EF are illustrated in Fig. 4.2.

4.3.2 BitQoS-aware Resource Allocation Framework with No Flow
Merging

We formulate the proposed bitQoS-aware RA framework with no flow merging as an opti-

mization problem with the objective of finding the joint subcarrier, power and bit assignment

to maximize the total bitQoS-weighted throughput, subject to the total transmit power con-

straint. Let the optimization variable aji,n denote the subcarrier assignment variable which

takes on the value 1 if subcarrier n is allocated to user i, flow j and 0 otherwise. Furthermore,

let the optimization variable bj,zi,n denote the bit assignment variable which takes on the value 1

if user i, flow j, bit z is transmitted on subcarrier n and 0 otherwise. Finally, the optimization

variable pji,n ∈ [0, Ptotal] denotes the transmit power for user i, flow j on subcarrier n. The
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optimization problem, OP4.1, is formulated as

OP4.1: max
aji,n∈{0,1}

pji,n∈[0,Ptotal]

bj,zi,n∈{0,1}

I∑
i=1

Ji∑
j=1

Bji∑
z=1

N∑
n=1

f(θθθj,zi )bj,zi,n (4.5)

subject to
∑
i

∑
j

∑
n

pji,na
j
i,n ≤ Ptotal (4.6)∑

z

bj,zi,n ≤ cji,na
j
i,n ∀i, j, n (4.7)∑

i

∑
j

aji,n ≤ 1 ∀n (4.8)∑
n

bj,zi,n ≤ 1 ∀i, j, z. (4.9)

Constraint (4.6) ensures that the sum of the transmit powers on all subcarriers does not exceed

Ptotal. Constraint (4.7) ensures that the total number of bits that user i, flow j can transmit on

subcarrier n does not exceed the throughput limit cji,n given in (4.1). Constraint (4.8) ensures

that each subcarrier can only be assigned to at most a single application flow of a user so

as to reduce the signaling overhead required for the application bits to OFDM subcarriers

mapping. Constraint (4.9) ensures that each bit is only transmitted on one subcarrier.

4.3.3 BitQoS-aware Resource Allocation Framework with Flow
Merging

In the previous section, each subcarrier assigned to a user is restricted to only carry bits

from a single application flow of that user so as not to incur additional signaling overhead

that may be required to indicate which application flow of the user each bit is from in the

proposed bitQoS-aware RA framework. However, the bitQoS-aware RA framework with no

flow merging increases the computational burden of the BS [34], as at each scheduling deci-

sion time k, the BS has to schedule
∑
i

Ji users instead of I users. It may also result in some

wastage in the event that there are not enough bits from an application flow to fill up sub-

carriers that have been assigned to it. Hence, we relax this constraint and allow application

bits from different application flows of a user to be merged onto a single OFDM subcarrier
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to study the potential performance gains that can be further achieved with the bitQoS-aware

RA framework with flow merging. The proposed bitQoS-aware RA framework with flow

merging is formulated as an optimization problem with the objective of finding the joint sub-

carrier, power and bit assignment to maximize the total bitQoS-weighted throughput, subject

to the total transmit power constraint. Let the optimization variable ai,n denote the subcarrier

assignment variable which takes on the value 1 if subcarrier n is allocated to user i and 0

otherwise. Furthermore, let the optimization variable bj,zi,n denote the bit assignment variable,

which takes on the value 1 if user i, flow j, bit z is transmitted on subcarrier n and 0 other-

wise. Finally, the optimization variable pi,n ∈ [0, Ptotal] denotes the transmit power for user i

on subcarrier n. The optimization problem, OP4.2, is formulated as

OP4.2: max
ai,n∈{0,1}

pi,n∈[0,Ptotal]

bj,zi,n∈{0,1}

I∑
i=1

Ji∑
j=1

Bji∑
z=1

N∑
n=1

f(θθθj,zi )bj,zi,n (4.10)

subject to
∑
i

∑
n

pi,nai,n ≤ Ptotal (4.11)∑
j

∑
z

bj,zi,n ≤ ci,nai,n ∀i, n (4.12)∑
i

ai,n ≤ 1 ∀n (4.13)∑
n

bj,zi,n ≤ 1 ∀i, j, z. (4.14)

Constraint (4.11) ensures that the sum of the transmit powers on all subcarriers does not

exceed Ptotal. Constraint (4.12) ensures that the total number of bits that user i can transmit on

subcarrier n does not exceed the throughput limit ci,n given in (4.1). Constraint (4.13) ensures

that each subcarrier can only be assigned to at most one user. Note that this constraint has

been relaxed from the problem formulation in OP4.1 to allow the subcarrier to be assigned to

more than one flow of that user. Constraint (4.14) ensures that each bit is only transmitted on

one subcarrier.
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Table 4.1: Simulation Parameter Values

Parameter Value

System bandwidth (kHz) W = 4.5

Number of subcarriers N = 18

OFDM symbol duration
(sec)

Ts = 0.004

Subcarrier spacing (Hz) ∆f = 250

Application data packet
size (bits)

128

Channel model independent Rayleigh fading

Total transmit power
(Watt)

Ptotal = 1

SNR gap ζ = 1

Noise power (Watt) σ2
0 = 10−13

MDU window length
(OFDM symbols)

WMDU = 200

4.4 Performance Evaluation

The bitQoS scheduling policies are simulated in Matlab using the system model described in

Section 4.2. Each user is assumed to have 1 BE flow and 1 EF flow. The parameter values

used in our simulation are listed in Tables 4.1 and 4.2.

4.4.1 Performance Measures

To evaluate the performance of the bitQoS-aware RA framework, we quantify the perfor-

mance gains in terms of average system throughput, average user throughput, average user

latency, average user jitter and average user packet drop probability. We define the user
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Table 4.2: Traffic Parameter Values

Parameter BE Traffic EF Traffic

Packet size Truncated Pareto (α = 1.2, IS-871 with alterations as
xmin = 4.5 kBytes and detailed in [50]
xmax = 2 MBytes)

Packet interarrival time Geometric distribution IS-871 with alterations as
(mean = 5 sec) detailed in [50]

Average traffic arrival rate (kbps) λBE = 40.0 λEF = 3.70

Scheduling delay threshold (sec) TBE = 3.000 TEF = 0.100

Comfort latency threshold (sec) ηBE = 0.100 ηEF = 0.025

Flow priority πBE = 1.00 πEF = 1.00

Flow scaling coefficients cBE = 1.00 cEF = 1.00

dBE = 1000 dEF = 1000

Urgency base ξBE = 1.00 ξEF = 1.05

throughput, user latency, user jitter and user packet drop probability respectively as follows:

TPuser(i) =

∑
j

∑
k TP

j
i (k)

K
, (4.15)

LTuser(i) =

∑
bit(i,j,z)∈Φji

LT j,zi

K × TPuser(i)
, (4.16)

JTuser(i) =

√∑
bit(i,j,z)∈Φji

(LT j,zi − LTuser(i))2

K × TPuser(i)
, (4.17)

PDPuser(i) =

∑
j

∑
k BD

j
i (k)

K × TPuser(i) +
∑

j

∑
k BD

j
i (k)

, (4.18)

where TP j
i (k) denotes the number of bits that is contained in packets of user i, flow j which

are successfully received at time k, LT j,zi denotes the amount of time bit(i, j, z) has waited

in the data buffer before being scheduled and BDj
i (k) denotes the number of bits that is

contained in packets of user i, flow j which are dropped at time k. The term, Φj
i , denotes

the set of all the scheduled bits of user i, flow j. Note that if any bit within an application

data packet is dropped, then that application data packet is dropped. Furthermore, in the

calculation of user latency and user jitter, only bits in the scheduled packets (i.e., packets
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that are not dropped due to exceeding Tj) are included. The average system throughput,

TPsystem, is defined as TPsystem =
∑
i

TPuser(i), and the average user throughput, average

user latency, average user jitter and average user packet drop probability are obtained by

averaging TPuser(i), LTuser(i), JTuser(i) and PDPuser(i) respectively, over the I users.

4.4.2 Analytical System Throughput

For comparison, the analytical system throughput curve of a multi-user, multi-channel OFDM

system with full buffer using water-filling is derived. The analytical system throughput

is obtained by summing the capacities of the i.i.d. Rayleigh fading subcarriers subject to

the total power constraint Ptotal over the set N and distribution pΓn(γn) [59], where Γn ,

|αi∗(n),n|2Ptotal/ζσ2
0 denotes the instantaneous SNR of subcarrier n assuming the total BS

transmit power, Ptotal, is allocated to that subcarrier and i∗(n) = arg max
i∈I
{|αi,n|2}:

C = max
pi∗(n),n(γn):

∑
n

∞∫
0

pi∗(n),n(γn)·pΓn (γn)dγn≤Ptotal

∑
n

∞∫
0

log2

(
1 +

pi∗(n),n(γn)γn
Ptotal

)
pΓn(γn)dγn.

(4.19)

We use the results in [66] which derives the capacity of a single Rayleigh fading channel

with multi-receiver antennas using selection combining under optimal simultaneous power

and rate adaptation to obtain pΓn(γn) =
I

E{Γn}

[
1− e

−γn
E{Γn}

]I−1 [
e−

γn
E{Γn}

]
, where the term

E{Γn} denotes the expected value of Γn. The analytical system throughput can be expressed

as

C = log2(e)
N∑
n=1

I∑
z=1

(−1)z+1

(
I

z

)
E1(

zγ0

E{Γn}
), (4.20)

where E1(x) ,
∫ ∞
x

e−u

u
du denotes the exponential integral of order 1. The optimal power

allocation is a two-dimensional water-filling (over N and pΓn(γn)) with a common cutoff
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SNR value, γ0, which is obtained by solving

N∑
n=1

I∑
z=1

(−1)z
(
I

z

)[
z

E{Γn}
E1(

zγ0

E{Γn}
)− 1

γ0

e−
zγ0

E{Γn}

]
= 1. (4.21)

Since the Left-Hand-Side (LHS) of (4.21) is a monotonically decreasing function of γ0, ∀I ≥

1, N ≥ 1, γ0 > 0 and E{Γn} > 0, the solution can be found numerically using a bisection

algorithm (see proof in Appendix B).

4.4.3 Comparative Schemes

To provide a comparative performance assessment, we consider the following comparative

scheduling policies: 1) Multi-user Water-filling (WF) scheduling policy, 2) Multi-user Water-

filling with Full Buffer (WF-FB) scheduling policy, and 3) MDU scheduling policy [38].

Since there are no provisions in WF and WF-FB for choosing which application flow to

schedule from among the flows of a given user, each application flow j of user i is regarded

as a separate user with the same channel gain αi,n in the simulation. When multiple users

experiencing the same channel gain are considered for assignment to a subcarrier, one user is

chosen completely at random. All scheduling policies, with the exception of WF-FB, adopt

the traffic model described in Section 4.2.2.

Multi-user Water-filling

WF assigns each subcarrier to the user that has the best channel gain for that subcarrier,

and the transmit power is distributed over the subcarriers using the water-filling algorithm

[30]. The purpose of including this scheduling policy is to illustrate the performance of an

algorithm that does not take QoS requirements into account but attempts to maximize the

overall throughput of the system.

Multi-user Water-filling with Full Buffer

WF-FB is similar to WF described above, except that in WF-FB, a full buffer model is as-

sumed for the incoming traffic, i.e., all data buffers are always full. While this model may
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not be realistic, it establishes an upper bound on the throughput achievable for a multi-user,

multi-channel OFDM system with full buffer using water-filling.

Max-Delay-Utility

MDU is a channel- and queue-aware, dynamic power-subcarrier assignment scheme which

aims to maximize the aggregate utility with respect to the average waiting times [38]. The

objective function of the optimization problem is

max
∑
i∈I

|U ′i(wi(k))|
ri(k)

ri(k), (4.22)

where ri(k) is the long-term average throughput for user i up to time k which is obtained by

averaging the instantaneous actual throughput of user i over the last WMDU OFDM symbols,

and ri(k) is the instantaneous achievable throughput for user i at time k. The term wi(k)

denotes the average waiting time of user i at time k which is approximated bywi(k) =
Qi(k)

ri(k)
,

where Qi(k) is the queue length, in bits, of user i at time k. The marginal utility function

U ′i(·) is a non-decreasing function which is chosen based on the QoS requirements of the

traffic classes. For our simulation, we adopt the marginal utility functions specified in [38].

The solution to the optimization problem in (4.22) is found by a combination of iterative

subcarrier assignment, power allocation and the update of the marginal utility [38]. The

purpose of including this scheduling policy is to illustrate the performance gains and tradeoffs

of WFH-FM with respect to MDU, which only considers the flow-level QoS requirements.
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Chapter 5

BitQoS-aware Resource Allocation

Scheduling Policies 4

5.1 Introduction

In Chapter 4, a novel bitQoS-aware RA framework is proposed to increase the flexibility and

granularity of the resource allocation algorithms by considering QoS at the bit-level rather

than only at the flow-level as in previous works [34–37, 39–41]. The proposed RA frame-

work is formulated as MINLP optimization problems (OP4.1 and OP4.2), whose solutions

are computationally complex given the large number of subcarriers and users in a practi-

cal system. To evaluate the performance of the bitQoS-aware RA framework, we propose

lower complexity, iterative subcarrier-power-bit allocation algorithms, hereafter referred to

as Multi-user Water-filling with Heuristics (WFH) and Multi-user BitQoS-aware Bit-loading

(BABL) to quantify the achievable performance gains.

This chapter is organized as follows: in Section 5.2, the water-filling-based WFH schedul-

4The material in this chapter is based on the following:
C. E. Huang and C. Leung, “QoS-aware bit scheduling in multi-user OFDM systems,” in Proc. IEEE WCNC,
Mar. 2011, pp. 215–220. c© 2011 IEEE.
http://dx.doi.org/10.1109/WCNC.2011.5779163
C. E. Huang and C. Leung, “BitQoS-aware resource allocation for multi-user mixed-traffic OFDM systems,”
IEEE Trans. Veh. Technol., vol. 61, no. 5, pp. 2067-2082, Jun. 2012. c© 2012 IEEE.
http://dx.doi.org/10.1109/TVT.2012.2189030
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ing policy is described and the bit-loading-based BABL is described in Section 5.3. Simula-

tion results are presented in Section 5.4 including the performance of the bitQoS-aware RA

framework with flow merging and with no flow merging. The main findings are summarized

in Section 5.5.

5.2 Multi-user Water-filling with Heuristics

To evaluate the performance of the bitQoS-aware RA framework with flow merging and with

no flow merging, we propose water-filling-based iterative subcarrier-power-bit allocation al-

gorithms, hereafter referred to as Multi-user Water-filling with Heuristics with Flow Merg-

ing (WFH-FM) to solve the optimization problem, OP4.2, and Multi-user Water-filling with

Heuristics with No Flow Merging (WFH-NFM) to solve the optimization problem, OP4.1.

The goal of the WFH scheduling policies is to maximize the total bitQoS-weighted through-

put. It uses the following two main steps: 1) multi-user water-filling for throughput maxi-

mization and 2) iterative subcarrier reassignment for bitQoS maximization.

5.2.1 WFH-FM Scheduling Policy

At each scheduling decision time k, we run the following resource allocation algorithm. To

ease the notational burden, we omit the time index k from the equations in this section. The

bits from all flows of a user are combined into one queue, i.e., Ji = 1, and sorted in decreasing

order based on their bitQoS values. A flow chart for the WFH-FM scheduling policy is shown

in Fig. 5.1.

Step 1: Multi-user water-filling: To simplify the maximization of the total bitQoS-weighted

throughput, we assume that the bitQoS values, ψj,zi , of all the bits are equal, so that

the objective function in OP4.2 can be rewritten as

max
ai,n∈{0,1}

pi,n∈[0,Ptotal]

bj,zi,n∈{0,1}

I∑
i=1

Ji∑
j=1

Bji∑
z=1

N∑
n=1

bj,zi,n. (5.1)
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This new optimization problem can be solved as a throughput maximization problem

subject to a total power constraint [30, 67–69]. In [30], it is shown that when a full

buffer model is assumed, the maximum throughput of a multi-user OFDM system

can be achieved by assigning each subcarrier to the user with the best channel gain

for that subcarrier and distributing the power over subcarriers using the water-filling

algorithm. Let i∗(n) denote the selected user that has the highest channel gain on

subcarrier n, i.e., i∗(n) = arg max
i∈I
|αi,n|. In the event where multiple users expe-

rience the same channel gain max
i∈I
|αi,n|, then i∗(n) is chosen randomly from these

users with equal probabilities. Thus, the current subcarrier assignment can be written

as

âi,n =


1, if i = i∗(n)

0, if i 6= i∗(n)

∀n. (5.2)

The term âi,n is used to denote the current intermediate subcarrier assignment vari-

able which may be different from the optimal subcarrier assignment variable, ai,n, for

OP4.2. Once the subcarrier assignment is determined, we can determine the amount

of transmit power to be allocated to the subcarriers in order to maximize overall sys-

tem throughput. This is achieved using the water-filling algorithm. The transmit

power for user i on subcarrier n [30] is

p̂i,n =


ζσ2

0[
1

λ0

− 1

|αi,n|2
]+, if i = i∗(n)

0, if i 6= i∗(n)

(5.3)

where [x]+ , max{x, 0} and λ0 is a threshold determined using the total power

constraint (4.11). The bit assignment variable b̂j,zi,n is then obtained by assigning bits

of user i in a FIFO manner to the subcarriers in Vi, one subcarrier at a time, where

Vi = {n ∈ N|âi,n = 1}. This bit assignment is performed until either all the bits of

user i have been assigned or the throughput limits ci,n,∀n ∈ Vi have been reached.
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We note that performing subcarrier assignments based only on channel gains may

lead to situations where users in good channel conditions are assigned more sub-

carriers than needed, i.e.,
∑
n

ci,n >
∑
j

Bj
i . To address this issue, we perform an

additional subcarrier reassignment step, called greedy water-filling, which aims to

reduce the wastage of resources through reassignments of the users’ excess subcar-

riers. We define U = {i ∈ I|
∑
n

ci,n >
∑
j

Bj
i } and U c = I − U to denote the

set of users that have excess subcarriers and the complement set of U , respectively.

Furthermore, we define ΩU = {n ∈ N|âi,n = 1, i ∈ U} to denote the set of sub-

carriers that are assigned to users in U . The goal of the greedy water-filling is to

iteratively reassign one subcarrier in ΩU at a time to a user in U c such that the overall

system throughput after reassignment is maximized. This can be done by computing

the attainable throughput gain for every possible reassignment pair in the Cartesian

product of U c and ΩU and performing the subcarrier reassignment based on the pair

yielding the highest throughput gain. Power allocation is updated after each reassign-

ment using the water-filling algorithm. This procedure is repeated until the overall

system throughput cannot be increased any further through the reassignments of the

subcarriers in ΩU . Based on the current assignment values âi,n, p̂i,n and b̂j,zi,n, the

current intermediate objective value δ̂obj is given by

δ̂obj =
I∑
i=1

Ji∑
j=1

Bji∑
z=1

N∑
n=1

f(θθθj,zi )b̂j,zi,n. (5.4)

Step 2: Iterative subcarrier reassignment: While the intermediate solution from Step 1 max-

imizes the overall system throughput, it may not be an optimal solution to OP4.2. In

particular, if there exists any unassigned bit in the data buffer with a bitQoS value

that is greater than those of any already assigned bits, then the intermediate solution

may be improved upon by reassigning subcarriers to the users who have unassigned

bits with larger bitQoS values. Let ψun(i) denote the bitQoS value of the first unas-
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Figure 5.1: WFH-FM Flow Chart
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signed bit in the data buffer of user i and let ψas(i) denote the bitQoS value of the

last assigned bit in the data buffer of user i, that is ψun(i) = max
bit(i,j,z)∈Sun(i)

f(θθθj,zi ) and

ψas(i) = min
bit(i,j,z)∈Sas(i)

f(θθθj,zi ), where

Sun(i) = {bit(i, j, z)|
∑
n

b̂j,zi,n = 0, j ∈ Ji, z ∈ {1, . . . , Bj
i }} (5.5)

denotes the set of bits of user i that have not yet been assigned based on the current

intermediate assignments, and

Sas(i) = {bit(i, j, z)|
∑
n

b̂j,zi,n = 1, j ∈ Ji, z ∈ {1, . . . , Bj
i }} (5.6)

denotes the set of bits of user i that have been assigned based on the current interme-

diate assignments. The term bit(i, j, z) refers to the bit z of user i, flow j. At each it-

eration, the user with the largest unassigned bitQoS-valued bit, l∗ = arg max
i
ψun(i),

will be assigned a subcarrier in an attempt to increase the current intermediate ob-

jective value δ̂obj even though power may be less efficiently used as this user may be

experiencing a lower channel quality on this subcarrier. The subcarrier is chosen by

n∗ = arg max
n∈Dl∗

αl∗,n, where Dl∗ = {n ∈ N|âl∗,n = 0} denotes the set of subcarriers

that have not yet been assigned to user l∗. If the subcarrier n∗ was previously assigned

to another user, then subcarrier n∗ is unassigned from that user and the corresponding

assigned bits are put back to the data buffers. Based on this new subcarrier assign-

ment variable, â
′

i,n, the transmit power, p̂
′

i,n, is recalculated using the water-filling al-

gorithm. The bit assignment variable, b̂
′j,z
i,n , and current intermediate objective value,

δ̂
′

obj , are also updated accordingly. As this subcarrier reassignment may cause a de-

crease in δ̂obj , this subcarrier reassignment is only performed if δ̂
′

obj > δ̂obj . Other-

wise, ψun(l∗) is temporarily set to 0, and a new user with the next largest unassigned
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QoS-valued bit is selected. This step repeats until

max
i∈I

ψun(i) ≤ min
i∈I

ψas(i). (5.7)

It can be shown that the number of iterations required for Step 2 in the worst case is

IN iterations.

5.2.2 WFH-NFM Scheduling Policy

WFH-NFM is identical to WFH-FM with the exception that application bits from the different

flows of a user cannot be assigned to the same subcarrier, i.e., each subcarrier assigned to the

user can only carry bits from a single application flow of that user. As such, the bits from all

flows of a user are not combined into one queue as in WFH-FM, but rather each application

flow j of user i in WFH-NFM is regarded as a separate user with the same channel gain αi,n.

Specifically, OP4.2 is modified as follows: we replace constraint (4.13) with

I∑
i=1

Ji∑
j=1

aji,n ≤ 1 ∀n. (5.8)

In addition, the variables ai,n, pi,n and ci,n take dependence on j and are replaced with aji,n,

pji,n and cji,n in WFH-NFM.

5.3 Multi-user BitQoS-aware Bit-loading

To evaluate the performance of the bitQoS-aware RA framework with flow merging and

with no flow merging, we propose the following bit-loading-based adaptive, joint subcar-

rier, power and bit allocation algorithms, hereafter referred to as Multi-user BitQoS-aware

Bit-loading with Flow Merging (BABL-FM) to solve the optimization problem, OP4.2, and

Multi-user BitQoS-aware Bit-loading with No Flow Merging (BABL-NFM) to solve the op-

timization problem, OP4.1. The goal of the BABL scheduling policies is to jointly determine

the subcarrier, power and bit assignments using bit-loading in an effort to maximize the total
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bitQoS-weighted throughput subject to the total transmit power constraint. This is accom-

plished by iteratively assigning the largest unassigned bitQoS-valued bits, one bit at a time to

the subcarrier requiring the least amount of power, until the total BS transmit power, Ptotal, is

depleted or all bits in the user data buffers have been assigned.

5.3.1 BABL-FM Scheduling Policy

At each scheduling decision time k, we run the following resource allocation algorithm. To

ease the notational burden, we omit the time index k from the equations in this section. The

bits from all application flows of each user i are merged into one queue, i.e., Ji = 1, and

sorted in decreasing order based on their bitQoS values. A flow chart for the BABL-FM

scheduling policy is shown in Fig. 5.2.

For each bit assignment iteration, we determine the largest unassigned bitQoS-valued bit

in the data buffer as

bit(i∗, j∗, z∗) = arg max
bit(i,j,z):

∑
n b̂

j,z
i,n=0

ψj,zi , (5.9)

where bit(i, j, z) refers to bit z of user i, flow j. The term b̂j,zi,n is used to denote the current

intermediate bit assignment variable which may be different from the optimal bit assignment

variable, bj,zi,n, for OP4.2. The power required to transmit this bit is computed for each sub-

carrier n ∈ N and is denoted by the temporary variable, p
′j∗,z∗

i∗,n . Depending on the current

intermediate subcarrier assignment variable, âi,n, the power, p
′j∗,z∗

i∗,n , is determined by one of

the following three cases:

Case 1: Subcarrier n was previously not assigned to any user i (âi,n = 0 ∀i ∈ I): The power,

p
′j∗,z∗

i∗,n , required to transmit bit(i∗, j∗, z∗) on subcarrier n is

p
′j∗,z∗

i∗,n =
ζσ2

0

|αi∗,n|2
. (5.10)

Case 2: Subcarrier n was previously assigned to user i∗ (âi∗,n = 1): The power, p
′j∗,z∗

i∗,n ,
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required to transmit the additional bit(i∗, j∗, z∗) on subcarrier n is

p
′j∗,z∗

i∗,n =
(2ĉi∗,n+1 − 1)ζσ2

0

|αi∗,n|2
− (2ĉi∗,n − 1)ζσ2

0

|αi∗,n|2

=
ζσ2

0

|αi∗,n|2
(2ĉi∗,n+1 − 2ĉi∗,n), (5.11)

where ĉi∗,n denotes the number of bits of user i∗ that have already been assigned to

subcarrier n.

Case 3: Subcarrier n was previously assigned to another user l (âl,n = 1): As each subcar-

rier can only be assigned to at most one user based on constraint (4.13), allocating

bit(i∗, j∗, z∗) to subcarrier n will first require reallocating the bits of user l that were

previously assigned to subcarrier n to other subcarriers. We define

Sl,n = {bit(l, j, z)|b̂j,zl,n = 1, j ∈ Jl, z ∈ {1, . . . , Bj
l }} (5.12)

to denote the set of bits of user l currently assigned to subcarrier n. To prevent nested

bit reallocations, we restrict the reallocation of bits in Sl,n only to subcarriers that are

either unassigned or previously assigned to user l. We define

Ωl = {m ∈ N|âi,m = 0 ∀i ∈ I or âl,m = 1} (5.13)

to denote the set of subcarriers that bits in Sl,n can be reallocated to. The bit realloca-

tions are done iteratively in a FIFO manner by assigning bits in Sl,n, one bit at a time,

to the subcarriers in Ωl. For each bit(l, j, z) ∈ Sl,n, the power, p
′j,z
l,m, required to real-

locate the bit is computed using either (5.10) or (5.11) for allm ∈ Ωl. The subcarrier

that requires the least power, m∗ = arg min
m∈Ωl

p
′j,z
l,m, is selected. This procedure repeats

until all the bits in Sl,n have been reallocated. The power, p̂l,n, previously assigned

to user l, subcarrier n is reclaimed and bit(i∗, j∗, z∗) is assigned to subcarrier n. The
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Figure 5.2: BABL-FM Flow Chart
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power, p
′j∗,z∗

i∗,n , required to transmit bit(i∗, j∗, z∗) on subcarrier n is

p
′j∗,z∗

i∗,n =
ζσ2

0

|αi∗,n|2
− p̂l,n +

∑
bit(l,j,z)∈Sl,n

min
m∈Ωl

p
′j,z
l,m. (5.14)

Based on the above three possible cases, the subcarrier that requires the least power to

transmit bit(i∗, j∗, z∗) is selected as n∗ = arg min
n∈N

p
′j∗,z∗

i∗,n and this bit assignment is performed

if
∑
i

∑
n

p̂i,n + p
′j∗,z∗

i∗,n∗ ≤ Ptotal. The current intermediate optimization variables are then

updated as follows:

âi∗,n∗ = 1 (5.15)

b̂j
∗,z∗

i∗,n∗ = 1 (5.16)

p̂i∗,n∗ =



ζσ2
0

|αi∗,n∗|2
, for Case 1;

(2ĉi∗,n∗+1 − 1)ζσ2
0

|αi∗,n∗|2
, for Case 2;

ζσ2
0

|αi∗,n∗|2
, for Case 3,

(5.17)

along with the reallocation of the bits in Sl,n∗ for Case 3 as necessary. The next largest bitQoS-

valued bit is then selected for the next bit assignment iteration. This iterative algorithm repeats

until ∑
i

∑
n

p̂i,n + p
′j∗,z∗

i∗,n∗ > Ptotal (5.18)

or that all the bits in the data buffers of all users have been assigned.

5.3.2 BABL-NFM Scheduling Policy

BABL-NFM is identical to BABL-FM with the exception that application bits from the dif-

ferent flows of a user cannot be assigned to the same subcarrier, i.e., each subcarrier assigned

to the user can only carry bits from a single application flow of that user. As such, the bits

from all flows of a user are not combined into one queue as in BABL-FM, but rather each ap-

plication flow j of user i in BABL-NFM is regarded as a separate user with the same channel
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gain αi,n. Specifically, OP4.2 is modified as follows: we replace constraint (4.13) with

I∑
i=1

Ji∑
j=1

aji,n ≤ 1 ∀n. (5.19)

In addition, the variables ai,n, pi,n and ci,n take dependence on j and are replaced with aji,n,

pji,n and cji,n in BABL-NFM.

5.4 Simulation Results

The WFH-FM, WFH-NFM, BABL-FM and BABL-NFM scheduling policies described in

Sections 5.2.1, 5.2.2, 5.3.1 and 5.3.2, respectively, were simulated in Matlab using the system

model described in Section 4.2. In the simulation, it is assumed that each user has 1 BE flow

and 1 EF flow. The parameter values used in our simulation are listed in Tables 4.1 and 4.2.

5.4.1 WFH Simulation Results

We next discuss the performance of WFH-FM and WFH-NFM and the comparative schemes

described in Section 4.4.3 under two system loading scenarios: A) heavy load and B) different

loads. Simulation results were obtained for mixed-traffic scenarios for I = {4, 6, 8} with a

simulation length of K = {18000, 10000, 12000} OFDM symbols, respectively.

WFH-FM performance under heavy load

The CDF plots for user throughout, user bit latency, user bit jitter and number of user bits

dropped for a system with I = 8, N = 18, 1 BE and 1 EF flow for each user are shown

in Fig. 5.3. The CDF plots are averaged over I users and obtained from TP j
i (k), LT j,zi ,

JT j,zi and BDj
i (k), respectively, where the term, JT j,zi = |LT j,zi − LTuser(i)|. Figs. 5.3a

and 5.3d show that WFH-FM not only has the highest user throughput for BE but also the

lowest number of user bits dropped for both BE and EF traffic. From Fig. 5.3a, it can be

seen that the MDU user EF throughput is slightly higher than that of WFH-FM; however,

the MDU user BE throughput and MDU number of user BE bits dropped are significantly
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Figure 5.3: WFH: Performance for a System with I = 8, N = 18, 1 BE and 1 EF Flow
for each User (a) CDF of User Throughput (b) CDF of User Bit Latency
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Figure 5.3: WFH: Performance for a System with I = 8, N = 18, 1 BE and 1 EF Flow
for each User (Continued) (c) CDF of User Bit Jitter (d) CDF of Number of User
Bits Dropped per 250 OFDM Symbols
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worse compared to WFH-FM as the MDU scheduling policy strictly favors EF traffic in a

mixed-traffic environment. WF, on the other hand, achieves the lowest user EF throughput

and also the highest number of user EF bits dropped as it does not have QoS provisioning

to schedule EF traffic in an attempt to meet the scheduling delay threshold. In terms of user

bit latency, Fig. 5.3b shows that WFH-FM has the lowest user BE bit latency and the second

lowest user EF bit latency. Only MDU has a better user EF bit latency than WFH-FM due to

its strict bias towards EF traffic in a mixed-traffic environment. WFH-FM does not achieve

the lowest user bit latency for EF traffic because the finesse control of the bitQoS-aware

RA framework trades off a longer user EF scheduling delay (albeit within the packet drop

threshold) for gains in both the user BE throughput (highest) and number of user BE and EF

bits dropped (lowest). Similar to user bit latency, we see from Fig. 5.3c that WFH-FM has

the lowest user BE bit jitter and the second lowest user EF bit jitter. The simulation results

confirm the performance gains of the proposed WFH-FM scheduling policy which adopted

the bitQoS-aware RA framework against the other comparative scheduling policies.

WFH-FM performance under different loads

The average system throughput of the scheduling policies with no flow merging (WF, WF-

FB, MDU and WFH-NFM) and the scheduling policy with flow merging (WFH-FM) as a

function of I are shown in Fig. 5.4. We see from Fig. 5.4 that the analytical throughput

agrees very closely with the simulation results of WF-FB and that WFH-FM achieves the

highest overall system throughput when compared to WF and MDU. While the objective

function of WFH-FM is to maximize total bitQoS-weighted throughput, WFH-FM provides

a good overall system throughput in part due to the adoption of the greedy multi-user water-

filling in the first step of WFH-FM. The average system throughput of WFH-FM increases

monotonically with I , for I = {4, 6, 8}.

The plots in Fig. 5.5 show the average user throughput, average user latency, average user

jitter and average user packet drop probability for I = {4, 6, 8} users. It can be observed that

the performance of WFH-FM relative to the comparative scheduling policies is, in general,
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Figure 5.4: WFH: Average System Throughput under Different Loads

insensitive to the different loads across all the QoS metrics considered. In Fig. 5.5a, we see

that the user BE throughput decreases monotonically and the user EF throughput is relatively

constant for all scheduling polices as I (system loading) increases. Figs. 5.5a and 5.5d show

that WFH-NFM/FM not only have the highest user throughput but also the lowest user packet

drop probability for both BE and EF traffic. While the MDU user EF throughput is close to

that of WFH-NFM/FM, the MDU user BE throughput and MDU user BE packet drop prob-

ability are significantly worse than WFH-NFM/FM as the MDU scheduling policy strictly

favors EF traffic in a mixed-traffic environment. On the other hand, WF has the lowest user

BE throughput and also the highest user EF packet drop probability as it does not have QoS

provisioning to meet the scheduling delay thresholds.

In terms of user latency, Fig. 5.5b shows that WFH-NFM/FM have the lowest user BE

latency. MDU has a lower user EF latency than WFH-NFM/FM due to its strict bias towards

EF traffic in a mixed-traffic environment. However, the MDU user EF latency gain comes at

the expense of the user BE throughput and user BE packet drop probability. WF, with no QoS

provisions, suffers the highest user BE latency. WFH-NFM/FM do not achieve the lowest
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user latency for EF traffic as the bitQoS-aware scheduling trades off a longer user scheduling

delay (albeit within the scheduling delay threshold) for gains in both the user throughput

(highest) and user packet drop probability (lowest) for both BE and EF traffic. This trade-off

is possible since in OFDM, data is loaded onto subcarriers in units of bits and the latency QoS

is satisfied as long as the bit waiting time does not exceed the scheduling delay threshold. By

applying the bitQoS function at the bit-level as proposed, system providers can trade off the

bit waiting time for a reduction in the user packet drop probability by prioritizing which bit

to transmit based on its closeness to the scheduling delay threshold. This finer resolution of

control provides an additional flexibility to push back the scheduling of bits that are not as

close to the scheduling delay threshold (i.e., by increasing the bit waiting time) so as to allow

the servicing of more “urgent” bits when necessary. As long as this push-back does not cause

the bit waiting time to exceed the scheduling delay threshold, bits will be serviced within

their scheduling delay thresholds, resulting in a simultaneous increase in user throughput

and a reduction in user packet drop probability. The WFH-NFM/FM user EF latency are

also influenced by the bitQoS function (4.4) which explicitly gives bits from the BE (delay-

tolerant) flows a higher urgency when wBE,zi (k) ≤ ηEF so as to reduce the BE buffer backlog,

if necessary.

Similar to user latency, we see from Fig. 5.5c that WFH-NFM/FM have the lowest user

BE jitter. For delay and jitter sensitive applications (EF flows), we note from Figs. 5.5b and

5.5c, that the plots for WFH-NFM/FM are flatter than WF as I varies, i.e., user EF latency and

user EF jitter are less sensitive to different system loads. This is particularly beneficial for the

sizing of input buffers in mobile devices for delay and jitter sensitive applications. As shown

in Fig. 5.5d, WFH-NFM/FM are able to maintain the lowest user packet drop probability for

both BE and EF traffic across the different system loads and thus provides the highest user

throughput for both BE and EF traffic among the comparative scheduling policies.
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Figure 5.5: WFH: Performance for Systems under Different Loads (a) Average User
Throughput (b) Average User Latency
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Figure 5.5: WFH: Performance for Systems under Different Loads (Continued) (c) Av-
erage User Jitter (d) Average User Packet Drop Probability
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5.4.2 BABL Simulation Results

We next discuss the performance of BABL-FM and BABL-NFM and the comparative schemes

described in Section 4.4.3 under two system loading scenarios: A) heavy load and B) differ-

ent loads. Simulation results were obtained for mixed-traffic scenarios for I = {4, 6, 8} with

a simulation length of K = {15000, 11000, 4500} OFDM symbols, respectively.

BABL-FM performance under heavy load

The CDF plots of user throughout, user bit latency, user bit jitter and number of user bits

dropped for a system with I = 8, N = 18, 1 BE and 1 EF flow for each user are shown in

Fig. 5.6. The CDF plots are averaged over I users and obtained from TP j
i (k), LT j,zi , JT j,zi

and BDj
i (k), respectively, where the term, JT j,zi = |LT j,zi − LTuser(i)|. Figs. 5.6a and 5.6d

show that BABL-FM not only has the highest user throughput but also the lowest number of

user bits dropped for both BE and EF traffic. From Fig. 5.6a, it can be seen that the MDU

user EF throughput is close to that of BABL-FM; however, the MDU user BE throughput and

MDU number of user BE bits dropped are significantly worse compared to BABL-FM as the

MDU scheduling policy strictly favors EF traffic in a mixed-traffic environment. WF, on the

other hand, achieves the lowest user EF throughput and also the highest number of user EF

bits dropped as it does not have QoS provisioning to schedule EF traffic in an attempt to meet

the scheduling delay threshold. In terms of user bit latency, Fig. 5.6b shows that BABL-FM

has the lowest user BE bit latency. However, MDU has a lower user EF bit latency than

BABL-FM due to its strict bias towards EF traffic in a mixed-traffic environment but the

MDU user EF bit latency gain comes at the expense of the user BE throughput and number of

user BE bits dropped. BABL-FM does not achieve the lowest user bit latency for EF traffic

as the bitQoS-aware scheduling trades off a longer user EF scheduling delay (albeit within

the scheduling delay threshold) for gains in both the user throughput (highest) and number of

user bits dropped (lowest) for both BE and EF traffic. The BABL-FM user EF bit latency is

also influenced by the bitQoS function (4.4) which explicitly gives bits from the BE (delay-

tolerant) flows a higher urgency when wBE,zi (k) ≤ ηEF so as to reduce the buffer backlog,
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Figure 5.6: BABL: Performance for a System with I = 8, N = 18, 1 BE and 1 EF Flow
for each User (a) CDF of User Throughput (b) CDF of User Bit Latency
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Figure 5.6: BABL: Performance for a System with I = 8, N = 18, 1 BE and 1 EF Flow
for each User (Continued) (c) CDF of User Bit Jitter (d) CDF of Number of User
Bits Dropped per 250 OFDM Symbols
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resulting in the EF traffic being allocated with LT j,zi around ηEF as shown in Fig. 5.6b. In

addition, we note that since BABL-FM has a negligible number of user EF bits dropped, we

can further improve the BABL-FM user BE throughput by either increasing ηEF to a value

closer to TEF or increasing the priority of BE traffic by adjusting the parameter values of the

BE bitQoS function. In contrast, WF, with no QoS provisions, has the highest user BE bit

latency and the second highest user EF bit latency. We see from Figs. 5.6c and 5.6d that

BABL-FM has the lowest user bit jitter and lowest number of user bits dropped for both BE

and EF traffic.

BABL-FM performance under different loads

The average system throughput of the various scheduling policies (WF, WF-FB, MDU, BABL-

FM and BABL-NFM) shown in Fig. 5.7 were obtained by simulation as a function of I based

on the system model described in Section 4.2 with the simulation parameter values listed in

Tables 4.1 and 4.2. We see from Fig. 5.7 that the analytical throughput agrees very closely

with the simulation results of WF-FB and that BABL-FM achieves the highest average system

throughput when compared to WF and MDU. While the objective function of BABL-FM is to

maximize the total bitQoS-weighted throughput, it provides a good average system through-

put in part due to BABL-FM iteratively assigning the largest unassigned bitQoS-valued bit

to the subcarrier requiring the least amount of power. The average system throughput of

BABL-FM increases monotonically with I , for I = {4, 6, 8}.

The plots in Fig. 5.8 show the average user throughput, average user latency, average user

jitter and average user packet drop probability, obtained by averaging TPuser(i), LTuser(i),

JTuser(i) and PDPuser(i) over I users, respectively, for I = {4, 6, 8}. We see from Fig. 5.8

that the performance of BABL-FM relative to the comparative scheduling policies is, in gen-

eral, insensitive to the different loads across all the QoS metrics considered. In Fig. 5.8a, we

see that the user BE throughput increases monotonically only for BABL-FM as I (system

loading) increases and the user EF throughput is constant for all scheduling polices. In terms

of user latency, we see from Fig. 5.8b that BABL-FM achieves the lowest user BE latency

86



5

Figure 5.7: BABL: Average System Throughput under Different Loads

and the highest user EF latency across all I in part due to the mixed-traffic bitQoS function

(4.4) allowing BE traffic to reduce backlog when wBE,zi (k) ≤ ηEF . In terms of user jitter,

we see from Fig. 5.8c that BABL-FM achieves the lowest user BE jitter whereas the user EF

jitter decreases as LTEF,zi clusters around ηEF when I increases. In addition, BABL-FM is

also able to maintain the lowest BE and EF user packet drop probabilities across the different

system loads as shown in Fig. 5.8d and thus provides the highest user throughput for both BE

and EF traffic among the comparative scheduling policies. Note that Figs. 5.7, 5.6 and 5.8

do not show the optimal solution to OP4.2 using the commercial MINLP optimization solver

package due to the prohibitive computation time required.

5.5 Conclusion

A bitQoS-aware RA framework that adaptively matches the QoS requirements of the user

application bits to the characteristics of the OFDM subcarriers was proposed for multi-user

OFDM systems. The performance gains achievable from the proposed framework are demon-

strated using suboptimal water-filling-based WFH and bit-loading-based BABL scheduling

policies. The results show that with the finesse bit-level control provided by the proposed
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Figure 5.8: BABL: Performance for Systems under Different Loads (a) Average User
Throughput (b) Average User Latency
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Figure 5.8: BABL: Performance for Systems under Different Loads (Continued) (c) Av-
erage User Jitter (d) Average User Packet Drop Probability
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framework, it is possible to simultaneously achieve both an increase in throughput and a

reduction in packet drop probability in a mixed-traffic environment at the cost of a longer

(albeit within the packet drop threshold) scheduling delay. This flexibility comes from the

realization that in OFDM, data is loaded onto subcarriers in units of bits and the latency QoS

is satisfied as long as the bit waiting time does not exceed the scheduling delay threshold. By

applying the bitQoS function at the bit-level as proposed, system providers can trade off the

bit waiting time for a reduction in the number of dropped packets by prioritizing which bit

to transmit based on its closeness to the scheduling delay threshold. This finer resolution of

control provides an additional flexibility to push back the scheduling of bits that are not as

close to the scheduling delay threshold (i.e., by increasing the bit waiting time) so as to allow

the servicing of more “urgent” bits when necessary. As long as this push-back does not cause

the bit waiting time to exceed the scheduling delay threshold, bits will be serviced within

their scheduling delay thresholds, resulting in a simultaneous increase in user throughput and

a reduction in the number of user bits dropped.

Simulation results, obtained using the proposed WFH and BABL scheduling policies,

show that the proposed bitQoS-aware RA framework is able to provide a substantial im-

provement in user throughput and user packet drop probability compared to scheduling poli-

cies that do not take QoS provisions into account such as WF and policies that consider only

application flow QoS requirements such as MDU. In particular, WFH and BABL are also

able to achieve the highest average system throughput across all considered system loads. In

addition, it was found that in a multi-application system, the performance gains by allow-

ing bits from different application flows of a user to be merged into a single subcarrier for

transmission are small and should only be used if such gains, at the expense of the increased

scheduling signaling overhead, are warranted. However, it provides the service providers the

option to choose, based on computational resource availability, whether to let the BS fully

take on the scheduling task with less scheduling signaling overhead as in WFH/BABL-NFM

or let the MS share the computational burden with the BS at the expense of increased schedul-

ing signaling overhead as in WFH/BABL-FM.
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Chapter 6

Scheduling Signaling Overhead in

BitQoS-aware Resource Allocation

Framework 5

6.1 Introduction

A novel bitQoS-aware RA framework is proposed in Chapter 4 which allows the exploita-

tion of both multi-application and multi-bit diversities (in addition to multi-user and multi-

channel diversities) in mixed-traffic OFDMA systems. It is shown in Chapter 5 that with the

finesse control of bitQoS-aware scheduling, it is possible to simultaneously achieve both an

increase in user throughput and a reduction in user packet drop probability by accepting a

within packet drop threshold increase in user latency. However, as the granularity of RRM

scheduling algorithms increases to more closely meet the different QoS requirements of mul-

tiple concurrent user application flows, the potential scheduling gain comes at the cost of an

increased scheduling signaling overhead. This is due to the fact that the mapping between

the application bits and the OFDM subcarriers need to be signaled using the control channel

accompanying the data channel so that the receiver is able to extract the application bits from

5The material in this chapter is based on: C. E. Huang and C. Leung, “Scheduling signaling overhead in
bitQoS-aware multi-flow OFDM systems,” submitted.
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the assigned OFDM subcarriers.

Only a few of the numerous published papers on RRM scheduling algorithms consider the

scheduling signaling overhead. In [70], the compression of signaling information for adaptive

multi-carrier systems is studied. It is shown that efficient compression schemes can reduce

the amount of signaling information and increase system transmission efficiency. In [71], the

authors attempt to reduce the scheduling signaling overhead by exploiting the correlation of

the scheduling information in time. This is achieved by changing the subcarrier assignments

in successive scheduling intervals only if the gain in system throughput is larger than the sig-

naling overhead incurred with the reassignment. In [72], an algorithm for OFDMA downlink

scheduling under a control signaling cost constraint is proposed. The authors formulate the

subcarrier assignment as a combinatorial optimization problem with the objective of finding

the subcarrier assignment that maximizes the system throughput while penalizing the cost for

transmitting the scheduling information. In [73], a new scheme for encoding the scheduling

information which exploits the correlation among different users’ scheduling assignments is

proposed to reduce the amount of scheduling information that needs to be transmitted. The

scheme assumes that users with a high SNR can decode the scheduling information intended

for all other users with a lower SNR and thus the scheduling information can be encoded

differentially. In this chapter, we formulate a scheduling signaling overhead model to analyze

the scheduling signaling overhead associated with the proposed bitQoS-aware RA framework

and consider different schemes to compress the scheduling signaling information. The effec-

tive system throughput gains of the bitQoS-aware RA framework are determined so as to

assess the tradeoff between the scheduling gain and signaling overhead.

This chapter is organized as follows: in Section 6.2, the scheduling signaling overhead

model is presented and the required scheduling signaling information is described in Sec-

tion 6.3. The entropy of the scheduling signaling information is evaluated in Section 6.4

and different schemes to compress the scheduling signaling information bits are described in

Section 6.5. The simulation results are presented in Section 6.6 and the main findings are

summarized in Section 6.7.
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6.2 Scheduling Signaling Overhead Model

We examine the scheduling signaling overhead incurred by the proposed bitQoS-aware RA

framework based on the control signaling evaluation model proposed in [74], where the au-

thors compared the effects of different scheduling granularity, scheduling policies and control

signaling transmission strategies in OFDMA systems. Specifically, we look at the case where

the assignment of subcarriers is at a per-resource-element basis (i.e., each of the N subcarri-

ers can be assigned to different flows/users and the subcarrier assignment is updated at every

OFDM symbol). It is assumed that the scheduling signaling information is compressed (when

necessary) and broadcast to all I users and that the scheduling signaling information bits for

each OFDM symbol are transmitted with the application bits at each scheduling decision time

k. In practice, the scheduling signaling information broadcast message needs to be encoded

such that the user with the weakest channel condition is able to decode it. For simplicity, we

also assume that subcarrier resources are pre-reserved for the transmission of the schedul-

ing signaling information, i.e., there is no need to reallocate the application bits to take into

account the transmission of the scheduling signaling information bits.

6.3 Scheduling Signaling Information

We consider the required scheduling signaling information bits at each scheduling decision

time k for 1) scheduling policies with no flow merging (NFM), 2) scheduling policies with

flow merging (FM) and 3) scheduling policies with flow merging - grouped sorted (FMGS).

The three types of scheduling policies are illustrated in Fig. 6.1.

6.3.1 Scheduling Policies with No Flow Merging

The scheduling decision at each scheduling decision time k is represented by a 1 × N

subcarrier-to-flow vector, UUUNFM(k) , {uNFMn (k),∀n ∈ N}. The n-th element, uNFMn (k),

of the subcarrier-to-flow vector, UUUNFM(k), is an integer from the set Jsys = {1, . . . , Jsys}

that indicates the flow j of user i to which subcarrier n is assigned at time k. The set, Jsys,
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Figure 6.1: Mapping of application bits to OFDM subcarriers with different bitQoS-
aware scheduling policies. NFM: Each subcarrier can only carry bits from a single
application flow of a user. FM: Each subcarrier can carry bits from more than one
application flow of a user. FMGS: Each subcarrier can carry bits from more than
one application flow of a user. In addition, the bits on each subcarrier are grouped
in a FIFO fashion by application flows and sorted in an ascending order by the
flow index, j, prior to transmission.

contains the indices to all flow(i, j), ∀i ∈ I, j ∈ Ji in the system and the term, Jsys ,
I∑
i=1

Ji,

denotes the total number of flows in the system.

6.3.2 Scheduling Policies with Flow Merging

The scheduling decision at each scheduling decision time k is represented by a 1 × N

subcarrier-to-user vector, UUUFM(k) , {uFMn (k),∀n ∈ N} and N 1×Mn(k) bit-to-flow vec-

tors, VVV FM
n (k) , {vFMn,z (k),∀z = 1, . . . ,Mn(k)}, ∀n ∈ N , where Mn(k) is the total number

of bits carried by subcarrier n at time k. The n-th element, uFMn (k), of the subcarrier-to-user

vector, UUUFM(k), is an integer from the set I that indicates the user i to which subcarrier n is

assigned at time k. The z-th element, vFMn,z (k), of the bit-to-flow vector for each subcarrier n,
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VVV FM
n (k), is an integer from the set JuFMn that indicates the flow of user uFMn (k) to which the

z-th bit on subcarrier n is assigned at time k.

6.3.3 Scheduling Policies with Flow Merging - Grouped Sorted

However, scheduling policies with flow merging, as described above, makes no assumption

about the ordering of bits on each subcarrier n. While FM allows the BS to merge bits

from different application flows without restriction, a significant amount of scheduling sig-

naling overhead is incurred to communicate the mapping between the application bits on each

OFDM subcarrier and application flows. To reduce the scheduling signaling overhead with-

out decreasing the performance gains provided by the bitQoS-aware RA framework with flow

merging, we can require the bits scheduled on each subcarrier to be grouped in a FIFO fashion

by application flows and sorted in an ascending order by the flow index, j, prior to transmis-

sion. Hence, instead of having the BS signal the mapping between the application bits on each

OFDM subcarrier and application flows for every single scheduled bit to be transmitted to the

MS, the BS only needs to signal the number of consecutive bits belonging to each application

flow j on each subcarrier n. The scheduling decision at each scheduling decision time k is

represented by a 1 × N subcarrier-to-user vector, UUUFMGS(k) , {uFMGS
n (k),∀n ∈ N} and

N 1× JuFMGS
n (k) bit-to-flow vectors, VVV FMGS

n (k) , {τFMGS
j (k),∀j ∈ JuFMGS

n (k)}, ∀n ∈ N .

The n-th element, uFMGS
n (k), of the subcarrier-to-user vector, UUUFMGS(k), is an integer from

the set I that indicates the user i to which subcarrier n is assigned at time k. The j-th element,

τFMGS
j (k), of the bit-to-flow vector for each subcarrier n, VVV FMGS

n (k), is an integer from the

set {0, . . . ,Mn(k)} that indicates the number of bits belonging to flow j at time k, where
J
uFMGS
n (k)∑
j=1

τFMGS
j (k) = Mn(k).

It is assumed that each user is assigned its user index i ∈ I and its range of application

flow indices {(i − 1)Jmax + 1, . . . , iJmax} ∈ Jsys in the system during call admission. The

term, Jmax, denotes the maximum number of application flows a user can have as defined in

[27, 28, 33] and the range of application flow indices for user i is {1, . . . , Ji}.
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6.4 Scheduling Signaling Information Entropy

To gain some insight into the amount of scheduling signaling information bits incurred by

scheduling policies with no flow merging, scheduling policies with flow merging and schedul-

ing policies with flow merging - grouped sorted, we evaluate the entropies assuming a simpli-

fied model for the signaling information bits. Since the statistics of the scheduling decisions

are not readily available for the considered scheduling policies, we determine an entropy

upperbound (regardless of scheduling policy) by assuming that each subcarrier n ∈ N is

independently and equally likely to be assigned to any flow j ∈ Jsys for scheduling policies

with no flow merging or any user i ∈ I for scheduling policies with flow merging. Fur-

thermore, for scheduling policies with flow merging and for scheduling policies with flow

merging - grouped sorted, each bit z, ∀z = 1, . . . ,Mn(k), on subcarrier n is independently

and equally likely to be mapped to any flow j ∈ JuFMn (k) and j ∈ JuFMGS
n (k), respectively. In

Section 6.6.2, we show that the entropy results obtained from this simplified model are useful

in explaining the compressed scheduling signaling overhead results obtained by simulation.

Depending on whether flow merging is allowed, the entropy of the scheduling signaling

information is determined by enumerating all the possible values that the pertinent vectors

UUUNFM(k), UUUFM(k) and VVV FM
n (k), and UUUFMGS(k) and VVV FMGS

n (k) can take on. All the possi-

ble assignment combinations are represented in a table which is assumed to be known at both

the BS and MSs. At each scheduling decision time k, the index of the assignment combi-

nation corresponding to the scheduling decision is transmitted with the application bits. The

number of bits required to represent the assignment combination index is determined by as-

suming that every assignment combination is equally likely. We determine the entropies for

1) scheduling policies with no flow merging, 2) scheduling policies with flow merging and 3)

scheduling policies with flow merging - grouped sorted.

6.4.1 Scheduling Policies with No Flow Merging

For scheduling policies with no flow merging, each subcarrier n assigned to user i can only

carry bits from a single application flow j of that user, i.e., each subcarrier n is assigned to one
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of Jsys application flows. Hence, there are (Jsys)
N possible ways to assign all N subcarriers

to Jsys flows. Assuming all (Jsys)
N possible assignments of subcarriers to application flows

are equally likely, the entropy of the scheduling signaling information for NFM is given by

HNFM(k) = log2(Jsys)
N = N log2 Jsys. (6.1)

6.4.2 Scheduling Policies with Flow Merging

For scheduling policies with flow merging, each subcarrier n assigned to user i can carry up

to Mn(k) bits from any of Ji flows of user i. There are IN possible ways to assign all N

subcarriers to I users. Assuming that all IN possible assignments of subcarriers to users are

equally likely, the corresponding entropy of UUUFM(k) is given by log2 I
N . In addition, we

assume that each bit, z, ∀z = 1, . . . ,Mn(k), on subcarrier n is equally likely to be mapped

to any flow j ∈ JuFMn (k) and the mapping of the bits are independent from one bit to another.

Hence, there are (JuFMn (k))
Mn(k) possible ways to map all Mn(k) bits to JuFMn (k) flows. As-

suming all (JuFMn (k))
Mn(k) possible mappings of bits to application flows are equally likely,

the entropy of VVV FM
n (k), ∀n ∈ N is given by log2

N∏
n=1

(JuFMn (k))
Mn(k). Hence, the entropy of

the scheduling signaling information for FM is given by

HFM(k) = log2 I
N + log2

N∏
n=1

(JuFMn (k))
Mn(k) = N log2 I +

N∑
n=1

Mn(k) log2 JuFMn (k). (6.2)

6.4.3 Scheduling Policies with Flow Merging - Grouped Sorted

The subcarrier-to-user vector for FMGS, UUUFMGS(k), is determined identically as UUUFM(k).

Hence, the corresponding entropy of UUUFMGS(k) is also given by log2 I
N . Determining

the possible values of VVV FMGS
n (k) is equivalent to finding the possible ways of distributing

Mn(k) indistinguishable balls into JuFMGS
n (k) distinguishable urns [75]. This gives a total of(

Mn(k) + JuFMGS
n (k) − 1

JuFMGS
n (k) − 1

)
possible values. Assuming that all

(
Mn(k) + JuFMGS

n (k) − 1

JuFMGS
n (k) − 1

)
possible values are equally likely, the corresponding entropy of VVV FMGS

n (k), ∀n ∈ N is given
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by log2

N∏
n=1

(
Mn(k) + JuFMGS

n (k) − 1

JuFMGS
n (k) − 1

)
. Hence, the entropy of the scheduling signaling in-

formation for FMGS is given by

HFMGS(k) = log2 I
N + log2

N∏
n=1

(
Mn(k) + JuFMGS

n (k) − 1

JuFMGS
n (k) − 1

)

= N log2 I +
N∑
n=1

log2

(
Mn(k) + JuFMGS

n (k) − 1

JuFMGS
n (k) − 1

)
. (6.3)

6.5 Compression of Scheduling Signaling Information

We consider two different schemes to compress the scheduling signaling information bits:

1) Run-Length Encoding (RLE) [76] and 2) Lempel-Ziv-Welch (LZW) [77]. Note that

RLE/LZW compression of the scheduling signaling information bits is performed only if

the compression reduces the number of scheduling signaling information bits; otherwise,

the scheduling signaling information bits are transmitted uncompressed. An additional bit

is added and transmitted along with the scheduling signaling information bits to indicate

whether or not compression is performed.

6.5.1 Run-length Encoding

RLE is particularly efficient for short data blocks with long consecutively repeating data val-

ues and has a low implementation complexity. RLE compresses a data block by representing

each run of data (i.e., a data sequence in which the same data value occurs in consecutive ele-

ments) by a single data value, called the run value, and the number of consecutively repeating

data values, called the run length. The number of bits, ΥRLE
www , required to represent a data

block www of length L with elements from an alphabet of cardinality R using RLE is given by

[76]

ΥRLE
www = Qdlog2Re+

Q∑
q=1

dlog2(L−
q−1∑
x=0

lx)e, (6.4)
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where Q denotes the total number of runs in www, lx denotes the run length of the x-th run

and l0 = 0. The first term in the right-hand side of (6.4) corresponds to the number of bits

required to represent the run values and the second term corresponds to the number of bits

required to represent the run lengths.

6.5.2 Lempel-Ziv-Welch

LZW is useful for data blocks with repeated patterns and is more efficient for long data blocks

as the initial part of the compression algorithm builds a dictionary and has low compression

efficiency. The dictionary is initialized to contain all the possible single-character strings of

the input data block. LZW then scans through the input data block for successively longer

sub-string that are not yet defined in the dictionary. When such a sub-string is found, the index

for the sub-string less the last character (i.e., the longest sub-string that is in the dictionary) is

sent to the output and the sub-string including the last character is added to the dictionary with

the next available code. The last input data character is then used as the new starting point for

the next scan. The dictionary building process repeats and successively longer data strings are

added to the dictionary and made available for subsequent encoding as single output values.

The number of bits, ΥLZW
www , required to represent a data blockwww using LZW is obtained using

simulation.

6.6 Simulation Results

To evaluate the scheduling signaling overhead of the bitQoS-aware resource allocation frame-

work, we adopt the water-filling-based iterative subcarrier-power-bit allocation algorithm

proposed in Section 5.2 for the following scheduling policies: 1) Multi-user Water-filling

with Heuristics with No Flow Merging (WFH-NFM) where each subcarrier can only carry

bits from a single application flow of a user, 2) Multi-user Water-filling with Heuristics with

Flow Merging (WFH-FM) where each subcarrier can carry bits from more than one appli-

cation flow of a user and 3) Multi-user Water-filling with Heuristics with Flow Merging -

Grouped Sorted (WFH-FMGS) where each subcarrier can carry bits from more than one ap-
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plication flow of a user and in addition, the bits on each subcarrier are grouped in a FIFO

fashion by application flows and sorted in an ascending order by the flow index, j, prior to

transmission.

To provide a comparative performance assessment of the WFH-NFM/FM/FMGS schedul-

ing policies, we consider the WF and MDU scheduling policies described in Section 4.4.3.

The scheduling policies were simulated in Matlab using the system model described in Sec-

tion 4.2. In the simulation, it is assumed that each user has 1 BE flow and 1 EF flow. The

parameter values used in our simulation are listed in Tables 4.1 and 4.2. Simulation results

were obtained for mixed-traffic scenarios with I = {4, 6, 8}.

6.6.1 Entropy of Scheduling Signaling Overhead

The entropy of the scheduling signaling overhead based on the entropy model described

in Section 6.4 for scheduling policies with NFM, FM and FMGS are shown in Fig. 6.2 as

a function of the number, I , of users in the system. It can be seen that the entropy in-

creases with I . As expected, the entropy for NFM is the lowest since only the subcarrier-

to-flow vector, UUUNFM(k), is transmitted; in FM/FMGS, both the subcarrier-to-user vector,

UUUFM(k)/UUUFMGS(k), and bit-to-flow vectors, VVV FM
n (k)/VVV FMGS

n (k), ∀n ∈ N , are transmitted.

The entropy for FM is much higher than that for FMGS; this is due to the fact that the bits on

a subcarrier n for FM are not grouped by application flows (i.e., every element, vFMn,z (k), of

VVV FM
n (k) can take on values in the set Ji with equal probability), representing the maximum

entropy for the bit-to-flow vectors. By grouping and sorting the bits carried on a subcarrier

by their application flows and flow index respectively as in FMGS, the entropy can be greatly

reduced.

6.6.2 Compressed Scheduling Signaling Overhead

Fig. 6.3 shows the compressed scheduling signaling overhead for the various scheduling poli-

cies (WF, MDU, WFH-NFM, WFH-FM and WFH-FMGS) as a function of I . These results

were obtained from simulation, based on the scheduling signaling overhead compression
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Figure 6.2: Entropy of Scheduling Signaling Overhead

schemes (RLE and LZW) described in Section 6.5. It can be observed from Fig. 6.3 that

the compressed scheduling signaling overhead increases with the number, I , of users in the

system for all the scheduling policies and compression schemes. These results are consistent

with the entropy analysis results shown in Fig. 6.2. Regardless of the compression scheme

used, WFH-FM/FMGS, which allows flow merging, incurs the highest scheduling signaling

overhead when compared to WF, MDU and WFH-NFM, which do not allow flow merging.

This is due to the fact that in general, as more constraints are imposed upon the scheduling

problem, the amount of scheduling signaling overhead required decreases. In this case, for

WF, MDU and WFH-NFM, with the no flow merging constraint, it eliminates the need to

transmit the bit-to-flow mapping information and thus results in a lower scheduling signaling

overhead.

Among the scheduling policies that do not allow flow merging, WF has the highest

scheduling signaling overhead regardless of the compression scheme used. This is due to

the fact that WF has no QoS provisioning and assigns each subcarrier to the user that has the
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highest channel gain for that subcarrier. Given that the channel gains are i.i.d., each subcar-

rier is equally likely to be assigned to any of the users i ∈ I; this results in a higher entropy

for UUUNFM(k). On the other hand, a lower entropy for UUUNFM(k) is expected for MDU and

WFH-NFM since they consider QoS at the flow-level and bit-level, respectively; as such,

each subcarrier is no longer equally likely to be assigned to any of the users i ∈ I. We

also see that MDU has a lower scheduling signaling overhead than WFH-NFM regardless of

the compression scheme used. This is because MDU strictly favors EF traffic in a mixed-

traffic environment, which effectively reduces the total number of flows scheduled by MDU

to Jsys/2 (assuming an equal number of BE and EF flows).

For both WF and WFH-NFM, LZW provides a lower compressed scheduling signaling

overhead than RLE. Since the chance of getting a long run length in UUUNFM(k) decreases

with increasing I , the gap between RLE and LZW widens when I increases. For MDU,

RLE gives a slightly lower compressed scheduling signaling overhead than LZW. This is

due to the fact that MDU mostly schedules only Jsys/2 flows, which increases the chance of

getting a consecutively repeating sequence in UUUNFM(k), allowing RLE to achieve efficient

compression.

With either RLE or LZW, there is little difference in the compressed scheduling signaling

overhead for WFH-FM and WFH-FMGS. This is because the number of bits in one applica-

tion data packet (128 bits) is greater than the number of bits that can be carried by a subcarrier

and that all bits in one application data packet have identical bitQoS values. Hence, the bits

carried by a subcarrier typically come from the same application data packet of an application

flow. As such, the grouping and sorting of bits as described in Section 6.3.3 has little effect on

the scheduling signaling overhead incurred by bit-to-flow vectors for WFH-FM. This obser-

vation also implies that the bit-to-flow vectors, VVV FM
n (k), ∀n ∈ N , which constitutes most of

the scheduling signaling overhead of WFH-FM, correspond mostly to short and consecutively

repeating data sequences (i.e., consecutive bits assigned to the same flow). This explains why

in Fig. 6.3 RLE gives a much lower scheduling signaling overhead than LZW as RLE is more

efficient for such data blocks.
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Figure 6.3: Compressed Scheduling Signaling Overhead of the Various Scheduling
Policies using RLE and LZW

6.6.3 Effective Throughput

We note that although Fig. 6.3 shows that WFH-FM has the largest compressed scheduling

signaling overhead, it also has the highest average system throughput, compared to WF and

MDU, as shown in Fig. 5.4. Hence, to determine the viability of the bitQoS-aware RA frame-

work, we define the effective throughput to account for the scheduling signaling overhead for

each scheduling policy as

TPeff =



∑
i

∑
j

∑
k TP

j
i (k)−

∑
k ΥΞ

UUUNFM (k)

K
for WF, MDU and WFH-NFM,∑

i

∑
j

∑
k TP

j
i (k)−

∑
k ΥΞ

UUUFM (k) −
∑

n

∑
k ΥΞ

VVV FMn (k)

K
for WFH-FM,∑

i

∑
j

∑
k TP

j
i (k)−

∑
k ΥΞ

UUUFMGS(k) −
∑

n

∑
k ΥΞ

VVV FMGS
n (k)

K
for WFH-FMGS,

(6.5)

where Ξ is either RLE or LZW depending on the compression scheme used as defined in Sec-

tion 6.5. The effective throughput gain of scheduling policy X over scheduling policy Y is
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defined as GX,Y
TPeff

=
TPX

eff − TP Y
eff

TP Y
eff

. The effective throughput gains of WFH-NFM, WFH-

FM and WFH-FMGS over the comparative scheduling policies for I = {4, 6, 8} are listed

in Table 6.1. We see that WFH-NFM, WFH-FM and WFH-FMGS have higher effective

throughputs than WF and MDU with RLE compression, i.e., the bitQoS-aware RA frame-

work provides an increased average system throughput even when the scheduling signaling

overhead is taken into account. However, when LZW is used, scheduling policies with flow

merging (WFH-FM and WFH-FMGS) do not yield a higher effective throughput over WF

and MDU due to the inefficiency of LZW to compress the short and consecutively repeating

data sequences of the bit-to-flow vectors.

It can also be seen that WFH-FM/FMGS has a lower effective throughput compared to

WFH-NFM regardless of the compression scheme used, i.e., allowing flow merging in the

bitQoS-aware RA framework yields no system throughput improvement in this case. This

result is due to the fact that, with the per-resource-element scheduling granularity of 1 OFDM

symbol × 1 subcarrier considered in this chapter, the number of bits in one application layer

PDU is typically much greater than the number of bits that can be carried by a subcarrier.

As a result, very little flow merging actually takes place and the performance gain from flow

merging is minimal.

6.7 Conclusion

The viability of the proposed bitQoS-aware RA framework which adaptively matches the

QoS requirements of the user application bits to the characteristics of the OFDM subcarriers,

with and with no flow merging, was analyzed by taking the associated scheduling signaling

overhead into account. A model is formulated to analyze the associated scheduling signaling

overhead and the performance gains achievable with the bitQoS-aware RA framework are

quantified. The entropy analysis shows that scheduling policies with flow merging incur a

significantly higher scheduling signaling overhead compared to scheduling policies that do

not allow flow merging. However, the scheduling signaling overhead for scheduling policies
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with flow merging can be greatly reduced by grouping and sorting the bits carried on the

subcarrier by their application flows and flow indices respectively. Simulation results further

show that despite the increase in the scheduling signaling overhead for scheduling policies

with flow merging, the proposed bitQoS-aware RA framework is still able to provide a higher

effective throughput gain compared to scheduling policies that do not take QoS provisions

into account such as WF and policies that consider only flow-level QoS requirements such as

MDU, when RLE compression of the scheduling signaling information is performed.
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Table 6.1: Effective Throughput Gains of WFH-NFM, WFH-FM and WFH-FMGS for
I = {4, 6, 8}, N = 18, 1 BE and 1 EF Flow for each User

I = 4

GX,YTPeff
× 100% RLE LZW

Scheduling Policy X

WFH-NFM WFH-FM WFH-FMGS WFH-NFM WFH-FM WFH-FMGS

Sc
he

du
lin

g
Po

lic
y
Y WF 75.23 21.91 21.94 75.03 -185.55 -185.56

MDU 1.73 -29.23 -29.21 3.77 -150.72 -150.73

WFH-NFM 0.00 -30.43 -30.41 0.00 -148.87 -148.88

WFH-FM 43.74 0.00 0.02 304.61 0.00 0.02

WFH-FMGS 43.70 -0.02 0.00 304.56 -0.02 0.00

I = 6

GX,YTPeff
× 100% RLE LZW

Scheduling Policy X

WFH-NFM WFH-FM WFH-FMGS WFH-NFM WFH-FM WFH-FMGS

Sc
he

du
lin

g
Po

lic
y
Y WF 148.33 96.06 96.09 150.29 -114.70 -114.67

MDU 35.63 7.08 7.10 38.82 -108.15 -108.13

WFH-NFM 0.00 -21.05 -21.03 0.00 -105.87 -105.86

WFH-FM 26.66 0.00 0.02 1803.14 0.00 -0.21

WFH-FMGS 26.64 -0.02 0.00 1806.66 0.21 0.00

I = 8

GX,YTPeff
× 100% RLE LZW

Scheduling Policy X

WFH-NFM WFH-FM WFH-FMGS WFH-NFM WFH-FM WFH-FMGS

Sc
he

du
lin

g
Po

lic
y
Y WF 130.69 92.07 92.09 131.39 -54.98 -54.99

MDU 86.07 54.92 54.94 96.02 -61.86 -61.87

WFH-NFM 0.00 -16.74 -16.73 0.00 -80.54 -80.55

WFH-FM 20.11 0.00 0.01 413.94 0.00 -0.03

WFH-FMGS 20.09 -0.01 0.00 414.10 0.03 0.00
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Chapter 7

Continuous and Discrete Rate Adaptation

in BitQoS-aware Resource Allocation

Framework 6

7.1 Introduction

Given the promising performance gains and viability of the bitQoS-aware RA framework,

even when scheduling signaling overhead is taken into account, in this chapter, we focus on

developing more efficient algorithms and use the technique of Lagrange multipliers [78] to

find the optimal solution to the bitQoS-aware resource allocation problem which, in addition

to considering subcarrier assignments and power allocations, further involves discrete bit as-

signments for control of bit-level QoS requirements. This differs from the works presented in

[63, 79] which only consider subcarrier assignments and power allocations to meet given rate

requirements. The Lagrange multiplier technique provides an approach for finding the maxi-

ma/minima of a function subject to constraints and yields necessary conditions for optimality

in equality constrained problems. To take inequality constraints into account, the technique

of Lagrange multipliers is generalized by the KKT conditions [80, 81], which are necessary

6The material in this chapter is based on: C. E. Huang and C. Leung, “On the optimality of bitQoS-aware
resource allocation in OFDMA systems,” submitted.
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conditions for a solution in non-linear programming to be optimal.

The technique of Lagrange multipliers has been applied to radio resource allocation prob-

lems in [36, 37, 41, 63, 79]. In [63], the authors investigate resource allocation in a multi-

user OFDM system with homogeneous traffic and formulate the problem with the objective

of minimizing the overall transmit power while satisfying a minimum discrete rate require-

ment for each user. By relaxing the subcarrier assignments to allow time-sharing, an iterative

algorithm based on properties of the Lagrangian formulation is proposed to obtain a subop-

timal solution to the original combinatorial resource allocation problem. In [79], the authors

extended the time-sharing technique for subcarrier assignment used in [63] to the scheduling

of heterogeneous traffic in a multi-user OFDM system. The authors converted the problem

into a convex programming problem and proposed an iterative algorithm with polynomial

complexity to obtain the optimal subcarrier and power allocation.

Since the bitQoS-aware resource allocation optimization problem is non-deterministic

polynomial-time hard (NP-hard), we first look at a reduced-complexity form of the problem,

obtained by transforming the joint subcarrier, power and bit allocation problem into a con-

vex optimization problem through a variable transformation and the relaxation of the integer

constraints for both the subcarrier and bit assignment variables. Using the KKT conditions,

we establish necessary and sufficient optimality conditions and develop an iterative algorithm

to obtain the optimal solution. We show that the solution to this relaxed problem follows a

bitQoS-based multi-level water-filling principle whereby the water levels of the subcarriers

assigned to a user are determined by the bitQoS values of the bits in the user data buffer.

These water levels may be different from one user to another, in contrast to a constant water

level for all users in the classical throughput maximization water-filling solution. Since the

solution to this relaxed problem contains non-discrete bit assignments, it can be interpreted

as assignments for systems with continuous rate adaptation and provides an upper bound on

the objective value of the original unrelaxed problem. For systems with discrete rate adapta-

tion, we leverage the results of the continuous rate solution and propose an efficient iterative

algorithm to compute the solution to the original resource allocation problem with discrete
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bit assignments.

This chapter is organized as follows: in Section 7.2, the reduced-dimensionality bitQoS-

aware RA framework is described. In Section 7.3, we formulate the resource allocation prob-

lem as a convex optimization problem and present necessary and sufficient conditions for the

optimal solution to the continuous rate adaptation problem. An iterative algorithm to obtain

the optimal solution is also presented. In Section 7.4, an algorithm which leverages on the

iterative algorithm for the continuous rate adaptation problem is presented for the discrete

rate adaptation problem. The simulation framework and results are discussed in Section 7.5

and the main findings are summarized in Section 7.6.

7.2 Reduced-dimensionality BitQoS-aware Resource
Allocation Framework

In Chapter 4, we formulate the proposed bitQoS-aware RA framework as an optimization

problem, OP4.2, with the objective of finding the joint subcarrier, power and bit assignment

to maximize the total bitQoS-weighted throughput, subject to the total transmit power con-

straint, Ptotal. However, we note that since the mapping between the application bits and

OFDM subcarriers does not affect the objective value of the optimal solution, we can reduce

the dimensionality of the optimization problem OP4.2 by substituting
N∑
n=1

bj,zi,n with bj,zi . The

new optimization variable, bj,zi , takes on the value 1 if bit z of user i, flow j is transmitted on
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any subcarrier(s) assigned to user i and 0 otherwise. We can thus rewrite OP4.2 as follows

OP7.1: max
ai,n∈{0,1}

pi,n∈[0,Ptotal]

bj,zi ∈{0,1}

I∑
i=1

Ji∑
j=1

Bji∑
z=1

ψj,zi bj,zi (7.1)

subject to
∑
i

∑
n

pi,nai,n = Ptotal (7.2)

∑
j

∑
z

bj,zi ≤
∑
n

log2

(
1 +

pi,n|αi,n|2

ζσ2
0

)
ai,n ∀i (7.3)∑

i

ai,n = 1 ∀n (7.4)

bj,zi ≤ 1 ∀i, j, z, (7.5)

where the variables are as defined in Chapter 4.

7.3 Subcarrier, Power and Bit Allocation with Continuous
Rate Adaptation

The reduced-dimensionality optimization problem OP7.1 is a MINLP problem whose solu-

tion is still computationally complex given the large number of subcarriers and users in a

practical system. To make the problem computationally tractable, we adopt the integer con-

straint relaxation technique used in [63, 79], where it is assumed that the discrete subcarrier

assignment variable can take on real values in [0, 1]. For our problem formulation with two

discrete optimization variables, we attempt to convexify OP7.1 by relaxing the integer con-

straints for both ai,n and bj,zi , allowing them to take on real values in [0, 1] and defining a new
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optimization variable πi,n = pi,nai,n. The optimization problem OP7.1 becomes

OP7.2: max
ai,n∈[0,1]

πi,n∈[0,Ptotalai,n]

bj,zi ∈[0,1]

I∑
i=1

Ji∑
j=1

Bji∑
z=1

ψj,zi bj,zi (7.6)

subject to Ptotal −
∑
i

∑
n

πi,n = 0 (7.7)

∑
n

log2

(
1 +
|αi,n|2

ζσ2
0

πi,n
ai,n

)
ai,n −

∑
j

∑
z

bj,zi ≥ 0 ∀i (7.8)

1−
∑
i

ai,n = 0 ∀n (7.9)

1− bj,zi ≥ 0 ∀i, j, z. (7.10)

By evaluating the Hessian matrix of the functions on the LHS of (7.8), it can be shown

that the Hessian matrix is negative semi-definite at any point in the convex constraint set

X = {ai,n ∈ [0, 1], πi,n ∈ [0, Ptotalai,n], bj,zi ∈ [0, 1]}, i.e., the functions in the LHS of (7.8)

are concave (see proof in Appendix C). In addition, since the functions in (7.6) and the LHS

of (7.10) are also concave and the functions in the LHS of (7.7) and (7.9) are affine, OP7.2

is a concave optimization problem [82, 83] in X . Hence, the KKT conditions, which are

necessary conditions for a solution to be optimal, are also sufficient for optimality in this

case.

Using the technique of Lagrange multipliers [78], the Lagrangian for OP7.2 is

L =
I∑
i=1

Ji∑
j=1

Bji∑
z=1

ψj,zi bj,zi (7.11)

+ β(Ptotal −
∑
i

∑
n

πi,n)

+
∑
i

γi

[∑
n

log2

(
1 +
|αi,n|2

ζσ2
0

πi,n
ai,n

)
ai,n −

∑
j

∑
z

bj,zi

]
+

∑
n

µn(1−
∑
i

ai,n)

+
∑
i

∑
j

∑
z

λj,zi (1− bj,zi ),
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where β, γi, µn and λj,zi are the Lagrange multipliers for the constraints (7.7), (7.8), (7.9)

and (7.10), respectively. The necessary and sufficient conditions for the optimal solution to

OP7.2, {a∗i,n, π∗i,n, b
j,z
i

∗
, β∗, γ∗i , µ

∗
n, λ

j,z
i

∗}, if it exists, are

Primal feasibility: Ptotal −
∑
i

∑
n

π∗i,n = 0 (7.12)

∑
n

log2

(
1 +
|αi,n|2

ζσ2
0

π∗i,n
a∗i,n

)
a∗i,n (7.13)

−
∑
j

∑
z

bj,zi
∗ ≥ 0 ∀i

1−
∑
i

a∗i,n = 0 ∀n (7.14)

1− bj,zi
∗ ≥ 0 ∀i, j, z (7.15)

Dual feasibility: β∗ ≥ 0, γ∗i ≥ 0, µ∗n ≥ 0, λj,zi
∗ ≥ 0 (7.16)

Stationarity:
∂L

∂a∗i,n


< 0 if a∗i,n = 0

= 0 if 0 < a∗i,n < 1 ∀i, n

> 0 if a∗i,n = 1

(7.17)

∂L

∂π∗i,n


< 0 if π∗i,n = 0

= 0 if 0 < π∗i,n < Ptotala
∗
i,n ∀i, n

> 0 if π∗i,n = Ptotala
∗
i,n

(7.18)

∂L

∂bj,zi
∗


< 0 if bj,zi

∗
= 0

= 0 if 0 < bj,zi
∗
< 1 ∀i, j, z

> 0 if bj,zi
∗

= 1

(7.19)

Complementary slackness: γ∗i

[∑
n

log2

(
1 +
|αi,n|2

ζσ2
0

π∗i,n
a∗i,n

)
a∗i,n (7.20)

−
∑
j

∑
z

bj,zi
∗
]

= 0

λj,zi
∗
(1− bj,zi

∗
) = 0 (7.21)
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Note that the inequalities in (7.17), (7.18) and (7.19) are obtained by considering the case

where the optimal solution occurs at a boundary point of the constraint set X . Since we are

attempting to maximize (7.11), the partial derivatives of L in (7.17), (7.18) and (7.19) will be

negative if the optimal solution occurs at the lower limit of ai,n, πi,n and bj,zi , respectively, and

positive otherwise. We next derive the analytical expressions for the optimal power allocation,

subcarrier and bit assignments.

7.3.1 Optimal Power Allocation

In this section, we determine the optimal power allocation for a given subcarrier and bit

assignment. The optimal power allocation, p∗i,n, is obtained by differentiating the Lagrangian,

L, in (7.11) with respect to πi,n and substituting the result into the KKT condition (7.18).

Specifically, for a given subcarrier assignment, ai,n, where ai,n 6= 0, and bit assignment, bj,zi ,

we have

∂L

∂πi,n

∣∣∣∣
πi,n=π∗i,n

= −β +
γiai,n
ln 2

α2
i,n

ζσ2
0ai,n + α2

i,nπ
∗
i,n


< 0 if π∗i,n = 0

= 0 if 0 < π∗i,n < Ptotalai,n ∀i, n

> 0 if π∗i,n = Ptotalai,n

.

(7.22)

Since p∗i,n = π∗i,n/ai,n, the three cases in (7.22) can be rewritten as

p∗i,n =
π∗i,n
ai,n

=



0 if
γi

β ln 2
<
ζσ2

0

α2
i,n

γi
β ln 2

− ζσ2
0

α2
i,n

if
ζσ2

0

α2
i,n

≤ γi
β ln 2

≤ ζσ2
0

α2
i,n

+ Ptotal

Ptotal if
γi

β ln 2
>
ζσ2

0

α2
i,n

+ Ptotal

, ∀i, n, (7.23)

where the term, β, is chosen such that {π∗i,n} will satisfy the total power constraint (7.7).

Equation (7.23) shows that the optimal power allocation is similar to the classical water-

filling algorithm [84] where
γi

β ln 2
is the equivalence of the water level and

ζσ2
0

α2
i,n

the noise

floor of user i, subcarrier n. The main difference is that in (7.23), the water level on each
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subcarrier n is determined by γi of the user to which subcarrier n is assigned, whereas in the

classical water-filling algorithm, the water level is constant for all subcarriers. In addition,

we will show in Section 7.3.3 that γi is in fact related to the bitQoS values of user i in the

proposed bitQoS-aware RA framework. Hence, the optimal power allocation in (7.23) can

be interpreted as a generalized bitQoS-based multi-level water-filling solution. Specifically,

for the case where the bitQoS values are identical ∀i, j, z, the optimization problem OP7.2

reduces to a throughput maximization problem, and (7.23) becomes the classical water-filling

solution where γi is identical for every user i.

7.3.2 Optimal Subcarrier Assignment

In this section, we determine the optimal subcarrier assignment for a given power allocation

and bit assignment. The optimal subcarrier assignment, a∗i,n, is obtained by differentiating the

Lagrangian, L, in (7.11) with respect to ai,n and substituting the result into the KKT condition

(7.17). Specifically, for a given power allocation, pi,n, and bit assignment, bj,zi , for a∗i,n 6= 0,

we have

∂L

∂ai,n

∣∣∣∣
ai,n=a∗i,n

= γi

log2

(
1 +

α2
i,n

ζσ2
0

πi,n
a∗i,n

)
− 1

ln 2

α2
i,n

ζσ2
0

πi,n
a∗i,n

1 +
α2
i,n

ζσ2
0

πi,n
a∗i,n

− µn


= 0 if 0 < a∗i,n < 1

> 0 if a∗i,n = 1

∀i, n. (7.24)

By substituting the power allocation, pi,n, from (7.23) into (7.24), we obtain

Hi,n(γi)


= µn if 0 < a∗i,n < 1

> µn if a∗i,n = 1

∀i, n, (7.25)
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where the function Hi,n(γi) is defined as

Hi,n(γi) =



0 if
γi

β ln 2
<
ζσ2

0

α2
i,n

γi

[
log2

(
α2
i,nγi

ζσ2
0β ln 2

)
− 1

ln 2

(
1− ζσ2

0β ln 2

α2
i,nγi

)]
if
ζσ2

0

α2
i,n

≤ γi
β ln 2

≤ ζσ2
0

α2
i,n

+ Ptotal

γi

log2

(
1 +

α2
i,n

ζσ2
0

Ptotal

)
− 1

ln 2

α2
i,n

ζσ2
0
Ptotal

1 +
α2
i,n

ζσ2
0
Ptotal


if

γi
β ln 2

>
ζσ2

0

α2
i,n

+ Ptotal

. (7.26)

In the case where a∗i,n ∈ (0, 1) for an arbitrary user i on subcarrier n, Constraint (7.9)

mandates that there will be time-sharing on subcarrier n (i.e., a∗i,n ∈ (0, 1) for more than

one user) since
∑
i

a∗i,n = 1. From (7.25), we thus have Hi,n(γi) = µn for every user

i ∈ {i ∈ I|a∗i,n ∈ (0, 1)}, which implies that all users sharing subcarrier n must have the

same Hi,n(γi). However, since Hi,n(γi) is a function of αi,n and {αi,n} are outcomes of inde-

pendent and real-valued random variables modeling Rayleigh fading, it is highly unlikely that

the value of Hi,n(γi) for two or more users will be identical. Hence, the case of a∗i,n ∈ (0, 1)

in (7.25) is unlikely. Using (7.9) and (7.25), we see that there will only be one user i∗ for

which a∗i∗,n = 1 and that subcarrier n will be assigned to the user i∗ with the largest Hi,n(γi).

For all other users i 6= i∗, a∗i,n = 0. In other words,

a∗i,n =


1 if i = i∗

0 if i 6= i∗
∀n, (7.27)

where

i∗ = arg max
i
Hi,n(γi). (7.28)

In the unlikely event that multiple users have identical Hi,n(γi) values for subcarrier n, then

i∗ is chosen from among these users with equal probabilities. Since Hi,n(γi) in (7.26) plays
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an integral role in determining the optimal subcarrier assignment, we examine its properties

with respect to (w.r.t.) α2
i,n and γi:

1) By differentiating Hi,n(γi) w.r.t. α2
i,n for all three cases in (7.26), it can be shown that

Hi,n(γi) is a monotonically increasing function of α2
i,n since

∂Hi,n(γi)

∂α2
i,n

≥ 0. As each

subcarrier n is assigned to the user i∗ with the largest Hi,n(γi) according to (7.28), the

subcarrier will be assigned to the user with the highest channel gain on that subcarrier

when the effect of γi is not considered.

2) Similarly, by differentiating Hi,n(γi) w.r.t. γi for all three cases in (7.26), it can be shown

that Hi,n(γi) is also a monotonically increasing function of γi. As will be shown in Sec-

tion 7.3.3, γi is related to the bitQoS values of user i. Hence, users with higher bitQoS-

valued bits are also more likely to have higherHi,n(γi) values, resulting in a higher chance

of being assigned the subcarrier n.

From property 1), we note that the optimal subcarrier assignment in (7.27) agrees with

the water-filling solution for throughput maximization in a multi-user OFDM system [30].

Property 2) shows that the optimal subcarrier assignment in (7.27) takes into account the

bitQoS values from our proposed bitQoS-aware RA framework. Given that Hi,n(γi) is a

monotonically increasing function of both α2
i,n and γi, the optimal subcarrier assignment

(7.27) will assign a subcarrier to the user with good channel condition and high bitQoS-

valued bits.

7.3.3 Optimal Bit Assignment

In this section, we determine the optimal bit assignment for a given power allocation and

subcarrier assignment. The optimal bit assignment, bj,zi
∗
, is obtained by differentiating the

Lagrangian, L, in (7.11) with respect to bj,zi and substituting the result into the KKT condition

(7.19). Specifically, for a given power allocation, pi,n, and subcarrier assignment, ai,n, we
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have

∂L

∂bj,zi

∣∣∣∣
bj,zi =bj,zi

∗
= ψj,zi − γi − λ

j,z
i


< 0 if bj,zi

∗
= 0

= 0 if bj,zi
∗ ∈ (0, 1)

> 0 if bj,zi
∗

= 1

∀i, j, z. (7.29)

From (7.21), we see that if bj,zi
∗

= 0, λj,zi = 0 and by solving (7.29) for γi, we can obtain

γi


> ψj,zi if bj,zi

∗
= 0

= ψj,zj − λ
j,z
i if bj,zi

∗ ∈ (0, 1)

< ψj,zj − λ
j,z
i if bj,zi

∗
= 1

∀i, j, z. (7.30)

The term, λj,zi , is a Lagrange multiplier which takes on a value in [0, ψj,zi − γi]. We see from

(7.30) that γi (and the associated water-level,
γi

β ln 2
) for each user i is related to the bitQoS

values, ψj,zi , of the assigned and unassigned bits of that user. Specifically, in the case of

unassigned bits (bj,zi
∗

= 0), γi > ψj,zi , i.e., γi should take on a value that is greater than the

bitQoS values of all the unassigned bits in the data buffer of user i. In the case of assigned bits

(0 < bj,zi
∗ ≤ 1), γi ≤ ψj,zi −λ

j,z
i , i.e., γi should take on a value that is less than or equal to the

bitQoS values of all the assigned bits in the data buffer of user i. This relationship in (7.30)

appears to be counter-intuitive, as increasing γi (and the associated allocated power, pi,n

(7.23)) does not increase the number of assigned bits, since bits can only be assigned when

ψj,zi ≥ γi. However, if we take into account the KKT conditions collectively, in particular the

primal condition (7.14) and the stationarity condition (7.19) (from which (7.30) is derived),

we see that these two KKT conditions drive the assignment of bits in opposing directions

such that the optimal solution (satisfying all the KKT conditions), if it exists, strives to assign

the highest bitQoS-valued bits requiring the least amount of power (i.e., bits with large ψj,zi ,

subcarriers with large αi,n and subcarriers requiring small pi,n).
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7.3.4 Optimal Joint Subcarrier, Power and Bit Allocation

In this section, we determine the optimal solution to OP7.2 which must simultaneously satisfy

all of the KKT conditions (7.12)-(7.21) for continuous rate adaptation. Using the optimal

power, subcarrier and bit allocations in (7.23), (7.27) and (7.30), we propose an iterative

KKT-driven algorithm, hereafter referred to as KKT for Continuous Rate Adaptation (KKT-

CRA) to numerically obtain the optimal solution. The algorithm is outlined in Algorithm 1.

Algorithm 1 KKT-CRA
1: Initialize ε and γi to some small number for all i
2: Sort bits in each user data buffer by their bitQoS values in a descending order
3: repeat
4: 1) Perform subcarrier assignment
5: 1.1) Compute Hi,n(γi) for all i and n according to (7.26)
6: 1.2) Update subcarrier assignment ai,n according to (7.27) with
7: i∗(n) = arg max

i
Hi,n(γi) for all n

8: 2) Perform power allocation pi,n for all i and n according to (7.23)
9: where β is determined using bisection subject to constraint (7.7)

10: 3) Perform bit assignment
11: 3.1) Compute the throughput limits ci,n according to

12: ci,n = log2

(
1 +
|αi,n|2

ζσ2
0

pi,n

)
for all i and n

13: 3.2) Assign bits of each user i in a FIFO manner to the subcarriers in Vi = {n ∈
N|ai,n = 1} , one subcarrier at a time, until all the bits of user i are assigned or the
throughput limits ci,n,∀n ∈ Vi are reached.

14: 4) Update γi with iteration step size δ
15: 4.1) Determine the bitQoS value, ψHOL(i), of the first unassigned bit in the data

buffer of each user i
16: 4.2) Update γi according to
17: γi = (1− δ)γi + δψHOL(i) for all i
18: until γi + ε > ψHOL(i) for all i

The algorithm begins with initializing γi,∀i ∈ I to a value less than ψmin, where ψmin =

minψj,zi denotes the smallest bitQoS value of all bits in the data buffers of all users. The bits

from all application flows of each user i are merged into one queue, i.e., Ji = 1, and sorted

in decreasing order based on their bitQoS values. At each iteration, using the current val-

ues of γi,∀i, power and subcarriers are allocated according to (7.23) and (7.27) respectively

and the corresponding number of bits, ci,n,∀i, n, that user i can transmit on subcarrier n is
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determined according to (4.1). The bits of each user i are assigned in a FIFO manner to the

subcarriers in Vi, one subcarrier at a time, where Vi = {n ∈ N|ai,n = 1}, until either all the

bits of user i have been assigned or the throughput limits ci,n,∀n ∈ Vi have been reached. At

the end of each iteration, the value of γi is updated according to γi = (1 − δ)γi + δψHOL(i)

with an iteration step size, δ ∈ (0, 1), where ψHOL(i) denotes the bitQoS value of the first

unassigned bit in the data buffer of user i defined as ψHOL(i) = max
bit(i,j,z)∈Sun(i)

ψj,zi , and

Sun(i) = {bit(i, j, z)|bj,zi = 0, j ∈ Ji, z ∈ {1, . . . , Bj
i }} denotes the set of bits of user

i that have not yet been assigned based on the current bit assignment. The term bit(i, j, z))

refers to bit z of user i, flow j. The iteration repeats until γi+ε > ψHOL(i),∀i, where ε ∈ R+

is the termination tolerance. This relationship between γi and ψj,zi is illustrated in Fig. 7.1.

Note that in the process of updating γi and the associated subcarrier power allocation pi,n, ci,n

may take on a non-integer value, hence yielding a continuous rate adaptation solution. Since

the KKT-CRA algorithm works by iteratively increasing the values of γi,∀i monotonically

towards ψHOL(i), it will always converge and the solution will satisfy the KKT conditions

with appropriate values of δ and ε. In addition, the choice of values for δ and ε will also

determine the number of iterations for KKT-CRA to converge and the closeness of the ob-

tained solution to the optimal solution. They can be varied to achieve a tradeoff between the

closeness to optimality and computation time.

7.4 Subcarrier, Power and Bit Allocation with Discrete
Rate Adaptation

In the previous section, we adopted the integer constraint relaxation technique and proposed

an optimal joint subcarrier, power and bit allocation algorithm for the bitQoS-aware RA

framework with continuous rate adaptation. This relaxation on ai,n and bj,zi allows time-

sharing of a subcarrier as well as permits subcarriers to transmit a non-integer number of bits.

Simply quantizing the solution from the continuous rate case does not necessarily yield the

optimal solution to the discrete rate case. As a result, the optimal solution obtained by KKT-

CRA may not provide a feasible solution for OP7.1, but gives an upperbound to the maximum

120



achievable bitQoS-weighted throughput for OP7.1. In this section, we leverage on the KKT

conditions and KKT-CRA presented in Section 7.3 and propose a bit-loading-based, iterative

joint subcarrier, power and bit allocation algorithm, hereafter referred to as KKT with Dis-

crete Rate Adaptation (KKT-DRA) to numerically obtain a solution to OP7.1, with discrete

ai,n ∈ {0, 1} and bj,zi ∈ {0, 1} solutions. This algorithm is outlined in Algorithm 2.

As we have shown in Section 7.3.2, time-sharing of a subcarrier, i.e., ai,n ∈ (0, 1), is

unlikely; hence by applying the same argument in KKT-DRA, we obtain a∗i,n ∈ {0, 1}. The

key difference to obtain discrete bj,zi solutions in KKT-DRA is that the power allocation and

bit assignment are done iteratively, one bit at a time, by bit-loading a bit to the subcarrier

that maximizes the gain in bitQoS value while requiring the least amount of power instead

of using the water-filling algorithm as in KKT-CRA. Specifically, the algorithm begins by

initializing the power allocation to each subcarrier to zero, i.e., pi,n = 0, ∀i, n. At each

bit-loading iteration, the incremental power, ∆p(n), required to transmit an additional bit

from user i (for which ai,n = 1) on subcarrier n and the increase in bitQoS value, ∆ψ(n),

for transmitting that bit are calculated for all subcarriers n. The subcarrier that achieves the

highest bitQoS value increase per unit power is selected, i.e., n∗ = arg max
n∈N

∆ψ(n)

∆p(n)
, and the

corresponding bit assignment is performed. This iterative bit-loading algorithm repeats until

the total transmit power, Ptotal, is reached or all the bits in the data buffers of all users have

been assigned. The differences in power allocation and bit assignment between KKT-DRA

and KKT-CRA are illustrated in Fig. 7.2. However, since the KKT conditions are sufficient

for optimality only for convex optimization problems, the discrete rate adaptation solutions

obtained using KKT-DRA may not be optimal for OP7.1. Nonetheless, we will later show

in Section 7.5.1 that the reduced-complexity KKT-DRA algorithm provides a solution that

closely approximates the optimal solution obtained using a commercial MINLP optimization

solver package.
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Algorithm 2 KKT-DRA
1: Initialize δ and γi to some small number for all i
2: Sort bits in each user data buffer by their bitQoS values in a descending order
3: repeat
4: 1) Perform subcarrier assignment
5: 1.1) Compute Hi,n(γi) for all i and n according to (7.26)
6: 1.2) Update subcarrier assignment ai,n according to (7.27) with
7: i∗(n) = arg max

i
Hi,n(γi) for all n

8: 2) Perform discrete power and bit allocation using bit-loading
9: p̂i,n = 0 for all i and n

10: b̂j,zi,n = 0 for all i, j, z and n
11: r(n) = 0 for all n; C(i) = 0 for all i
12: pused = 0; pinc = 0
13: while pused + pinc ≤ Ptotal do
14: pused = pused + pinc
15: for n = 1 : N do
16: i∗(n) = arg max

i∈I
âi,n

17: ∆p(n) =
2r(n)+1 − 2r(n)

SNR(i∗(n), n)

18: ∆ψ(n) = ψ
1,C(i∗(n))+1
i

19: end for
20: n∗ = arg max

n∈N

∆ψ(n)

∆p(n)
21: pinc = ∆p(n∗)
22: if pused + pinc ≤ Ptotal then
23: r(n∗) = r(n∗) + 1
24: C(i∗(n∗)) = C(i∗(n∗)) + 1
25: p̂i∗(n∗),n∗ = p̂i∗(n∗),n∗ + pinc

26: b̂
j,C(i∗(n∗))
i∗(n∗),n∗ = 1

27: end if
28: end while
29: 3) Determine β based on

∑
i

∑
n

ai,n

(
γi

β ln 2
− ζσ2

0

α2
i,n

)+

≤ Ptotal (7.31)

using bisection
30: 4) Update γi with iteration step size δ
31: 4.1) Determine the bitQoS value, ψHOL(i), of the first unassigned bit in the data

buffer of each user i
32: 4.2) Update γi according to
33: γi = (1− δ)γi + δψHOL(i) for all i
34: until γi + ε > ψHOL(i) for all i
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Figure 7.2: Differences in Power Allocation and Bit Assignment between KKT-CRA
and KKT-DRA

7.5 Simulation Results

In this section, we present simulation results to illustrate the performance of the proposed

algorithms for the bitQoS-aware RA framework: KKT-CRA, for the continuous rate adap-

tation problem OP7.2 and KKT-DRA, for the discrete rate adaptation problem OP7.1. The

simulation was performed using Matlab and the system model described in Section 4.2. In

the simulation, it is assumed that each user has one flow with full buffer. As the focus of this

chapter is to develop efficient and practical algorithms to obtain near-optimal solutions, the

generation of realistic bitQoS values as in Chapter 5 is deemed to be unnecessary. Instead,

the bitQoS values of the bits in each data buffer are randomly generated from a continuous

uniform distribution where the range is varied to represent bitQoS values of different traffic

class types [85]. To study the effect of the variability of bitQoS values on the algorithms, we

consider two different bitQoS generation schemes: Same Maximum BitQoS (SMB), in which

the bitQoS values of all application flows, ψj,zi ∼ U(0, 50), ∀i, j, z, are generated in the range

between 0 and 50 and Varying Maximum BitQoS (VMB), in which the bitQoS values of user

i, flow j, ψj,zi ∼ U(0,Ψj
i ), ∀i, j, z, are generated in the range between 0 and Ψj

i , where

Ψj
i ∼ U(0, 50) is the maximum bitQoS value for user i, flow j. The SMB scheme repre-

sents a traffic mix with mild variation between applications and the VMB scheme represents
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a traffic mix with diverse servicing priorities between applications.

To provide a comparative performance assessment of the proposed algorithms, we com-

pare the solutions from KKT-CRA and KKT-DRA with the optimal results obtained using a

commercial MINLP optimization solver package. We present simulation results to illustrate

various aspects of the KKT-CRA and KKT-DRA algorithms in terms of A) optimality and

computation time, B) sensitivity of KKT-CRA and KKT-DRA to the iteration step size, δ,

and termination tolerance, ε, and C) performance comparison of KKT-CRA and KKT-DRA

to the classical greedy multi-user water-filling algorithm. The simulation results were ob-

tained by averaging over 10,000 independent trials, each representing a scheduling decision

with a different realization of ψj,zi ,∀i, j, z and αi,n,∀i, n. Due to the long computation times

required, the optimal results in Sections 7.5.1 and 7.5.2 were obtained over 20 independent

trials using the commercial MINLP optimization solver package.

7.5.1 Optimality and Computation Time

We demonstrate the optimality of the KKT-CRA and KKT-DRA by comparing them with the

optimal continuous rate adaptation (OPT-CRA) and optimal discrete rate adaptation (OPT-

DRA) solutions obtained by a commercial MINLP optimization solver package, which uses

the branch-and-bound approach [86]. Due to the NP-hard nature of OP7.1, where branch-

and-bound has a worst case complexity of O(2RIN), we simulate the system with I =

{2, 3, 4, 5, 6}, N = 6, δ = 0.3, ε = 10−4 and SNR ,
pi,n|αi,n|2

ζσ2
0

= 15 dB for the re-

sults in this subsection so that the OPT-CRA and OPT-DRA solutions can be obtained within

a reasonable amount of time.

We show in Fig. 7.3 the average objective value obtained by OPT-CRA, KKT-CRA, OPT-

DRA and KKT-DRA over an identical set of 20 independent trials for I = {2, 3, 4, 5, 6}

using the SMB bitQoS generation scheme. As stated in Section 7.3, since OP7.2 is a convex

optimization problem, satisfaction of the KKT conditions (7.12)-(7.21) is sufficient for the

continuous rate adaptation solution to be optimal. This is shown in Fig. 7.3 where the average

objective value obtained by KKT-CRA is identical to the optimal solution obtained by OPT-
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Figure 7.3: Average Objective Value as a Function of I (N = 6, δ = 0.3, ε = 10−4 and
SNR = 15 dB)

CRA and provides an upperbound to the maximum achievable bitQoS-weighted throughput

for OP7.1. In the case of discrete rate adaptation, the average objective value obtained by

KKT-DRA is slightly lower than OPT-CRA/KKT-CRA (objective value upperbound). While

the optimality of KKT-DRA cannot be proved, Fig. 7.3 shows that the KKT-DRA solution

is almost identical to the optimal solution obtained by OPT-DRA. It is important to note that

both the KKT-CRA and KKT-DRA solutions are obtained with reduced complexity (shown in

Section 7.3.4 and Section 7.4, respectively) as compared to the optimal solutions, OPT-CRA

and OPT-DRA. This is reflected in Fig. 7.4, where the computation times of both KKT-CRA

and KKT-DRA are orders of magnitude lower than those of OPT-CRA and OPT-DRA.

7.5.2 Sensitivity to Iteration Step Size and Termination Tolerance

We next study the sensitivities of the objective values and computation times of KKT-CRA/DRA

to the iteration step size, δ, and the termination tolerance, ε. We consider a system with

I = 3, N = 6 and SNR = 15 dB using both the SMB and VMB bitQoS generation
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Figure 7.4: Average Computation Time as a Function of I (N = 6, δ = 0.3, ε = 10−4

and SNR = 15 dB)

schemes. The average objective value deviations of the KKT-CRA/DRA solutions from the

OPT-CRA/DRA solutions and the average computation times of KKT-CRA/DRA as func-

tions of δ ∈ [0, 1] and of ε ∈ [0, 50] are shown in Figs. 7.5 and 7.6, respectively. The objective

value deviation is defined as (δ
OPT−CRA/DRA
obj − δKKT−CRA/DRAobj )/δ

OPT−CRA/DRA
obj × 100%,

where δOPT−CRA/DRAobj and δ
KKT−CRA/DRA
obj denote the objective values obtained by OPT-

CRA/DRA and KKT-CRA/DRA, respectively.

We see from Fig. 7.5 that the objective value deviations of KKT-CRA/DRA from OPT-

CRA/DRA respectively are minimal for δ ∈ [0, 0.95] for both the SMB and VMB bitQoS gen-

eration schemes. KKT-CRA/DRA have average deviations of 1.3× 10−3% and 3.9× 10−2%

from OPT-CRA/DRA respectively using the SMB bitQoS generation scheme, and average

deviations of 0.48% and 1.42% respectively using the VMB bitQoS generation scheme. In

general, using a high value of δ results in a faster termination (fewer iterations) of the KKT-

CRA/DRA algorithms. Since the power allocation (7.23), subcarrier assignment (7.26) and

bit assignment (7.30) are all dependent on γi, and the bit assignment is also dependent on ψj,zi

of the assigned and unassigned bits in (7.30), increasing γi too rapidly with a high value of δ

may cause the algorithm to approach the thresholds in (7.30) too rapidly and lead to subcar-
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rier/bit assignments and power allocations which are quite far from optimal. As the bitQoS

values of the bits that are selected for transmission between application flows are more diverse

for the VMB bitQoS generation scheme, terminating KKT-CRA/DRA prematurely (possibly

in the first iteration) will result in a solution with a high objective value deviation. This is

especially noticeable for δ values close to 1 as shown in Fig. 7.5 since γi is updated to a value

that is close to ψHOL(i) very quickly. On the other hand, we can see that the effect of a high δ

value is less pronounced with the SMB bitQoS generation scheme since the bitQoS values of

the bits selected for transmission among application flows are less diverse. Hence, even if γi

is set to ψHOL(i) in the first iteration of the algorithms, the associated water-level, γi/(β ln 2),

will be similar among users, resulting in a classical water-filling solution.

In terms of computation time, Fig. 7.5 shows that, regardless of the bitQoS generation

scheme, the computation time decreases as δ increases for both KKT-CRA/DRA. This is due

to the fact that the number of iterations, D, performed in the main loop of KKT-CRA/DRA is

inversely related to δ. It can be seen that KKT-DRA has a higher computation time than KKT-

CRA for both SMB and VMB, as within each main loop, the power allocation in KKT-DRA

is performed iteratively on a bit-by-bit basis whereas in KKT-CRA, the power allocation is

obtained by (7.18) using the bisection algorithm. From Fig. 7.5, it is recommended that δ be

set to a value of around 0.3 in this simulation setup, which is a compromise between a desired

small δ value to achieve a low objective value deviation and the computation time required

for both the SMB and VMB bitQoS generation schemes.

It can be seen from Fig. 7.6 that the objective value deviations of KKT-CRA/DRA from

OPT-CRA/DRA respectively are larger as the termination tolerance ε varies between 0 and

50 compared to as the iteration step size δ varies between 0 and 1 for both the SMB and VMB

bitQoS generation schemes. KKT-CRA/DRA have average deviations of 0.18% and 0.23%

from OPT-CRA/DRA respectively using the SMB bitQoS generation scheme and average

deviations of 7.68% and 6.23% respectively using the VMB bitQoS generation scheme. KKT-

CRA/DRA is more sensitive to ε since ε determines how close γi approaches ψHOL(i) when

the algorithm terminates. A high value of ε can cause the algorithm to terminate prematurely
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with a γi value that is less than the intended value of ψHOL(i) in the terminating conditions

of KKT-CRA and KKT-DRA (γi + ε > ψHOL(i)), and lead to allocations and assignments

that are quite far from optimal. The objective value deviation becomes pronounced when the

value of ε is ≥ min
i
ψHOL(i) as shown in Fig. 7.6 (ε > 35 for SMB and ε > 5 for VMB). In

particular, since the bitQoS values of the bits selected for transmission are more diverse when

the VMB bitQoS generation scheme is used, the objective value deviation spans a larger range

of ε ∈ [5, 50] as compared to ε ∈ [35, 50] when using the SMB bitQoS generation scheme.

In terms of computation time, we see from Fig. 7.6 that, regardless of bitQoS generation

scheme, the computation time of both KKT-CRA and KKT-DRA decreases as ε increases

since a large value of ε will terminate the algorithm more quickly. Hence, as with δ, a small

value of ε is preferred while at the same time maintaining computational efficiency. It can

also be seen that KKT-DRA has a higher computation time than KKT-CRA for both SMB

and VMB since the power allocation in KKT-DRA is performed iteratively on a bit-by-bit

basis whereas in KKT-CRA, the power allocation is obtained by (7.18) using the bisection

algorithm. It is recommended that ε be set to a value that is smaller than the difference

between the bitQoS values of any two consecutive different bitQoS-valued bits.

By selecting the values of δ and ε appropriately, the KKT-CRA/DRA algorithms can

be tuned to meet the computation time requirement with a pre-determined objective value

deviation bound.

7.5.3 Performance Comparison of KKT-CRA and KKT-DRA to the
Greedy Multi-user Water-filling Algorithm

In this section, we compare the performance of the bitQoS-aware resource allocation using

the proposed KKT-CRA and KKT-DRA algorithms to the classical greedy multi-user water-

filling algorithm [30], hereafter referred to as WF-CRA for continuous rate adaptation and

WF-DRA for discrete rate adaptation. WF-CRA/DRA assign each subcarrier to the user that

has the best channel gain for that subcarrier, and the transmit power is distributed over the sub-

carriers using the water-filling algorithm [84]. The purpose of comparing KKT-CRA/DRA
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to WF-CRA/DRA is to study the effect of KKT-CRA/DRA where the subcarrier assignments

and power allocations are dependent on both the channel gains and the bitQoS values of the

bits in the user data buffers as opposed to just the channel gains in the well-studied WF-

CRA/DRA which do not take QoS requirements into account but attempt to maximize the

overall throughput of the system. We simulate the system with a number of subcarriers,

N = {6, 12, 25, 50, 75, 100}, to represent the number of resource blocks (RBs) of the differ-

ent practical LTE transmission bandwidth configurations [87, 88]. The corresponding number

of users in the system are I = {2, 4, 9, 17, 25, 34} respectively using both the SMB and VMB

bitQoS generation schemes.

We see from Fig. 7.7a that the average throughput and average objective values for WF-

CRA/DRA and KKT-CRA/DRA are essentially identical for the SMB bitQoS generation

scheme. This is due to the fact that the bitQoS values of the bits selected for transmission do

not vary widely. As such, the bitQoS values can essentially be neglected and OP4.2 becomes

a throughput maximization problem subject to a total power constraint where the optimal

channel assignment (7.26) is solely determined by αi,n. On the other hand, for the VMB

bitQoS generation scheme, we see from Fig. 7.7b, that while WF-CRA/DRA have higher

average throughputs than KKT-CRA/DRA, KKT-CRA/DRA have higher average objective

values as they attempt to maximize the bitQoS-weighted throughput. This is due to the fact

that the bitQoS values of the bits selected for transmission are more diverse and hence, the

optimal channel assignment (7.26) for KKT-CRA/DRA depends on both αi,n and ψj,zi instead

of just αi,n for WF-CRA/DRA. In terms of computation time, we see from Fig. 7.8 that while

KKT-CRA/DRA incurs a computation time increase over WF-CRA/DRA for both the SMB

and VMB bitQoS generation schemes, the increase is small for KKT-DRA.
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Figure 7.7: Comparison of Average Objective Value and Average Throughput between
KKT-CRA/DRA and WF-CRA/DRA for (a) SMB and (b) VMB
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Figure 7.8: Comparison of Average Computation Time between KKT-CRA/DRA and
WF-CRA/DRA

7.6 Conclusion

Optimality conditions and efficient algorithms for the proposed bitQoS-aware RA framework

were presented in this chapter for deployment consideration in practical OFDMA systems.

The MINLP bitQoS-aware RA problem (NP-hard) was transformed into a convex optimiza-

tion problem for continuous rate adaptation through a variable transformation and the re-

laxation of integer constraints for both the subcarrier and bit assignment variables. Using

the KKT conditions, we established necessary and sufficient optimality conditions for the

continuous rate adaptation problem and showed that the optimal subcarrier assignments and

power allocations are dependent on both the channel gains and the bitQoS values of the bits

in the user data buffers. In addition, the optimal power allocation can be interpreted as a

bitQoS-based multi-level water-filling solution. Efficient KKT-based algorithms, KKT-CRA

and KKT-DRA, were developed to obtain the optimal and near-optimal solutions to the joint

subcarrier, power and bit allocation problem with continuous and discrete rate adaptation,

respectively. The solutions obtained using the lower complexity KKT-CRA and KKT-DRA
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algorithms were compared with the optimal solutions, OPT-CRA and OPT-DRA, obtained

using a commercial MINLP optimization solver package. The simulation results show that

KKT-CRA yield identical solutions to OPT-CRA. While the optimality of the KKT-DRA so-

lutions cannot be proved, the KKT-DRA solutions are shown to be almost identical to those

of OPT-DRA. By appropriately selecting the parameters, δ and ε, the KKT-CRA and KKT-

DRA algorithms can be tuned to tradeoff the computation time against the closeness of the

solution to the optimal value.
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Chapter 8

Computational Complexity and

Practicality of BitQoS-aware Resource

Allocation Framework 7

8.1 Introduction

In this chapter, we assess the computational complexity of the scheduling policies proposed

for the bitQoS-aware RA framework and evaluate their practicality for real-time resource

allocation in LTE [27], an OFDM-based air interface.

8.2 Computational Complexity

To assess the computational complexity of the considered scheduling policies, we determine

the number of operations performed at each scheduling decision time. The number of oper-

ations is determined by listing the pseudocode for each scheduling policy and counting the

number of addition, assignment, comparison and multiplication operations associated with

each line of code. To simplify the analysis, the exponential, ceiling and absolute value func-
7The material in this chapter is based on: C. E. Huang and C. Leung, “BitQoS-aware resource allocation

for multi-user mixed-traffic OFDM systems,” IEEE Trans. Veh. Technol., vol. 61, no. 5, pp. 2067-2082, Jun.
2012. c© 2012 IEEE.
http://dx.doi.org/10.1109/TVT.2012.2189030
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tions are treated as a multiplication operation. For each of the considered scheduling policies,

the pseudocode and the associated number of operations performed per line of pseudocode

are given in Appendix D and the number of operations performed by each scheduling policy

is summarized in Table 8.1.

The term, R, is the total number of allocated bits and B = max
i∈I

∑
j∈Ji

Bj
i . The term, L,

is associated with the number of iterations performed by the bisection algorithm, which can

be approximated by L ≈ log2(
Ptotal
ϕ

) [89], where ϕ is the tolerance value on how close the

bisection algorithm comes to the solution. The term, κ, is associated with the number of it-

erative subcarrier assignment, power allocation and update of the marginal utility performed

by the MDU scheduling policy. The term, D, denotes the number of iterative updates of the

Lagrange multiplier, γi, performed in the main loop of the KKT-CRA and KKT-DRA algo-

rithms and it can be approximated by D ≈ log 1
1−δ

ψmax
ε

, where ψmax = max
i,j,z

ψj,zi denotes

the largest bitQoS value of all bits in the data buffers of all users. The term, Q, denotes the

number of iterations required by the bisection algorithm in KKT-CRA and KKT-DRA to de-

termine the Lagrange multiplier, β, and it can be approximated by Q ≈ log2

y − x
ϕ

, where

x =
ψmin

ln 2(Ptotal +
ζσ2

0

mini,n |αi,n|2 )
and y =

ψmax maxi,n |αi,n|2

ln 2ζσ2
0

are the minimum and maxi-

mum values of β respectively, which are obtained by solving for β within the total transmit

power constraint (0 ≤ γi
β ln 2

− ζσ2
0

|αi,n|2
≤ Ptotal). Due to the increased scheduling gran-

ularity, we note that the proposed bitQoS-aware scheduling policies, with the exception of

KKT-CRA and KKT-DRA, generally have a higher computational complexity compared to

both WF and MDU. Nonetheless, all of the proposed bitQoS-aware scheduling policies have

polynomial-time complexities as compared to a worst case complexity of O(2RIN) for the

optimal solution to the discrete rate adaptation problem.

8.3 Practicality of BitQoS-aware Scheduling Policies

To evaluate the practicality of the proposed bitQoS-aware scheduling policies for real-time

resource allocation, we consider the transmission bandwidth configurations [87, 88] of the
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Table 8.1: Number of Operations Performed by Each Scheduling Policy - Part I

Scheduling Addition Assignment Comparison Multiplication Big O

Policy Operations Operations Operations Operations Notation

WF 2NI + 4N 4NI + 4N 3NI + 3N 2NI + 8N O(NI +R+ LN)

+L(2N + 2) +I +R+ 4 +L(N + 2) +L(N + 3)

+3 +L(N + 4)

MDU 2NI + 2I + κ(NI 4NI + 2N + 5I +R 2NI + 3I + κ(NI 7NI +N + 5I O(κNI +R

+6N + 4I + 2) +κ(NI + 4N + 3I +4N + 2I + 1) +κ(4NI + 7N + 5I) +κLN)

+κL(2N + 2) +4) + κL(N + 4) +κL(N + 2) +κL(2N + 3)

WFH-FM I3N2B + 2I2N2B+ I3N2B + 5I3N2 + 2I3N I3N2 + 3I3N + 5I2N2 3I3N2 + I3NB O(I3N2B + Jsys

INB + 2I3N2 + 4I2N2 +3I2N2 + I2NR+ I2NB +4I2N + 6I2 + 4INB +2I2N2 + 8I2N +IB logB + IR

+8I2N + 2I2 + 7IN +15I2N + 6I2 + 11IN+ +IB logB + 7IN + 4I +7I2 + 6IB + 5IN +2LI2N2)

+2IB + Jsys + 5I + 4N IB logB + 2IB + 16I + IR +3N + L(I2N2 +5I + 7N + L(I2N2

+3 + L(2I2N2 + 2I2N +4N +R+ 9 + L(I2N2 +2I2N + IN + 2I +3I2N + IN + 3I

+2IN + 2N + 2I + 2) +4I2N + IN + 4I +N + 4) +N + 2) +N + 3)

WFH-NFM J3
sysN

2B + 2J2
sysN

2B J3
sysN

2B + 5J3
sysN

2 J3
sysN

2 + 3J3
sysN 3J3

sysN
2 + J3

sysNB O(J3
sysN

2B

+JsysNB + 2J3
sysN

2 +2J3
sysN + 3J2

sysN
2 +5J2

sysN
2 + 4J2

sysN +2J2
sysN

2 + 8J2
sysN +JsysR+ IB

+4J2
sysN

2 + 8J2
sysN +J2

sysNR+ J2
sysNB +6J2

sys + 4JsysNB +7J2
sys + 5IB + JsysB 2LJ2

sysN
2)

+2J2
sys + 7JsysN + 2IB +15J2

sysN + 6J2
sys + 12JsysN +7JsysN + 4Jsys + 3N +5JsysN + 5Jsys + 7N

+5Jsys + 4N + 3 +2IB + 15Jsys + JsysR+ 4N +L(J2
sysN

2 + 2J2
sysN +L(J2

sysN
2 + 3J2

sysN

+L(2J2
sysN

2 + 2J2
sysN +R+ 9 + L(J2

sysN
2 +JsysN + 2Jsys +N +JsysN + 3Jsys +N

+2JsysN + 2N + 2Jsys +4J2
sysN + JsysN + 4Jsys +2) +3)

+2) +N + 4)
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Table 8.2: Number of Operations Performed by Each Scheduling Policy - Part II

Scheduling Addition Assignment Comparison Multiplication Big O

Policy Operations Operations Operations Operations Notation

BABL-FM 2IB + 2RBN2 2IB + 4NI +RBN2 IB logB + 3RBN2 4IB + 3RBN2 O(IB logB

+RBN + 2RN +2RBN +RN −3RBN + 3RN −3RBN + 5NI +RBN2 +RI

+4R +9R+N + I + 1 +RI +R +RN +NI)

BABL-NFM 2IB + 2RBN2 2IB + 4NJsys +RBN2 3RBN2 4IB + 3RBN2 O(IB

+RBN + 2RN +2RBN +RN −3RBN + 3RN −3RBN + 5NJsys +RBN2 +RJsys

+4R +9R+N + I + 1 +RJsys +R +RN +NJsys)

KKT-CRA 2IB + Jsys 2IB +NI + 3I + 1 IB logB +D[5NI 5IB + 5NI+ O(IB logB

+D[5IN + 6I +D[IB + 5NI + 4I +5I + 2N +Q(N + 2)] D[18NI + 5I + 8N +Jsys +D(NI

+4N +Q(N + 2)] +3N + 5 +Q(N + 4)] +Q(4N + 3)] +IB +QN))

KKT-DRA 2IB + Jsys 2IB +NI + 3I + 1 IB logB +D[4NI 5IB + 5NI+ O(IB logB

+D[2NI + 6I + 4N +D[IBN + 3NI + 4I +5I + 2N +R(2N + 1) D[11NI + 2I + 8N +Jsys +D(IBN

+2 +R(3N + 5) +4N + 7 +R(2N + 7) +Q(N + 2)] +R(4N) +Q(4N + 3)] +RN +QN))

+Q(2N + 2)] +Q(N + 4)]
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Table 8.3: Computation Time Calculation Parameter Values for LTE

Parameter Value Parameter Value

Subcarrier bandwidth 15 kHz B 44 bits

Number of subcarriers in a SB 12 ϕ 0.001

SB bandwidth 180 kHz L 9.97

SB time duration 1 ms κ R

OFDM symbols per SB with extended cyclic prefix 12 δ 0.3

Symbol duration 1/12 ms ε 3.0

Modulation 16 QAM ψmax 50.0

Jsys 2I

LTE air interface. In the forward link of LTE systems, subcarriers are grouped into resource

blocks (RBs) of 12 adjacent subcarriers, each with a subcarrier bandwidth of 15 kHz. Each

RB has a time slot duration of 0.5 ms, which corresponds to 6 or 7 OFDM symbols depending

on whether an extended or normal cyclic prefix is used. The smallest resource unit which a

scheduler can assign to a user in LTE is a Scheduling Block (SB) [27, 90], which consists of

two consecutive RBs, resulting in a subframe time duration of 1 ms with a frequency block

of 180 kHz. The LTE specifications define transmission bandwidth configurations ranging

from 1.4 MHz to 20 MHz and the number of SBs and subcarriers depends on the overall

transmission bandwidth of the system.

In our calculation of the computation times of the considered scheduling policies for

LTE, a system with a loading of ρ = 0.95 is used, where ρ = I(λBE + λEF )/µ. Each

user is assumed to have 1 BE and 1 EF flow and the term, µ, denotes the service rate of

the system. The number of instructions performed by each of the considered scheduling

policies at each scheduling decision time is determined by summing the number of addition,

assignment, comparison and multiplication operations listed in Table 8.1. We assume that the

basic operations used (addition, assignment, comparison and multiplication) are effectively

executed as a single instruction in a modern pipelined microprocessor architecture. The times
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Table 8.4: LTE Transmission Bandwidth Configurations

LTE Transmission Bandwidth Configuration Parameter Values

LTE Transmission Bandwidth A B C D E F

Configuration

Bandwidth (MHz) 1.4 3.0 5.0 10.0 15.0 20.0

Number of subcarriers 72 144 300 600 900 1200

N (Number of SBs) 6 12 25 50 75 100

R (Number of bits per 3456 6912 14400 28800 43200 57600

scheduling decision time)

µ (System service 3.456 6.912 14.4 28.8 43.2 57.6

rate) (Mbps)

I (Number of users 75 150 313 626 939 1252

for ρ = 0.95 )
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Table 8.5: Computation Times of the Considered Scheduling Policies

Number of Instructions Per Scheduling Decision Time

LTE Transmission Bandwidth A B C D E F

Configuration

WF 9.02× 103 2.78× 104 1.03× 105 3.77× 105 8.24× 105 1.44× 106

MDU 1.66× 107 1.09× 108 8.83× 108 6.68× 109 2.21× 1010 5.20× 1010

WFH-FM 1.76× 109 5.21× 1010 1.96× 1012 6.16× 1013 4.65× 1014 1.95× 1015

WFH-NFM 1.36× 1010 4.10× 1011 1.56× 1013 4.91× 1014 3.71× 1015 1.56× 1016

BABL-FM 4.67× 107 3.82× 108 3.50× 109 2.82× 1010 9.52× 1010 2.26× 1011

BABL-NFM 4.70× 107 3.83× 108 3.50× 109 2.82× 1010 9.53× 1010 2.26× 1011

KKT-CRA 2.31× 105 6.97× 105 2.53× 106 9.23× 106 2.01× 107 3.51× 107

KKT-DRA 2.47× 106 8.99× 106 3.70× 107 1.44× 108 3.22× 108 5.71× 108

Computation Times (ms) (Intel 990x)

WF 5.67× 10−5 1.75× 10−4 6.46× 10−4 2.37× 10−3 5.18× 10−3 9.08× 10−3

MDU 1.05× 10−1 6.88× 10−1 5.55× 100 4.20× 101 1.39× 102 3.27× 102

WFH-FM 1.11× 101 3.28× 102 1.23× 104 3.87× 105 2.92× 106 1.23× 107

WFH-NFM 8.57× 101 2.58× 103 9.79× 104 3.09× 106 2.33× 107 9.80× 107

BABL-FM 2.94× 10−1 2.41× 100 2.20× 101 1.77× 102 5.99× 102 1.42× 103

BABL-NFM 2.95× 10−1 2.41× 100 2.20× 101 1.77× 102 5.99× 102 1.42× 103

KKT-CRA 1.45× 10−3 4.39× 10−3 1.59× 10−2 5.80× 10−2 1.26× 10−1 2.21× 10−1

KKT-DRA 1.55× 10−2 5.56× 10−2 2.33× 10−1 9.90× 10−1 2.03× 100 3.59× 100
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that the considered scheduling policies require to make a scheduling decision is determined

assuming the use of an Intel Core i7 Extreme Edition 990x microprocessor [91], which is

rated to perform 159,000 Million Instructions Per Second (MIPS) at 3.46 GHz. The parameter

values used for the calculation of the computation times are presented in Table 8.3, where the

term, B, is approximated by TSB(λBE +λEF ), and TSB is the time duration of a SB. The LTE

transmission bandwidth configuration parameter values, the number of instructions executed

by each scheduling policy and the computation times required for making each scheduling

decision are presented in Tables 8.4 and 8.5. Note that for LTE, the term, N , can be viewed

as the number of SBs rather than the number of subcarriers in the system.

As can be seen from the computation time results in Table 8.5, the Intel 990x is cur-

rently already capable of executing: KKT-CRA within a 1 ms SB for all LTE transmission

bandwidth configurations; KKT-DRA up to LTE transmission bandwidth configuration D;

BABL-FM/NFM for LTE transmission bandwidth configuration A; and WFH-FM/NFM for

LTE transmission bandwidth configuration A when the system loading is reduced to ρ = 0.45.

KKT-DRA incurs a higher computational complexity compared to KKT-CRA as at each it-

eration of the main loop where γi is updated, KKT-DRA has to perform RN bit-loading

assignments instead of just N water-filling operations as in the case of KKT-CRA. While the

proposed bitQoS-aware scheduling policies are, in general, more computationally complex

than the other considered scheduling policies (especially WF), the performance gains of the

bitQoS-aware scheduling policies in user throughput and user packet drop probability (shown

in Chapter 5) as well as in effective throughput gains (shown in Table 6.1) over scheduling

policies, such as WF, that do not take QoS provisions into account and scheduling policies,

such as MDU, that only consider flow-level QoS requirements demonstrate that the increased

scheduling granularity and flexibility of the proposed bitQoS RA framework may be attrac-

tive in many situations. Given the computation times of KKT-CRA and KKT-DRA shown in

Table 8.5, which can at least support up to LTE transmission bandwidth configuration D, we

expect that with the additional technological advancements outlined below, the bitQoS-aware

RA framework is practical and can be adopted in even higher LTE transmission bandwidth
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configurations.

1) Faster/dedicated processors: Forward-looking statements indicate that the upcoming Intel

Core i7 Extreme Edition 3960x microprocessor utilizing the Sandy Bridge architecture

will yield a 47% performance increase [92] over the Intel 990x and microprocessors uti-

lizing the Ivy Bridge architecture (to be released in 2012) [93] will yield another 20%

performance increase over the Intel 3960x. In addition, for timing critical components

such as resource allocation at the BS, we would expect commercial grade microproces-

sors/dedicated DSPs to be used in commercial deployments.

2) Algorithm development: We expect more efficient algorithms to be developed to take ad-

vantage of the proposed bitQoS-aware RA framework for deployment. The efficiencies

can come from multiple areas such as mathematical techniques to reduce algorithm com-

plexity and/or tradeoffs made between performance and complexity.

3) Multiple parallel baseband processing modules: We note that it is not uncommon for BSs

to use multiple parallel baseband processing modules for system scalability/flexibility as

well as to handle large bandwidth systems, e.g., 4× 5 MHz for a 20 MHz system.

8.4 Conclusion

In this chapter, we assessed the computational complexity of the proposed bitQoS-aware

scheduling policies (WFH-FM/NFM, BABL-FM/NFM and KKT-CRA/DRA) by determin-

ing the number of operations performed at each scheduling decision time and evaluated the

practicality of the proposed scheduling policies for real-time resource allocation by deter-

mining the computation time required to make a scheduling decision for the LTE air inter-

face. We showed that the Intel 990x microprocessor is currently already capable of executing

KKT-CRA within a 1 ms SB for all LTE transmission bandwidth configurations, KKT-DRA

up to LTE transmission bandwidth configuration D, BABL-FM/NFM for LTE transmission

bandwidth configuration A, and WFH-FM/NFM for LTE transmission bandwidth configura-

tion A when the system loading is reduced to ρ = 0.45. In addition, we believe that with
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the rapid improvement in microprocessor performances, algorithm development and parallel

processing modules, among technological advancements, the bitQoS-aware RA framework

is practical and can be adopted in even higher LTE transmission bandwidth configurations.
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Chapter 9

Conclusion

This chapter summarizes the main contributions of this thesis and provides suggestions for

future research work.

9.1 Contributions

In this thesis, we have investigated RA and proposed scheduling policies for single-carrier and

multi-carrier communication systems that service multiple users with different applications

and different QoS requirements. The main contributions of this thesis are summarized as

follows:

In Chapter 2, the performance gains of scheduling policies that exploit MFM in multi-

application single-carrier CDMA communication systems were quantified in terms of user

throughput, user latency and user packet drop probability. The gains of MFM results from

wastage reduction in the physical layer encoder packet and multiplexing of packets with dif-

ferent latency tolerances in a scheduling period. Additional performance gains were achieved

by the ACLS-FM scheduling policy through the integration of MFM with a cross layer de-

sign (physical, MAC and application layers) and the utilization of a packet urgency function

to allow a packet from a delay-sensitive application flow to have its service priority raised

when its waiting time exceeds a predetermined threshold.

In Chapter 3, an ACLS-FUM scheduling policy that integrates both MFM and PDM while
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jointly considering physical-layer time-varying channel conditions as well as application-

layer QoS requirements in a mixed traffic environment was proposed and evaluated. Simula-

tion results showed that ACLS-FUM is able to achieve substantial performance gains in user

throughput, user latency, user jitter and user packet drop probability when compared to other

well known scheduling policies. This improvement is achieved due to the ability to PDM

the physical layer encoder packet using MUP transmission which not only improves the re-

source utilization (packing efficiency) by allowing delay-tolerant applications to fill up the

unused physical layer encoder packet with higher priority, low-rate, latency-sensitive appli-

cations, but also provides an increase in the number of available time slots to support low-rate

latency-sensitive applications, leading to increased system throughput and spectral efficiency.

In Chapters 4 and 5, a bitQoS-aware RA framework that exploits multi-application and

multi-bit diversities by adaptively matching the QoS requirements of user application bits to

the characteristics of the OFDM subcarriers was proposed for a multi-user OFDM system in a

mixed-traffic environment. The simulation results, obtained using the proposed water-filling-

based WFH scheduling policy and bit-loading-based BABL scheduling policy, showed that

with the finesse bit-level control provided by the proposed bitQoS-aware RA framework, it is

possible to achieve both an increase in throughput and a reduction in packet drop probability

at the cost of a longer (albeit within the scheduling delay threshold) scheduling delay. This

flexibility comes from the realization that in OFDM, data is loaded onto subcarriers in units

of bits and the latency QoS is satisfied as long as the bit waiting time does not exceed the

scheduling delay threshold. By applying the bitQoS function at the bit-level as proposed,

system providers can trade off the bit waiting time for a reduction in the number of dropped

packets by prioritizing which bit to transmit based on its closeness to the scheduling delay

threshold. This finer resolution of control provides an additional flexibility to push back the

scheduling of bits that are not as close to the scheduling delay threshold (i.e., by increasing

the bit waiting time) so as to allow the servicing of more “urgent” bits when necessary. As

long as this push-back does not cause the bit waiting time to exceed the scheduling delay

threshold, bits will be serviced within their scheduling delay thresholds, resulting in a simul-
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taneous increase in user throughput and a reduction in the number of user bits dropped. Both

WFH and BABL were also able to achieve the highest average system throughput across all

considered system loads when compared to scheduling policies that do not take QoS provi-

sions into account such as WF and policies that consider only flow-level QoS such as MDU.

In addition, it was found that in a multi-application system, the performance gains by allow-

ing bits from different application flows of a user to be merged into a single subcarrier for

transmission are small.

In Chapter 6, the viability of the proposed bitQoS-aware RA framework, with and with

no flow merging, was analyzed by taking the associated scheduling signaling overhead into

account. A model is formulated to analyze the associated scheduling signaling overhead and

the performance gains achievable with the bitQoS-aware RA framework are quantified. The

entropy analysis shows that scheduling policies with flow merging incur a significantly higher

scheduling signaling overhead compared to scheduling policies that do not allow flow merg-

ing. However, the scheduling signaling overhead for scheduling policies with flow merging

can be greatly reduced by grouping and sorting the bits carried on the subcarrier by their

application flows and flow indices, respectively. Simulation results further show that despite

the increase in the scheduling signaling overhead for scheduling policies with flow merging,

the proposed bitQoS-aware RA framework is able to provide a higher effective throughput

gain compared to scheduling policies that do not take QoS provisions into account such as

WF and policies that consider only flow-level QoS requirements such as MDU, when RLE

compression of the scheduling signaling information is performed.

In Chapter 7, optimality conditions and efficient algorithms for the proposed bitQoS-

aware RA framework were presented for deployment consideration in practical OFDMA

systems. The MINLP bitQoS-aware RA problem (NP-hard) was transformed into a con-

vex optimization problem for continuous rate adaptation through a variable transformation

and the relaxation of integer constraints for both the subcarrier and bit assignment variables.

Using the KKT conditions, we established necessary and sufficient optimality conditions for

the continuous rate adaptation problem and showed that the optimal subcarrier assignments
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and power allocations are dependent on both the channel gains and the bitQoS values of the

bits in the user data buffers. In addition, the optimal power allocation can be interpreted as a

bitQoS-based multi-level water-filling solution. Efficient KKT-based algorithms, KKT-CRA

and KKT-DRA, were developed to obtain the optimal and near-optimal solutions to the joint

subcarrier, power and bit allocation problem with continuous and discrete rate adaptation,

respectively. The solutions obtained using the lower complexity KKT-CRA and KKT-DRA

algorithms were compared with the optimal solutions, OPT-CRA and OPT-DRA, obtained

using a commercial MINLP optimization solver package. The simulation results show that

KKT-CRA yield identical solutions to OPT-CRA. While the optimality of the KKT-DRA so-

lutions cannot be proved, the KKT-DRA solutions are shown to be almost identical to those

of OPT-DRA. By appropriately selecting the parameters, δ and ε, the KKT-CRA and KKT-

DRA algorithms can be tuned to tradeoff the computation time against the closeness of the

solution to the optimal value.

In Chapter 8, we assessed the computational complexity of the proposed bitQoS-aware

scheduling policies (WFH-FM/NFM, BABL-FM/NFM and KKT-CRA/DRA) by determin-

ing the number of operations performed at each scheduling decision time and evaluated the

practicality of the proposed scheduling policies for real-time resource allocation by deter-

mining the computation time required to make a scheduling decision for the LTE air inter-

face. We showed that the Intel 990x microprocessor is currently already capable of executing

KKT-CRA within a 1 ms SB for all LTE transmission bandwidth configurations, KKT-DRA

up to LTE transmission bandwidth configuration D, BABL-FM/NFM for LTE transmission

bandwidth configuration A, and WFH-FM/NFM for LTE transmission bandwidth configura-

tion A when the system loading is reduced to ρ = 0.45. In addition, we believe that with

the rapid improvement in microprocessor performances, algorithm development and parallel

processing modules, among technological advancements, the bitQoS-aware RA framework

is practical and can be adopted in even higher LTE transmission bandwidth configurations.
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9.2 Future Work

In this thesis, we increase the flexibility and granularity of the RA algorithms by adopting an

adaptive cross layer approach to exploit multi-application diversity in single-carrier commu-

nication systems and additionally, multi-bit diversity in multi-carrier communication systems.

While the results show that the proposed algorithms can achieve a higher system throughput

with substantial performance gains in the considered QoS metrics, the following summarizes

some possible topics for future study.

9.2.1 Analysis and Determination of Scheduling Block Size

The bitQoS-aware RA framework in Chapter 4 is formulated as optimization problems with

no flow merging and with flow merging. However, it is shown in the results in Chapters 5

and 6 that, with or without consideration of the scheduling signaling overhead, in a multi-

application system, the performance gains achievable by allowing different application flows

of a user to be merged into a single subcarrier for transmission are quite small. This is due

to the fact that the scheduling block size considered in the simulations is on a per-resource-

element basis (1 OFDM symbol × 1 subcarrier) and the number of bits in one application

PDU is typically much greater than the number of bits that can be carried by a subcarrier.

As a result, very little flow merging actually takes place and the performance gain from flow

merging is minimal. It is expected that if we increase the scheduling block size to a per-

resource-block basis (6/7 OFDM symbols × 12 subcarriers) as in LTE [27, 94], a higher

throughput [74] and better QoS performance may be possible due to the further exploitation

of the flow merging gain and bit-level scheduling. The higher throughput achieved may

thus offset the additional scheduling signaling overhead that is incurred, especially for WFH-

FMGS, and result in a higher effective throughput gain. As the potential flow merging gain

is dependent on the scheduling block size, determining the appropriate scheduling block size

is critical. Detailed analysis needs to be performed when determining the scheduling block

size as factors such as dependencies among subcarrier channel gains (over time and across

frequency) and the increased bit waiting times need to be taken into consideration and traded
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off with the potential flow merging gain.

9.2.2 Efficient and Optimal Solution to Discrete Rate Adaptation
Problem

It is shown in Chapter 7 that KKT-DRA attains a near-optimal solution. However, optimality

of the solution to the discrete rate adaptation problem cannot be claimed. Further studies

should be undertaken to develop efficient algorithms (for practical importance) to obtain the

optimal solution (for theoretical importance) to the discrete rate adaptation problem. Given

that the number of bits to be transmitted on a subcarrier is discrete, the MINLP problem

can be transformed into a Mixed-Integer Linear Programming (MILP) problem by replacing

the non-linear log function for ci,n in OP4.2 with piece-wise linear representations [95] and

replacing constraints (4.11) and (4.12) of OP4.2 accordingly. The problem formulation can

thus be represented as follows:

max
ai,n∈{0,1}
wdi,n∈[0,1]

bj,zi,n∈{0,1}

I∑
i=1

Ji∑
j=1

Bji∑
z=1

N∑
n=1

f(θθθj,zi )bj,zi,n (9.1)

subject to
∑
i

∑
n

∑
d

wdi,np
d
i,n ≤ Ptotal (9.2)∑

j

∑
z

bj,zi,n ≤
∑
d

dwdi,n ∀i, n (9.3)∑
i

ai,n ≤ 1 ∀n (9.4)∑
n

bj,zi,n ≤ 1 ∀i, j, z (9.5)∑
d

wdi,n ≤ ai,n ∀i, n, (9.6)

where the index d, d ∈ {0, 1, 2, ..., D} denotes the number of discrete bits a user can transmit

on a subcarrier and D is the maximum number of bits that can be transmitted by a subcarrier.

The term, pdi,n, denotes the transmit power required to transmit d bits of user i on subcarrier

n and can be calculated a priori for every value of d using pdi,n = (2d − 1)ζσ2
0/α

2
i,n. The

term, wdi,n, is a optimization variable which takes on a value between 0 and 1. Techniques for
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solving MILP problems should be explored and the optimality of the MILP solution to the

MINLP problem needs to be established [96].

9.2.3 Alternative Formulations of BitQoS Function

In Chapter 7, it is shown that the solution to the bitQoS-aware RA framework is a multi-

level water-filling solution where the optimal subcarrier assignment is dependent on both the

channel gain and the bitQoS value of the user as opposed to just the channel gain in the classi-

cal water-filling solution. Since the proposed KKT-CRA and KKT-DRA scheduling policies

are able to obtain the optimal and near-optimal solutions to the continuous and discrete rate

adaptation problems, respectively, alternative formulations of the bitQoS function should be

studied to take advantage of the bitQoS-aware RA framework to potentially address other

critical issues in OFDM networks. As an example, given that the incremental power required

to transmit additional bits on an OFDM subcarrier increases as bits are loaded onto a subcar-

rier, the bitQoS function can be formulated such that it takes into account both the bit latency

and transmit power required, where the latency experienced by a bit can be traded-off for

energy savings considerations in green communication systems. Trade-offs in terms of the

system throughput and pertinent QoS metrics should be quantified along with the savings in

energy.

9.2.4 Distributed Resource Allocation Algorithms

The RA algorithms proposed in this thesis are centralized scheduling policies. However, as

the scheduling granularity increases, so does the computational complexity of the algorithms

for systems with a large number of users and subcarriers. In addition to developing efficient

and optimal algorithms as outlined in Section 9.2.2, distributed RA algorithms should also be

studied to broaden the scope of the centralized scheduling policies considered in this thesis. In

particular, computationally complex functions within the centralized RA algorithms need to

be identified and segmented for distributed computing in an effort to reduce the computation

burden on the computing server. In addition, since in a cellular system, the MS entity is most
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aware of its channel conditions and application QoS requirements, distributed RA may be

performed using a game theoretic approach [97, 98] where multiple players (MSs) seek to

maximize a utility function (e.g., bitQoS-weighted throughput) using one of several available

strategic RA actions as opposed to a centralized RA being performed solely by the BS. The

performance and trade-offs of such a distributed game theoretic RA approach can be evaluated

against the centralized scheduling approach presented in this thesis, taking into account that

the information received (e.g., CSI) may be imperfect.
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Appendix A

Inductive Proof of MUP Throughput

Gain

Consider two scheduling policies: single-user packet (SUP) and multi-user packet (MUP).

We assume all packets are of the same size and each user has one flow (i.e. Ji = 1).

The SUP scheduling policy is formulated as follows:

Step 1: Let QSUPi(k) denote the priority of user i at time k. It is determined by

QSUPi(k) = EPSizei(k), ∀i ∈ I. (A.1)

The user to be scheduled at time k is determined as

i∗(k) = arg max
i∈I

QSUPi(k). (A.2)

Step 2: Packets are selected, one at a time in an iterative fashion, from the data queue of

user i∗ and added to the physical layer encoder packet until either the physical layer encoder

packet EPSizei∗(k) is filled or that there are no more packets in the data queue.

The MUP scheduling policy is formulated similarly as the SUP scheduling policy except

that if there is any unfilled space in the physical layer encoder packet, the MUP schedul-

ing policy may use MUP transmission mode and piggyback packets from other users until
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the physical layer encoder packet is full. Thus, by construction, the MUP scheduling policy

always transmits at least as many bits as the SUP scheduling policy in each time slot. Let

4SUP (k) and4MUP (k) denote the number of bits scheduled by the SUP and MUP schedul-

ing policies respectively at time k. Hence,

4MUP (k) ≥ 4SUP (k) for k ≥ 1. (A.3)

Let CSUP (K) and CMUP (K) denote the total number of bits sent by the SUP and MUP

scheduling policies respectively from k = 1 to k = K. They can be written as

CSUP (K) = 4SUP (1) +4SUP (2) + . . .+4SUP (K) (A.4)

CMUP (K) = 4MUP (1) +4MUP (2) + . . .+4MUP (K). (A.5)

We claim that CMUP (k) ≥ CSUP (k) for k ≥ 1. This can be proven by induction as follows:

1. Base case: When K = 1, CMUP (1) = 4MUP (1) ≥ 4SUP (1) = CSUP (1).

2. Induction hypothesis: Assume that CMUP (k) ≥ CSUP (k).

3. Inductive step:

CMUP (k + 1) = CMUP (k) +4MUP (k + 1) (A.6)

≥ CSUP (k) +4MUP (k + 1) (A.7)

(by induction hypothesis)

≥ CSUP (k) +4SUP (k + 1) (A.8)

(by (A.3))

= CSUP (k + 1). (A.9)

Hence, CMUP (k) ≥ CSUP (k) for k ≥ 1. Q.E.D.
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Appendix B

Proof of Monotonicity of LHS of (4.21)

and Existence of Solution of (4.21)

From (4.21), we define

g(γ0) ,
N∑
n=1

I∑
z=1

(−1)z
(
I

z

)[
z

E{Γn}
E1

(
zγ0

E{Γn}

)
− 1

γ0

e−
zγ0

E{Γn}

]
− 1. (B.1)

The first order derivative of g(γ0) with respect to γ0 is

dg(γ0)

dγ0

=
N∑
n=1

I∑
z=1

(−1)z
(
I

z

){
d

dγ0

[
z

E{Γn}
E1

(
zγ0

E{Γn}

)]
− d

dγ0

[
1

γ0

e−
zγ0

E{Γn}

]}
. (B.2)

Using the formula [99]
d

dx
E1(x) = −E0(x), where E0(x) =

e−x

x
, we can rewrite (B.2) as

dg(γ0)

dγ0

=
N∑
n=1

I∑
z=1

(−1)z
(
I

z

)
1

γ2
0

e−
zγ0

E{Γn} =
1

γ2
0

N∑
n=1

hn(γ0), (B.3)
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where hn(γ0) ,
I∑
z=1

(
I

z

)
(−1)z(e−

γ0
E{Γn} )z. We also have

hn(γ0) =


I∑
z=0

(
I

z

)
(−1)I−z(e−

γ0
E{Γn} )z − 1, if I is even

−
I∑
z=0

(
I

z

)
(−1)I−z(e−

γ0
E{Γn} )z − 1, if I is odd.

(B.4)

Recall the binomial formula where (x+ y)n =
n∑
z=0

(
n

z

)
xn−zyz, then (B.4) becomes

hn(γ0) = (−1)I(−1 + e−
γ0

E{Γn} )I − 1. (B.5)

Thus, for all γ0 > 0 and E{Γn} > 0, we have hn(γ0) ∈ [−1, 0) and
dg(γ0)

dγ0

< 0. In addition,

given that lim
γ0→0+

g(γ0) = +∞ > 0 and limγ0→+∞g(γ0) = −1 < 0, there exists a unique

γ0 for which g(γ0) = 0. Since g(γ0) is a monotonically decreasing function of γ0, ∀I ≥ 1,

N ≥ 1, γ0 > 0 andE{Γn} > 0, the value of γ0 for which g(γ0) = 0 can be found numerically

using a bisection algorithm.
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Appendix C

Proof of Concavity of LHS of (7.8)

From (7.8), we define

g(ai,n, πi,n, b
j,z
i ) =

∑
n

log2
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1 +
|α2
i,n|πi,n
ζσ2

0ai,n

)
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∑
j

∑
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bj,zi . (C.1)

The Hessian of the function g at the point xxx = (ai,n, πi,n, b
j,z
i ) is given by

H(g)(xxx) =
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where hi,n denotes
|α2
i,n|
ζσ2

0

. The eigenvalues ofH(g)(xxx), λ1 = 0, λ2 = 0 and λ3 = −h2
i,n(a2

i,n+

π2
i,n)/(ln 2ai,n(ai,n + hi,nπi,n)2), are obtained by solving det(H(g)(xxx)− λI) = 0. Given that

hi,n ≥ 0, ai,n ≥ 0 and πi,n ≥ 0, it can be shown that H(g)(xxx) is a negative semi-definite

matrix and hence, g(xxx) is a concave function.
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Appendix D

Computation Complexity Analysis

Legend:

1. add denotes the addition operation

2. assgn denotes the assignment operation

3. comp denotes the comparison operation

4. mult denotes the multiplication operation.

D.1 WFH-FM

Algorithm 3 WFH-FM (Part I)

1: \\ 1. Compute bitQoS values
2: for i = 1 : I do . for I times
3: for j = 1 : Ji do . for Ji times
4: for z = 1 : Bj

i (k) do . for Bj
i times

5: wj,zi (k) = (k − bj,zi .arrivalT ime) ∗ Ts . 1 add, 1 assgn, 1 mult

6: ψj,zi = cj ∗ πj ∗ γ
dj∗(wj,zi (k)−ηj)
j . 1 add, 1 assgn, 4 mult

7: end for
8: end for
9: end for
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Algorithm 3 WFH-FM (Part II)

10: \\ 2. Merge and sort bits by bitQoS values
11: for i = 1 : I do . for I times
12: ψi = merge the bits from all application flows of user i and
13: sort by ψj,zi in a descending order . B logB assign, B logB comp
14: Bi = sumj∈JiB

j
i (k) . Ji add, 1 assgn

15: end for

16: \\ 3. Throughput maximization
17: \\ 3.1. Assign each subcarrier to the user with the highest channel gain
18: for n = 1 : N do . for N times
19: i∗(n) = arg max

i∈I
SNRi,n . 1 assgn, I comp

20: SNR(n) =
|αi∗(n),n|2

ζ ∗ σ2
0

. 5 mult, 1 assgn

21: for i = 1 : I do . for I times
22: if i = i∗(n) then . 1 comp
23: âi,n = 1 . 1 assgn
24: else
25: âi,n = 0 . 1 assgn
26: end if
27: end for
28: end for

29: \\ 3.2. Determine transmit power and bit assignment using the water-filling algorithm
30: (p̂i,n, ĉi,n, b̂

1,z
i,n) = Waterfilling(Ptotal, SNR(n), âi,n)

31: \\ 3.3. Perform greedy water-filling subcarrier reassignment
32: U = ∅ and C = 0 . 2 assgn
33: for i = 1 : I do . for I times
34: R(i) =

∑
n

ĉi,n . N add, 1 assgn

35: C = C + min(R(i), Bi) . 1 add, 1 assgn, 1 comp
36: if R(i) > Bi then . 1 comp
37: U = {U , i} . 1 assgn
38: end if
39: end for
40: U c = I − U and ΩU = ∅ . 2 assgn, I comp
41: for i ∈ U do . for up to I times
42: for n = 1 : N do . for N times
43: if ai,n = 1 then . 1 comp
44: ΩU = {ΩU , n} . 1 assgn
45: end if
46: end for
47: end for
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Algorithm 3 WFH-FM (Part III)
48: loop . for up to I times
49: for n ∈ ΩU do . for up to N times
50: i∗(n) = arg max

i
ai,n . 1 assgn, I comp

51: for i ∈ U c do . for up to I times

52: ∆Ci,n = min

(
R(i) + blog2(1 + p̂i∗(n),n ∗

|αi,n|2

ζσ2
0

)c, Bi

)
−min (R(i), Bi)

53: . 2 add, 1 assgn, 2 comp, 7 mult
54: end for
55: end for
56: (i

′
, n
′
) = arg max

i,n
∆Ci,n . 2 assgn, IN comp

57: ΩU = ΩU − n
′

. 1 add, 1 assgn
58: â

′

i,n′
= 0,∀i 6= i

′

59: â
′

i′ ,n′
= 1 . I assgn, I comp

60: SNR(n
′
) =
|αi′ ,n′ |2

ζ ∗ σ2
0

. 1 assgn, 5 mult

61: (p̂
′

i,n, ĉ
′

i,n, b̂
1,z
′i,n) = Waterfilling(Ptotal, SNR(n), â

′

i,n)

62: C
′
= 0 . 1 assgn

63: for i = 1 : I do . for I times
64: R(i) =

∑
n

ĉ
′

i,n . N add, 1 assgn

65: C
′
= C

′
+ min(R(i), Bi) . 1 add, 1 assgn, 1 comp

66: if R(i) ≥ Bi then . 1 comp
67: U c′ = U c′ − i . 1 add, 1 assgn
68: end if
69: end for
70: if C ′ > C then . 1 comp
71: âi,n = â

′

i,n,∀i, n . IN assgn
72: p̂i,n = p̂

′

i,n, ∀i, n . IN assgn

73: b̂j,zi,n = b̂
′j,z
i,n ,∀i, j, z, n . N

∑
i

Bi assgn

74: C = C
′

. 1 assgn
75: else
76: break
77: end if
78: end loop

79: \\ 3.4. Compute current intermediate objective value
80: δ̂obj =

∑
i

∑
i

∑
z

∑
n

ψj,zi b̂j,zi,n . N
∑
i

Bi add, 1 assgn,
∑
i

Bi mult
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Algorithm 3 WFH-FM (Part IV)

81: \\ 4. Iterative subcarrier reassignment
82: loop . for up to IN times
83: for i = 1 : I do . for I times
84: Sun(i) = {bit(i, j, z)|

∑
n

b̂j,zi,n = 0, j ∈ Ji, z ∈ {1, . . . , Bj
i }}

85: Sas(i) = {bit(i, j, z)|
∑
n

b̂j,zi,n = 1, j ∈ Ji, z ∈ {1, . . . , Bj
i }}

. 2NBi add, 2Bi comp
86: ψun(i) = max

bit(i,j,z)∈Sun(i)
ψj,zi . Bi comp

87: ψas(i) = min
bit(i,j,z)∈San(i)

ψj,zi . Bi comp

88: end for
89: loop . for up to I − 1 times
90: if max

i
ψun(i) ≤ min

i
ψas(i) then . 2I + 1 comp

91: break
92: end if
93: l∗ = arg max

i
ψun(i) . 1 assgn, I comp

94: Dl∗ = ∅ . 1 assgn
95: for n = 1 : N do . for N times
96: if a′i,n = 0 then . 1 comp
97: Dl∗ = {Dl∗,n} . 1 assgn
98: end if
99: end for
100: n∗ = arg max

n∈Dl∗
αl∗,n . 1 assgn, up to N comp

101: for i = 1 : I do . for I times
102: a

′

i,n∗ = 0 . 1 assgn
103: end for
104: a

′

l∗,n∗ = 1 . 1 assgn

105: SNR(n∗) =
|αl∗,n∗|2

ζ ∗ σ2
0

. 1 assgn, 5 mult

106: (p̂
′

i,n, b̂
1,z
′i,n) = Waterfilling(Ptotal, SNR)

107: δ̂
′

obj =
∑
i

∑
i

∑
z

∑
n

ψj,zi b̂j,z′i,n . N
∑
i

Bi add, 1 assgn,
∑
i

Bi mult

108: if δ̂′obj > δ̂obj then . 1 comp
109: âi,n = â

′

i,n,∀i, n . IN assign
110: p̂i,n = p̂

′

i,n, ∀i, n . IN assign

111: b̂j,zi,n = b̂
′j,z
i,n ,∀i, j, z, n . N

∑
i

Bi assign

112: δ̂obj > δ̂
′

obj . 1 assign
113: else
114: ψun(l∗) = 0 . 1 assign
115: end if
116: end loop
117: end loop

168



Algorithm 3 WFH-FM (Part V)

118: function WATERFILLING(Ptotal, SNR(n), ai,n)
119: x = 0 . 1 assgn

120: y = Ptotal + max
n∈N

1

SNR(n)
. 1 add, 1 assgn, N comp

121: for n = 1 : N do . for N times
122: px(n) = max(0, x− 1

SNR(n)
) . 1 add, 1 assgn, 1 comp, 1 mult

123: py(n) = max(0, y − 1

SNR(n)
) . 1 add, 1 assgn, 1 comp, 1 mult

124: end for
125: fx =

∑
n∈N

px(n)− Ptotal . N + 1 add, 1 assgn

126: fy =
∑
n∈N

py(n)− Ptotal . N + 1 add, 1 assgn

127: while |x− y| > ε do . for L times

128: λ =
x+ y

2
. 1 add, 1 assgn, 1 mult

129: for n = 1 : N do . for N times
130: pn = max(0, λ− 1

SNR(n)
) . 1 add, 1 assgn, 1 comp, 1 mult

131: end for
132: f =

∑
n∈N

pn − Ptotal . N + 1 add, 1 assgn

133: if fx ∗ f > 0 then . 1 comp, 1 mult
134: x = λ . 1 assgn
135: fx = f . 1 assgn
136: else if fy ∗ f > 0 then . 1 comp, 1 mult
137: y = λ . 1 assgn
138: fy = f . 1 assgn
139: else
140: break
141: end if
142: end while

143: for i = 1 : I do . for I times
144: HOL = 0 . 1 assgn
145: for n = 1 : N do . for N times
146: if ai,n = 1 then . 1 comp
147: ci,n = blog2(1 + SNR(n) ∗ pn)c . 1 add, 1 assgn, 3 mult
148: pi,n = pn . 1 assgn
149: b1,z

i,n = 1 for z = HOL+ 1 : HOL+ ci,n . ci,n assgn
150: HOL = HOL+ ci,n . 1 add, 1 assgn
151: end if
152: end for
153: end for
154: return pi,n, ci,n, b1,z

i,n

155: end function
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D.2 BABL-FM

Algorithm 4 BABL-FM (Part I)
1: for i = 1 : I do . for I times
2: for j = 1 : Ji do . for Ji times
3: for z = 1 : Bj

i (k) do . for Bj
i times

4: wj,zi (k) = (k − bj,zi .arrivalT ime) ∗ Ts
5: . 1 add, 1 mult, 1 assgn

6: ψj,zi = cj ∗ πj ∗ ξ
dj∗(wj,zi (k)−ηj)
j

7: . 1 add, 3 mult, 1 assgn
8: end for
9: end for

10: end for
11: for i = 1 : I do . for I times
12: ψi = merge the bits from all application flows of user i and sort by ψj,zi in a descending

order
13: . B logB comp
14: end for
15: for i = 1 : I do . for I times
16: for n = 1 : N do . for N times

17: SNRi,n =
|αi,n|2

ζ ∗ σ2
0

. 5 mult, 1 assgn

18: ĉi,n = 0 . 1 assgn
19: âi,n = 0 . 1 assgn
20: p̂i,n = 0 . 1 assgn
21: end for
22: end for
23: psum = 0 . 1 assgn
24: chused(n) = 0 for all n ∈ N . N assgn
25: HOL(i) = 1 for all i ∈ I . I assgn
26: loop . for R times
27: bit(i∗, j∗, z∗) = arg max

i∈I
ψ
HOL(i)
i

28: . I comp, 1 assgn
29: for n = 1 : N do . for N times
30: if chused(n) = 0 then . 1 comp

31: p
′j∗,z∗

i∗,n =
1

SNRi∗,n
. 1 mult, 1 assgn

32: else if âi∗,n = 1 then . 1 comp

33: p
′j∗,z∗

i∗,n =
2ĉi∗,n+1 − 2ĉi∗,n

SNRi∗,n

34: . 2 add, 3 mult, 1 assgn
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Algorithm 4 BABL-FM (Part II)
35: else
36: for every bit bit(l, j, z) ∈ Sl,n do
37: . for up to B times
38: for m ∈ Ωl do . for up to N − 1 times
39: if chused(m) = 0 then . 1 comp

40: p
′j,z
l,m =

1

SNRl,m

. 1 mult, 1 assgn

41: else if âl,m = 1 then . 1 comp

42: p
′j,z
l,m =

2ĉl,m+1 − 2ĉl,m

SNRl,m

43: . 2 add, 3 mult, 1 assgn
44: end if
45: end for
46: m∗ = arg max

m∈Ωl
p
′j,z
l,m

47: . N − 1 comp, 1 assgn
48: ĉl,m∗ = ĉl,m∗ + 1 . 1 add, 1 assgn
49: ĉl,n = ĉl,n − 1 . 1 add, 1 assgn
50: end for
51: p

′j∗,z∗

i∗,n =
1

SNRi∗,n
− p̂l,n +

∑
bit(l,j,z)∈Sl,n

p
′j,z
l,m∗

52: . B + 2 add, 1 mult, 1 assgn
53: end if
54: end for
55: n∗ = arg min

n∈N
p
′j∗,z∗

i∗,n . N comp, 1 assgn

56: if psum + p
′j∗,z∗

i∗,n∗ > Ptotal then . 1 add, 1 comp
57: break
58: else
59: âi∗,n∗ = 1 . 1 assgn
60: p̂i∗,n∗ = p

′j∗,z∗

i∗,n∗ . 1 assgn
61: b̂j

∗,z∗

i∗,n∗ = 1 . 1 assgn
62: ĉi∗,n∗ = ĉi∗,n∗ + 1 . 1 add, 1 assgn
63: psum = psum + p

′j∗,z∗

i∗,n∗ . 1 add, 1 assgn
64: chused(n

∗) = 1 . 1 assgn
65: HOL(i) = HOL(i) + 1 . 1 add, 1 assgn
66: end if
67: end loop
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D.3 KKT-CRA

Algorithm 5 KKT-CRA (Part I)

1: \\ Compute bitQoS values
2: for i = 1 : I do . for I times
3: for j = 1 : Ji do . for Ji times
4: for z = 1 : Bj

i (k) do . for Bj
i times

5: wj,zi (k) = (k − bj,zi .arrivalT ime) ∗ Ts . 1 add, 1 mult, 1 assgn

6: ψj,zi = cj ∗ πj ∗ γ
dj∗(wj,zi (k)−ηj)
j . 1 add, 4 mult, 1 assgn

7: end for
8: end for
9: end for

10: for i = 1 : I do . for I times
11: ψi = merge the bits from all application flows of user i and
12: sort by ψj,zi in a descending order . B logB comp
13: Bi = sumj∈JiB

j
i (k) . Ji add, 1 assgn

14: for n = 1 : N do . for N times

15: SNR(i, n) =
|αi,n|2

ζ ∗ σ2
0

. 5 mult, 1 assgn

16: end for
17: end for

18: β = ε . 1 assgn
19: γi = ε for all i ∈ I . I assgn
20: Si = 0 for all i ∈ I . I assgn
21: loop . for D times
22: if Si = 1 for all i ∈ I then . I comp
23: break
24: end if
25: \\ Perform subcarrier assignment
26: for i = 1 : I do . for I times
27: for n = 1 : N do . for N times

28: H(i, n) = γi

[
max

(
0, log2

(
SNR(i, n)γi

β ln 2

))
29: − 1

ln 2
max

(
0, 1− β ln 2

SNR(i, n)γi

)]
30: . 2 add, 2 comp, 11 mult, 1 assgn
31: end for
32: end for
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Algorithm 5 KKT-CRA (Part II)
33: for n = 1 : N do . for N times
34: i∗(n) = arg max

i∈I
H(i, n) . I comp, 1 assgn

35: for i = 1 : I do . for I times
36: if i = i∗(n) then . 1 comp
37: âi,n = 1 . 1 assgn
38: else
39: âi,n = 0 . 1 assgn
40: end if
41: end for
42: end for
43: \\ Use bisection to find β and pi,n
44: x = ε . 1 assgn
45: y = 108 . 1 assgn
46: for n = 1 : N do . for N times
47: px(n) = max(0,

γi∗(n)

x ln 2
− 1

SNR(i∗(n), n)
) . 1 comp, 1 add, 4 mult, 1 assgn

48: py(n) = max(0,
γi∗(n)

y ln 2
− 1

SNR(i∗(n), n)
) . 1 comp, 1 add, 4 mult, 1 assgn

49: end for
50: fx =

∑
n∈N

px(n)− Ptotal . N+1 add, 1 assgn

51: fy =
∑
n∈N

py(n)− Ptotal . N+1 add, 1 assgn

52: while |x− y| > ε do . for Q times

53: λ =
x+ y

2
. 1 add, 1 mult, 1 assgn

54: for n = 1 : N do . for N times
55: pλ(n) = max(0,

γi∗(n)

λ ln 2
− 1

SNR(i∗(n), n)
) . 1 comp, 1 add, 4 mult, 1 assgn

56: end for
57: fλ =

∑
n∈N

pλ(n)− Ptotal . N + 1 add, 1 assgn

58: if fx ∗ fλ > 0 then . 1 comp, 1 mult
59: x = λ . 1 assgn
60: fx = fλ . 1 assgn
61: else if fy ∗ fλ > 0 then . 1 comp, 1 mult
62: y = λ . 1 assgn
63: fy = fλ . 1 assgn
64: else
65: break
66: end if
67: end while
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Algorithm 5 KKT-CRA (Part III)
68: β = λ . 1 assgn
69: for i = 1 : I do . for I times
70: C(i) = 0 . 1 assgn
71: for n = 1 : N do . for N times
72: p̂i,n = âi,n max(0,

γi
β ln 2

− 1

SNR(i, n)
) . 1 comp, 1 add, 5 mult, 1 assgn

73: ĉi,n = log2(1 + SNR(i, n)p̂i,n) . 1 add, 2 mult, 1 assgn
74: C(i) = C(i) + ĉi,n . 1 add, 1 assgn
75: end for
76: b1,z

i = 1 for z = 1 : bC(i)c
77: b

1,bC(i)c+1
i = C(i)− bC(i)c

78: b1,z
i = 0 for z = bC(i)c+ 2 : Bi . B assgn

79: end for
80: for i = 1 : I do . for I times
81: if S(i) = 0 then . 1 comp
82: S(i) = (γi + ε) > ψ

1,dC(i)e+1
i . 1 comp, 2 add, 1 mult, 1 assgn

83: else
84: if (γi + ε) < ψ

1,dC(i)e+1
i then . 1 comp, 2 add, 1 mult

85: S(i) = 0 . 1 assgn
86: end if
87: end if
88: end for
89: \\ Update γi
90: for i = 1 : I do . for I times
91: if dC(i)e+ 1 > Bi then . 1 comp, 1 add, 1 mult
92: ψHOL(i) = 0 . 1 assgn
93: else
94: ψHOL(i) = ψ

1,dC(i)e+1
i . 1 add, 1 mult, 1 assgn

95: end if
96: if S(i) = 0 then . 1 comp
97: γi = (1− δ)γi + δψHOL(i) . 2 add, 2 mult, 1 assgn
98: end if
99: end for
100: end loop
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D.4 KKT-DRA

Algorithm 6 KKT-DRA (Part I)

1: \\ Compute bitQoS values
2: for i = 1 : I do . for I times
3: for j = 1 : Ji do . for Ji times
4: for z = 1 : Bj

i (k) do . for Bj
i times

5: wj,zi (k) = (k − bj,zi .arrivalT ime) ∗ Ts . 1 add, 1 mult, 1 assgn

6: ψj,zi = cj ∗ πj ∗ γ
dj∗(wj,zi (k)−ηj)
j . 1 add, 4 mult, 1 assgn

7: end for
8: end for
9: end for

10: for i = 1 : I do . for I times
11: ψi = merge the bits from all application flows of user i and
12: sort by ψj,zi in a descending order . B logB comp
13: Bi = sumj∈JiB

j
i (k) . Ji add, 1 assgn

14: for n = 1 : N do . for N times

15: SNR(i, n) =
|αi,n|2

ζ ∗ σ2
0

. 5 mult, 1 assgn

16: end for
17: end for

18: β = ε . 1 assgn
19: γi = ε for all i ∈ I . I assgn
20: Si = 0 for all i ∈ I . I assgn
21: loop . for D times
22: if Si = 1 for all i ∈ I then . I comp
23: break
24: end if
25: \\ Perform subcarrier assignment
26: for i = 1 : I do . for I times
27: for n = 1 : N do . for N times

28: H(i, n) = γi

[
max

(
0, log2

(
SNR(i, n)γi

β ln 2

))
− 1

ln 2
max

(
0, 1− β ln 2

SNR(i, n)γi

)]
29: . 2 add, 2 comp, 11 mult, 1 assgn
30: end for
31: end for
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Algorithm 6 KKT-DRA (Part II)
32: for n = 1 : N do . for N times
33: i∗(n) = arg max

i∈I
H(i, n) . I comp, 1 assgn

34: for i = 1 : I do . for I times
35: if i = i∗(n) then . 1 comp
36: âi,n = 1 . 1 assgn
37: else
38: âi,n = 0 . 1 assgn
39: end if
40: end for
41: end for
42: \\ Use bit-loading to find p̂i,n and b̂j,zi,n
43: pused = 0 . 1 assgn
44: pinc = 0 . 1 assgn
45: p̂i,n = 0 for all i ∈ I, n ∈ N . NI assgn
46: r(n) = 0 for all n ∈ N . N assgn
47: C(i) = 0 for all i ∈ I . I assgn
48: b̂1,z

i,n = 0 for all i ∈ I, n ∈ N , z ∈ {1, . . . , Bi} . IBN assgn
49: while pused + pinc ≤ Ptotal do . for R times
50: pused = pused + pinc . 1 add, 1 assgn
51: for n = 1 : N do . for N times
52: if C(i∗(n)) ≥ Bi∗(n) then . 1 comp
53: pchange(n) =∞ . 1 assgn
54: ψchange(n) = 0 . 1 assgn
55: else

56: pchange(n) =
2r(n)+1 − 2r(n)

SNR(i∗(n), n)
. 2 add, 3 mult, 1 assgn

57: ψchange(n) = ψ
1,C(i∗(n))+1
i . 1 add, 1 assgn

58: end if
59: end for
60: n∗ = arg max

n∈N
ψchange(n)/pchange(n) . N mult, N comp, 1 assgn

61: pinc = pchange(n
∗) . 1 assgn

62: if pused + pinc ≤ Ptotal then . 1 add, 1 comp
63: r(n∗) = r(n∗) + 1 . 1 add, 1 assgn
64: C(i∗(n∗)) = C(i∗(n∗)) + 1 . 1 add, 1 assgn
65: p̂i∗(n∗),n∗ = p̂i∗(n∗),n∗ + pinc . 1 add, 1 assgn
66: b̂

1,C(i∗(n∗))
i∗(n∗),n∗ = 1 . 1 assgn

67: end if
68: end while
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Algorithm 6 KKT-DRA (Part III)

69: \\ Use bisection to find β
70: x = ε . 1 assgn
71: y = 108 . 1 assgn
72: for n = 1 : N do . for N times
73: px(n) = max(0,

γi∗(n)

x ln 2
− 1

SNR(i∗(n), n)
) . 1 comp, 1 add, 4 mult, 1 assgn

74: py(n) = max(0,
γi∗(n)

y ln 2
− 1

SNR(i∗(n), n)
) . 1 comp, 1 add, 4 mult, 1 assgn

75: end for
76: fx =

∑
n∈N

px(n)− Ptotal . N+1 add, 1 assgn

77: fy =
∑
n∈N

py(n)− Ptotal . N+1 add, 1 assgn

78: while |x− y| > ε do . for Q times

79: λ =
x+ y

2
. 1 add, 1 mult, 1 assgn

80: for n = 1 : N do . for N times
81: pλ(n) = max(0,

γi∗(n)

λ ln 2
− 1

SNR(i∗(n), n)
) . 1 comp, 1 add, 4 mult, 1 assgn

82: end for
83: fλ =

∑
n∈N

pλ(n)− Ptotal . N + 1 add, 1 assgn

84: if fx ∗ fλ > 0 then . 1 comp, 1 mult
85: x = λ . 1 assgn
86: fx = fλ . 1 assgn
87: else if fy ∗ fλ > 0 then . 1 comp, 1 mult
88: y = λ . 1 assgn
89: fy = fλ . 1 assgn
90: else
91: break
92: end if
93: end while
94: β = λ . 1 assgn
95: for i = 1 : I do . for I times
96: if S(i) = 0 then . 1 comp
97: S(i) = (γi + ε) > ψ

1,C(i)+1
i . 1 comp, 2 add, 1 assgn

98: else
99: if (γi + ε) < ψ

1,C(i)+1
i then . 1 comp, 2 add

100: S(i) = 0 . 1 assgn
101: end if
102: end if
103: end for
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Algorithm 6 KKT-DRA (Part IV)

104: \\ Update γi
105: for i = 1 : I do . for I times
106: if C(i) + 1 > Bi then . 1 comp, 1 add
107: ψHOL(i) = 0 . 1 assgn
108: else
109: ψHOL(i) = ψ

1,C(i)+1
i . 1 add, 1 assgn

110: end if
111: if S(i) = 0 then . 1 comp
112: γi = (1− δ)γi + δψHOL(i) . 2 add, 2 mult, 1 assgn
113: end if
114: end for
115: end loop
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D.5 WF

Algorithm 7 WF (Part I)
1: for n = 1 : N do . for N times
2: i∗(n) = arg max

i∈I
αi,n . I comp, 1 assgn

3: SNR(n) =
|αi∗(n),n|2

ζ ∗ σ2
0

. 5 mult, 1 assgn

4: for i = 1 : I do . for I times
5: if i = i∗(n) then . 1 comp
6: âi,n = 1 . 1 assgn
7: else
8: âi,n = 0 . 1 assgn
9: end if

10: p̂i,n = 0 . 1 assgn
11: end for
12: end for

13: x = 0 . 1 assgn

14: y = Ptotal + max
n∈N

1

SNR(n)
. N comp, 1 add, 1 assgn

15: for n = 1 : N do . for N times
16: px(n) = max(0, x− 1

SNR(n)
) . 1 comp, 1 add, 1 mult, 1 assgn

17: py(n) = max(0, y − 1

SNR(n)
) . 1 comp, 1 add, 1 mult, 1 assgn

18: end for
19: fx =

∑
n∈N

px(n)− Ptotal . N+1 add, 1 assgn

20: fy =
∑
n∈N

py(n)− Ptotal . N+1 add, 1 assgn

21: while |x− y| > ε do . for L times

22: λ =
x+ y

2
. 1 add, 1 mult, 1 assgn

23: for n = 1 : N do . for N times
24: p̂i∗(n),n = max(0, λ− 1

SNR(n)
) . 1 comp, 1 add, 1 mult, 1 assgn

25: end for
26: f =

∑
n∈N

p̂i∗(n),n − Ptotal . N + 1 add, 1 assgn
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Algorithm 7 WF (Part II)
27: if fx ∗ f > 0 then . 1 comp, 1 mult
28: x = λ . 1 assgn
29: fx = f . 1 assgn
30: else if fy ∗ f > 0 then . 1 comp, 1 mult
31: y = λ . 1 assgn
32: fy = f . 1 assgn
33: else
34: break
35: end if
36: end while

37: for i = 1 : I do . for I times
38: HOL = 0 . 1 assgn
39: for n = 1 : N do . for N times
40: if âi,n = 1 then . 1 comp
41: ĉi,n = log2(1 + SNR(n) ∗ p̂i,n) . 1 add, 2 mult, 1 assgn
42: b1,z

i,n = 1 for z = HOL+ 1 : HOL+ ĉi,n . ci,n assgn
43: HOL = HOL+ ĉi,n . 1 add, 1 assgn
44: end if
45: end for
46: end for
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D.6 MDU

Algorithm 8 MDU (Part I)
1: for n = 1 : N do . for N times
2: p′(n) =

Ptotal
N

. 1 mult, 1 assgn

3: i∗(n) = a random number from [1, I] . 1 assgn
4: for i = 1 : I do . for I times

5: SNR(i, n) =
|αi,n|2

ζ ∗ σ2
0

. 5 mult, 1 assgn

6: if i = i∗(n) then . 1 comp
7: âi,n = 1 . 1 assgn
8: else
9: âi,n = 0 . 1 assgn

10: end if
11: end for
12: end for
13: for i = 1 : I do . for I times
14: ri = 0 . 1 assgn

15: w(i) = UtilityFunc(
Qi

ri
,flow type of i)/ri . 2 comp, 2 add, 4 mult, 2 assgn

16: γi = wi ∗ (ri < Qi) . 1 comp, 1 mult
17: end for
18: loop . for κ times
19: for n = 1 : N do . for N times
20: for i = 1 : I do . for I times
21: c(i, n) = log2(1 + SNR(i, n) ∗ p′(n)) ∗ âi,n . 1 add, 3 mult, 1 assgn
22: end for
23: i∗(n) = arg max

i∈I
γi ∗ c(i, n) . I comp, I mult, 1 assgn

24: end for

25: x = ε . 1 assgn
26: y = max

n∈N
γi∗(n) ∗ SNR(i∗(n), n) . N mult, N comp

27: for n = 1 : N do . for N times
28: px(n) = max(0,

γi∗(n)

x
− 1

SNR(i∗(n), n)
) . 1 comp, 1 add, 2 mult, 1 assgn

29: py(n) = max(0,
γi∗(n)

y
− 1

SNR(i∗(n), n)
) . 1 comp, 1 add, 2 mult, 1 assgn

30: end for
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Algorithm 8 MDU (Part II)

31: fx =
∑
n∈N

px(n)− Ptotal . N + 1 add, 1 assgn

32: fy =
∑
n∈N

py(n)− Ptotal . N + 1 add, 1 assgn

33: while |x− y| > ε do . for L times

34: λ =
x+ y

2
. 1 add, 1 mult, 1 assgn

35: for n = 1 : N do . for N times
36: p′(n) = max(0,

γi∗(n)

λ
− 1

SNR(i∗(n), n)
) . 1 comp, 1 add, 2 mult, 1 assgn

37: end for
38: f =

∑
n∈N

p̂i∗(n),n − Ptotal . N + 1 add, 1 assgn

39: if fx ∗ f > 0 then . 1 comp
40: x = λ . 1 assgn
41: fx = f . 1 assgn
42: else if fy ∗ f > 0 then . 1 comp
43: y = λ . 1 assgn
44: fy = f . 1 assgn
45: else
46: break
47: end if
48: end while
49: for i = 1 : I do . for I times
50: ri = 0 . 1 assgn
51: for n = 1 : N do . for N times
52: if âi,n = 1 then . 1 comp
53: ri = ri + log2(1 + SNR(i, n) ∗ p′(n)) . 2 add, 2 mult, 1 assgn
54: end if
55: end for
56: end for
57: for i = 1 : I do . for I times
58: γi = (1− µ) ∗ γi + µ ∗ wi ∗ (ri < Qi) . 1 comp, 2 add, 3 mult, 1 assgn
59: end for
60: if

∑
i∈I

wi ∗ (ri < Qi) ∗ (roldi − ri) ≤ ε then . I(1 comp, 3 mult, 2 add), 1 comp

61: break
62: end if
63: end loop
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Algorithm 8 MDU (Part III)
64: for i = 1 : I do . for I times
65: HOL = 0 . 1 assgn
66: for n = 1 : N do . for N times
67: if âi,n = 1 then . 1 comp
68: ĉi,n = log2(1 + SNR(i, n) ∗ p̂i,n) . 1 add, 2 mult, 1 assgn
69: b1,z

i,n = 1 for z = HOL+ 1 : HOL+ ĉi,n . ci,n assgn
70: HOL = HOL+ ĉi,n . 1 add, 1 assgn
71: end if
72: end for
73: end for

74: function UTILITYFUNC(x, flow type)
75: if flow type is BE then . 1 comp
76: if x < ηBE then . 1 comp
77: f = x0.5 . 1 mult, 1 assgn
78: else
79: f = η0.5

BE . 1 mult, 1 assgn
80: end if
81: else if flow type is EF then . 1 comp
82: if x < ηEF then . 1comp
83: f = x . 1 assgn
84: else
85: x1.5 − η1

EF .5 + ηEF . 2 add, 2 mult, 1 assgn
86: end if
87: end if
88: return f
89: end function
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