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Abstract

With the rapid growth in demand for wireless communications, service providers are expected to provide always-on, seamless and ubiquitous wireless data services to a large number of users with different applications and different Quality of Service (QoS) requirements. The multimedia traffic is envisioned to be a concurrent mix of real-time traffic and non-real-time traffic. However, radio spectrum is a scarce resource in wireless communications. In order to adapt to the changing wireless channel conditions and meet the diverse QoS requirements, efficient and flexible packet scheduling algorithms play an increasingly important role in radio resource management (RRM).

Much of the published work in RRM has focused on exploiting multi-user and multi-channel diversities. In this thesis, we adopt an adaptive cross layer approach to exploit multi-application diversity in single-carrier communication systems and additionally, multi-bit diversity in multi-carrier communication systems. Efficient and practical resource allocation (RA) algorithms with finer scheduling granularity and increased flexibility are developed to meet QoS requirements. Specifically, for single-carrier communication systems, we develop RA algorithms with flow and user multiplexing while jointly considering physical-layer time-varying channel conditions as well as application-layer QoS requirements. For multi-carrier communication systems, we propose a bitQoS-aware RA framework to adaptively match the QoS requirements of the user application bits to the characteristics of the narrowband channels.

The performance gains achievable from the proposed bitQoS-aware RA framework are demonstrated with suboptimal algorithms using water-filling and bit-loading approaches. Ef-
efficient algorithms to obtain optimal and near-optimal solutions to the joint subcarrier, power and bit allocation problem with continuous and discrete rate adaptation, respectively, are developed. The increased control signaling that may be incurred, as well as the computational complexity as a result of the finer scheduling granularity, are also taken into consideration to establish the viability of the proposed RA framework and algorithms for deployment in practical networks. The results show that the proposed framework and algorithms can achieve a higher system throughput with substantial performance gains in the considered QoS metrics compared to RA algorithms that do not take QoS requirements into account or do not consider multi-application diversity and/or multi-bit diversity.
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Chapter 1

Introduction

1.1 Motivation

Radio spectrum is a scarce and expensive resource in wireless communications. This has led to extensive research in Radio Resource Management (RRM) with the objective of improving the achievable system capacity. While a large number of mature Resource Allocation (RA) algorithms for wireline networks have been studied [1, 2], they are not directly applicable to wireless networks due to distinct characteristics of the wireless channel such as user mobility, time-varying link capacity, high error rates, scarce bandwidth and power constraint of the Mobile Station (MS). With the tremendous growth in the wireless communications industry, wireless networks are expected to provide always-on, seamless and ubiquitous wireless data services to a large number of users with different applications and different Quality of Service (QoS) requirements. The multimedia traffic is envisioned to be mostly Internet Protocol (IP) based and to be a mix of real-time traffic such as voice, videoconferencing and gaming, and non-real-time traffic such as web browsing, file transfers and messaging [3]. The expected increase in peak rate and throughput requirements will be achieved using a combination of wider channel bandwidths and increased spectral efficiency. QoS requirements will include minimum acceptable throughput, maximum latency and maximum delay jitter, maximum packet loss and packet error rates and \textit{a priori} determined priority classes of
users and applications. In order to adapt to the time-varying wireless channel conditions and meet the diverse QoS requirements for a large number of users, wireless networks will need efficient and flexible packet scheduling algorithms.

1.2 Related Work

In this section, we review techniques for wireless resource allocation including scheduling algorithms that exploit multi-user and multi-channel diversities, cross layer resource allocation and resource allocation in Orthogonal Frequency Division Multiplexing (OFDM) networks.

1.2.1 Resource Allocation in Wireless Communication Systems

A common objective in RRM is to improve system capacity while meeting the diverse QoS requirements. While it is desirable that an optimal scheduling algorithm shall attempt to achieve key objectives that include efficient link utilization, fairness, throughput guarantees, low algorithm complexity, scalability and system stability [4, 5], some of these objectives are conflicting in nature. Hence, appropriate trade-offs need to be made to satisfy specific system service requirements.

In [6], a comprehensive survey of wireless scheduling algorithms to support the provision of QoS requirements for various types of broadband multimedia wireless networks are classified and examined. A Channel State Dependent Packet Scheduling (CSDPS) algorithm is proposed in [7] where the authors show that by deferring transmission of packets on a wireless link that is experiencing bursty errors to reduce retransmissions and exploit channel diversity gains, significant improvement in channel utilization can be achieved. However, the proposed CSDPS algorithm does not guarantee fairness to users and does not provide any bounds on packet delay. In [8], a Proportional Fair (PF) algorithm is proposed which exploits multi-user diversity to maximize system throughput on the forward link of a Code Division Multiple Access (CDMA) network by scheduling data transmission based on the relative channel quality of the competing users, while at the same time maintaining fairness across the entire competing user population. A user $i$ which has not transmitted for a long
time due to a relatively low carrier-to-interference ratio gets its priority $Q_i(k)$ raised where

$$Q_i(k) = \frac{CSI_i(k)}{\bar{\upsilon}_i(k)}.$$  \hfill (1.1)

In (1.1), $CSI_i(k)$ is the channel state information of user $i$ at time $k$, and $\bar{\upsilon}_i(k)$ is the average throughput of user $i$ over a time window up to time $k$. The forward link throughput performance of a cdma2000 1xEV-DO system employing the PF algorithm is presented in [9].

While the specifications for Third Generation (3G) networks do not specify the details of the scheduler, some form of PF scheduler is typically used. Recent work in RRM has focused on supporting QoS of multimedia traffic. In [10], the delays are explicitly controlled by inclusion of the queue lengths in the scheduling algorithm. Token based rate control mechanisms are studied in [11] to provide minimum throughput guarantees. In [12], the PF algorithm is modified to take into account delay requirements of real-time data and it is shown that with the simple modifications, the scheduler can provide effective and fair service to both real-time and non-real-time data. Formulation of QoS requirements as stochastic constraints are expressed in [13] where a general structure for opportunistic scheduling policies that exploit channel and buffer content variations is presented. Since issues of efficient and fair resource allocation have been well studied in economics, utility-based resource allocation and scheduling are studied in [5, 14] by quantifying resource use (bandwidth, power, etc.) or performance criteria (data rate, delay, etc.) into corresponding price values and optimizing the established utility pricing system. In [15], an access scheme for multiplexing (from one session at each transmission) multimedia traffic over the air that can achieve absolute QoS guarantees in terms of Average Packet queuing Delay (APD), Packet Loss Rate (PLR), Packet Delay Variation (i.e. jitter) (PDV) and Packet Transfer Delay (PTD) for different service classes is proposed. Per-session guaranteed QoS for multimedia traffic is introduced in [10, 16] for scheduling of uplink and downlink flows.
1.2.2 Cross Layer Resource Allocation

Cross layer design is an interdisciplinary research area which involves signal processing, adaptive coding and modulation, channel modeling, traffic modeling, queuing theory, and network protocol design and optimization techniques [17]. As a wide variety of cross layer related designs have been studied in literature, we focus our literature survey on the general application of cross layer optimization in RRM. Fig. 1.1 shows a typical cross layer design model which attempts to optimize functionality across blurred delineation of layers.

Figure 1.1: Cross Layer Design Model

An important aspect of wireless communications is its dynamic behavior. While the conventional layered Open Systems Interconnection (OSI) model [18] has served communication system designers well in the past by exploiting the advantage of modularity in system design, the structure is inflexible, requiring the various layers to communicate in a strictly defined manner. In most cases, layers are designed to operate in worst-case scenarios rather than adapting to conditions as they change, leading to inefficient use of both spectrum and energy. Evolving wireless networks are seriously challenging this design architecture, mandating the need for the various OSI layers to adapt to the channel variations and QoS requirements [19]
and to be considered together [20–22] in order to provide more efficient methods of allocating network resources over the wireless network. In [3], an overview of the cross layer design paradigm shift is provided as wireless communication networks evolve from a circuit-switched to a packet-switched infrastructure. In [22], a general survey of the recent myriad of cross layer design proposals is presented along with a suggested definition and taxonomy for classifying cross layer designs. Open challenges to cross layer optimization are listed in [20, 22] to establish a platform upon which new research can be built.

An overview of cross layer design approaches for resource allocation is provided in [23] which proposes a cross layer design approach that exploits physical and application layer information to transmit real-time video over time-varying CDMA channels. Simulation results are presented to show the effectiveness of the proposed approach. In [24], information obtained from the fast power control algorithm is used to define a low complexity prioritization function to exploit short-term channel variations and to schedule transmissions for a Universal Mobile Telecommunications System (UMTS) downlink channel. Simulations results show improved system performance in terms of capacity and delay. [25] introduces an adaptive cross layer packet scheduler which minimizes a prescribed cost function given the current channel qualities and delay states of the packets in the queue. It is shown that the cross layer scheduling algorithm outperforms both the weighted fair queuing (WFQ) and earliest deadline first (EDF) schedulers with respect to both packet delay and user throughput.

While most recent papers tout the advantages of a cross layer approach to resource allocation for next generation wireless networks, a cautionary perspective is raised in [26], which points out a trade-off between performance gains and upkeep difficulty of system architecture violations introduced by cross layer designs.

1.2.3 Resource Allocation in OFDM Networks

OFDM is a promising technique for communication systems due to its high spectral efficiency and flexibility in dynamically allocating resources to multiple users. While spectral efficiency has improved significantly with the deployment of beyond 3G OFDM-based cellu-
lar air interfaces [27, 28], unallocated radio spectrum is scarce in most populated regions. The problem of dynamic bit-loading, transmission power allocation and subcarrier assignment for multi-user OFDM systems has attracted a great deal of interest. It is shown in [29] that the system efficiency can be significantly improved by allocating the power and subcarriers based on knowledge of the users’ channel qualities. In [30], it is shown that the downlink system throughput is maximized when each subcarrier is assigned to the user with the best channel gain on that subcarrier and power is then allocated to the subcarriers using the water-filling algorithm. However, fairness among users is not considered in [29, 30] and it is possible that when the path loss differences are large among users, the users experiencing poor channel gains for an extended period of time may be starved. In [31], the optimal subcarrier assignment is formulated as a max-min convex optimization problem to maximize the worst user’s capacity. However, since the max-min approach deals with the worst-case scenario in which the smallest user capacity is maximized, thereby ensuring that all users achieve similar data rates, it penalizes users with better channels and reduces system efficiency. In [32], a set of proportional rate constraints is introduced into the throughput maximization problem to allow each user to achieve a required data rate. The above-mentioned works exploit multi-user and multi-channel diversities to maximize system throughput and/or minimize total transmit power. However, they do not consider application QoS requirements which allow users to subscribe to the different levels of service available in contemporary wireless networks [27, 28, 33].

Radio RA algorithms that take QoS information of different traffic classes from the application layer and channel information from the physical layer into consideration to exploit multi-flow (concurrent applications with different QoS requirements) diversity have been studied for mixed-traffic networks [34–41]. The Modified Largest Weighted Delay First (M-LWDF) [35, 42] is a throughput-optimal algorithm that exploits multi-user diversity across time by buffering bursty traffic and improves throughput performance by trading delay for throughput. It provides QoS for data users by ensuring a minimum throughput guarantee and maintaining delays smaller than a predetermined threshold with a given probability.
RA algorithms based on M-LWDF with buffer and channel information have been studied in [36, 37, 39, 40]. In [36, 37], the authors consider a mixed-traffic environment and propose a utility-based cross layer RA framework in which utility functions are used to represent application QoS requirements. Based on this framework, a Max-Delay-Utility scheduling policy, hereafter referred to as MDU, is proposed in [38]. MDU aims to maximize the aggregate utility with respect to the user average waiting time while taking into account channel conditions and data queue information. An urgency and efficiency based packet scheduling algorithm is proposed in [39] to support both real-time and non-real-time traffic. The aim is to maximize the throughput of non-real-time traffic while satisfying the QoS requirements of real-time traffic by serving non-real-time traffic until the real-time packets approach their deadlines. In [40], the different traffic classes are handled separately by considering Head-of-Line (HOL) packet waiting time for real-time traffic and the queue length for non-real-time traffic. In [41], the authors present a joint bit rate, subcarrier and power allocation problem which take into consideration limits on the subcarrier transmit power in addition to an overall system power constraint.

1.3 Objectives and Contributions

Wireless communications, in particular CDMA and Orthogonal Frequency Division Multiple Access (OFDMA) cellular networks, has emerged as one of the largest sectors of the telecommunications industry and one of the most promising growth areas into the next decade. To meet the challenges of deploying an efficient wireless multimedia network, it is useful to consider network functions (i.e., the various OSI layers) together when designing the network to take into account QoS requirements at the Medium Access Control (MAC) layer where the scheduling and RA algorithms reside. As the scarce radio spectrum is shared by a large number of users, in this thesis, the research objective is to design and analyze efficient and practical adaptive cross layer (physical, MAC and application layers) RA algorithms for single-carrier CDMA communication systems and multi-carrier OFDMA communication systems that jointly consider the physical layer time-varying channel conditions as well as
application layer QoS requirements so as to more efficiently utilize the radio spectrum.

In addition to exploiting multi-user and multi-channel diversities as in existing studies, we increase the flexibility and granularity of the RA algorithms by exploiting multi-application and multi-bit diversities to take advantage of the mechanisms and optimization features introduced in the air interfaces [27,43]. In particular, for CDMA communication systems, we develop RA algorithms with flow and user multiplexing to take advantage of the flow-oriented QoS approach and Packet Division Multiplexing (PDM) to provide a unified approach to intra-user (between flows of a user) and inter-user (between users) QoS and to permit the Base Station (BS) to serve multiple users in the same physical layer encoder packet, respectively.

As cellular networks adopt OFDM as a modulation scheme due to its high spectral efficiency and flexibility in dynamically allocating resources to multiple users, for OFDMA communication systems, since data is loaded onto subcarriers in units of bits, we consider QoS at the bit-level rather than at the flow-level as in existing studies and define a bitQoS function which maps the QoS parameters of an application bit into a numerical value. We establish a bitQoS-aware RA framework which adaptively matches the QoS requirements of the user application bits to the characteristics of the OFDM subcarriers in a mixed-traffic environment. The proposed bitQoS-aware RA framework is formulated as an optimization problem with the objective of finding the joint subcarrier, power and bit assignment to maximize the total bitQoS-weighted throughput, subject to the total power constraint. However, as the formulated optimization problem is a Mixed-Integer Non-Linear Programming (MINLP) problem whose solution is computationally complex given the large number of subcarriers and users in a practical system, we demonstrate the performance gains achievable from the proposed framework with suboptimal algorithms using water-filling and bit-loading approaches.

We then formulate the bitQoS RA framework as a convex optimization problem and use the Karush-Kuhn-Tucker (KKT) conditions to develop efficient algorithms to obtain optimal and near-optimal solutions to the joint subcarrier, power and bit allocation problem with continuous and discrete rate adaptation, respectively. To assess the viability of the bitQoS-aware RA
framework, we formulate a model to determine and analyze the scheduling signaling overhead, including the scheduling signaling information entropy, and consider different schemes to compress the associated control signaling. The computational complexities of the proposed RA algorithms are also assessed for deployment consideration in practical networks.

1.4 Thesis Overview

The thesis is organized as follows: RA algorithms for single-carrier CDMA communication systems are studied in Chapters 2 and 3 and RA algorithms for multi-carrier OFDMA communication systems are studied in Chapters 4-8. The structure of the thesis is illustrated in Fig. 1.2.

In Chapter 2, we exploit multi-application diversity in flow-based single-carrier CDMA communication systems and quantify the performance gains obtainable with Multi-Flow Merging (MFM) in terms of user throughput, user latency and user packet drop probability. In addition, we incorporate the concept of MFM and propose an adaptive cross layer (physical, MAC and application layers) scheduling policy which further takes into account the time-varying channel conditions from the physical layer and includes QoS requirements from the application layer.

In Chapter 3, we extend the scheduling policy proposed in Chapter 2 to take into account PDM introduced in cdma2000 1xEV-DO Revision A. PDM permits the BS to service multiple users in the same physical layer encoder packet in a single time slot with the use of Multi-User Packet (MUP) transmission. We consider a mix of real-time voice services and non-real-time data applications and study the improvements in packing efficiency and latency performances. The QoS performance gains with flow and user multiplexing are quantified in terms of user throughput, user latency, user packet drop probability and user jitter in a mixed-traffic environment.

In Chapter 4, we propose a bitQoS-aware RA framework which exploits multi-bit diversity in addition to multi-application diversity to increase the flexibility and granularity of the RA algorithms in multi-carrier OFDMA communication systems. The proposed bitQoS-
aware RA framework is formulated as two optimization problems, with no flow merging and with flow merging, with the objective of finding the joint subcarrier, power and bit assignment to maximize the total bitQoS-weighted throughput subject to the total power constraint. The system model which includes the network model and traffic classes are described and the performance evaluation methodology along with the comparative schemes used to assess the performance of the proposed bitQoS-aware RA framework are presented.

In Chapter 5, we evaluate the performance of the bitQoS-aware RA framework and propose two iterative subcarrier-power-bit allocation algorithms, one based on the water-filling approach and the other on the bit-loading approach, to quantify the achievable performance gains. In addition, the potential performance gains by allowing bits from different application flows of a user to be merged into a single OFDM subcarrier is examined. The performance gains obtainable are quantified in terms of system throughput, user throughput, user latency, user jitter and user packet drop probability for systems under different loads.

In Chapter 6, we establish the viability of the bitQoS-aware RA framework by taking into...
account the scheduling signaling overhead associated with the increased scheduling granularity of the proposed bitQoS-aware RA framework. This is critical since valuable resources that could otherwise be used to transmit application bits need to be reserved for control signaling. We formulate a scheduling signaling overhead model to analyze the scheduling signaling information required and consider different schemes to compress the scheduling signaling information. To assess the tradeoff between the scheduling gain and the increased scheduling signaling overhead of the proposed bitQoS-aware RA framework, the effective throughput gains (with the scheduling signaling overhead taken into account) are quantified.

In Chapter 7, with the performance gains and viability of the proposed bitQoS-aware RA framework established in Chapters 5 and 6, we use the KKT conditions to establish necessary and sufficient optimality conditions and develop efficient algorithms to obtain optimal and near-optimal solutions to the joint subcarrier, power and bit allocation problem with continuous and discrete rate adaptation, respectively. The performance of the proposed KKT-based algorithms is evaluated in terms of their closeness to optimality and computation time. In addition, the sensitivities of the objective value and computation time to tuning parameters in the KKT-based algorithms are also discussed.

In Chapter 8, we assess the computational complexity of the scheduling policies proposed for the bitQoS-aware RA framework and evaluate their practicality for real-time resource allocation in Long Term Evolution (LTE), an OFDM-based air interface.

In Chapter 9, the main contributions of the thesis and suggestions for future research are presented.
Chapter 2

Flow Multiplexing in Single-carrier CDMA Systems

2.1 Introduction

While much of the existing work in RRM has focused on exploiting multi-user (channel) diversity and more recently exploiting multi-application (flow) diversity, we present in this chapter the performance gains of MFM in scheduling and propose an adaptive cross layer scheduling policy that is realizable in a framework such as that provided in cdma2000 1xEV-DO Revision A [43], which takes into account the time-varying Channel State Information (CSI) from the physical layer and includes QoS requirements from the application layer. We refer to this as the Adaptive Cross Layer Scheduling with Flow Multiplexing (ACLS-FM) scheduling policy.

This chapter is organized as follows: in Section 2.2, we briefly describe the enhancements to the cdma2000 1xEV-DO Revision A air interface and the included Multi-Flow Packet
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Application (MFPA). Section 2.3 presents the system model that includes the network model, traffic classes and data buffer parameters. The concept of MFM is illustrated in Section 2.4 along with an example scheduling policy. The ACLS-FM scheduling policy is described in Section 2.5. Simulation results are presented in Section 2.6 and the main findings are summarized in Section 2.7.

2.2 Background on cdma2000 1xEV-DO

The cdma2000 1xEV-DO (1x Evolution-Data Optimized) air interface is an evolution of the cdma2000 family of 3G mobile telecommunications air interface, standardized by the 3rd Generation Partnership Project 2 (3GPP2), that utilizes CDMA to provide high-speed packet data services to wireless users. However, unlike the other variants of CDMA based systems such as IS-95 [44], where the forward link transmit power is shared among all active mobiles within a sector to maintain simultaneous, continuous voice channels, cdma2000 1xEV-DO systems time-division multiplex (TDM) the forward link data transmission and transmit at full power to produce the highest possible energy per bit to noise ratio ($E_b/N_0$) to each active mobile. This allows the base station to transmit user data at the highest data rate supported by the time-varying wireless channel that the MS determines from the pilot channel carrier-to-interference ratio [45]. The reverse link remains similar to the IS-95 and utilizes code division multiplexing. 1xEV-DO Release 0 provides a peak physical layer data rate of 2.4 Mbps in the forward link and 153.6 kbps in the reverse link [46]. Forward link data is transmitted in successive $\frac{26}{3}$ ms frames, which are divided into sixteen $\frac{2}{3}$ ms slots in which packets of data are transmitted. The transmission duration of a single packet may vary from 1 to 16 slots.

The successor to 1xEV-DO Release 0 is 1xEV-DO Revision A [43] which includes enhancements that provide significant gains in spectral efficiency and substantial QoS support for inter-user (between users) and intra-user (between flows of a user) QoS in both the forward and reverse links. In addition to a rich variety of link adaptation techniques, such as power control, data rate control and Adaptive Modulation and Coding (AMC), 1xEV-DO Revision
A makes use of higher order modulation and Hybrid Automatic Repeat-reQuest (HARQ) to achieve higher peak data rates of 3 Mbps in the forward link and 1.8 Mbps in the reverse link [43, 47]. HARQ reduces the effects of power control imperfections due to variations in channel state and multiple-access interference to achieve higher reverse link spectral efficiency via early termination of physical packet transmissions, leading to improved throughput and reduced packet delay. Shorter packets, along with finer rate quantization, multi-user packet (MUP) transmission, and uninterrupted data transfer during forward link cell switching contribute to lower latency. In the reverse traffic channel MAC, key QoS-sensitive support includes efficient support for latency-sensitive and delay-tolerant applications, resource allocation among flows associated within a MS and MAC layer ARQ [43, 48]. A flow is an octet stream that can be used to carry packets between the MS and the BS. While some of these features increase system throughput and spectral efficiency, others improve the operator’s ability to guarantee acceptable latency performance for delay sensitive applications such as interactive voice and video, and still others provide a mechanism for application coexistence. In particular, we highlight the following features of 1xEV-DO Revision A that are considered in our research.

1xEV-DO Release 0 systems support per flow QoS on the forward link and per MS QoS on the reverse link through the Default Packet Application (DPA). The DPA consists of a link layer protocol that provides octet retransmissions and duplicate detection, a location update protocol that provides mobility between data service networks and a flow control protocol that provides flow control of data traffic [46]. There is no differentiation of packets from different applications with different QoS requirements.

In 1xEV-DO Revision A, a flow-oriented QoS approach [43, 49] is adopted and provides a unified approach to inter-user and intra-user QoS. MFPA is included and provides multiple octet streams that can be used to carry octets between the mobile station and base station. MFPA, along with the reverse link multi-flow MAC with per-flow QoS support, provides the framework for the exploitation of MFM gain in both the forward and reverse links. Packets from latency-sensitive flows that arrive later at the base station following a large packet from a
delay-tolerant flow can be transmitted first instead of being transmitted in the order of arrival, hence reducing latency and jitter for multimedia traffic.

2.3 System Model

The network model, traffic classes and data buffer parameters used are described in this section.

2.3.1 Network Model

We consider a 1xEV-DO Revision A-like packet cellular network random discrete-event model, as shown in Fig. 2.1, consisting of one BS servicing $I$ MSs. Let $I = \{1, \ldots, I\}$ be the set of all users (MSs). Each MS $i$ can have up to $J_i$ data queues (flows) and let $J_i = \{1, \ldots, J_i\}$ be the set of all flows. Forward link scheduling is centralized at the BS which communicates with all MSs. At each time slot $k$, where $k \in \mathbb{Z}_+ = \{1, 2, \ldots, K\}$, we assume that only one user is scheduled and that the scheduling decision time is negligible. Power control is not enabled in the forward link for 1xEV-DO systems and the BS transmits at full power to the MSs in all time slots. We assume that packets are received without errors, i.e. 0% Frame Error Rate (FER), between the BS and MS. This simplifying assumption is made to illustrate the potential gains that ACLS-FM can provide. The BS is assumed to have knowledge of the channel state information, $CSI_i(k)$, for each MS $i$ at time $k$, queue status and QoS requirements for all the data queues. The service rate for a user during time slot $k$ is a function of the channel quality which is characterized by its received Signal-to-Noise Ratio (SNR) in time slot $k$. For simplicity, we assume that the physical layer encoder packet size, $EPSize_i(k)$, is chosen according to a uniform distribution from the set of eight discrete physical layer encoder packet sizes, where $EPSize \in \mathcal{E} = \{128, 256, 512, 1024, 2048, 3072, 4096, 5120\}$ bits. Let $\mu \triangleq EPSize/S \in \{4.8, \ldots, 3072\}$ kbps be the effective service rate, where $S \in \mathcal{S} = \{1, 2, 4, 8, 16\}$ time slot(s) of 1.667 ms duration.
Figure 2.1: Forward Link Scheduler Model

2.3.2 Traffic Classes

Two traffic classes are considered: Best Effort (BE) traffic class representing Internet browsing-like applications and Expedited Forwarding (EF) traffic class representing Voice over Internet Protocol (VoIP)-like applications. We use the web browsing traffic arrival model in [50] to represent incoming BE traffic. The application layer Protocol Data Unit (PDU) is based on a truncated Pareto distribution with a mean of 25 kBytes and minimum and maximum sizes of 4.5 kBytes and 2 MBytes respectively. The application layer PDU interarrival time is geometrically distributed with a mean of 5 sec. For the EF traffic class, we use the VoIP traffic arrival model in [50]. In contrast to the web browsing model, source configuration and source files are used to generate VoIP traffic. The source file is generated based on the Markov Service Option (MSO) model IS-871 with alterations as detailed in [50]. The application layer PDU size and interarrival time have a mean of 152.4 bits and 0.04 sec, respectively. The average traffic arrival rates $\lambda_{BE}$ and $\lambda_{EF}$ are 40.0 kbps and 3.7 kbps per application respectively.

2.3.3 Data Buffer Parameters

The key data buffer parameters are as follows:

Queue length: $B^j_i(k) \in \mathbb{Z} = \{0, 1, 2, \ldots\}$ denotes the queue length, in packets, of the data
buffer for user $i$, flow $j$ at time $k$. We assume that the size of data buffer itself is infinite (i.e. no packet blocking). Packets arriving in the data queues are chronologically ordered and serviced in a First In, First Out (FIFO) fashion. Packets in the data buffer are indexed by $z$, $z \in \{1, \ldots, B_i^j(k)\}$.

**Packet size:** $d_i^j(z)(k)$ denotes the size, in bits, of the packet at position $z$ in the data buffer for user $i$, flow $j$ at time $k$.

**Waiting time:** $w_i^j(z)(k) \in (0, \infty)$ denotes the amount of time, in seconds, that the packet at position $z$ in user $i$, flow $j$ buffer has waited. Each packet is time stamped upon arrival in the data buffer, and the waiting time is found by simply subtracting the arrival time from the current time $k$. Packets are dropped if $w_i^j(z)(k)$ exceeds the flow scheduling delay thresholds $T_j \in \mathbb{R}^+$.  

**Flow Priority:** $\pi_j(k) \in \mathbb{R}^+$ denotes the intra-user QoS requirement of flow $j$ at time $k$.  $
\pi_j(k)$ is a function of $k$ to allow for time-varying intra-user priority changes. However, $\pi_j(k)$ is not a function of user $i$ as it is assumed that flows of the same applications have the same QoS requirement.

### 2.4 Multi-flow Merging

An illustration of MFM for a user $i$ having up to $J_i$ data buffers (flows) is shown in Fig. 2.2. Each application layer PDU is segmented into a number of packets. Packets from different flows can be multiplexed into the same physical layer encoder packet of size $EPSize_i(k)$ for transmission at time $k$.

#### 2.4.1 Multi-Flow Merging Scheduling Policy

To explore the benefits of MFM, we extend the existing PF scheduling policy to allow transmission of packets from multiple data queues using a single physical layer encoder packet and refer to this as the MFM scheduling policy. The MFM scheduling policy consists of two
Figure 2.2: Illustration of MFM

steps: In Step 1, similar to PF, a user is selected based on the ratio of its $CSI_i(k)$ and corresponding running average throughput $\bar{\tau}_i(k)$ over the last $N_{\text{window}}$ time slots at time $k$; in Step 2, packets from the multiple data queues of the selected user are merged into the physical layer encoder packet. More specifically,

Step 1: Let $Q_i(k)$ denote the priority of user $i$ at scheduling period $k$:

$$Q_i(k) = \begin{cases} 
\frac{CSI_i(k)}{\bar{\tau}_i(k)} & \text{if } \sum_{j=1}^{J_i} B_i^j(k) > 0 \\
0 & \text{otherwise}
\end{cases} \quad (2.1)$$

A user with no data to send is assigned a priority of 0 and is ignored in the selection process. The user to be scheduled at time $k$ is determined as:

$$i^*(k) = \arg \max_{i \in \mathcal{I}} Q_i(k). \quad (2.2)$$

Step 2: Packets are selected, one at a time in an iterative fashion, from the data queues of user $i^*$ and added to the physical layer encoder packet until either the physical layer encoder packet of size $EPSize_{i^*}(k)$ is filled or there are no more packets in the data queues. The probability $p_j(\tau)$ that a packet is selected from flow $j$ at iteration $\tau$ is
set to:

\[ p_j(\tau) = \frac{B_j^i(k)}{\sum_{j=1}^{\text{J}_i} B_j^i(k)}, \quad \forall j \in \text{J}_i. \quad (2.3) \]

Thus the probability of merging a packet from flow \( j \) is given by the ratio of its queue length to the sum of all data queue lengths for user \( i^* \). While other simple schemes such as a deterministic longest-queue-first (LQF) scheme to more complex merging schemes are possible, this simple probabilistic scheme was chosen as an example to highlight the realizable gains from multi-flow merging whilst taking into account possible data queue starvation due to the different average data arrival rates in a mixed traffic (BE + EF) environment.

2.5 Adaptive Cross Layer Scheduling with Flow Multiplexing Scheduling Policy

The proposed Adaptive Cross Layer Scheduling with Flow Multiplexing (ACLS-FM) scheduling policy consists of a packet urgency function (to meet latency requirements), a packet priority function (for intra-user QoS adjustments), a flowing merging policy (to determine which flows and how many bits from each flow to service) and a user selection policy (to fairly schedule users).

2.5.1 Packet Urgency Function

The packet urgency function allows a packet from a latency-sensitive application flow to have its service priority raised when its waiting time exceeds a predetermined threshold. Let \( u_{i_j, z}^i(k) \in \mathbb{R}_+ \) denote the packet urgency (PU) value of user \( i \), flow \( j \), packet \( z \) at time \( k \). The PU value is given by the following packet urgency function

\[ u_{i_j, z}^i(k) = C_j \xi_j^{(u_{i_j, z}^i(k) - \eta_j)}, \quad (2.4) \]
where $\xi_j \in \mathbb{R}_+$ is the urgency base and $c_j \in \mathbb{R}_+$ is the scaling factor for flow $j$. The parameter $\eta_j \in \mathbb{R}_+$ is the comfort latency threshold and is generally set to a value that is less than the flow scheduling delay threshold $T_j$. An illustration of the PU functions for BE and EF traffic are shown in Fig. 2.3. In the region where $w^{j,z}_i(k) \leq \eta_{EF}$, the BE traffic has a higher PU value than the EF traffic; this is meant to reduce BE traffic backlog, if necessary.

![Figure 2.3: BE and EF Packet Urgency Functions](image)

### 2.5.2 Packet Priority Function

Let $\psi^{j,z}_i(k) \in [0,1]$ denote the packet priority (PP) value of user $i$, flow $j$, packet $z$ at time $k$. The PP value is calculated using the following packet priority function

$$\psi^{j,z}_i(k) = \pi_j(k)^{o_\pi} d^{j,z}_i(k)^{o_d} u^{j,z}_i(k)^{o_u},$$

where $o_\pi, o_d$, and $o_u \in \mathbb{R}_+$ are non-negative weighting constants. Each component of $\psi^{j,z}_i(k)$ is normalized to its maximum value: $\pi_j(k)$ is normalized to $\max(\pi_j(k)) \forall j$, $d^{j,z}_i(k)$ is normalized to $\max(d^{j,z}_i(k)) \forall i,j,z$ and $u^{j,z}_i(k)$ is normalized to $\max(c_j \xi_j^{(T_j-\eta_j)}) \forall j$.

### 2.5.3 Flow Merging Policy

The objective of the flow merging policy is to merge packets from the different flow data buffers of a given user $i$ into a physical layer encoder single user packet at time $k$ such that the sum PP value of the selected packets is maximized subject to the $EPSize_i(k)$ and FIFO
packet service constraints. The flow merging policy is formulated as follows:

\[
\text{OP2.1: } \max_{\alpha_{i}^{jz}(k)} \sum_{j=1}^{J_i} \sum_{z=1}^{B_j^i(k)} \psi_{i}^{jz}(k) \alpha_{i}^{jz}(k) \\
\text{s. t. } \sum_{j=1}^{J_i} \sum_{z=1}^{B_j^i(k)} d_{i}^{jz}(k) \alpha_{i}^{jz}(k) \leq EPSize_{i}(k), \\
\alpha_{i}^{jz}(k) \in \{0, 1\}, \quad \forall j \in J_i, \\
\alpha_{i}^{jz}(k) \leq \alpha_{i}^{jz'}(k), \quad \forall z' \leq z,
\]

where the binary variable \(\alpha_{i}^{jz}(k)\) = 1 if user \(i\), flow \(j\), packet \(z\) is selected, and \(\alpha_{i}^{jz}(k) = 0\) otherwise. The constraint \(\alpha_{i}^{jz}(k) \leq \alpha_{i}^{jz'}(k), \forall z' \leq z\) ensures that the packets in any data buffer are serviced in a FIFO fashion. The optimal solution is denoted by \(A^*\), where \(A^*\) is a binary matrix consisting of elements \(\alpha_{i}^{jz}(k)\) that maximizes the PP sum of the objective function in OP2.1.

To obtain the optimal solution \(A^*\), we first determine the set of unique feasible solutions, denoted by \(\mathcal{Y}\), where each element \(y\) is a vector consisting of \(J_i\) elements. The \(j^{th}\) element in \(y\) represents the number of data packets selected from flow \(j\) that satisfies the constraints of the optimization problem formulated in OP2.1. The optimal solution \(A^*\) is then mapped by \(y^* \in \mathcal{Y}\) which maximizes the objective function. In the event of a tie, \(y^*\) is then selected randomly with equal probabilities. The set \(\mathcal{Y}\) can be iteratively determined using \(J_i\)-nested loops. The loop counter for each nested loop \(j\) is \([0, \ldots, B_j^i(k)]\) and represents the number of data packets selected from flow \(j\). A loop terminates when the total size of the selected data packets exceeds \(EPSize_{i}(k)\).

Let \(U_i(k)\) denote the maximal sum packet priority (MSPP) value for user \(i\) at time \(k\) attained by \(A^*\), i.e.

\[
U_i(k) = \sum_{j=1}^{J_i} \sum_{z=1}^{B_j^i(k)} \psi_{i}^{jz}(k) \alpha_{i}^{jz}(k), \quad \alpha_{i}^{jz}(k) \in A^*.
\]
2.5.4 User Selection Policy

Let $Q_i(k)$ denote the priority of user $i$ at scheduling period $k$:

$$Q_i(k) = \kappa_i \frac{CSI_i(k)^\alpha U_i(k)^\beta}{\bar{v}_i(k)^\varepsilon},$$

where $CSI_i(k)$ is the channel state information, $U_i(k)$ is the MSPP value and $\bar{v}_i(k)$ denotes the running average throughput over the last $N_{\text{window}}$ time slots for user $i$ at time $k$. The parameter $\kappa_i \in \mathbb{R}_+$ can be used to establish relative user priorities and $\alpha, \beta, \varepsilon \in \mathbb{R}_+$ are non-negative weighting constants. The user $i^*$ to be scheduled at time $k$ is determined as:

$$i^*(k) = \arg \max_{i \in I} Q_i(k).$$

2.6 Simulation Results

The MFM and ACLS-FM scheduling policies described in Sections 2.4.1 and 2.5 were simulated in Matlab using the system model described in Section 2.3. Simulation results were obtained for BE only traffic, EF only traffic and mixed traffic (BE + EF) scenarios with system loading factor, $\rho \triangleq \bar{\lambda}/\bar{\mu}$, values of 0.10, 0.50 and 0.90, where $\bar{\lambda} = \sum_{i=1}^{I} \sum_{j=1}^{J_i} \lambda_{ij}$ and $\bar{\mu} = \frac{1}{||S||} \sum_{S \in S} \sum_{EP_{\text{Size}} \in E} \frac{EP_{\text{Size}}}{S}$. $||\cdot||$ is the cardinality of a set. For the mixed traffic scenario, an equal number of BE and EF traffic flows were simulated. To achieve the desired system loading factor, $I$ and $J_i$ were varied. The simulation parameter values are listed in Table 2.1. The scheduling delay thresholds were set at 3.0 sec for BE traffic class (to avoid Transmission Control Protocol (TCP) retransmissions) [51] and 0.070 sec for EF traffic class (to achieve a “Users Satisfied” mouth-to-ear delay rating) [52].
### Table 2.1: Simulation Parameter Values

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$N_{window}$</td>
<td>100 slots</td>
<td>$S$</td>
<td>1 slot</td>
</tr>
<tr>
<td>$d_{i,j}^{z}(k)$</td>
<td>128 bits $\forall i \in I$ $\forall j \in J, z = 1, ..., B_i^{j}(k)$</td>
<td>$\xi_{BE}$</td>
<td>1.0</td>
</tr>
<tr>
<td>$\pi_{j}(k)$</td>
<td>$1 \forall j \in J$, $k = 1, ..., K$</td>
<td>$\xi_{EF}$</td>
<td>1.5</td>
</tr>
<tr>
<td>$\lambda_j$</td>
<td>$1 \forall j \in J$</td>
<td>$T_{BE}$</td>
<td>3.000 sec</td>
</tr>
<tr>
<td>$o_{\pi}, o_{d}, o_u$</td>
<td>1</td>
<td>$T_{EF}$</td>
<td>0.070 sec</td>
</tr>
<tr>
<td>$\kappa_i$</td>
<td>$1 \forall i \in I$</td>
<td>$\eta_{BE}$</td>
<td>1.500 sec</td>
</tr>
<tr>
<td>$\alpha, \beta, \varepsilon$</td>
<td>1</td>
<td>$\eta_{EF}$</td>
<td>0.035 sec</td>
</tr>
</tbody>
</table>

#### 2.6.1 Comparative Scheduling Policies

The performance of the MFM and ACLS-FM scheduling policies are compared with those of four other scheduling policies: Modified Greedy (MG), Modified Round Robin (MRR), MFM and Modified Proportional Fair (MPF). The MG, MRR and MPF scheduling policies are described below. The term, $EPSize_i(k)$, denotes the physical layer encoder packet size for user $i$ at time $k$.

**MG Scheduling Policy**

The Classical Greedy (CG) scheduling policy \cite{53} $i^*(k) = \arg \max_{i \in I} CSI_i(k)$ is strictly opportunistic and simply selects the user $i^*$ with the best channel condition. While CG provides a throughput upper-bound, it does not specify how the flows of the selected user are to be scheduled. In MG, each traffic flow is regarded as a separate user. At each scheduling period $k$, MG services the flow with the best channel condition and longest data queue. Specifically,

Step 1: Let $Q_{MG_i}^j(k)$ denote the priority of user $i$, flow $j$ at scheduling period $k$:

$$Q_{MG_i}^j(k) = \min\{EPSize_i(k), \sum_{z=1}^{B_i^j(k)} d_{i}^{j,z}(k)\}, \quad \forall i \in I, j \in J_i. \quad (2.10)$$
The user and flow to be scheduled at time $k$ is determined as:

$$\left(i^*(k), j^*(k)\right) = \arg \max_{i \in I, j \in J_i} Q_{MG_i^j}(k).$$  \hspace{1cm} (2.11)

Step 2: Packets are selected, one at a time in an iterative fashion, from the data queue of user $i^*$, flow $j^*$ and added to the physical layer encoder packet until either the physical layer encoder packet $EPSize_i(k)$ is filled or that there are no more packets in the data queue $j^*$.

**MRR Scheduling Policy**

The MRR scheduling policy assigns equal service to each traffic flow and in order regardless of queue length and channel condition. The MRR scheduling policy (where each of the $I$ users has $J_i$ flows) is specified as follows:

Step 1: The user and flow to be scheduled at time $k$ is determined as:

$$i^*(k) = \left\lceil \frac{(k - 1) \mod \left( I \cdot J_i + 1 \right)}{J_i} \right\rceil,$$

$$j^*(k) = (k - 1) \mod J_i + 1.$$  \hspace{1cm} (2.12)

Step 2: Same as Step 2 of the MG scheduling policy.

**MPF Scheduling Policy**

The PF scheduling policy [9] exploits multi-user diversity to maximize system throughput by scheduling data transmission based on the relative channel quality of the competing users, while at the same time maintaining fairness across users. Note that in the classic PF scheduling policy, there is no provision for choosing which flow to schedule from among the flows of a given user. Thus for purposes of comparison, each traffic flow is regarded as a separate user and we refer to this as the MPF scheduling policy. The MPF scheduling policy is defined as:
Step 1: Let $Q^{MPF}_{ij}(k)$ denote the priority of user $i$, flow $j$ at scheduling period $k$:

$$Q^{MPF}_{ij}(k) = \begin{cases} \frac{CSI_i(k)}{v^j_i(k)} & \text{if } B^j_i(k) > 0 \\ 0 & \text{otherwise} \end{cases} \quad \forall i \in I, j \in J_i, \quad (2.13)$$

where $v^j_i(k)$ denotes the running average throughput over the last $N_{\text{window}}$ time slots for user $i$, flow $j$ at time $k$. A flow with no data to send is assigned a priority of 0 and is ignored in the selection process. The user and flow to be scheduled at time $k$ is determined as:

$$(i^*(k), j^*(k)) = \arg \max_{i \in I, j \in J_i} Q^{MPF}_{ij}(k). \quad (2.14)$$

Step 2: Same as Step 2 of the MG scheduling policy.

2.6.2 Performance Measure

To evaluate the system performance, we define the scheduling policy performance gain, $G_Y^\chi$, as

$$G_Y^\chi = C_{Y} \chi_Y - \chi_X \times 100\%, \quad (2.15)$$

where $Y$ is either the MFM or ACLS-FM scheduling policy and $\chi$ is the QoS measure of interest: throughput ($TP$), latency ($LT$) and packet drop probability ($PDP$). The term $C$ in (2.15) takes value +1 for $TP$ and −1 for $LT$ and $PDP$. The terms $\chi_Y$ and $\chi_X$ are the average QoS values for scheduling policy $Y$ and MPF respectively. The MPF scheduling policy is used for evaluating the system performance as it (or its variants) is the most commonly used scheme in wireless networks.

2.6.3 MFM Results

Some simulation results are shown in Table 2.2 for $\rho = 0.90$. The $C_{TP}^{MFM}$, $G_{LT}^{MFM}$ and $G_{PDP}^{MFM}$ columns show the throughput, latency and packet drop probability gains of MFM compared to MPF. Cumulative distribution function (CDF) plots for user throughput, user latency and
Table 2.2: Simulation Results of MFM with $\rho = 0.90$

<table>
<thead>
<tr>
<th>$I$</th>
<th>$J_i$</th>
<th>$G_{TP}^{MFM}$</th>
<th>$G_{LT}^{MFM}$</th>
<th>$G_{PDP}^{MFM}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>20</td>
<td>2 BE</td>
<td>0.19 %</td>
<td>0.00 %</td>
<td>0.00 %</td>
</tr>
<tr>
<td>110</td>
<td>2 EF</td>
<td>52.14 %</td>
<td>0.00 %</td>
<td>13.15 %</td>
</tr>
<tr>
<td>22</td>
<td>10 EF</td>
<td>246.83 %</td>
<td>23.53 %</td>
<td>60.98 %</td>
</tr>
<tr>
<td>30</td>
<td>1 BE, 1 EF</td>
<td>22.87 %</td>
<td>17.60 %</td>
<td>13.64 %</td>
</tr>
<tr>
<td>6</td>
<td>5 BE, 5 EF</td>
<td>36.83 %</td>
<td>67.97 %</td>
<td>20.80 %</td>
</tr>
</tbody>
</table>

user packet drop probability obtained from a simulation of 22 users, each with 10 EF traffic flows are shown in Fig. 2.4, 2.5 and 2.6 respectively. The improvements in $G_{TP}^{MFM}$ and $G_{LT}^{MFM}$ relative to MPF come from the reduction in wastage in the physical layer encoder packet when the flow queue sizes (in bits) are typically quite small compared to the physical layer encoder packet size. The results show that $G_{TP}^{MFM}$ increases as the system loading factor increases for both the EF only traffic and mixed traffic scenarios but is negligible for the BE only traffic scenario due to minimal unfilled space left in the physical layer encoder packet for merging. For the same system loading factor, $G_{TP}^{MFM}$ increases as the number of traffic flows is increased with a corresponding decrease in the number of users due to multi-application diversity. Further decrease in latency is realized due to the possible multiplexing of packets from different data queues in a scheduling period. Application layer PDU from EF flows that arrive later at the access network following a large application layer PDU from a BE flow can be transmitted first instead of being transmitted in the order of arrival, hence reducing latency. $G_{LT}^{MFM}$ exhibits the highest gain in a mixed traffic scenario. As expected, the results show that an increase in $G_{LT}^{MFM}$ results in a corresponding increase in $G_{PDP}^{MFM}$. 
Figure 2.4: CDF of User Throughput, $\rho = 0.90, I = 22$, 10 EF Flows for each User

Figure 2.5: CDF of User Latency, $\rho = 0.90, I = 22$, 10 EF Flows for each User
2.6.4 ACLS-FM Results

Some simulation results are shown in Table 2.3 for $\rho = 0.10$, 0.50 and 0.90. The $G_{TP}^{ACLS-FM}$, $G_{LT}^{ACLS-FM}$ and $G_{PDP}^{ACLS-FM}$ columns show the throughput, latency and packet drop probability gains of ACLS-FM compared to MPF. CDF plots for user throughput, user latency and user packet drop probability for a system with $\rho = 0.90$ for EF only and mixed traffic (BE + EF) are shown in Fig. 2.7 and Fig. 2.8 respectively.

The simulation results confirm that ACLS-FM generally performs better than the other four scheduling policies defined in Section 2.6.1 in terms of user throughput, user latency and user packet drop probability. We note in Fig. 2.8a that while MG has a higher system aggregate throughput, ACLS-FM can have a higher user throughput compared to MG. In addition to exploiting the benefits of MFM, ACLS-FM achieves additional performance gains from the PU function defined in Section 2.5.1, which allows a packet from a EF (latency-sensitive) flow to have its urgency increased as its waiting time, $w_{i}^{EF,z}$, exceeds a predetermined threshold, $\eta_{EF}$, to meet its latency requirements. For the period $w_{i}^{BE,z} < \eta_{EF}$, packets from the BE (delay-tolerant) flows are given a higher urgency to reduce the buffer backlog as a mechanism.
to achieve a higher system throughput. The PP function defined in Section 2.5.2 allows for further intra-user adjustments through the coupling of flow priority, $\pi_j$, packet size, $d_{i}^{j,z}$, and packet urgency, $u_{i}^{j,z}$. Fairness among users is taken into account in the user selection policy defined in Section 2.5.4.

For BE only traffic, as shown in Table 2.3a, ACLS-FM provides little performance gains over MPF regardless of the system loading factor. This is due to the fact that BE only traffic is high data rate and bursty in nature, leaving minimal unfilled space in the physical layer encoder packet for exploiting MFM.

However, for EF only traffic, as shown in Fig. 2.7, ACLS-FM provides significant per-

<table>
<thead>
<tr>
<th>$\rho$</th>
<th>$I$</th>
<th>$J_i$</th>
<th>$G_{TP}^{ACLS-FM}$</th>
<th>$G_{LT}^{ACLS-FM}$</th>
<th>$G_{PDP}^{ACLS-FM}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.10</td>
<td>3</td>
<td>2 BE</td>
<td>0.00 %</td>
<td>0.52 %</td>
<td>0.00 %</td>
</tr>
<tr>
<td>0.50</td>
<td>10</td>
<td>2 BE</td>
<td>0.79 %</td>
<td>0.00 %</td>
<td>0.44 %</td>
</tr>
<tr>
<td>0.90</td>
<td>20</td>
<td>2 BE</td>
<td>0.43 %</td>
<td>2.59 %</td>
<td>0.00 %</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$\rho$</th>
<th>$I$</th>
<th>$J_i$</th>
<th>$G_{TP}^{ACLS-FM}$</th>
<th>$G_{LT}^{ACLS-FM}$</th>
<th>$G_{PDP}^{ACLS-FM}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.10</td>
<td>20</td>
<td>2 EF</td>
<td>7.53 %</td>
<td>52.63 %</td>
<td>6.93 %</td>
</tr>
<tr>
<td>0.50</td>
<td>60</td>
<td>2 EF</td>
<td>91.37 %</td>
<td>3.13 %</td>
<td>36.48 %</td>
</tr>
<tr>
<td>0.90</td>
<td>110</td>
<td>2 EF</td>
<td>87.06 %</td>
<td>2.94 %</td>
<td>21.88 %</td>
</tr>
<tr>
<td>0.90</td>
<td>22</td>
<td>10 EF</td>
<td>304.02 %</td>
<td>50.00 %</td>
<td>74.85 %</td>
</tr>
<tr>
<td>0.90</td>
<td>14</td>
<td>16 EF</td>
<td>300.78 %</td>
<td>67.65 %</td>
<td>74.69 %</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$\rho$</th>
<th>$I$</th>
<th>$J_i$</th>
<th>$G_{TP}^{ACLS-FM}$</th>
<th>$G_{LT}^{ACLS-FM}$</th>
<th>$G_{PDP}^{ACLS-FM}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.10</td>
<td>5</td>
<td>1 BE, 1 EF</td>
<td>0.00 %</td>
<td>10.92 %</td>
<td>0.00 %</td>
</tr>
<tr>
<td>0.50</td>
<td>20</td>
<td>1 BE, 1 EF</td>
<td>31.54 %</td>
<td>28.79 %</td>
<td>16.18 %</td>
</tr>
<tr>
<td>0.90</td>
<td>4</td>
<td>8 BE, 8 EF</td>
<td>114.15 %</td>
<td>45.80 %</td>
<td>35.95 %</td>
</tr>
</tbody>
</table>
formance gains, especially as \( \rho \) increases. As with the MFM scheduling policy, the gain of ACLS-FM is achieved through a reduction of wastage in the physical layer encoder packet. In addition, with the inclusion of the packet urgency function \( u_{i_2}^{1,2}(k) \) in the ACLS-FM scheduling policy, \( G_{PDP}^{ACLS-FM} \) is achieved as the number of packets dropped due to the violation of the scheduling delay threshold is substantially reduced, which in turn leads to additional \( G_{TP}^{ACLS-FM} \). Further \( G_{LT}^{ACLS-FM} \) is realized due to the consideration of the MSPP \( U_i(k) \) of a user in the user selection policy in (2.9) which selects a user with more urgent packets. Comparing the cases of \( I = 110, J_i = 2 \) and \( I = 22, J_i = 10 \) for \( \rho = 0.90 \) shown in Table 2.3b we see that as the number of flows per user increases, a corresponding increase in performance gains is obtained due to the exploitation of multi-application diversity. For \( \rho = 0.90 \) and 16 EF flows per user shown in Fig. 2.7c, ACLS-FM achieves a near-0% PDP in comparison to an average of 45% PDP for the other 4 scheduling policies at the 95\(^{th} \) percentile.

For the mixed traffic (BE+EF) scenario shown in Fig. 2.8, ACLS-FM has the second highest throughput performance. MG provides the best throughput performance at the expense of starving EF traffic as it also has the highest EF PDP as shown in Fig. 2.8c. On the other hand, ACLS-FM achieves a near-0% PDP for EF traffic and the second lowest PDP for BE traffic. As shown in Fig. 2.8b, ACLS-FM has the lowest latency for BE traffic, and while MFM has a lower latency for EF traffic than ACLS-FM, that is achieved at the expense of a 50% EF PDP at the 95\(^{th} \) percentile (shown in Fig. 2.8c). In a mixed traffic scenario, MFM has a higher EF than BE PDP shown in Fig. 2.8c as the flow merging policy for MFM determines the probability of merging a packet from a flow by the ratio of its queue length to the sum of all queue lengths. It is worth noting that while MPF has the second lowest EF PDP, it also has the second highest BE PDP as it trades-off BE packets to achieve its intended throughput fairness objective. On the other hand, MG trades-off EF packets (highest EF PDP) for BE packets to achieve a high throughput.
2.7 Conclusion

The performance gains of a scheduling policy which exploits MFM in terms of user throughput, user latency and user packet drop probability were quantified. The substantial gains of MFM results from wastage reduction in the physical layer encoder packet and multiplexing of packets with different latency tolerances in a scheduling period. Only queue length information is needed to implement the MFM scheduling policy. With the promising gains and simplicity in implementation of MFM, we propose an ACLS-FM scheduling policy that integrates MFM and jointly considers physical-layer time-varying channel conditions as well as application-layer QoS requirements. In addition to exploiting the benefits of MFM, ACLS-FM realizes additional performance gains through the use of a cross layer design, utilizing a packet urgency function, packet priority function, flow merging policy and user selection policy. The simulation results confirm that ACLS-FM achieves substantial performance gains in the considered QoS performance measures (user throughput, user latency and user packet drop probability) when compared to other commonly used scheduling policies.
Figure 2.7: Performance for a System with $\rho = 0.90$, $I = 14$, 16 EF Flows for each User (a) CDF of User Throughput (b) CDF of User Latency (c) CDF of User Packet Drop Probability
Figure 2.8: Performance for a System with $\rho = 0.90$, $I = 4$, 8 BE Flows and 8 EF Flows for each User (a) CDF of User Throughput (b) CDF of User Latency (c) CDF of User Packet Drop Probability
Chapter 3

Packet Division Multiplexing in Single-carrier CDMA Systems

3.1 Introduction

With the rapid introduction of multimedia services, wireless networks are expected to integrate a mix of real-time traffic and non-real-time traffic with different QoS requirements. This has driven the continued extensive research in RRM with the objective of improving achievable system capacity while at the same time meeting the diverse QoS requirements and adapting to the dynamically changing wireless conditions.

As part of the evolution of the cdma2000 family of 3G mobile telecommunications air interface, cdma2000 1xEV-DO Revision A [43] provides significant improvements at various protocol layers over cdma2000 1xEV-DO Release 0 [46]. These include higher peak data rates, HARQ transmission and enhancements that provide considerable gains in spectral efficiency and substantial QoS support to efficiently support both latency-sensitive and delay-tolerant applications. In addition, cdma2000 1xEV-DO Revision A also introduced PDM [43, 47, 48] in the forward link that permits the BS to service multiple users in the

---

same physical layer encoder packet in a single time slot with the use of multi-user packet (MUP) transmission. PDM not only improves the resource utilization (packing efficiency) by allowing delay-tolerant applications to fill up the physical layer encoder packet unused with higher priority, low rate latency-sensitive applications but also improves the transmission latency performance by overcoming the shortage of time slots and enables cdma2000 1xEV-DO Revision A to support a large number of low-rate latency-sensitive applications, leading to increased system throughput and spectral efficiency.

The feasibility of supporting a single traffic type with PDM in cdma2000 1xEV-DO Revision A is explored in [54]. Analytical models and simulation are developed to evaluate the expected capacity and delay performance of implementing VoIP traffic using cdma2000 1xEV-DO Revision A. The authors demonstrate in the study that MUP transmission plays a critical role in achieving the expected Erlang capacity for VoIP which is comparable to that of a circuit switched cdma2000 [55] system. MUP efficiency, in terms of the average number of VoIP packets contained in one physical layer encoder packet is also presented. In [56], the performance and capacity of VoIP traffic by itself and VoIP together with other traffic types are analyzed. It is shown that cdma2000 1xEV-DO Revision A can not only provide VoIP capacity that is comparable to IS-2000, but the simulation results also show that a significant amount of delay-tolerant traffic can be simultaneously supported along with VoIP.

In this chapter, we leverage upon the PDM and mixed traffic findings in [54] and [56] respectively and adopt the ACLS-FM scheduling policy approach introduced in Chapter 2. ACLS-FM integrates MFM (Section 2.4) and takes into account the time-varying channel conditions from the physical layer and QoS requirements from the application layer. Considerable performance gains achievable with ACLS-FM in terms of user throughput, user latency and user packet drop probability were quantified in Section 2.6. We extend ACLS-FM and propose an adaptive cross layer scheduling policy that incorporates PDM of the shared physical layer encoder packet. We refer to this scheme as the Adaptive Cross Layer Scheduling with Flow and User Multiplexing (ACLS-FUM) scheduling policy. We consider a mix of real-time voice services and non-real-time data applications and study the improvements in
packing efficiency and latency performance. The resulting performance gains that are realizable in a framework such as that provided in cdma2000 1xEV-DO Revision A are quantified. An illustration of MUP with MFM is shown in Fig. 3.1.

This chapter is organized as follows: in Section 3.2, we present the system model that includes the network model, traffic classes and data buffer parameters. The ACLS-FUM scheduling policy is described in Section 3.3. Simulation results are presented in Section 3.4 and the main findings are summarized in Section 3.5.

### 3.2 System Model

The network model used in this chapter is described in this section. The traffic classes and data buffer parameters used are described in Sections 2.3.2 and 2.3.3 respectively.

We consider a 1xEV-DO Revision A-like packet cellular network random discrete-event model, as shown in Fig. 2.1, consisting of one BS servicing $I$ mobile stations (MSs). Let $\mathcal{I} = \{1, ..., I\}$ be the set of all users (MSs). Each MS $i$ can have up to $J_i$ data queues (flows) and let $\mathcal{J}_i = \{1, ..., J_i\}$ be the set of all flows for MS $i$. Forward link scheduling is centralized at the BS which communicates with all MSs. At each time slot $k$, where $k \in \mathbb{Z}_+ = \{1, 2, ..., K\}$, only one user is scheduled for single-user packet (SUP) transmission or up to eight users are scheduled for MUP transmission. We assume that the scheduling decision time is negligible.
Power control is not enabled in the forward link for 1xEV-DO systems and the BS transmits at full power to the MSs in all time slots. We assume that packets are received without errors, i.e. 0% FER, between the BS and MS. This simplifying assumption is made to illustrate the potential gains that ACLS-FUM can provide. It is expected that gains will also be achievable in a more realistic setting with non-zero FER values. The BS is assumed to have knowledge of the channel state information, $CSI_i(k)$, for each MS $i$ at time $k$, queue status and QoS requirements for all the data queues. The maximum service rate for a user during time slot $k$ is a function of its channel quality which is characterized by its received SNR in time slot $k$. Multiple application layer protocol data units (PDUs) from the same user can be transmitted in the same physical layer encoder packet in the same time slot using SUP transmission. Furthermore, application layer PDUs destined for different users are either scheduled and transmitted in different time slots using SUP transmission or multiplexed into the same physical layer encoder packet and transmitted in the same time slot using MUP transmission.

For simplicity, we assume that the physical layer encoder packet size, $EPSize_i(k)$, is chosen according to a uniform distribution from the set of eight physical layer encoder packet sizes, where $EPSize \in \mathcal{E}_{SUP} = \{128, 256, 512, 1024, 2048, 3072, 4096, 5120\}$ bits for SUP transmission. For MUP transmission, $EPSize \in \mathcal{E}_{MUP} = \{1024, 2048, 3072, 4096, 5120\}$ bits and maps to the set of Date Rate Control (DRC) indices compatible with MUP transmission for data rates greater than 153.6 kbps [43]. Let $\mu \triangleq EPSize/S \in \{4.8, ..., 3072\}$ kbps be the effective service rate, where $S \in \mathcal{S} = \{1, 2, 4, 8, 16\}$ time slot(s), each of 1.667 ms duration. Each application layer PDU is segmented into a number of packets. Packets from up to $J_i = 16$ different flows and $I = 8$ different users can be multiplexed into the same physical layer encoder packet of size $EPSize_{MUP}(k)$ for transmission at time $k$. 
3.3 Adaptive Cross Layer Scheduling with Flow and User Multiplexing Scheduling Policy

The proposed ACLS-FUM scheduling policy consists of a packet urgency function (to meet latency requirements), a packet priority function (for intra-user QoS adjustments), a transmission mode selection function (to determine SUP/MUP transmission mode), SUP transmission mode, MUP transmission mode and a flow merging policy (to determine which flows and how many bits from each flow to service). The packet urgency function, packet priority function and flow merging policy are described in Chapter 2. A flow chart illustrating the ACLS-FUM scheduling policy is shown in Fig. 3.2.

3.3.1 Transmission Mode Selection Function

In order to give users that do not qualify for MUP transmission (cdma2000 1xEV-DO Revision A [43] precludes DRC index < 3 from MUP transmission) an opportunity to clear their backlog, the scheduling policy may transmit packets in SUP transmission mode if the average waiting time of the head-of-line (HOL) packets exceeds predefined thresholds. Specifically, we define the averaging waiting time of BE and EF HOL packets as follows

\[
\bar{w}_{BE}(k) = \frac{1}{\sum_{i \in I} \sum_{j \in J_i} \sum_{j \in J_i} I_{BE}(j) w_{i,j,HOL}(k)}
\]

(3.1)

\[
\bar{w}_{EF}(k) = \frac{1}{\sum_{i \in I} \sum_{j \in J_i} \sum_{j \in J_i} I_{EF}(j) w_{i,j,HOL}(k)}
\]

(3.2)

where \( w_{i,j,HOL}(k) \) denotes the waiting time of the HOL packet for user \( i \), flow \( j \) at time \( k \). The indicator function \( I_{BE}(j) \) is defined as

\[
I_{BE}(j) = \begin{cases} 
1 & \text{if } j \text{ is an BE flow} \\
0 & \text{otherwise.}
\end{cases}
\]

(3.3)
Transmission Mode Selection Function:
Compute average waiting time of
BE HOL packets \( \bar{w}^{BE}(k) \)
and EF HOL packets \( \bar{w}^{EF}(k) \)

\[
\beta^{BE} U(\bar{w}^{BE}(k) - T_{SUP}^{BE}) + \\
\beta^{EF} U(\bar{w}^{EF}(k) - T_{SUP}^{EF}) > 0
\]

Yes

SUP Transmission Mode:
Schedule user using ACLS-FM

End
(ACLS-FUM)

No

MUP Transmission Mode:
Compute flow and user priority

MUP Transmission Mode:
Determine MUP candidates and select MUP users

MUP Transmission Mode:
Determine \( EPSize_{MUP}(k) \) and number of bits allocated to each selected MUP user. Schedule each selected MUP user using ACLS-FM

End
(ACLS-FUM)

Figure 3.2: ACLS-FUM Scheduling Policy Flow Chart
I_{EF}(j) is similarly defined. The terms $\sum_{j \in J_i} I_{BE}(j)$ and $\sum_{j \in J_i} I_{EF}(j)$ represent the number of 
BE and EF flows for user $i$ respectively. The ACLS-FUM scheduling policy will use SUP 
transmission mode at time $k$ if the following condition is true 

$$\beta^{BE} U(w^{BE}(k) - T_{SUP}^{BE}) + \beta^{EF} U(w^{EF}(k) - T_{SUP}^{EF}) > 0,$$  

(3.4)

where $U(x)$ denotes the unit step function, i.e. $U(x) = 1$ for $x > 0$ and $U(x) = 0$ otherwise. 
The parameters $\beta^{BE}$ and $\beta^{EF}$ take on values in $\{0, 1\}$ depending on whether BE and/or EF 
flows are included in the transmission mode selection function. $T_{SUP}^{BE}$ and $T_{SUP}^{EF}$ are the SUP 
thresholds for BE and EF flows respectively. They are generally set to values that are less 
than the scheduling delay thresholds $T_{BE}$ and $T_{EF}$. MUP transmission mode is used if (3.4) 
is false.

3.3.2 SUP Transmission Mode

In SUP transmission mode, only one user is serviced. Multiple packets from the same user are 
selected using ACLS-FM (see Section 2.5) and packed into the same physical layer encoder 
packet in the same time slot for SUP transmission.

3.3.3 MUP Transmission Mode

In MUP transmission mode, up to eight users are serviced. Multiple packets from different 
users are multiplexed into the same physical layer encoder packet in the same time slot for 
MUP transmission. The MUP transmission mode is performed as follows:

1) Flow and User Priority: Let $Q_i^j(k) \in [0, 1]$ denote the flow priority of user $i$, flow $j$ at time 
$k$, and be defined as 

$$Q_i^j(k) = \frac{\alpha u_i^{j,HOL}(k) + (1 - \alpha)CSI_i(k)}{\pi_i^j(k)},$$  

(3.5)

where $CSI_i(k)$ is the channel state information of user $i$ at time $k$, $u_i^{j,HOL}(k)$ is the PU 
value of the HOL packet and $\pi_i^j(k)$ (for fairness consideration) denotes the running aver-
age throughput over the last $N_{\text{window}}$ time slots for user $i$, flow $j$ at time $k$. Each of these terms is normalized to its maximum value: $u_{i,j}^{HOL}(k)$ is normalized to $\max(c_j \xi_j^{(T_j-\eta_j)})$, $\forall j$, $CSI_i(k)$ which is mapped to $EPSize_i(k)$ is normalized to $\max_{EPSize \in E_{\text{MUP}}} EPSize$ and $\tau_i^j(k)$ is normalized to $\max_{EPSize \in E_{\text{MUP}}} EPSize/S$. The parameter $\alpha \in [0, 1]$ is a weighting constant that is used to adjust the relative weighting of HOL packet urgency and channel condition. The user priority of user $i$ at time $k$ is

$$Q_i(k) = \sum_{j=1}^{J_i} Q_{ij}(k), \quad \forall i \in \mathcal{I}. \quad (3.6)$$

2) MUP User Selection: We define the set, $MUP_{\text{cands}}(k)$, of candidate users that qualify for MUP transmission at time $k$ as

$$MUP_{\text{cands}}(k) = \{ i \in \mathcal{I} | EPSize_i(k) \geq 1024 \} \quad (3.7)$$

and let $i^{\text{max}}(k)$ denote the MUP candidate which has the largest user priority:

$$i^{\text{max}}(k) = \arg \max_{i \in MUP_{\text{cands}}(k)} Q_i(k). \quad (3.8)$$

The set of MUP users, $MUP_{\text{users}}(k)$, to be scheduled at time $k$ is determined as:

$$MUP_{\text{users}}(k) = \{ i \in MUP_{\text{cands}}(k) | CSI_i(k) \geq CSI_{i^{\text{max}}(k)}(k) \}. \quad (3.9)$$

In the case where $\|MUP_{\text{users}}(k)\| > 8$ ($\| \cdot \|$ denotes the cardinality of a set), the 8 users with the largest $Q_i(k)$ are selected for MUP transmission. In the event of any ties, the tied users are selected randomly with equal probabilities.

3) MUP User Bit Allocation: Let $EPSize_{MUP}(k)$ denote the physical layer encoder packet size used for MUP transmission and it is defined as

$$EPSize_{MUP}(k) = EPSize_{i^{\text{max}}(k)}(k). \quad (3.10)$$
The number of bits allocated to user \(i\) for MUP transmission at time \(k\) is denoted by \(MUPSize_i(k)\). It is proportional to its user priority, \(Q_i(k)\), which takes into account flow throughput fairness, HOL packet urgencies and user channel condition. \(MUPSize_i(k)\) is determined by

\[
MUPSize_i(k) = \frac{Q_i(k)}{\sum_{i \in MUP_{users}(k)} Q_i(k)} EPSize_{MUP}(k), \quad \forall \, i \in MUP_{users}(k).
\]

(3.11)

Based on the number, \(MUPSize_i(k)\), of bits allocated, packets for user \(i \in MUP_{users}(k)\) are selected using ACLS-FM (see Section 2.5) and multiplexed into the same physical layer encoder packet in the same time slot for MUP transmission.

### 3.4 Simulation Results

The ACLS-FUM scheduling policy described in Section 3.3 was simulated in Matlab using the system model described in Section 3.2. Simulation results were obtained for BE only traffic, EF only traffic and mixed traffic (BE + EF) scenarios with system loading factor, \(\rho \equiv \lambda / \mu\), values of 0.10, 0.50 and 0.90, where \(\lambda = \sum_{i=1}^{I} \sum_{j=1}^{J_i} \lambda_{ij}\) and

\[
\overline{\lambda} = \frac{1}{\|S\| \|E_{MUP}\|} \sum_{S \in S} \sum_{EPSize \in E_{MUP}} \frac{EPSize}{S}. \quad \lambda_{ij} \text{ is the average traffic arrival rate for user } i, \text{ flow } j.
\]

For the mixed traffic scenario, an equal number of BE and EF traffic flows were simulated. To achieve the desired system loading factor, \(I\) and \(J_i\) were varied. The simulation parameter values are listed in Table 3.1.

To evaluate the system performance, we define the ACLS-FUM scheduling policy performance gain, \(G_{\chi}^{ACLS-FUM}\), as in (2.15). The performance metrics \(G_{TP}^{ACLS-FUM}, G_{LT}^{ACLS-FUM}, G_{PDP}^{ACLS-FUM}, G_{JT,BE}^{ACLS-FUM}\) and \(G_{JT,EF}^{ACLS-FUM}\) quantifies the throughput, latency, packet drop probability and jitter (BE and EF) gains of ACLS-FUM compared to MPF. CDF plots for user throughput, user latency, user packet drop probability and user jitter for a system with \(\rho = 0.50\) for EF only and \(\rho = 0.90\) for mixed traffic (BE + EF) are shown in Figs. 3.3 and 3.4 respectively. The simulation results confirm that ACLS-FUM performs better than the other
Table 3.1: Simulation Parameter Values

<table>
<thead>
<tr>
<th>Param.</th>
<th>Value</th>
<th>Param.</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$d_i^j(z)$</td>
<td>128 bits $\forall i \in I$ $\forall j \in J$, $z = 1, \ldots, B_i^j(k)$</td>
<td>$\xi_{BE}$</td>
<td>1.0</td>
</tr>
<tr>
<td>$N_{\text{window}}$</td>
<td>100 slots</td>
<td>$\xi_{EF}$</td>
<td>1.5</td>
</tr>
<tr>
<td>$S$</td>
<td>1 slot</td>
<td>$T_{BE}$</td>
<td>3.000 sec</td>
</tr>
<tr>
<td>$c_j$</td>
<td>1</td>
<td>$T_{EF}$</td>
<td>0.070 sec</td>
</tr>
<tr>
<td>$T_{BE}^{SUP}$</td>
<td>1.500 sec</td>
<td>$\eta_{BE}$</td>
<td>1.500 sec</td>
</tr>
<tr>
<td>$T_{EF}^{SUP}$</td>
<td>0.035 sec</td>
<td>$\eta_{EF}$</td>
<td>0.035 sec</td>
</tr>
<tr>
<td>$\beta_{BE}$</td>
<td>0</td>
<td>$\alpha$</td>
<td>0.5</td>
</tr>
<tr>
<td>$\beta_{EF}$</td>
<td>1</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

four scheduling policies defined in Section 2.6.1 in terms of user throughput, user latency, user packet drop probability and user jitter through the exploitation of both MFM and MUP.

The simulation scenario for $\rho = 0.50$ (110 users, each with 1 EF flow) is created to demonstrate the achievable performance gains solely from MUP transmission. From both Fig. 3.3 and the performance metrics where $G_{TP}^{ACLS-FUM} = 132.83\%$, $G_{LT}^{ACLS-FUM} = 77.42\%$, $G_{PDP}^{ACLS-FUM} = 99.99\%$ and $G_{JT,EF}^{ACLS-FUM} = 61.15\%$, it is clear that ACLS-FUM performs much better than any of the other four scheduling policies. ACLS-FUM performs better than MG in terms of user throughput as shown in Fig. 3.3a. The high $G_{TP}^{ACLS-FUM}$ is achieved due to the ability to multiplex packets for different users into the same physical layer encoder packet. ACLS-FUM also provides the best performance in terms of user jitter compared to the other four scheduling policies which have almost identical performance as shown in Fig. 3.3d. This improvement is achieved due to the ability to PDM the physical layer encoder packet using MUP transmission which provides an increase number of available time slots to support low-rate latency-sensitive EF traffic. High $G_{LT}^{ACLS-FUM}$ and $G_{PDP}^{ACLS-FUM}$ (near-0% PDP) are achieved from the reduction in wastage in the physical layer encoder packet and a corresponding queue length reduction.

The simulation scenario for $\rho = 0.90$ (30 users, each with 1 BE and 1 EF flow) is created to demonstrate the achievable performance gains from MUP with MFM transmission in a mixed traffic (BE + EF) scenario. The results are presented in Fig. 3.4 with $G_{TP}^{ACLS-FUM} =$
66.58%, $G_{LT}^{ACLS-FUM} = 42.84\%$, $G_{PDP}^{ACLS-FUM} = 82.57\%$, $G_{JT,BE}^{ACLS-FUM} = 16.81\%$ and $G_{JT,EF}^{ACLS-FUM} = 39.06\%$. In this scenario, based on the transmission mode selection function defined in Section 3.3.1, 99.56% were MUP transmissions and the remaining 0.44% were SUP transmissions. As shown in Fig. 3.4, simulation results confirm that ACLS-FUM performs better than the other four scheduling polices defined in Section 2.6.1 in terms of user throughput, user latency, user packet drop probability and user jitter with the exception that MG has a slightly better BE throughput and BE packet drop probability. Fig. 3.4a shows that ACLS-FUM has the second highest throughput performance for BE (behind MG) and the highest throughput performance for EF. However, MG’s BE throughput performance comes at a great sacrifice of EF traffic, which not only has the lowest EF throughput but also the highest EF PDP as shown in Fig. 3.4a and 3.4c respectively. In contrast, ACLS-FUM achieves a near-0% PDP for EF traffic and the second lowest PDP for BE traffic. ACLS-FUM also has the lowest latency for BE (up to the 80th percentile) and the lowest latency for EF as shown in Fig. 3.4b. While MG has a lower latency for the upper 20th percentile for BE, that is achieved at the expense of a 50% EF PDP at the 80th percentile as shown in Fig. 3.4c. ACLS-FUM achieves the lowest user jitter for both BE and EF traffic. It is worth highlighting that ACLS-FUM (MUP) outperforms ACLS-FM (SUP) in all four QoS metrics, primarily due to the increased packing efficiency of MUP transmission. A solution possible under SUP is also feasible under MUP. Therefore, optimizing over the set of possible MUP solutions will generally yield an improved optimal solution in any one of the four QoS metrics. An inductive proof of MUP throughput gain is presented in Appendix A.

From the simulation results, we note that the HOL average waiting time increases as the system loading $\rho$ increases. ACLS-FUM will more likely select the SUP transmission mode in an attempt to clear the users’ backlog. However, this could degrade the system performance to that of ACLS-FM (see Chapter 2). As such, further considerations should be taken in account when defining the transmission mode selection function so as to 1) achieve a balanced tradeoff between backlog reduction and MUP benefit maximization and 2) attempt to determine (other than from the DRC index) whether a user’s low DRC index request is
due to bad channel conditions or due to a lack of transmit data in the queue. Scheduling priority should be given to the users that are in better channel conditions (provided that the user fairness constraint is met) so as to not compromise system capacity.

### 3.5 Conclusion

An ACLS-FUM scheduling policy that integrates both MFM and PDM while jointly considering physical-layer time-varying channel conditions as well as application-layer QoS requirements in a mixed traffic environment has been proposed and evaluated. In addition to exploiting the benefits of MFM and cross layer information, ACLS-FUM realizes additional performance gains by taking PDM of the shared physical layer encoder packet into account, further reducing wastage in the physical layer encoder packet. Simulation results show that ACLS-FUM can achieve substantial performance gains in user throughput, user latency, user packet drop probability and user jitter when compared to four other well-known scheduling policies.
Figure 3.3: Performance for a System with $\rho = 0.50$, $I = 110$, 1 EF Flow for each User
(a) CDF of User Throughput (b) CDF of User Latency
Figure 3.3: Performance for a System with $\rho = 0.50$, $I = 110$, 1 EF Flow for each User (Continued) (c) CDF of User Packet Drop Probability (d) CDF of User Jitter
Figure 3.4: Performance for a System with $\rho = 0.90$, $I = 30$, 1 BE and 1 EF Flow for each User (a) CDF of User Throughput (b) CDF of User Latency
Figure 3.4: Performance for a System with $\rho = 0.90$, $I = 30$, 1 BE and 1 EF Flow for each User (Continued) (c) CDF of User Packet Drop Probability (d) CDF of User Jitter
Chapter 4

BitQoS-aware Resource Allocation Framework for Multi-carrier OFDM Systems

4.1 Introduction

Orthogonal Frequency Division Multiplexing (OFDM) [57–59] is a promising technique for communication systems due to its high spectral efficiency and is currently employed in many communication systems, e.g., LTE [27], Worldwide Interoperability for Microwave Access (WiMAX IEEE 802.16) [28] and Very High bit rate Digital Subscriber Line (VHDSL) [60].

In OFDM, the available transmission bandwidth is divided into mutually orthogonal narrow-band subcarriers and data is transmitted over these subcarriers. A higher spectral efficiency is possible as the orthogonality is achieved through proper selection of waveforms instead of reliance on guard bands as in conventional frequency division multiplexing (FDM). The system performance can be enhanced by adapting the modulation, coding and power to the channel quality of each subcarrier. In a multi-user system, as the channel quality on each

---
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subcarrier is likely to be independent among different users, OFDMA allows users to access subcarriers selectively, in time and frequency, to exploit multi-user and multi-channel diversities, providing increased scheduler flexibility and scalability to further improve system performance.

Dynamic bit-loading, transmission power allocation and subcarrier assignment schemes for multi-user OFDM systems have been devised to take advantage of the mechanisms and optimization features introduced in the air interfaces [27, 28, 33]. Much of the published work in OFDM RRM has focused on exploiting multi-user and multi-channel diversities [29–32] to maximize the system throughput subject to a total system transmit power constraint [30, 61, 62] or to minimize the total transmit power while satisfying a transmission rate for each user [63]. In addition, many of the RRM algorithms have previously focused on homogeneous traffic where the traffic type consists of only either real-time or non-real-time traffic traffic. More recently, multi-application (flow) diversity [34–37, 39–41] has been exploited to address concurrent heterogeneous application QoS requirements in mixed-traffic networks.

In this chapter, we propose to increase the flexibility and granularity of the resource allocation algorithms by considering QoS at the bit-level rather than at the flow-level as in previous works [36–41]. This is achieved by adaptively matching the QoS requirements of the user application bits to the characteristics of the OFDM subcarriers. As shown in Fig. 4.1, the bits from each application flow of a given user are mapped into OFDM subcarriers based on a bitQoS-aware scheduling policy to exploit both multi-application and multi-bit diversities. BitQoS represents a QoS prioritization mechanism which can take into consideration inter-user priorities, intra-user application QoS requirements and fairness in a multi-user mixed-traffic system. The selected application bits are then transmitted simultaneously on a set of OFDM subcarriers allocated to that user. The mapping between application bits and the OFDM subcarriers is signaled using the control channel accompanying the data channel. The receiver is then able to extract the application bits from the assigned OFDM subcarriers. While the proposed scheme requires additional scheduling signaling overhead and increased
computational complexity, it provides the advantage of matching the QoS requirements of the application bits to the channel qualities of the OFDM subcarriers, and the critical ability to more closely meet the QoS requirements of multiple user application flows. This is not possible in flow-level scheduling since only flow-level QoS parameter values are considered. We formulate the proposed bitQoS-aware RA framework as two optimization problems: one with no flow merging and one with flow merging.

This chapter is organized as follows: in Section 4.2, we present the system model that includes the network model and traffic classes. The bitQoS-aware RA framework with no flow merging and with flow merging are described in Section 4.3. The performance measures, analytical system throughput and comparative schemes are presented in Section 4.4.

### 4.2 System Model

The network model of a multi-user OFDM system and the BE and EF traffic classes are described in this section.
4.2.1 Network Model

We consider forward link transmissions in a multi-user OFDM system consisting of one BS servicing \( I \) users with \( N \) subcarriers in a single cell. Let \( \mathcal{I} = \{1, 2, \ldots, I\} \) denote the set of all users and \( \mathcal{N} = \{1, 2, \ldots, N\} \) denote the set of all subcarriers. User \( i \) has \( J_i \) application flows and let \( \mathcal{J}_i = \{1, 2, \ldots, J_i\} \) denote the set of all application flows of user \( i \). All application data packets to be transmitted to users are queued at the BS. We assume that the data buffer size at the BS is infinite (i.e., no packet blocking) and that the BS has knowledge of the data buffer parameters and QoS requirements for all the application flows. Bits in the data buffer are indexed by \( z, z \in \{1, 2, \ldots, B^i_j(k)\} \), where \( B^i_j(k) \) denotes the queue length, in bits, of the data buffer for user \( i \), flow \( j \) at time \( k \), \( k \in \{1, 2, \ldots, K\} \). Packets in the data queues are serviced in a FIFO fashion.

We assume that the BS has perfect knowledge of the channel gain, \( \alpha_{i,n} \), of subcarrier \( n \) for user \( i, i \in \mathcal{I}, n \in \mathcal{N} \), from the feedback channel. In practice, for Time Division Duplex (TDD) systems, the BS is able to estimate the channel state information based on the received uplink transmission given the symmetry of the channel characteristics for the downlink and uplink, and for Frequency Division Duplex (FDD) systems, pilot symbols are inserted in the downlink transmission [64] for the MS to estimate the channel state information. For simplicity, we do not consider the path loss or the effects of shadowing from the BS to MSs and we assume that the subcarriers undergo independent and identically distributed (i.i.d.) Rayleigh fading to account for multipath fading. The fading rate is slow enough that \( \alpha_{i,n} \) remains constant over an OFDM symbol duration, \( T_s \), and the mean, \( E\{|\alpha_{i,n}|^2\} \), of the channel power gain is assumed to be unity. Let \( p_{i,n} \) denote the transmit power allocated to user \( i \) on subcarrier \( n \). The corresponding number of bits that can be carried per OFDM symbol [65] is

\[
c_{i,n} = \log_2 \left( 1 + \frac{p_{i,n}|\alpha_{i,n}|^2}{\zeta \sigma_0^2} \right), \quad (4.1)
\]

where \( \sigma_0^2 \) denotes the noise power and \( \zeta \) is a SNR gap parameter. For practical signal constellations, \( \zeta \) reflects the Bit Error Rate (BER) requirement [65]. The scheduling decision
is performed on an OFDM symbol basis and the total BS transmit power is $P_{total}$. It is also assumed that the scheduling decision time is negligibly small compared to $T_s$ and that transmitted bits are received without errors.

4.2.2 Traffic Classes

Two traffic classes are considered: BE traffic representing Internet browsing-like applications and EF traffic representing VoIP-like applications. We use the web browsing traffic arrival model in [50] for incoming BE traffic. The application layer PDU size is based on a truncated Pareto distribution with a mean of 25 kBytes and minimum and maximum sizes of 4.5 kBytes and 2 MBytes respectively. The application layer PDU interarrival time is geometrically distributed with a mean of 5 sec and takes on values which are multiples of 1 sec. For the EF traffic class, the VoIP traffic arrival model in [50] is assumed. In contrast to the web browsing model, source configuration and source files are used to generate VoIP traffic. The source file is generated based on the MSO model IS-871 with alterations as detailed in [50]. The application layer PDU size and interarrival time have a mean of 152.4 bits and 0.04 sec, respectively. The average traffic arrival rates $\lambda_{BE}$ and $\lambda_{EF}$ are 40.0 kbps and 3.7 kbps per application respectively.

4.3 BitQoS-aware Resource Allocation Framework

In this section, we describe the bitQoS function and the bitQoS-aware resource allocation problem formulation with no flow merging and with flow merging.

4.3.1 BitQoS Function

Based on the application QoS requirements, data buffer parameters, inter- and intra-user priorities and fairness, the bitQoS function maps these QoS parameters of an application bit into a numerical value. The bitQoS function allows the scheduling priority of a bit to be raised when the QoS satisfaction level is low and vice versa. For example, for delay-sensitive traffic such as VoIP applications, the bitQoS function may be expressed as an exponentially increas-
ing function of the bit waiting time, whereas for the BE traffic, the bitQoS function may be a constant. We define the bitQoS value of user $i$, flow $j$, bit $z$ as

$$\psi_{i}^{j,z} = f(\theta_{i}^{j,z}), \quad (4.2)$$

where $f(\cdot)$ denotes the bitQoS function and $\theta_{i}^{j,z}$ denotes the tuple of QoS parameters of interest associated with user $i$, flow $j$, bit $z$. For this work, we consider a bitQoS function which includes the following QoS parameters: application flow priority and bit waiting time,

$$\theta_{i}^{j,z} = \{\pi_j, w^j_{i,z}(k)\}, \quad (4.3)$$

where $\pi_j \in \mathbb{R}_+$ is the application flow priority for flow $j$ and $w^j_{i,z}(k) \in [0, \infty)$ denotes the amount of time, in seconds, that the bit at position $z$ in user $i$, flow $j$ buffer has waited. The term, $\pi_j$, is included in (4.3) to account for the different traffic classes that may be present in a mixed-traffic system, and $w^j_{i,z}$ is included to account for the bit waiting time since latency is a key QoS requirement for delay-sensitive traffic. Each bit is time stamped upon arrival in the data buffer, and the waiting time is found by simply subtracting the arrival time from the current time $k$. Bits are dropped if $w^j_{i,z}(k)$ exceeds the application flow scheduling delay threshold $T_j \in \mathbb{R}_+$ as specified in Table 4.2. If any bit within an application data packet is dropped, then all the bits in that application data packet are dropped. We define the bitQoS function as

$$f(\theta_{i}^{j,z}) = c_j \pi_j \xi_j \eta_j^{d_j(w^j_{i,z}(k) - \eta_j)}. \quad (4.4)$$

The bitQoS function is expressed as an exponential of the bit waiting time $w^j_{i,z}(k)$, which allows bits from delay-sensitive application flows to have their service priority rapidly raised as the waiting time exceeds the comfort latency threshold $\eta_j \in \mathbb{R}_+$, where $\eta_j$ is set to a value smaller than $T_j$. In the region where $w^j_{i,z}(k) \leq \eta_{EF}$, the BE bits have a higher bitQoS value than the EF bits; this allows for a reduction in BE traffic backlog, if necessary. The base of the exponential function $\xi_j \in \mathbb{R}_+$ is set according to the delay sensitivity of the respective
application flow. The coefficients, $c_j \in \mathbb{R}_+$ and $d_j \in \mathbb{R}_+$, are used to scale the exponential function if needed. Examples of the bitQoS functions for BE and EF are illustrated in Fig. 4.2.

### 4.3.2 BitQoS-aware Resource Allocation Framework with No Flow Merging

We formulate the proposed bitQoS-aware RA framework with no flow merging as an optimization problem with the objective of finding the joint subcarrier, power and bit assignment to maximize the total bitQoS-weighted throughput, subject to the total transmit power constraint. Let the optimization variable $a_{i,n}^j$ denote the subcarrier assignment variable which takes on the value 1 if subcarrier $n$ is allocated to user $i$, flow $j$ and 0 otherwise. Furthermore, let the optimization variable $b_{i,n}^{j,z}$ denote the bit assignment variable which takes on the value 1 if user $i$, flow $j$, bit $z$ is transmitted on subcarrier $n$ and 0 otherwise. Finally, the optimization variable $p_{i,n}^j \in [0, P_{total}]$ denotes the transmit power for user $i$, flow $j$ on subcarrier $n$. The
optimization problem, OP4.1, is formulated as

$$\text{OP4.1:} \max_{\{a_{i,n}^j \in \{0,1\}, \ p_{i,n}^j \in [0,P_{\text{total}}], \ b_{i,n}^{j,z} \in \{0,1\}\}} \sum_{i=1}^{I} \sum_{j=1}^{J_i} \sum_{z=1}^{B_i^j} \sum_{n=1}^{N} f(\theta_{i}^{j,z}) b_{i,n}^{j,z}$$  \tag{4.5}$$

subject to \quad \sum_{i} \sum_{j} \sum_{n} p_{i,n}^j a_{i,n}^j \leq P_{\text{total}} \tag{4.6}$$
$$\sum_{z} b_{i,n}^{j,z} \leq c_{i,n}^j \quad \forall i, j, n \tag{4.7}$$
$$\sum_{i} \sum_{j} a_{i,n}^j \leq 1 \quad \forall n \tag{4.8}$$
$$\sum_{n} b_{i,n}^{j,z} \leq 1 \quad \forall i, j, z. \tag{4.9}$$

Constraint (4.6) ensures that the sum of the transmit powers on all subcarriers does not exceed $P_{\text{total}}$. Constraint (4.7) ensures that the total number of bits that user $i$, flow $j$ can transmit on subcarrier $n$ does not exceed the throughput limit $c_{i,n}^j$ given in (4.1). Constraint (4.8) ensures that each subcarrier can only be assigned to at most a single application flow of a user so as to reduce the signaling overhead required for the application bits to OFDM subcarriers mapping. Constraint (4.9) ensures that each bit is only transmitted on one subcarrier.

### 4.3.3 BitQoS-aware Resource Allocation Framework with Flow Merging

In the previous section, each subcarrier assigned to a user is restricted to only carry bits from a single application flow of that user so as not to incur additional signaling overhead that may be required to indicate which application flow of the user each bit is from in the proposed bitQoS-aware RA framework. However, the bitQoS-aware RA framework with no flow merging increases the computational burden of the BS [34], as at each scheduling decision time $k$, the BS has to schedule $\sum_i J_i$ users instead of $I$ users. It may also result in some wastage in the event that there are not enough bits from an application flow to fill up subcarriers that have been assigned to it. Hence, we relax this constraint and allow application bits from different application flows of a user to be merged onto a single OFDM subcarrier.
to study the potential performance gains that can be further achieved with the bitQoS-aware RA framework with flow merging. The proposed bitQoS-aware RA framework with flow merging is formulated as an optimization problem with the objective of finding the joint subcarrier, power and bit assignment to maximize the total bitQoS-weighted throughput, subject to the total transmit power constraint. Let the optimization variable $a_{i,n}$ denote the subcarrier assignment variable which takes on the value 1 if subcarrier $n$ is allocated to user $i$ and 0 otherwise. Furthermore, let the optimization variable $b_{j,z}^{i,n}$ denote the bit assignment variable, which takes on the value 1 if user $i$, flow $j$, bit $z$ is transmitted on subcarrier $n$ and 0 otherwise. Finally, the optimization variable $p_{i,n} \in [0, P_{\text{total}}]$ denotes the transmit power for user $i$ on subcarrier $n$. The optimization problem, OP4.2, is formulated as

\[
\text{OP4.2:} \quad \max_{a_{i,n} \in \{0,1\}, \quad p_{i,n} \in [0, P_{\text{total}}], \quad b_{j,z}^{i,n} \in \{0,1\}} \quad \sum_{i=1}^{I} \sum_{j=1}^{J} \sum_{z=1}^{B_{j,n}} \sum_{n=1}^{N} f(\theta_{i,n}^{j,z}) b_{j,z}^{i,n} 
\]

subject to

\[
\sum_{i} \sum_{n} p_{i,n} a_{i,n} \leq P_{\text{total}} \quad (4.11)
\]

\[
\sum_{j} \sum_{z} b_{j,z}^{i,n} \leq c_{i,n,a_{i,n}} \quad \forall i, n \quad (4.12)
\]

\[
\sum_{i} a_{i,n} \leq 1 \quad \forall n \quad (4.13)
\]

\[
\sum_{n} b_{j,z}^{i,n} \leq 1 \quad \forall i, j, z. \quad (4.14)
\]

Constraint (4.11) ensures that the sum of the transmit powers on all subcarriers does not exceed $P_{\text{total}}$. Constraint (4.12) ensures that the total number of bits that user $i$ can transmit on subcarrier $n$ does not exceed the throughput limit $c_{i,n}$ given in (4.1). Constraint (4.13) ensures that each subcarrier can only be assigned to at most one user. Note that this constraint has been relaxed from the problem formulation in OP4.1 to allow the subcarrier to be assigned to more than one flow of that user. Constraint (4.14) ensures that each bit is only transmitted on one subcarrier.
Table 4.1: Simulation Parameter Values

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>System bandwidth (kHz)</td>
<td>$W = 4.5$</td>
</tr>
<tr>
<td>Number of subcarriers</td>
<td>$N = 18$</td>
</tr>
<tr>
<td>OFDM symbol duration (sec)</td>
<td>$T_s = 0.004$</td>
</tr>
<tr>
<td>Subcarrier spacing (Hz)</td>
<td>$\Delta f = 250$</td>
</tr>
<tr>
<td>Application data packet size (bits)</td>
<td>128</td>
</tr>
<tr>
<td>Channel model</td>
<td>independent Rayleigh fading</td>
</tr>
<tr>
<td>Total transmit power (Watt)</td>
<td>$P_{total} = 1$</td>
</tr>
<tr>
<td>SNR gap</td>
<td>$\zeta = 1$</td>
</tr>
<tr>
<td>Noise power (Watt)</td>
<td>$\sigma_0^2 = 10^{-13}$</td>
</tr>
<tr>
<td>MDU window length (OFDM symbols)</td>
<td>$W_{MDU} = 200$</td>
</tr>
</tbody>
</table>

4.4 Performance Evaluation

The bitQoS scheduling policies are simulated in Matlab using the system model described in Section 4.2. Each user is assumed to have 1 BE flow and 1 EF flow. The parameter values used in our simulation are listed in Tables 4.1 and 4.2.

4.4.1 Performance Measures

To evaluate the performance of the bitQoS-aware RA framework, we quantify the performance gains in terms of average system throughput, average user throughput, average user latency, average user jitter and average user packet drop probability. We define the user
### Table 4.2: Traffic Parameter Values

<table>
<thead>
<tr>
<th>Parameter</th>
<th>BE Traffic</th>
<th>EF Traffic</th>
</tr>
</thead>
<tbody>
<tr>
<td>Packet size</td>
<td>Truncated Pareto ($\alpha = 1.2$, $x_{\text{min}} = 4.5$ kBytes and $x_{\text{max}} = 2$ MBytes)</td>
<td>IS-871 with alterations as detailed in [50]</td>
</tr>
<tr>
<td>Packet interarrival time</td>
<td>Geometric distribution (mean = 5 sec)</td>
<td>IS-871 with alterations as detailed in [50]</td>
</tr>
<tr>
<td>Average traffic arrival rate (kbps)</td>
<td>$\lambda_{\text{BE}} = 40.0$</td>
<td>$\lambda_{\text{EF}} = 3.70$</td>
</tr>
<tr>
<td>Scheduling delay threshold (sec)</td>
<td>$T_{\text{BE}} = 3.000$</td>
<td>$T_{\text{EF}} = 0.100$</td>
</tr>
<tr>
<td>Comfort latency threshold (sec)</td>
<td>$\eta_{\text{BE}} = 0.100$</td>
<td>$\eta_{\text{EF}} = 0.025$</td>
</tr>
<tr>
<td>Flow priority</td>
<td>$\pi_{\text{BE}} = 1.00$</td>
<td>$\pi_{\text{EF}} = 1.00$</td>
</tr>
<tr>
<td>Flow scaling coefficients</td>
<td>$c_{\text{BE}} = 1.00$, $d_{\text{BE}} = 1000$</td>
<td>$c_{\text{EF}} = 1.00$, $d_{\text{EF}} = 1000$</td>
</tr>
<tr>
<td>Urgency base</td>
<td>$\xi_{\text{BE}} = 1.00$</td>
<td>$\xi_{\text{EF}} = 1.05$</td>
</tr>
</tbody>
</table>

throughput, user latency, user jitter and user packet drop probability respectively as follows:

\[
TP_{\text{user}}(i) = \frac{\sum_j \sum_k TP_i^j(k)}{K}, \quad (4.15)
\]

\[
LT_{\text{user}}(i) = \frac{\sum_{\text{bit}(i,j,z) \in \Phi_i^j} LT_i^{j,z}}{K \times TP_{\text{user}}(i)}, \quad (4.16)
\]

\[
JT_{\text{user}}(i) = \sqrt{\frac{\sum_{\text{bit}(i,j,z) \in \Phi_i^j} (LT_i^{j,z} - LT_{\text{user}}(i))^2}{K \times TP_{\text{user}}(i)}}, \quad (4.17)
\]

\[
PDP_{\text{user}}(i) = \frac{\sum_j \sum_k BD_i^j(k)}{K \times TP_{\text{user}}(i) + \sum_j \sum_k BD_i^j(k)}, \quad (4.18)
\]

where $TP_i^j(k)$ denotes the number of bits that is contained in packets of user $i$, flow $j$ which are successfully received at time $k$, $LT_i^{j,z}$ denotes the amount of time bit $(i,j,z)$ has waited in the data buffer before being scheduled and $BD_i^j(k)$ denotes the number of bits that is contained in packets of user $i$, flow $j$ which are dropped at time $k$. The term, $\Phi_i^j$, denotes the set of all the scheduled bits of user $i$, flow $j$. Note that if any bit within an application data packet is dropped, then that application data packet is dropped. Furthermore, in the calculation of user latency and user jitter, only bits in the scheduled packets (i.e., packets
that are not dropped due to exceeding \(T_j\) are included. The average system throughput, \(TP_{\text{system}}\), is defined as \(TP_{\text{system}} = \sum_i TP_{\text{user}}(i)\), and the average system throughput, average user latency, average user jitter and average user packet drop probability are obtained by averaging \(TP_{\text{user}}(i)\), \(LT_{\text{user}}(i)\), \(JT_{\text{user}}(i)\) and \(PDP_{\text{user}}(i)\) respectively, over the \(I\) users.

### 4.4.2 Analytical System Throughput

For comparison, the analytical system throughput curve of a multi-user, multi-channel OFDM system with full buffer using water-filling is derived. The analytical system throughput is obtained by summing the capacities of the i.i.d. Rayleigh fading subcarriers subject to the total power constraint \(P_{\text{total}}\) over the set \(\mathcal{N}\) and distribution \(p_{\Gamma_n}(\gamma_n)\) \([59]\), where \(\Gamma_n \triangleq |\alpha_{i^*(n),n}|^2 P_{\text{total}}/\zeta \sigma_0^2\) denotes the instantaneous SNR of subcarrier \(n\) assuming the total BS transmit power, \(P_{\text{total}}\), is allocated to that subcarrier and \(i^*(n) = \arg \max_{i \in \mathcal{I}} \{ |\alpha_{i,n}|^2 \}\): 

\[
C = \max_{p_{i^*(n),n}(\gamma_n) \sum_n \int_0^{\infty} p_{i^*(n),n}(\gamma_n) \gamma_n d\gamma_n \leq P_{\text{total}}} \sum_n \int_0^{\infty} \log_2 \left( 1 + \frac{p_{i^*(n),n}(\gamma_n) \gamma_n}{P_{\text{total}}} \right) p_{\Gamma_n}(\gamma_n) d\gamma_n.
\]

We use the results in \([66]\) which derives the capacity of a single Rayleigh fading channel with multi-receiver antennas using selection combining under optimal simultaneous power and rate adaptation to obtain \(p_{\Gamma_n}(\gamma_n) = \frac{I}{E\{\Gamma_n\}} \left[ 1 - e^{-\gamma_n E\{\Gamma_n\}} \right] I - 1 \left[ e^{-\gamma_n E\{\Gamma_n\}} \right]\), where the term \(E\{\Gamma_n\}\) denotes the expected value of \(\Gamma_n\). The analytical system throughput can be expressed as 

\[
C = \log_2(e) \sum_{n=1}^{N} \sum_{z=1}^{I} (-1)^{z+1} \binom{I}{z} E_1\left( \frac{\gamma_0}{E\{\Gamma_n\}} \right),
\]

where \(E_1(x) \triangleq \int_x^{\infty} \frac{e^{-u}}{u} du\) denotes the exponential integral of order 1. The optimal power allocation is a two-dimensional water-filling (over \(\mathcal{N}\) and \(p_{\Gamma_n}(\gamma_n)\)) with a common cutoff.
SNR value, $\gamma_0$, which is obtained by solving

$$\sum_{n=1}^{N} \sum_{z=1}^{I} (-1)^z \left( \begin{array}{c} I \\ z \end{array} \right) \left[ \frac{z}{E\{\Gamma_n\}} \frac{z\gamma_0}{E\{\Gamma_n\}} - \frac{1}{\gamma_0} e^{-\frac{z\gamma_0}{E\{\Gamma_n\}}} \right] = 1.$$  \hspace{1cm} (4.21)

Since the Left-Hand-Side (LHS) of (4.21) is a monotonically decreasing function of $\gamma_0$, $\forall I \geq 1, N \geq 1, \gamma_0 > 0$ and $E\{\Gamma_n\} > 0$, the solution can be found numerically using a bisection algorithm (see proof in Appendix B).

### 4.4.3 Comparative Schemes

To provide a comparative performance assessment, we consider the following comparative scheduling policies: 1) Multi-user Water-filling (WF) scheduling policy, 2) Multi-user Water-filling with Full Buffer (WF-FB) scheduling policy, and 3) MDU scheduling policy [38].

Since there are no provisions in WF and WF-FB for choosing which application flow to schedule from among the flows of a given user, each application flow $j$ of user $i$ is regarded as a separate user with the same channel gain $\alpha_{i,n}$ in the simulation. When multiple users experiencing the same channel gain are considered for assignment to a subcarrier, one user is chosen completely at random. All scheduling policies, with the exception of WF-FB, adopt the traffic model described in Section 4.2.2.

**Multi-user Water-filling**

WF assigns each subcarrier to the user that has the best channel gain for that subcarrier, and the transmit power is distributed over the subcarriers using the water-filling algorithm [30]. The purpose of including this scheduling policy is to illustrate the performance of an algorithm that does not take QoS requirements into account but attempts to maximize the overall throughput of the system.

**Multi-user Water-filling with Full Buffer**

WF-FB is similar to WF described above, except that in WF-FB, a full buffer model is assumed for the incoming traffic, i.e., all data buffers are always full. While this model may
not be realistic, it establishes an upper bound on the throughput achievable for a multi-user, multi-channel OFDM system with full buffer using water-filling.

**Max-Delay-Utility**

MDU is a channel- and queue-aware, dynamic power-subcarrier assignment scheme which aims to maximize the aggregate utility with respect to the average waiting times [38]. The objective function of the optimization problem is

\[
\max \sum_{i \in I} \left| \frac{U'_i(\bar{w}_i(k))}{\bar{r}_i(k)} \right| r_i(k),
\]

(4.22)

where \( \bar{r}_i(k) \) is the long-term average throughput for user \( i \) up to time \( k \) which is obtained by averaging the instantaneous actual throughput of user \( i \) over the last \( W_{MDU} \) OFDM symbols, and \( r_i(k) \) is the instantaneous achievable throughput for user \( i \) at time \( k \). The term \( \bar{w}_i(k) \) denotes the average waiting time of user \( i \) at time \( k \) which is approximated by \( \bar{w}_i(k) = \frac{Q_i(k)}{\bar{r}_i(k)} \), where \( Q_i(k) \) is the queue length, in bits, of user \( i \) at time \( k \). The marginal utility function \( U'_i(\cdot) \) is a non-decreasing function which is chosen based on the QoS requirements of the traffic classes. For our simulation, we adopt the marginal utility functions specified in [38]. The solution to the optimization problem in (4.22) is found by a combination of iterative subcarrier assignment, power allocation and the update of the marginal utility [38]. The purpose of including this scheduling policy is to illustrate the performance gains and tradeoffs of WFH-FM with respect to MDU, which only considers the flow-level QoS requirements.
Chapter 5

BitQoS-aware Resource Allocation
Scheduling Policies

5.1 Introduction

In Chapter 4, a novel bitQoS-aware RA framework is proposed to increase the flexibility and granularity of the resource allocation algorithms by considering QoS at the bit-level rather than only at the flow-level as in previous works [34–37, 39–41]. The proposed RA framework is formulated as MINLP optimization problems (OP4.1 and OP4.2), whose solutions are computationally complex given the large number of subcarriers and users in a practical system. To evaluate the performance of the bitQoS-aware RA framework, we propose lower complexity, iterative subcarrier-power-bit allocation algorithms, hereafter referred to as Multi-user Water-filling with Heuristics (WFH) and Multi-user BitQoS-aware Bit-loading (BABL) to quantify the achievable performance gains.

This chapter is organized as follows: in Section 5.2, the water-filling-based WFH schedul-

---
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ing policy is described and the bit-loading-based BABL is described in Section 5.3. Simulation results are presented in Section 5.4 including the performance of the bitQoS-aware RA framework with flow merging and with no flow merging. The main findings are summarized in Section 5.5.

5.2 Multi-user Water-filling with Heuristics

To evaluate the performance of the bitQoS-aware RA framework with flow merging and with no flow merging, we propose water-filling-based iterative subcarrier-power-bit allocation algorithms, hereafter referred to as Multi-user Water-filling with Heuristics with Flow Merging (WFH-FM) to solve the optimization problem, OP4.2, and Multi-user Water-filling with Heuristics with No Flow Merging (WFH-NFM) to solve the optimization problem, OP4.1. The goal of the WFH scheduling policies is to maximize the total bitQoS-weighted throughput. It uses the following two main steps: 1) multi-user water-filling for throughput maximization and 2) iterative subcarrier reassignment for bitQoS maximization.

5.2.1 WFH-FM Scheduling Policy

At each scheduling decision time $k$, we run the following resource allocation algorithm. To ease the notational burden, we omit the time index $k$ from the equations in this section. The bits from all flows of a user are combined into one queue, i.e., $J_i = 1$, and sorted in decreasing order based on their bitQoS values. A flow chart for the WFH-FM scheduling policy is shown in Fig. 5.1.

Step 1: Multi-user water-filling: To simplify the maximization of the total bitQoS-weighted throughput, we assume that the bitQoS values, $\psi_j^{i,z}$, of all the bits are equal, so that the objective function in OP4.2 can be rewritten as

$$
\max_{a_{i,n} \in \{0,1\}, p_{i,n} \in [0,P_{total}]} \sum_{i=1}^{I} \sum_{j=1}^{J_i} \sum_{z=1}^{N} \sum_{n=1}^{b_{i,n}^{j,z}} b_{i,n}^{j,z}.
$$

(5.1)
This new optimization problem can be solved as a throughput maximization problem subject to a total power constraint \([30,67-69]\). In \([30]\), it is shown that when a full buffer model is assumed, the maximum throughput of a multi-user OFDM system can be achieved by assigning each subcarrier to the user with the best channel gain for that subcarrier and distributing the power over subcarriers using the water-filling algorithm. Let \(i^*(n)\) denote the selected user that has the highest channel gain on subcarrier \(n\), i.e., \(i^*(n) = \arg \max_{i \in I} |\alpha_{i,n}|\). In the event where multiple users experience the same channel gain \(\max_{i \in I} |\alpha_{i,n}|\), then \(i^*(n)\) is chosen randomly from these users with equal probabilities. Thus, the current subcarrier assignment can be written as

\[
\hat{a}_{i,n} = \begin{cases} 
1, & \text{if } i = i^*(n) \\
0, & \text{if } i \neq i^*(n)
\end{cases} \quad \forall n.
\] (5.2)

The term \(\hat{a}_{i,n}\) is used to denote the current intermediate subcarrier assignment variable which may be different from the optimal subcarrier assignment variable, \(a_{i,n}\), for OP4.2. Once the subcarrier assignment is determined, we can determine the amount of transmit power to be allocated to the subcarriers in order to maximize overall system throughput. This is achieved using the water-filling algorithm. The transmit power for user \(i\) on subcarrier \(n\) \([30]\) is

\[
\hat{p}_{i,n} = \begin{cases} 
\zeta \sigma_0^2 \left[ \frac{1}{\lambda_0} - \frac{1}{|\alpha_{i,n}|^2} \right]^+, & \text{if } i = i^*(n) \\
0, & \text{if } i \neq i^*(n)
\end{cases}
\] (5.3)

where \([x]^+ \triangleq \max\{x, 0\}\) and \(\lambda_0\) is a threshold determined using the total power constraint \((4.11)\). The bit assignment variable \(\hat{b}_{i,n}^{j,z}\) is then obtained by assigning bits of user \(i\) in a FIFO manner to the subcarriers in \(V_i\), one subcarrier at a time, where \(V_i = \{n \in \mathcal{N} | \hat{a}_{i,n} = 1\}\). This bit assignment is performed until either all the bits of user \(i\) have been assigned or the throughput limits \(c_{i,n}, \forall n \in V_i\) have been reached.
We note that performing subcarrier assignments based only on channel gains may lead to situations where users in good channel conditions are assigned more subcarriers than needed, i.e., \( \sum_n c_{i,n} > \sum_j B^i_j \). To address this issue, we perform an additional subcarrier reassignment step, called greedy water-filling, which aims to reduce the wastage of resources through reassignments of the users’ excess subcarriers. We define \( \mathcal{U} = \{ i \in \mathcal{I} \} \) and \( \mathcal{U}^c = \mathcal{I} - \mathcal{U} \) to denote the set of users that have excess subcarriers and the complement set of \( \mathcal{U} \), respectively. Furthermore, we define \( \Omega_{\mathcal{U}} = \{ n \in \mathcal{N} \} \) to denote the set of subcarriers that are assigned to users in \( \mathcal{U} \). The goal of the greedy water-filling is to iteratively reassign one subcarrier in \( \Omega_{\mathcal{U}} \) at a time to a user in \( \mathcal{U}^c \) such that the overall system throughput after reassignment is maximized. This can be done by computing the attainable throughput gain for every possible reassignment pair in the Cartesian product of \( \mathcal{U}^c \) and \( \Omega_{\mathcal{U}} \) and performing the subcarrier reassignment based on the pair yielding the highest throughput gain. Power allocation is updated after each reassignment using the water-filling algorithm. This procedure is repeated until the overall system throughput cannot be increased any further through the reassignments of the subcarriers in \( \Omega_{\mathcal{U}} \). Based on the current assignment values \( \hat{a}_{i,n}, \hat{p}_{i,n} \) and \( \hat{b}_{i,n} \), the current intermediate objective value \( \hat{\delta}_{\text{obj}} \) is given by

\[
\hat{\delta}_{\text{obj}} = \sum_{i=1}^{I} \sum_{j=1}^{J_i} \sum_{z=1}^{N} \sum_{n=1}^{B^i_j} f(\theta^{i,z}_{i,n}) \hat{b}_{i,n}^{i,z}.
\]

(5.4)

Step 2: Iterative subcarrier reassignment: While the intermediate solution from Step 1 maximizes the overall system throughput, it may not be an optimal solution to OP4.2. In particular, if there exists any unassigned bit in the data buffer with a bitQoS value that is greater than those of any already assigned bits, then the intermediate solution may be improved upon by reassigning subcarriers to the users who have unassigned bits with larger bitQoS values. Let \( \psi_{\text{un}}(i) \) denote the bitQoS value of the first unass-
Recalculate $p'$ using the water-filling algorithm (5.3)
Update $b'$ and $\delta'_{obj}$
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Determine subcarrier assignment, $\hat{a}$, by assigning each subcarrier to the user with the highest channel gain according to (5.2)
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for $i = 1:I$
   \[ \psi_{un}(i) = \text{bitQoS value of the first unassigned bit of user } i \]
   \[ \psi_{as}(i) = \text{bitQoS value of the last assigned bit of user } i \]
end

\[ \max_i \psi_{un}(i) \leq \min_i \psi_{as}(i) \]

\[ I^* = \arg \max_i \psi_{un}(i) \]
\[ n^* = \arg \max_{n \in D_i} \alpha_{i^*,n} \]
\[ \hat{a}_{i^*,n^*} = 1 \]

- Recalculate $\hat{p}'$ using the water-filling algorithm (5.3)
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Figure 5.1: WFH-FM Flow Chart
assigned bit in the data buffer of user $i$ and let $\psi(i)$ denote the bitQoS value of the last assigned bit in the data buffer of user $i$, that is $\psi(i) = \max_{i,j,z \in S_{un}(i)} f(\theta^i_{j,z})$ and $\psi(i) = \min_{i,j,z \in S_{as}(i)} f(\theta^i_{j,z})$, where

$$S_{un}(i) = \{bit(i,j,z)|\sum_n b^i_{j,n} = 0, j \in J_i, z \in \{1, \ldots, B^i_j\}\}$$ (5.5)

denotes the set of bits of user $i$ that have not yet been assigned based on the current intermediate assignments, and

$$S_{as}(i) = \{bit(i,j,z)|\sum_n b^i_{j,n} = 1, j \in J_i, z \in \{1, \ldots, B^i_j\}\}$$ (5.6)

denotes the set of bits of user $i$ that have been assigned based on the current intermediate assignments. The term $bit(i,j,z)$ refers to the bit $z$ of user $i$, flow $j$. At each iteration, the user with the largest unassigned bitQoS-valued bit, $l^* = \arg\max_i \psi_{un}(i)$, will be assigned a subcarrier in an attempt to increase the current intermediate objective value $\hat{\delta}_{obj}$ even though power may be less efficiently used as this user may be experiencing a lower channel quality on this subcarrier. The subcarrier is chosen by $n^* = \arg\max_{n \in D_{l^*}} \alpha_{l^*,n}$, where $D_{l^*} = \{n \in N|\hat{a}_{l^*,n} = 0\}$ denotes the set of subcarriers that have not yet been assigned to user $l^*$. If the subcarrier $n^*$ was previously assigned to another user, then subcarrier $n^*$ is unassigned from that user and the corresponding assigned bits are put back to the data buffers. Based on this new subcarrier assignment variable, $\hat{a}'_{i,n}$, the transmit power, $\hat{p}'_{i,n}$, is recalculated using the water-filling algorithm. The bit assignment variable, $\hat{b}'_{i,j,z,n}$, and current intermediate objective value, $\hat{\delta}'_{obj}$, are also updated accordingly. As this subcarrier reassignment may cause a decrease in $\hat{\delta}_{obj}$, this subcarrier reassignment is only performed if $\hat{\delta}'_{obj} > \hat{\delta}_{obj}$. Otherwise, $\psi_{un}(l^*)$ is temporarily set to 0, and a new user with the next largest unassigned
QoS-valued bit is selected. This step repeats until

$$\max_{i \in I} \psi_{un}(i) \leq \min_{i \in I} \psi_{as}(i).$$

(5.7)

It can be shown that the number of iterations required for Step 2 in the worst case is $IN$ iterations.

5.2.2 WFH-NFM Scheduling Policy

WFH-NFM is identical to WFH-FM with the exception that application bits from the different flows of a user cannot be assigned to the same subcarrier, i.e., each subcarrier assigned to the user can only carry bits from a single application flow of that user. As such, the bits from all flows of a user are not combined into one queue as in WFH-FM, but rather each application flow $j$ of user $i$ in WFH-NFM is regarded as a separate user with the same channel gain $\alpha_{i,n}$.

Specifically, OP4.2 is modified as follows: we replace constraint (4.13) with

$$\sum_{i=1}^{I} \sum_{j=1}^{J_i} a_{i,n}^j \leq 1 \quad \forall n.$$  

(5.8)

In addition, the variables $a_{i,n}$, $p_{i,n}$ and $c_{i,n}$ take dependence on $j$ and are replaced with $a_{i,n}^j$, $p_{i,n}^j$ and $c_{i,n}^j$ in WFH-NFM.

5.3 Multi-user BitQoS-aware Bit-loading

To evaluate the performance of the bitQoS-aware RA framework with flow merging and with no flow merging, we propose the following bit-loading-based adaptive, joint subcarrier, power and bit allocation algorithms, hereafter referred to as Multi-user BitQoS-aware Bit-loading with Flow Merging (BABL-FM) to solve the optimization problem, OP4.2, and Multi-user BitQoS-aware Bit-loading with No Flow Merging (BABL-NFM) to solve the optimization problem, OP4.1. The goal of the BABL scheduling policies is to jointly determine the subcarrier, power and bit assignments using bit-loading in an effort to maximize the total
bitQoS-weighted throughput subject to the total transmit power constraint. This is accomplished by iteratively assigning the largest unassigned bitQoS-valued bits, one bit at a time to the subcarrier requiring the least amount of power, until the total BS transmit power, $P_{\text{total}}$, is depleted or all bits in the user data buffers have been assigned.

5.3.1 BABL-FM Scheduling Policy

At each scheduling decision time $k$, we run the following resource allocation algorithm. To ease the notational burden, we omit the time index $k$ from the equations in this section. The bits from all application flows of each user $i$ are merged into one queue, i.e., $J_i = 1$, and sorted in decreasing order based on their bitQoS values. A flow chart for the BABL-FM scheduling policy is shown in Fig. 5.2.

For each bit assignment iteration, we determine the largest unassigned bitQoS-valued bit in the data buffer as

$$\text{bit}(i^*, j^*, z^*) = \arg \max_{\text{bit}(i, j, z) : \sum_n \hat{b}^{j, z}_{i,n} = 0} \psi_{i}^{j, z},$$  \hspace{1cm} (5.9)$$

where $\text{bit}(i, j, z)$ refers to bit $z$ of user $i$, flow $j$. The term $\hat{b}^{j, z}_{i,n}$ is used to denote the current intermediate bit assignment variable which may be different from the optimal bit assignment variable, $b^{j, z}_{i,n}$, for OP4.2. The power required to transmit this bit is computed for each subcarrier $n \in \mathcal{N}$ and is denoted by the temporary variable, $p^{j, z}_{i^*, n}$. Depending on the current intermediate subcarrier assignment variable, $\hat{a}_{i,n}$, the power, $p^{j, z}_{i^*, n}$, is determined by one of the following three cases:

Case 1: Subcarrier $n$ was previously not assigned to any user $i$ ($\hat{a}_{i,n} = 0 \ \forall i \in \mathcal{I}$): The power, $p^{j, z}_{i^*, n}$, required to transmit $\text{bit}(i^*, j^*, z^*)$ on subcarrier $n$ is

$$p^{j, z}_{i^*, n} = \frac{\zeta \sigma_0^2}{|\alpha^{j, z}_{i^*, n}|^2}.$$  \hspace{1cm} (5.10)$$

Case 2: Subcarrier $n$ was previously assigned to user $i^*$ ($\hat{a}_{i^*,n} = 1$): The power, $p^{j, z}_{i^*, n}$,
required to transmit the additional bit \((i^*, j^*, z^*)\) on subcarrier \(n\) is

\[
P_{i^*, n}^{j^*, z^*} = \frac{(2\hat{c}_{i^*, n} + 1)\zeta\sigma_0^2}{|\alpha_{i^*, n}|^2} - \frac{(2\hat{c}_{i^*, n} - 1)\zeta\sigma_0^2}{|\alpha_{i^*, n}|^2}
= \frac{\zeta\sigma_0^2}{|\alpha_{i^*, n}|^2} (2\hat{c}_{i^*, n} + 1 - 2\hat{c}_{i^*, n}),
\]

(5.11)

where \(\hat{c}_{i^*, n}\) denotes the number of bits of user \(i^*\) that have already been assigned to subcarrier \(n\).

Case 3: Subcarrier \(n\) was previously assigned to another user \(l\) \((\hat{a}_{l,n} = 1)\): As each subcarrier can only be assigned to at most one user based on constraint (4.13), allocating \(bit(i^*, j^*, z^*)\) to subcarrier \(n\) will first require reallocating the bits of user \(l\) that were previously assigned to subcarrier \(n\) to other subcarriers. We define

\[
S_{l,n} = \{bit(l, j, z) | \hat{b}_{l,n}^{j,z} = 1, j \in \mathcal{J}_l, z \in \{1, \ldots, B_l^j\}\}
\]

(5.12)

to denote the set of bits of user \(l\) currently assigned to subcarrier \(n\). To prevent nested bit reallocations, we restrict the reallocation of bits in \(S_{l,n}\) only to subcarriers that are either unassigned or previously assigned to user \(l\). We define

\[
\Omega_l = \{m \in \mathcal{N} | \hat{a}_{i,m} = 0 \ \forall i \in \mathcal{I} \text{ or } \hat{a}_{l,m} = 1\}
\]

(5.13)

to denote the set of subcarriers that bits in \(S_{l,n}\) can be reallocated to. The bit reallocations are done iteratively in a FIFO manner by assigning bits in \(S_{l,n}\), one bit at a time, to the subcarriers in \(\Omega_l\). For each \(bit(l, j, z) \in S_{l,n}\), the power, \(p_{l,m}^{j,z}\), required to reallocate the bit is computed using either (5.10) or (5.11) for all \(m \in \Omega_l\). The subcarrier that requires the least power, \(m^* = \arg\min_{m \in \Omega_l} p_{l,m}^{j,z}\), is selected. This procedure repeats until all the bits in \(S_{l,n}\) have been reallocated. The power, \(\hat{p}_{l,n}\), previously assigned to user \(l\), subcarrier \(n\) is reclaimed and \(bit(i^*, j^*, z^*)\) is assigned to subcarrier \(n\). The
Determine the largest unassigned bitQoS-valued bit \( (i^*, j^*, z^*) \), according to (5.9).

\[ n = 1 \]

\[ \hat{a}_{i,n} = 0 \forall i \]

\[ \hat{a}_{i^*,n} = 1 \]

Case 1: Compute
\[ p_{i^*,n}^{j^*,z^*} = \frac{\zeta \sigma_0^2}{|a_{i^*,n}|^2} \]

Case 2: Compute
\[ p_{i^*,n}^{j^*,z^*} = \frac{\zeta \sigma_0^2}{|a_{i^*,n}|^2} (2z_{i^*,n} + 2z_{i^*,n}^*) \]

Case 3:
- For each \( \text{bit}(i, j, z) \in S_{i,n} \), compute \( p_{i^*,n}^{j^*,z^*} \) for all \( m \in \mathcal{Q}_l \).
- Compute
\[ p_{i^*,n}^{j^*,z^*} = \frac{\zeta \sigma_0^2}{|a_{i^*,n}|^2} - \hat{p}_{i,n} \]
\[ + \sum_{\text{bit}(i, j, z) \in S_{i,n}, m \in \mathcal{Q}_l} \min_{n \in \mathcal{N}} p_{i^*,n}^{j^*,z^*} \]

Select the subcarrier that requires the least power to transmit \( \text{bit}(i^*, j^*, z^*) \)
\[ n^* = \arg \min_{n \in \mathcal{N}} p_{i^*,n}^{j^*,z^*} \]

\[ \sum \sum \hat{p}_{i,n} + p_{i^*,n}^{j^*,z^*} > P_{\text{total}} \]

- Update the optimization variables according to (5.15), (5.16) and (5.17)
- Reallocate bits in \( S_{i,n} \) for Case 3

Figure 5.2: BABL-FM Flow Chart
Based on the above three possible cases, the subcarrier that requires the least power to transmit \( \text{bit}(i^*, j^*, z^*) \) is selected as \( n^* = \arg \min_{n \in N} p_{i^*, n^*} \) and this bit assignment is performed if \( \sum_i \sum_n \hat{p}_{i,n} + p_{i^*, n^*} \leq P_{\text{total}} \). The current intermediate optimization variables are then updated as follows:

\[
\hat{a}_{i^*, n^*} = 1 \quad (5.15)
\]

\[
\hat{b}_{i^*, n^*} = 1 \quad (5.16)
\]

\[
\hat{p}_{i^*, n^*} = \begin{cases} 
\frac{\zeta \sigma_0^2}{|\alpha_{i^*, n^*}|^2}, & \text{for Case 1;} \\
\frac{(2^{\hat{c}_{i^*, n^*}}+1)-1}{|\alpha_{i^*, n^*}|^2} \zeta \sigma_0^2, & \text{for Case 2;} \\
\frac{\zeta \sigma_0^2}{|\alpha_{i^*, n^*}|^2}, & \text{for Case 3,}
\end{cases} \quad (5.17)
\]

along with the reallocation of the bits in \( S_{i, n^*} \) for Case 3 as necessary. The next largest bitQoS-valued bit is then selected for the next bit assignment iteration. This iterative algorithm repeats until

\[
\sum_i \sum_n \hat{p}_{i,n} + p_{i^*, n^*} > P_{\text{total}} \quad (5.18)
\]

or that all the bits in the data buffers of all users have been assigned.

### 5.3.2 BABL-NFM Scheduling Policy

BABL-NFM is identical to BABL-FM with the exception that application bits from the different flows of a user cannot be assigned to the same subcarrier, i.e., each subcarrier assigned to the user can only carry bits from a single application flow of that user. As such, the bits from all flows of a user are not combined into one queue as in BABL-FM, but rather each application flow \( j \) of user \( i \) in BABL-NFM is regarded as a separate user with the same channel conditions.
gain \(\alpha_{i,n}\). Specifically, OP4.2 is modified as follows: we replace constraint (4.13) with

\[
\sum_{i=1}^{I} \sum_{j=1}^{J_i} a_{i,n}^j \leq 1 \quad \forall n.
\] (5.19)

In addition, the variables \(a_{i,n}, p_{i,n}\) and \(c_{i,n}\) take dependence on \(j\) and are replaced with \(a_{i,n}^j\), \(p_{i,n}^j\) and \(c_{i,n}^j\) in BABL-NFM.

### 5.4 Simulation Results

The WFH-FM, WFH-NFM, BABL-FM and BABL-NFM scheduling policies described in Sections 5.2.1, 5.2.2, 5.3.1 and 5.3.2, respectively, were simulated in Matlab using the system model described in Section 4.2. In the simulation, it is assumed that each user has 1 BE flow and 1 EF flow. The parameter values used in our simulation are listed in Tables 4.1 and 4.2.

#### 5.4.1 WFH Simulation Results

We next discuss the performance of WFH-FM and WFH-NFM and the comparative schemes described in Section 4.4.3 under two system loading scenarios: A) heavy load and B) different loads. Simulation results were obtained for mixed-traffic scenarios for \(I = \{4, 6, 8\}\) with a simulation length of \(K = \{18000, 10000, 12000\}\) OFDM symbols, respectively.

**WFH-FM performance under heavy load**

The CDF plots for user throughput, user bit latency, user bit jitter and number of user bits dropped for a system with \(I = 8, N = 18, 1\) BE and 1 EF flow for each user are shown in Fig. 5.3. The CDF plots are averaged over \(I\) users and obtained from \(TP_i^j(k), LT_i^{j,z}, JT_i^{j,z}\) and \(BD_i^j(k)\), respectively, where the term, \(JT_i^{j,z} = |LT_i^{j,z} - LT_{\text{user}}(i)|\). Figs. 5.3a and 5.3d show that WFH-FM not only has the highest user throughput for BE but also the lowest number of user bits dropped for both BE and EF traffic. From Fig. 5.3a, it can be seen that the MDU user EF throughput is slightly higher than that of WFH-FM; however, the MDU user BE throughput and MDU number of user BE bits dropped are significantly
Figure 5.3: WFH: Performance for a System with $I = 8$, $N = 18$, 1 BE and 1 EF Flow for each User (a) CDF of User Throughput (b) CDF of User Bit Latency
Figure 5.3: WFH: Performance for a System with $I = 8$, $N = 18$, 1 BE and 1 EF Flow for each User (Continued) (c) CDF of User Bit Jitter (d) CDF of Number of User Bits Dropped per 250 OFDM Symbols
worse compared to WFH-FM as the MDU scheduling policy strictly favors EF traffic in a mixed-traffic environment. WF, on the other hand, achieves the lowest user EF throughput and also the highest number of user EF bits dropped as it does not have QoS provisioning to schedule EF traffic in an attempt to meet the scheduling delay threshold. In terms of user bit latency, Fig. 5.3b shows that WFH-FM has the lowest user BE bit latency and the second lowest user EF bit latency. Only MDU has a better user EF bit latency than WFH-FM due to its strict bias towards EF traffic in a mixed-traffic environment. WFH-FM does not achieve the lowest user bit latency for EF traffic because the finesse control of the bitQoS-aware RA framework trades off a longer user EF scheduling delay (albeit within the packet drop threshold) for gains in both the user BE throughput (highest) and number of user BE and EF bits dropped (lowest). Similar to user bit latency, we see from Fig. 5.3c that WFH-FM has the lowest user BE bit jitter and the second lowest user EF bit jitter. The simulation results confirm the performance gains of the proposed WFH-FM scheduling policy which adopted the bitQoS-aware RA framework against the other comparative scheduling policies.

**WFH-FM performance under different loads**

The average system throughput of the scheduling policies with no flow merging (WF, WF-FB, MDU and WFH-NFM) and the scheduling policy with flow merging (WFH-FM) as a function of $I$ are shown in Fig. 5.4. We see from Fig. 5.4 that the analytical throughput agrees very closely with the simulation results of WF-FB and that WFH-FM achieves the highest overall system throughput when compared to WF and MDU. While the objective function of WFH-FM is to maximize total bitQoS-weighted throughput, WFH-FM provides a good overall system throughput in part due to the adoption of the greedy multi-user water-filling in the first step of WFH-FM. The average system throughput of WFH-FM increases monotonically with $I$, for $I = \{4, 6, 8\}$.

The plots in Fig. 5.5 show the average user throughput, average user latency, average user jitter and average user packet drop probability for $I = \{4, 6, 8\}$ users. It can be observed that the performance of WFH-FM relative to the comparative scheduling policies is, in general,
Figure 5.4: WFH: Average System Throughput under Different Loads

insensitive to the different loads across all the QoS metrics considered. In Fig. 5.5a, we see that the user BE throughput decreases monotonically and the user EF throughput is relatively constant for all scheduling polices as \( I \) (system loading) increases. Figs. 5.5a and 5.5d show that WFH-NFM/FM not only have the highest user throughput but also the lowest user packet drop probability for both BE and EF traffic. While the MDU user EF throughput is close to that of WFH-NFM/FM, the MDU user BE throughput and MDU user BE packet drop probability are significantly worse than WFH-NFM/FM as the MDU scheduling policy strictly favors EF traffic in a mixed-traffic environment. On the other hand, WF has the lowest user BE throughput and also the highest user EF packet drop probability as it does not have QoS provisioning to meet the scheduling delay thresholds.

In terms of user latency, Fig. 5.5b shows that WFH-NFM/FM have the lowest user BE latency. MDU has a lower user EF latency than WFH-NFM/FM due to its strict bias towards EF traffic in a mixed-traffic environment. However, the MDU user EF latency gain comes at the expense of the user BE throughput and user BE packet drop probability. WF, with no QoS provisions, suffers the highest user BE latency. WFH-NFM/FM do not achieve the lowest
user latency for EF traffic as the bitQoS-aware scheduling trades off a longer user scheduling delay (albeit within the scheduling delay threshold) for gains in both the user throughput (highest) and user packet drop probability (lowest) for both BE and EF traffic. This trade-off is possible since in OFDM, data is loaded onto subcarriers in units of bits and the latency QoS is satisfied as long as the bit waiting time does not exceed the scheduling delay threshold. By applying the bitQoS function at the bit-level as proposed, system providers can trade off the bit waiting time for a reduction in the user packet drop probability by prioritizing which bit to transmit based on its closeness to the scheduling delay threshold. This finer resolution of control provides an additional flexibility to push back the scheduling of bits that are not as close to the scheduling delay threshold (i.e., by increasing the bit waiting time) so as to allow the servicing of more “urgent” bits when necessary. As long as this push-back does not cause the bit waiting time to exceed the scheduling delay threshold, bits will be serviced within their scheduling delay thresholds, resulting in a simultaneous increase in user throughput and a reduction in user packet drop probability. The WFH-NFM/FM user EF latency are also influenced by the bitQoS function (4.4) which explicitly gives bits from the BE (delay-tolerant) flows a higher urgency when $u^{BE,z}_i(k) \leq \eta_{EF}$ so as to reduce the BE buffer backlog, if necessary.

Similar to user latency, we see from Fig. 5.5c that WFH-NFM/FM have the lowest user BE jitter. For delay and jitter sensitive applications (EF flows), we note from Figs. 5.5b and 5.5c, that the plots for WFH-NFM/FM are flatter than WF as $I$ varies, i.e., user EF latency and user EF jitter are less sensitive to different system loads. This is particularly beneficial for the sizing of input buffers in mobile devices for delay and jitter sensitive applications. As shown in Fig. 5.5d, WFH-NFM/FM are able to maintain the lowest user packet drop probability for both BE and EF traffic across the different system loads and thus provides the highest user throughput for both BE and EF traffic among the comparative scheduling policies.
Figure 5.5: WFH: Performance for Systems under Different Loads (a) Average User Throughput (b) Average User Latency
Figure 5.5: WFH: Performance for Systems under Different Loads (Continued) (c) Average User Jitter (d) Average User Packet Drop Probability
5.4.2 BABL Simulation Results

We next discuss the performance of BABL-FM and BABL-NFM and the comparative schemes described in Section 4.4.3 under two system loading scenarios: A) heavy load and B) different loads. Simulation results were obtained for mixed-traffic scenarios for $I = \{4, 6, 8\}$ with a simulation length of $K = \{15000, 11000, 4500\}$ OFDM symbols, respectively.

**BABL-FM performance under heavy load**

The CDF plots of user throughout, user bit latency, user bit jitter and number of user bits dropped for a system with $I = 8$, $N = 18$, 1 BE and 1 EF flow for each user are shown in Fig. 5.6. The CDF plots are averaged over $I$ users and obtained from $TP_i^j(k)$, $LT_i^{j,z}$, $JT_i^{j,z}$ and $BD_i^j(k)$, respectively, where the term, $JT_i^{j,z} = |LT_i^{j,z} - LT_{user}(i)|$. Figs. 5.6a and 5.6d show that BABL-FM not only has the highest user throughput but also the lowest number of user bits dropped for both BE and EF traffic. From Fig. 5.6a, it can be seen that the MDU user EF throughput is close to that of BABL-FM; however, the MDU user BE throughput and MDU number of user BE bits dropped are significantly worse compared to BABL-FM as the MDU scheduling policy strictly favors EF traffic in a mixed-traffic environment. WF, on the other hand, achieves the lowest user EF throughput and also the highest number of user EF bits dropped as it does not have QoS provisioning to schedule EF traffic in an attempt to meet the scheduling delay threshold. In terms of user bit latency, Fig. 5.6b shows that BABL-FM has the lowest user BE bit latency. However, MDU has a lower user EF bit latency than BABL-FM due to its strict bias towards EF traffic in a mixed-traffic environment but the MDU user EF bit latency gain comes at the expense of the user BE throughput and number of user BE bits dropped. BABL-FM does not achieve the lowest user bit latency for EF traffic as the bitQoS-aware scheduling trades off a longer user EF scheduling delay (albeit within the scheduling delay threshold) for gains in both the user throughput (highest) and number of user bits dropped (lowest) for both BE and EF traffic. The BABL-FM user EF bit latency is also influenced by the bitQoS function (4.4) which explicitly gives bits from the BE (delay-tolerant) flows a higher urgency when $w_i^{BE,z}(k) \leq \eta_{EF}$ so as to reduce the buffer backlog.
Figure 5.6: BABL: Performance for a System with $I = 8$, $N = 18$, 1 BE and 1 EF Flow for each User (a) CDF of User Throughput (b) CDF of User Bit Latency
Figure 5.6: BABL: Performance for a System with $I = 8$, $N = 18$, 1 BE and 1 EF Flow for each User (Continued) (c) CDF of User Bit Jitter (d) CDF of Number of User Bits Dropped per 250 OFDM Symbols
resulting in the EF traffic being allocated with $LT^z_i$ around $\eta_{EF}$ as shown in Fig. 5.6b. In addition, we note that since BABL-FM has a negligible number of user EF bits dropped, we can further improve the BABL-FM user BE throughput by either increasing $\eta_{EF}$ to a value closer to $T_{EF}$ or increasing the priority of BE traffic by adjusting the parameter values of the BE bitQoS function. In contrast, WF, with no QoS provisions, has the highest user BE bit latency and the second highest user EF bit latency. We see from Figs. 5.6c and 5.6d that BABL-FM has the lowest user bit jitter and lowest number of user bits dropped for both BE and EF traffic.

**BABL-FM performance under different loads**

The average system throughput of the various scheduling policies (WF, WF-FB, MDU, BABL-FM and BABL-NFM) shown in Fig. 5.7 were obtained by simulation as a function of $I$ based on the system model described in Section 4.2 with the simulation parameter values listed in Tables 4.1 and 4.2. We see from Fig. 5.7 that the analytical throughput agrees very closely with the simulation results of WF-FB and that BABL-FM achieves the highest average system throughput when compared to WF and MDU. While the objective function of BABL-FM is to maximize the total bitQoS-weighted throughput, it provides a good average system throughput in part due to BABL-FM iteratively assigning the largest unassigned bitQoS-valued bit to the subcarrier requiring the least amount of power. The average system throughput of BABL-FM increases monotonically with $I$, for $I = \{4, 6, 8\}$.

The plots in Fig. 5.8 show the average user throughput, average user latency, average user jitter and average user packet drop probability, obtained by averaging $TP_{user}(i)$, $LT_{user}(i)$, $JT_{user}(i)$ and $PDP_{user}(i)$ over $I$ users, respectively, for $I = \{4, 6, 8\}$. We see from Fig. 5.8 that the performance of BABL-FM relative to the comparative scheduling policies is, in general, insensitive to the different loads across all the QoS metrics considered. In Fig. 5.8a, we see that the user BE throughput increases monotonically only for BABL-FM as $I$ (system loading) increases and the user EF throughput is constant for all scheduling polices. In terms of user latency, we see from Fig. 5.8b that BABL-FM achieves the lowest user BE latency.
and the highest user EF latency across all $I$ in part due to the mixed-traffic bitQoS function (4.4) allowing BE traffic to reduce backlog when $w_{BE,z}(k) \leq \eta_{EF}$. In terms of user jitter, we see from Fig. 5.8c that BABL-FM achieves the lowest user BE jitter whereas the user EF jitter decreases as $LT_{EF,z}^I$ clusters around $\eta_{EF}$ when $I$ increases. In addition, BABL-FM is also able to maintain the lowest BE and EF user packet drop probabilities across the different system loads as shown in Fig. 5.8d and thus provides the highest user throughput for both BE and EF traffic among the comparative scheduling policies. Note that Figs. 5.7, 5.6 and 5.8 do not show the optimal solution to OP4.2 using the commercial MINLP optimization solver package due to the prohibitive computation time required.

### 5.5 Conclusion

A bitQoS-aware RA framework that adaptively matches the QoS requirements of the user application bits to the characteristics of the OFDM subcarriers was proposed for multi-user OFDM systems. The performance gains achievable from the proposed framework are demonstrated using suboptimal water-filling-based WFH and bit-loading-based BABL scheduling policies. The results show that with the finesse bit-level control provided by the proposed
Figure 5.8: BABL: Performance for Systems under Different Loads (a) Average User Throughput (b) Average User Latency
Figure 5.8: BABL: Performance for Systems under Different Loads (Continued) (c) Average User Jitter (d) Average User Packet Drop Probability
framework, it is possible to simultaneously achieve both an increase in throughput and a reduction in packet drop probability in a mixed-traffic environment at the cost of a longer (albeit within the packet drop threshold) scheduling delay. This flexibility comes from the realization that in OFDM, data is loaded onto subcarriers in units of bits and the latency QoS is satisfied as long as the bit waiting time does not exceed the scheduling delay threshold. By applying the bitQoS function at the bit-level as proposed, system providers can trade off the bit waiting time for a reduction in the number of dropped packets by prioritizing which bit to transmit based on its closeness to the scheduling delay threshold. This finer resolution of control provides an additional flexibility to push back the scheduling of bits that are not as close to the scheduling delay threshold (i.e., by increasing the bit waiting time) so as to allow the servicing of more “urgent” bits when necessary. As long as this push-back does not cause the bit waiting time to exceed the scheduling delay threshold, bits will be serviced within their scheduling delay thresholds, resulting in a simultaneous increase in user throughput and a reduction in the number of user bits dropped.

Simulation results, obtained using the proposed WFH and BABL scheduling policies, show that the proposed bitQoS-aware RA framework is able to provide a substantial improvement in user throughput and user packet drop probability compared to scheduling policies that do not take QoS provisions into account such as WF and policies that consider only application flow QoS requirements such as MDU. In particular, WFH and BABL are also able to achieve the highest average system throughput across all considered system loads. In addition, it was found that in a multi-application system, the performance gains by allowing bits from different application flows of a user to be merged into a single subcarrier for transmission are small and should only be used if such gains, at the expense of the increased scheduling signaling overhead, are warranted. However, it provides the service providers the option to choose, based on computational resource availability, whether to let the BS fully take on the scheduling task with less scheduling signaling overhead as in WFH/BABL-NFM or let the MS share the computational burden with the BS at the expense of increased scheduling signaling overhead as in WFH/BABL-FM.
Chapter 6

Scheduling Signaling Overhead in BitQoS-aware Resource Allocation Framework

6.1 Introduction

A novel bitQoS-aware RA framework is proposed in Chapter 4 which allows the exploitation of both multi-application and multi-bit diversities (in addition to multi-user and multi-channel diversities) in mixed-traffic OFDMA systems. It is shown in Chapter 5 that with the finesse control of bitQoS-aware scheduling, it is possible to simultaneously achieve both an increase in user throughput and a reduction in user packet drop probability by accepting a within packet drop threshold increase in user latency. However, as the granularity of RRM scheduling algorithms increases to more closely meet the different QoS requirements of multiple concurrent user application flows, the potential scheduling gain comes at the cost of an increased scheduling signaling overhead. This is due to the fact that the mapping between the application bits and the OFDM subcarriers need to be signaled using the control channel accompanying the data channel so that the receiver is able to extract the application bits from

---

5The material in this chapter is based on: C. E. Huang and C. Leung, “Scheduling signaling overhead in bitQoS-aware multi-flow OFDM systems,” submitted.
the assigned OFDM subcarriers.

Only a few of the numerous published papers on RRM scheduling algorithms consider the scheduling signaling overhead. In [70], the compression of signaling information for adaptive multi-carrier systems is studied. It is shown that efficient compression schemes can reduce the amount of signaling information and increase system transmission efficiency. In [71], the authors attempt to reduce the scheduling signaling overhead by exploiting the correlation of the scheduling information in time. This is achieved by changing the subcarrier assignments in successive scheduling intervals only if the gain in system throughput is larger than the signaling overhead incurred with the reassignment. In [72], an algorithm for OFDMA downlink scheduling under a control signaling cost constraint is proposed. The authors formulate the subcarrier assignment as a combinatorial optimization problem with the objective of finding the subcarrier assignment that maximizes the system throughput while penalizing the cost for transmitting the scheduling information. In [73], a new scheme for encoding the scheduling information which exploits the correlation among different users’ scheduling assignments is proposed to reduce the amount of scheduling information that needs to be transmitted. The scheme assumes that users with a high SNR can decode the scheduling information intended for all other users with a lower SNR and thus the scheduling information can be encoded differentially. In this chapter, we formulate a scheduling signaling overhead model to analyze the scheduling signaling overhead associated with the proposed bitQoS-aware RA framework and consider different schemes to compress the scheduling signaling information. The effective system throughput gains of the bitQoS-aware RA framework are determined so as to assess the tradeoff between the scheduling gain and signaling overhead.

This chapter is organized as follows: in Section 6.2, the scheduling signaling overhead model is presented and the required scheduling signaling information is described in Section 6.3. The entropy of the scheduling signaling information is evaluated in Section 6.4 and different schemes to compress the scheduling signaling information bits are described in Section 6.5. The simulation results are presented in Section 6.6 and the main findings are summarized in Section 6.7.
6.2 Scheduling Signaling Overhead Model

We examine the scheduling signaling overhead incurred by the proposed bitQoS-aware RA framework based on the control signaling evaluation model proposed in [74], where the authors compared the effects of different scheduling granularity, scheduling policies and control signaling transmission strategies in OFDMA systems. Specifically, we look at the case where the assignment of subcarriers is at a per-resource-element basis (i.e., each of the \( N \) subcarriers can be assigned to different flows/users and the subcarrier assignment is updated at every OFDM symbol). It is assumed that the scheduling signaling information is compressed (when necessary) and broadcast to all \( I \) users and that the scheduling signaling information bits for each OFDM symbol are transmitted with the application bits at each scheduling decision time \( k \). In practice, the scheduling signaling information broadcast message needs to be encoded such that the user with the weakest channel condition is able to decode it. For simplicity, we also assume that subcarrier resources are pre-reserved for the transmission of the scheduling signaling information, i.e., there is no need to reallocate the application bits to take into account the transmission of the scheduling signaling information bits.

6.3 Scheduling Signaling Information

We consider the required scheduling signaling information bits at each scheduling decision time \( k \) for 1) scheduling policies with no flow merging (NFM), 2) scheduling policies with flow merging (FM) and 3) scheduling policies with flow merging - grouped sorted (FMGS). The three types of scheduling policies are illustrated in Fig. 6.1.

6.3.1 Scheduling Policies with No Flow Merging

The scheduling decision at each scheduling decision time \( k \) is represented by a \( 1 \times N \) subcarrier-to-flow vector, \( U^{NFM}(k) \triangleq \{u^{NFM}_n(k), \forall n \in N\} \). The \( n \)-th element, \( u^{NFM}_n(k) \), of the subcarrier-to-flow vector, \( U^{NFM}(k) \), is an integer from the set \( J_{sys} = \{1, \ldots, J_{sys}\} \) that indicates the flow \( j \) of user \( i \) to which subcarrier \( n \) is assigned at time \( k \). The set, \( J_{sys} \),
contains the indices to all $flow(i, j), \forall i \in \mathcal{I}, j \in \mathcal{J}_i$ in the system and the term, $J_{sys} \triangleq \sum_{i=1}^{I} J_i$, denotes the total number of flows in the system.

### 6.3.2 Scheduling Policies with Flow Merging

The scheduling decision at each scheduling decision time $k$ is represented by a $1 \times N$ subcarrier-to-user vector, $U^{FM}(k) \triangleq \{u_n^{FM}(k), \forall n \in \mathcal{N}\}$ and $N \times 1 \times M_n(k)$ bit-to-flow vectors, $V_n^{FM}(k) \triangleq \{v_{n,z}^{FM}(k), \forall z = 1, \ldots, M_n(k)\}, \forall n \in \mathcal{N}$, where $M_n(k)$ is the total number of bits carried by subcarrier $n$ at time $k$. The $n$-th element, $u_n^{FM}(k)$, of the subcarrier-to-user vector, $U^{FM}(k)$, is an integer from the set $\mathcal{I}$ that indicates the user $i$ to which subcarrier $n$ is assigned at time $k$. The $z$-th element, $v_{n,z}^{FM}(k)$, of the bit-to-flow vector for each subcarrier $n$, represents the flow index $j$ (in ascending order) associated with each bit on subcarrier $n$. In the NFM policy, each subcarrier can only carry bits from a single application flow of a user. In the FM policy, each subcarrier can carry bits from more than one application flow of a user. In the FMGS policy, each subcarrier can carry bits from more than one application flow of a user.
$V_n^{FM}(k)$, is an integer from the set $J_{u_n^{FM}}$ that indicates the flow of user $u_n^{FM}(k)$ to which the $z$-th bit on subcarrier $n$ is assigned at time $k$.

### 6.3.3 Scheduling Policies with Flow Merging - Grouped Sorted

However, scheduling policies with flow merging, as described above, makes no assumption about the ordering of bits on each subcarrier $n$. While FM allows the BS to merge bits from different application flows without restriction, a significant amount of scheduling signaling overhead is incurred to communicate the mapping between the application bits on each OFDM subcarrier and application flows. To reduce the scheduling signaling overhead without decreasing the performance gains provided by the bitQoS-aware RA framework with flow merging, we can require the bits scheduled on each subcarrier to be grouped in a FIFO fashion by application flows and sorted in an ascending order by the flow index, $j$, prior to transmission. Hence, instead of having the BS signal the mapping between the application bits on each OFDM subcarrier and application flows for every single scheduled bit to be transmitted to the MS, the BS only needs to signal the number of consecutive bits belonging to each application flow $j$ on each subcarrier $n$. The scheduling decision at each scheduling decision time $k$ is represented by a $1 \times N$ subcarrier-to-user vector, $U^{FMGS}(k) \triangleq \{u_n^{FMGS}(k), \forall n \in \mathcal{N}\}$ and $N \times J_{u_n^{FMGS}(k)}$ bit-to-flow vectors, $V_n^{FMGS}(k) \triangleq \{\tau_j^{FMGS}(k), \forall j \in J_{u_n^{FMGS}(k)}\}, \forall n \in \mathcal{N}$.

The $n$-th element, $u_n^{FMGS}(k)$, of the subcarrier-to-user vector, $U^{FMGS}(k)$, is an integer from the set $\mathcal{I}$ that indicates the user $i$ to which subcarrier $n$ is assigned at time $k$. The $j$-th element, $\tau_j^{FMGS}(k)$, of the bit-to-flow vector for each subcarrier $n$, $V_n^{FMGS}(k)$, is an integer from the set $\{0, \ldots, M_n(k)\}$ that indicates the number of bits belonging to flow $j$ at time $k$, where

$$
\sum_{j=1}^{J_{u_n^{FMGS}(k)}} \tau_j^{FMGS}(k) = M_n(k).
$$

It is assumed that each user is assigned its user index $i \in \mathcal{I}$ and its range of application flow indices $\{(i-1)J_{max} + 1, \ldots, iJ_{max}\} \in \mathcal{J}_{sys}$ in the system during call admission. The term, $J_{max}$, denotes the maximum number of application flows a user can have as defined in [27, 28, 33] and the range of application flow indices for user $i$ is $\{1, \ldots, J_i\}$.
6.4 Scheduling Signaling Information Entropy

To gain some insight into the amount of scheduling signaling information bits incurred by scheduling policies with no flow merging, scheduling policies with flow merging and scheduling policies with flow merging - grouped sorted, we evaluate the entropies assuming a simplified model for the signaling information bits. Since the statistics of the scheduling decisions are not readily available for the considered scheduling policies, we determine an entropy upperbound (regardless of scheduling policy) by assuming that each subcarrier \( n \in \mathcal{N} \) is independently and equally likely to be assigned to any flow \( j \in \mathcal{J}_{sys} \) for scheduling policies with no flow merging or any user \( i \in \mathcal{I} \) for scheduling policies with flow merging. Furthermore, for scheduling policies with flow merging and for scheduling policies with flow merging - grouped sorted, each bit \( z, \forall z = 1, \ldots, M_n(k) \), on subcarrier \( n \) is independently and equally likely to be mapped to any flow \( j \in \mathcal{J}_{FM_n(k)} \) and \( j \in \mathcal{J}_{FMGS_n(k)} \), respectively. In Section 6.6.2, we show that the entropy results obtained from this simplified model are useful in explaining the compressed scheduling signaling overhead results obtained by simulation.

Depending on whether flow merging is allowed, the entropy of the scheduling signaling information is determined by enumerating all the possible values that the pertinent vectors \( U_{NFM}(k), U_{FM}(k) \), and \( V_{FM}(k) \), and \( U_{FMGS}(k) \) and \( V_{FMGS}(k) \) can take on. All the possible assignment combinations are represented in a table which is assumed to be known at both the BS and MSs. At each scheduling decision time \( k \), the index of the assignment combination corresponding to the scheduling decision is transmitted with the application bits. The number of bits required to represent the assignment combination index is determined by assuming that every assignment combination is equally likely. We determine the entropies for 1) scheduling policies with no flow merging, 2) scheduling policies with flow merging and 3) scheduling policies with flow merging - grouped sorted.

6.4.1 Scheduling Policies with No Flow Merging

For scheduling policies with no flow merging, each subcarrier \( n \) assigned to user \( i \) can only carry bits from a single application flow \( j \) of that user, i.e., each subcarrier \( n \) is assigned to one
of $J_{sys}$ application flows. Hence, there are $(J_{sys})^N$ possible ways to assign all $N$ subcarriers to $J_{sys}$ flows. Assuming all $(J_{sys})^N$ possible assignments of subcarriers to application flows are equally likely, the entropy of the scheduling signaling information for NFM is given by

$$H^{NFM}(k) = \log_2(J_{sys})^N = N \log_2 J_{sys}. \quad (6.1)$$

### 6.4.2 Scheduling Policies with Flow Merging

For scheduling policies with flow merging, each subcarrier $n$ assigned to user $i$ can carry up to $M_n(k)$ bits from any of $J_i$ flows of user $i$. There are $I^N$ possible ways to assign all $N$ subcarriers to $I$ users. Assuming that all $I^N$ possible assignments of subcarriers to users are equally likely, the corresponding entropy of $U^{FM}(k)$ is given by $\log_2 I^N$. In addition, we assume that each bit, $z$, $\forall z = 1, \ldots, M_n(k)$, on subcarrier $n$ is equally likely to be mapped to any flow $j \in J_{u_{FM}^n(k)}$ and the mapping of the bits are independent from one bit to another. Hence, there are $(J_{u_{FM}^n(k)})^{M_n(k)}$ possible ways to map all $M_n(k)$ bits to $J_{u_{FM}^n(k)}$ flows. Assuming all $(J_{u_{FM}^n(k)})^{M_n(k)}$ possible mappings of bits to application flows are equally likely, the entropy of $V_{FM}^{n}(k)$, $\forall n \in \mathcal{N}$ is given by $\log_2 \prod_{n=1}^{N} (J_{u_{FM}^n(k)})^{M_n(k)}$. Hence, the entropy of the scheduling signaling information for FM is given by

$$H^{FM}(k) = \log_2 I^N + \log_2 \prod_{n=1}^{N} (J_{u_{FM}^n(k)})^{M_n(k)} = N \log_2 I + \sum_{n=1}^{N} M_n(k) \log_2 J_{u_{FM}^n(k)}. \quad (6.2)$$

### 6.4.3 Scheduling Policies with Flow Merging - Grouped Sorted

The subcarrier-to-user vector for FMGS, $U^{FMGS}(k)$, is determined identically as $U^{FM}(k)$. Hence, the corresponding entropy of $U^{FMGS}(k)$ is also given by $\log_2 I^N$. Determining the possible values of $V_{FMGS}^{n}(k)$ is equivalent to finding the possible ways of distributing $M_n(k)$ indistinguishable balls into $J_{u_{FMGS}^n(k)}$ distinguishable urns [75]. This gives a total of $\binom{M_n(k) + J_{u_{FMGS}^n(k)} - 1}{J_{u_{FMGS}^n(k)} - 1}$ possible values. Assuming that all $\binom{M_n(k) + J_{u_{FMGS}^n(k)} - 1}{J_{u_{FMGS}^n(k)} - 1}$ possible values are equally likely, the corresponding entropy of $V_{FMGS}^{n}(k)$, $\forall n \in \mathcal{N}$ is given
by \( \log_2 \prod_{n=1}^{N} \left( \frac{M_n(k) + J_{u_n^{FMGS(k)}} - 1}{J_{u_n^{FMGS(k)}} - 1} \right) \). Hence, the entropy of the scheduling signaling information for FMGS is given by

\[
H_{FMGS}(k) = \log_2 I^N + \log_2 \prod_{n=1}^{N} \left( \frac{M_n(k) + J_{u_n^{FMGS(k)}} - 1}{J_{u_n^{FMGS(k)}} - 1} \right)
= N \log_2 I + \sum_{n=1}^{N} \log_2 \left( \frac{M_n(k) + J_{u_n^{FMGS(k)}} - 1}{J_{u_n^{FMGS(k)}} - 1} \right). \tag{6.3}
\]

### 6.5 Compression of Scheduling Signaling Information

We consider two different schemes to compress the scheduling signaling information bits: 1) Run-Length Encoding (RLE) [76] and 2) Lempel-Ziv-Welch (LZW) [77]. Note that RLE/LZW compression of the scheduling signaling information bits is performed only if the compression reduces the number of scheduling signaling information bits; otherwise, the scheduling signaling information bits are transmitted uncompressed. An additional bit is added and transmitted along with the scheduling signaling information bits to indicate whether or not compression is performed.

#### 6.5.1 Run-length Encoding

RLE is particularly efficient for short data blocks with long consecutively repeating data values and has a low implementation complexity. RLE compresses a data block by representing each run of data (i.e., a data sequence in which the same data value occurs in consecutive elements) by a single data value, called the run value, and the number of consecutively repeating data values, called the run length. The number of bits, \( \Upsilon_{w}^{RLE} \), required to represent a data block \( w \) of length \( L \) with elements from an alphabet of cardinality \( R \) using RLE is given by [76]

\[
\Upsilon_{w}^{RLE} = Q \lfloor \log_2 R \rfloor + \sum_{q=1}^{Q} \lfloor \log_2 (L - \sum_{x=0}^{q-1} l_x) \rfloor, \tag{6.4}
\]
where $Q$ denotes the total number of runs in $w$, $l_x$ denotes the run length of the $x$-th run and $l_0 = 0$. The first term in the right-hand side of (6.4) corresponds to the number of bits required to represent the run values and the second term corresponds to the number of bits required to represent the run lengths.

### 6.5.2 Lempel-Ziv-Welch

LZW is useful for data blocks with repeated patterns and is more efficient for long data blocks as the initial part of the compression algorithm builds a dictionary and has low compression efficiency. The dictionary is initialized to contain all the possible single-character strings of the input data block. LZW then scans through the input data block for successively longer sub-string that are not yet defined in the dictionary. When such a sub-string is found, the index for the sub-string less the last character (i.e., the longest sub-string that is in the dictionary) is sent to the output and the sub-string including the last character is added to the dictionary with the next available code. The last input data character is then used as the new starting point for the next scan. The dictionary building process repeats and successively longer data strings are added to the dictionary and made available for subsequent encoding as single output values. The number of bits, $\Upsilon_w^{LZW}$, required to represent a data block $w$ using LZW is obtained using simulation.

### 6.6 Simulation Results

To evaluate the scheduling signaling overhead of the bitQoS-aware resource allocation framework, we adopt the water-filling-based iterative subcarrier-power-bit allocation algorithm proposed in Section 5.2 for the following scheduling policies: 1) *Multi-user Water-filling with Heuristics with No Flow Merging* (WFH-NFM) where each subcarrier can only carry bits from a single application flow of a user, 2) *Multi-user Water-filling with Heuristics with Flow Merging* (WFH-FM) where each subcarrier can carry bits from more than one application flow of a user and 3) *Multi-user Water-filling with Heuristics with Flow Merging - Grouped Sorted* (WFH-FMGS) where each subcarrier can carry bits from more than one ap-
plication flow of a user and in addition, the bits on each subcarrier are grouped in a FIFO fashion by application flows and sorted in an ascending order by the flow index, $j$, prior to transmission.

To provide a comparative performance assessment of the WFH-NFM/FM/FMGS scheduling policies, we consider the WF and MDU scheduling policies described in Section 4.4.3. The scheduling policies were simulated in Matlab using the system model described in Section 4.2. In the simulation, it is assumed that each user has 1 BE flow and 1 EF flow. The parameter values used in our simulation are listed in Tables 4.1 and 4.2. Simulation results were obtained for mixed-traffic scenarios with $I = \{4, 6, 8\}$.

### 6.6.1 Entropy of Scheduling Signaling Overhead

The entropy of the scheduling signaling overhead based on the entropy model described in Section 6.4 for scheduling policies with NFM, FM and FMGS are shown in Fig. 6.2 as a function of the number, $I$, of users in the system. It can be seen that the entropy increases with $I$. As expected, the entropy for NFM is the lowest since only the subcarrier-to-flow vector, $U^{NFM}(k)$, is transmitted; in FM/FMGS, both the subcarrier-to-user vector, $U^{FM}(k)/U^{FMGS}(k)$, and bit-to-flow vectors, $V^{FM}_n(k)/V^{FMGS}_n(k), \forall n \in N$, are transmitted. The entropy for FM is much higher than that for FMGS; this is due to the fact that the bits on a subcarrier $n$ for FM are not grouped by application flows (i.e., every element, $v^{FM}_{n,z}(k)$, of $V^{FM}_n(k)$ can take on values in the set $J_i$ with equal probability), representing the maximum entropy for the bit-to-flow vectors. By grouping and sorting the bits carried on a subcarrier by their application flows and flow index respectively as in FMGS, the entropy can be greatly reduced.

### 6.6.2 Compressed Scheduling Signaling Overhead

Fig. 6.3 shows the compressed scheduling signaling overhead for the various scheduling policies (WF, MDU, WFH-NFM, WFH-FM and WFH-FMGS) as a function of $I$. These results were obtained from simulation, based on the scheduling signaling overhead compression
schemes (RLE and LZW) described in Section 6.5. It can be observed from Fig. 6.3 that the compressed scheduling signaling overhead increases with the number, $I$, of users in the system for all the scheduling policies and compression schemes. These results are consistent with the entropy analysis results shown in Fig. 6.2. Regardless of the compression scheme used, WFH-FM/FMGS, which allows flow merging, incurs the highest scheduling signaling overhead when compared to WF, MDU and WFH-NFM, which do not allow flow merging. This is due to the fact that in general, as more constraints are imposed upon the scheduling problem, the amount of scheduling signaling overhead required decreases. In this case, for WF, MDU and WFH-NFM, with the no flow merging constraint, it eliminates the need to transmit the bit-to-flow mapping information and thus results in a lower scheduling signaling overhead.

Among the scheduling policies that do not allow flow merging, WF has the highest scheduling signaling overhead regardless of the compression scheme used. This is due to the fact that WF has no QoS provisioning and assigns each subcarrier to the user that has the
highest channel gain for that subcarrier. Given that the channel gains are i.i.d., each subcarrier is equally likely to be assigned to any of the users $i \in \mathcal{I}$; this results in a higher entropy for $U^{NFM}(k)$. On the other hand, a lower entropy for $U^{NFM}(k)$ is expected for MDU and WFH-NFM since they consider QoS at the flow-level and bit-level, respectively; as such, each subcarrier is no longer equally likely to be assigned to any of the users $i \in \mathcal{I}$. We also see that MDU has a lower scheduling signaling overhead than WFH-NFM regardless of the compression scheme used. This is because MDU strictly favors EF traffic in a mixed-traffic environment, which effectively reduces the total number of flows scheduled by MDU to $J_{sys}/2$ (assuming an equal number of BE and EF flows).

For both WF and WFH-NFM, LZW provides a lower compressed scheduling signaling overhead than RLE. Since the chance of getting a long run length in $U^{NFM}(k)$ decreases with increasing $I$, the gap between RLE and LZW widens when $I$ increases. For MDU, RLE gives a slightly lower compressed scheduling signaling overhead than LZW. This is due to the fact that MDU mostly schedules only $J_{sys}/2$ flows, which increases the chance of getting a consecutively repeating sequence in $U^{NFM}(k)$, allowing RLE to achieve efficient compression.

With either RLE or LZW, there is little difference in the compressed scheduling signaling overhead for WFH-FM and WFH-FMGS. This is because the number of bits in one application data packet (128 bits) is greater than the number of bits that can be carried by a subcarrier and that all bits in one application data packet have identical bitQoS values. Hence, the bits carried by a subcarrier typically come from the same application data packet of an application flow. As such, the grouping and sorting of bits as described in Section 6.3.3 has little effect on the scheduling signaling overhead incurred by bit-to-flow vectors for WFH-FM. This observation also implies that the bit-to-flow vectors, $V^{FM}_n(k), \forall n \in \mathcal{N}$, which constitutes most of the scheduling signaling overhead of WFH-FM, correspond mostly to short and consecutively repeating data sequences (i.e., consecutive bits assigned to the same flow). This explains why in Fig. 6.3 RLE gives a much lower scheduling signaling overhead than LZW as RLE is more efficient for such data blocks.
6.6.3 Effective Throughput

We note that although Fig. 6.3 shows that WFH-FM has the largest compressed scheduling signaling overhead, it also has the highest average system throughput, compared to WF and MDU, as shown in Fig. 5.4. Hence, to determine the viability of the bitQoS-aware RA framework, we define the effective throughput to account for the scheduling signaling overhead for each scheduling policy as

$$TP_{eff} = \begin{cases} 
\frac{\sum_{i} \sum_{j} \sum_{k} TP_{ij}^{j}(k) - \sum_{k} \gamma_{\Xi_{U}^{NFM}(k)}}{K} & \text{for WF, MDU and WFH-NFM,} \\
\frac{\sum_{i} \sum_{j} \sum_{k} TP_{ij}^{j}(k) - \sum_{k} \gamma_{\Xi_{U}^{FM}(k)} - \sum_{n} \sum_{k} \gamma_{\Xi_{V}^{FM}(k)}}{K} & \text{for WFH-FM,} \\
\frac{\sum_{i} \sum_{j} \sum_{k} TP_{ij}^{j}(k) - \sum_{k} \gamma_{\Xi_{U}^{FMGS}(k)} - \sum_{n} \sum_{k} \gamma_{\Xi_{V}^{FMGS}(k)}}{K} & \text{for WFH-FMGS,}
\end{cases}$$

where $\Xi$ is either RLE or LZW depending on the compression scheme used as defined in Section 6.5. The effective throughput gain of scheduling policy $X$ over scheduling policy $Y$ is
defined as $G_{TP_{eff}}^{X,Y} = \frac{TP_{eff}^X - TP_{eff}^Y}{TP_{eff}^Y}$. The effective throughput gains of WFH-NFM, WFH-FM and WFH-FMGS over the comparative scheduling policies for $I = \{4, 6, 8\}$ are listed in Table 6.1. We see that WFH-NFM, WFH-FM and WFH-FMGS have higher effective throughputs than WF and MDU with RLE compression, i.e., the bitQoS-aware RA framework provides an increased average system throughput even when the scheduling signaling overhead is taken into account. However, when LZW is used, scheduling policies with flow merging (WFH-FM and WFH-FMGS) do not yield a higher effective throughput over WF and MDU due to the inefficiency of LZW to compress the short and consecutively repeating data sequences of the bit-to-flow vectors.

It can also be seen that WFH-FM/FMGS has a lower effective throughput compared to WFH-NFM regardless of the compression scheme used, i.e., allowing flow merging in the bitQoS-aware RA framework yields no system throughput improvement in this case. This result is due to the fact that, with the per-resource-element scheduling granularity of 1 OFDM symbol $\times$ 1 subcarrier considered in this chapter, the number of bits in one application layer PDU is typically much greater than the number of bits that can be carried by a subcarrier. As a result, very little flow merging actually takes place and the performance gain from flow merging is minimal.

### 6.7 Conclusion

The viability of the proposed bitQoS-aware RA framework which adaptively matches the QoS requirements of the user application bits to the characteristics of the OFDM subcarriers, with and with no flow merging, was analyzed by taking the associated scheduling signaling overhead into account. A model is formulated to analyze the associated scheduling signaling overhead and the performance gains achievable with the bitQoS-aware RA framework are quantified. The entropy analysis shows that scheduling policies with flow merging incur a significantly higher scheduling signaling overhead compared to scheduling policies that do not allow flow merging. However, the scheduling signaling overhead for scheduling policies
with flow merging can be greatly reduced by grouping and sorting the bits carried on the subcarrier by their application flows and flow indices respectively. Simulation results further show that despite the increase in the scheduling signaling overhead for scheduling policies with flow merging, the proposed bitQoS-aware RA framework is still able to provide a higher effective throughput gain compared to scheduling policies that do not take QoS provisions into account such as WF and policies that consider only flow-level QoS requirements such as MDU, when RLE compression of the scheduling signaling information is performed.
Table 6.1: Effective Throughput Gains of WFH-NFM, WFH-FM and WFH-FMGS for $I = \{4, 6, 8\}$, $N = 18$, 1 BE and 1 EF Flow for each User

<table>
<thead>
<tr>
<th>$I = 4$</th>
<th>(G_X^Y TP_{eff} \times 100%)</th>
<th>RLE</th>
<th>LZW</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Scheduling Policy</td>
<td>WFH-NFM</td>
<td>WFH-FM</td>
</tr>
<tr>
<td>Scheduling Policy Y</td>
<td>WF</td>
<td>75.23</td>
<td>21.91</td>
</tr>
<tr>
<td></td>
<td>MDU</td>
<td>1.73</td>
<td>-29.23</td>
</tr>
<tr>
<td></td>
<td>WFH-NFM</td>
<td>0.00</td>
<td>-30.43</td>
</tr>
<tr>
<td></td>
<td>WFH-FM</td>
<td>43.74</td>
<td>0.00</td>
</tr>
<tr>
<td></td>
<td>WFH-FMGS</td>
<td>43.70</td>
<td>-0.02</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$I = 6$</th>
<th>(G_X^Y TP_{eff} \times 100%)</th>
<th>RLE</th>
<th>LZW</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Scheduling Policy</td>
<td>WFH-NFM</td>
<td>WFH-FM</td>
</tr>
<tr>
<td>Scheduling Policy Y</td>
<td>WF</td>
<td>148.33</td>
<td>96.06</td>
</tr>
<tr>
<td></td>
<td>MDU</td>
<td>35.63</td>
<td>7.08</td>
</tr>
<tr>
<td></td>
<td>WFH-NFM</td>
<td>0.00</td>
<td>-21.05</td>
</tr>
<tr>
<td></td>
<td>WFH-FM</td>
<td>26.66</td>
<td>0.00</td>
</tr>
<tr>
<td></td>
<td>WFH-FMGS</td>
<td>26.64</td>
<td>-0.02</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$I = 8$</th>
<th>(G_X^Y TP_{eff} \times 100%)</th>
<th>RLE</th>
<th>LZW</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Scheduling Policy</td>
<td>WFH-NFM</td>
<td>WFH-FM</td>
</tr>
<tr>
<td>Scheduling Policy Y</td>
<td>WF</td>
<td>130.69</td>
<td>92.07</td>
</tr>
<tr>
<td></td>
<td>MDU</td>
<td>86.07</td>
<td>54.92</td>
</tr>
<tr>
<td></td>
<td>WFH-NFM</td>
<td>0.00</td>
<td>-16.74</td>
</tr>
<tr>
<td></td>
<td>WFH-FM</td>
<td>20.11</td>
<td>0.00</td>
</tr>
<tr>
<td></td>
<td>WFH-FMGS</td>
<td>20.09</td>
<td>-0.01</td>
</tr>
</tbody>
</table>
Chapter 7

Continuous and Discrete Rate Adaptation in BitQoS-aware Resource Allocation Framework

7.1 Introduction

Given the promising performance gains and viability of the bitQoS-aware RA framework, even when scheduling signaling overhead is taken into account, in this chapter, we focus on developing more efficient algorithms and use the technique of Lagrange multipliers [78] to find the optimal solution to the bitQoS-aware resource allocation problem which, in addition to considering subcarrier assignments and power allocations, further involves discrete bit assignments for control of bit-level QoS requirements. This differs from the works presented in [63, 79] which only consider subcarrier assignments and power allocations to meet given rate requirements. The Lagrange multiplier technique provides an approach for finding the maxima/minima of a function subject to constraints and yields necessary conditions for optimality in equality constrained problems. To take inequality constraints into account, the technique of Lagrange multipliers is generalized by the KKT conditions [80, 81], which are necessary

---

conditions for a solution in non-linear programming to be optimal.

The technique of Lagrange multipliers has been applied to radio resource allocation problems in [36, 37, 41, 63, 79]. In [63], the authors investigate resource allocation in a multi-user OFDM system with homogeneous traffic and formulate the problem with the objective of minimizing the overall transmit power while satisfying a minimum discrete rate requirement for each user. By relaxing the subcarrier assignments to allow time-sharing, an iterative algorithm based on properties of the Lagrangian formulation is proposed to obtain a suboptimal solution to the original combinatorial resource allocation problem. In [79], the authors extended the time-sharing technique for subcarrier assignment used in [63] to the scheduling of heterogeneous traffic in a multi-user OFDM system. The authors converted the problem into a convex programming problem and proposed an iterative algorithm with polynomial complexity to obtain the optimal subcarrier and power allocation.

Since the bitQoS-aware resource allocation optimization problem is non-deterministic polynomial-time hard (NP-hard), we first look at a reduced-complexity form of the problem, obtained by transforming the joint subcarrier, power and bit allocation problem into a convex optimization problem through a variable transformation and the relaxation of the integer constraints for both the subcarrier and bit assignment variables. Using the KKT conditions, we establish necessary and sufficient optimality conditions and develop an iterative algorithm to obtain the optimal solution. We show that the solution to this relaxed problem follows a bitQoS-based multi-level water-filling principle whereby the water levels of the subcarriers assigned to a user are determined by the bitQoS values of the bits in the user data buffer. These water levels may be different from one user to another, in contrast to a constant water level for all users in the classical throughput maximization water-filling solution. Since the solution to this relaxed problem contains non-discrete bit assignments, it can be interpreted as assignments for systems with continuous rate adaptation and provides an upper bound on the objective value of the original unrelaxed problem. For systems with discrete rate adaptation, we leverage the results of the continuous rate solution and propose an efficient iterative algorithm to compute the solution to the original resource allocation problem with discrete
bit assignments.

This chapter is organized as follows: in Section 7.2, the reduced-dimensionality bitQoS-aware RA framework is described. In Section 7.3, we formulate the resource allocation problem as a convex optimization problem and present necessary and sufficient conditions for the optimal solution to the continuous rate adaptation problem. An iterative algorithm to obtain the optimal solution is also presented. In Section 7.4, an algorithm which leverages on the iterative algorithm for the continuous rate adaptation problem is presented for the discrete rate adaptation problem. The simulation framework and results are discussed in Section 7.5 and the main findings are summarized in Section 7.6.

7.2 Reduced-dimensionality BitQoS-aware Resource Allocation Framework

In Chapter 4, we formulate the proposed bitQoS-aware RA framework as an optimization problem, OP4.2, with the objective of finding the joint subcarrier, power and bit assignment to maximize the total bitQoS-weighted throughput, subject to the total transmit power constraint, $P_{\text{total}}$. However, we note that since the mapping between the application bits and OFDM subcarriers does not affect the objective value of the optimal solution, we can reduce the dimensionality of the optimization problem OP4.2 by substituting $\sum_{n=1}^{N} b_{i,n}^{j,z}$ with $b_{i}^{j,z}$. The new optimization variable, $b_{i}^{j,z}$, takes on the value 1 if bit $z$ of user $i$, flow $j$ is transmitted on
any subcarrier(s) assigned to user $i$ and 0 otherwise. We can thus rewrite OP4.2 as follows

\[
\text{OP7.1: } \max_{a_{i,n} \in \{0,1\}, \ p_{i,n} \in [0,P_{\text{total}}], \ b_{i,j,z}^i \in \{0,1\}} \ \sum_{i=1}^{I} \sum_{j=1}^{J_i} \sum_{z=1}^{B_j^i} \psi_{i,j,z}^i b_{i,j,z}^i
\]

subject to

\[
\sum_{i} \sum_{n} p_{i,n} a_{i,n} = P_{\text{total}} \quad (7.2)
\]

\[
\sum_{j} \sum_{z} b_{i,j,z}^i \leq \sum_{n} \log_2 \left( 1 + \frac{p_{i,n} |\alpha_{i,n}|^2}{\zeta \sigma_0^2} \right) a_{i,n} \quad \forall i \quad (7.3)
\]

\[
\sum_{i} a_{i,n} = 1 \quad \forall n \quad (7.4)
\]

\[
b_{i,j,z}^i \leq 1 \quad \forall i, j, z \quad (7.5)
\]

where the variables are as defined in Chapter 4.

### 7.3 Subcarrier, Power and Bit Allocation with Continuous Rate Adaptation

The reduced-dimensionality optimization problem OP7.1 is a MINLP problem whose solution is still computationally complex given the large number of subcarriers and users in a practical system. To make the problem computationally tractable, we adopt the integer constraint relaxation technique used in [63, 79], where it is assumed that the discrete subcarrier assignment variable can take on real values in $[0, 1]$. For our problem formulation with two discrete optimization variables, we attempt to convexify OP7.1 by relaxing the integer constraints for both $a_{i,n}$ and $b_{i,j,z}^i$, allowing them to take on real values in $[0, 1]$ and defining a new
optimization variable $\pi_{i,n} = p_{i,n}a_{i,n}$. The optimization problem OP7.1 becomes

$$\text{OP7.2:} \quad \max_{\substack{a_{i,n} \in [0,1] \\ \pi_{i,n} \in [0,P_{\text{total}}a_{i,n}] \\ b_i^{j,z} \in [0,1]}} \sum_{i=1}^{I} \sum_{j=1}^{J_i} \sum_{z=1}^{B_i^j} \psi_i^{j,z} b_i^{j,z}$$

subject to

$$P_{\text{total}} - \sum_{i} \sum_{n} \pi_{i,n} = 0 \quad (7.7)$$

$$\sum_{n} \log_2 \left( 1 + \frac{|\alpha_{i,n}|^2 \pi_{i,n}}{\zeta \sigma_0^2 a_{i,n}} \right) a_{i,n} - \sum_{j} \sum_{z} b_i^{j,z} \geq 0 \quad \forall i \quad (7.8)$$

$$1 - \sum_{i} a_{i,n} = 0 \quad \forall n \quad (7.9)$$

$$1 - b_i^{j,z} \geq 0 \quad \forall i, j, z. \quad (7.10)$$

By evaluating the Hessian matrix of the functions on the LHS of (7.8), it can be shown that the Hessian matrix is negative semi-definite at any point in the convex constraint set $\mathcal{X} = \{a_{i,n} \in [0,1], \pi_{i,n} \in [0, P_{\text{total}}a_{i,n}], b_i^{j,z} \in [0,1]\}$, i.e., the functions in the LHS of (7.8) are concave (see proof in Appendix C). In addition, since the functions in (7.6) and the LHS of (7.10) are also concave and the functions in the LHS of (7.7) and (7.9) are affine, OP7.2 is a concave optimization problem [82, 83] in $\mathcal{X}$. Hence, the KKT conditions, which are necessary conditions for a solution to be optimal, are also sufficient for optimality in this case.

Using the technique of Lagrange multipliers [78], the Lagrangian for OP7.2 is

$$L = \sum_{i=1}^{I} \sum_{j=1}^{J_i} \sum_{z=1}^{B_i^j} \psi_i^{j,z} b_i^{j,z} + \beta (P_{\text{total}} - \sum_{i} \sum_{n} \pi_{i,n})$$

$$+ \sum_{i} \gamma_i \left[ \sum_{n} \log_2 \left( 1 + \frac{|\alpha_{i,n}|^2 \pi_{i,n}}{\zeta \sigma_0^2 a_{i,n}} \right) a_{i,n} - \sum_{j} \sum_{z} b_i^{j,z} \right]$$

$$+ \sum_{n} \mu_n \left( 1 - \sum_{i} a_{i,n} \right)$$

$$+ \sum_{i} \sum_{j} \sum_{z} \lambda_i^{j,z} (1 - b_i^{j,z})$$
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where $\beta$, $\gamma_i$, $\mu_n$ and $\lambda_i^{j,z}$ are the Lagrange multipliers for the constraints (7.7), (7.8), (7.9) and (7.10), respectively. The necessary and sufficient conditions for the optimal solution to OP7.2, $\{a_{i,n}^*, \pi_{i,n}^*, b_i^{j,z*}, \beta^*, \gamma_i^*, \mu_n^*, \lambda_i^{j,z*}\}$, if it exists, are

Primal feasibility:

$$
P_{\text{total}} - \sum_i \sum_n \pi_{i,n}^* = 0 \quad (7.12)
$$

$$
\sum_n \log_2 \left(1 + \frac{|\alpha_{i,n}|^2}{\zeta \sigma_0^2} \frac{\pi_{i,n}^*}{a_{i,n}^*} \right) a_{i,n}^* - \sum_j \sum_z b_i^{j,z*} \geq 0 \quad \forall i
$$

(7.13)

$$
1 - \sum_i a_{i,n}^* = 0 \quad \forall n \quad (7.14)
$$

$$
1 - b_i^{j,z*} \geq 0 \quad \forall i, j, z
$$

(7.15)

Dual feasibility:

$$
\beta^* \geq 0, \gamma_i^* \geq 0, \mu_n^* \geq 0, \lambda_i^{j,z*} \geq 0
$$

(7.16)

Stationarity:

$$
\frac{\partial L}{\partial a_{i,n}^*} = \begin{cases} < 0 & \text{if } a_{i,n}^* = 0 \\ = 0 & \text{if } 0 < a_{i,n}^* < 1 \quad \forall i, n \end{cases}
$$

(7.17)

$$
\frac{\partial L}{\partial \pi_{i,n}^*} = \begin{cases} < 0 & \text{if } \pi_{i,n}^* = 0 \\ = 0 & \text{if } 0 < \pi_{i,n}^* < P_{\text{total}} a_{i,n}^* \quad \forall i, n \end{cases}
$$

(7.18)

$$
\frac{\partial L}{\partial b_i^{j,z*}} = \begin{cases} < 0 & \text{if } b_i^{j,z*} = 0 \\ = 0 & \text{if } 0 < b_i^{j,z*} < 1 \quad \forall i, j, z \end{cases}
$$

(7.19)

Complementary slackness:

$$
\gamma_i^* \left[ \sum_n \log_2 \left(1 + \frac{|\alpha_{i,n}|^2}{\zeta \sigma_0^2} \frac{\pi_{i,n}^*}{a_{i,n}^*} \right) a_{i,n}^* - \sum_j \sum_z b_i^{j,z*} \right] = 0
$$

(7.20)

$$
\lambda_i^{j,z*} (1 - b_i^{j,z*}) = 0
$$

(7.21)
Note that the inequalities in (7.17), (7.18) and (7.19) are obtained by considering the case where the optimal solution occurs at a boundary point of the constraint set $X$. Since we are attempting to maximize (7.11), the partial derivatives of $L$ in (7.17), (7.18) and (7.19) will be negative if the optimal solution occurs at the lower limit of $a_{i,n}$, $\pi_{i,n}$ and $b_{i,z}$, respectively, and positive otherwise. We next derive the analytical expressions for the optimal power allocation, subcarrier and bit assignments.

### 7.3.1 Optimal Power Allocation

In this section, we determine the optimal power allocation for a given subcarrier and bit assignment. The optimal power allocation, $p_{i,n}^*$, is obtained by differentiating the Lagrangian, $L$, in (7.11) with respect to $\pi_{i,n}$ and substituting the result into the KKT condition (7.18). Specifically, for a given subcarrier assignment, $a_{i,n}$, where $a_{i,n} \neq 0$, and bit assignment, $b_{i,z}$, we have

$$
\frac{\partial L}{\partial \pi_{i,n}} \bigg|_{\pi_{i,n} = \pi_{i,n}^*} = -\beta + \frac{\gamma_i a_{i,n}}{\ln 2} \left( \frac{\sigma_0^2}{\alpha_{i,n}^2} + \frac{1}{\pi_{i,n}^*} \right) \begin{cases} < 0 & \text{if } \pi_{i,n}^* = 0 \\ = 0 & \text{if } 0 < \pi_{i,n}^* < P_{\text{total}} a_{i,n} \quad \forall i, n \\ > 0 & \text{if } \pi_{i,n}^* = P_{\text{total}} a_{i,n} \end{cases}
$$

(7.22)

Since $p_{i,n}^* = \frac{\pi_{i,n}^*}{a_{i,n}}$, the three cases in (7.22) can be rewritten as

$$
p_{i,n}^* = \frac{\pi_{i,n}^*}{a_{i,n}} = \begin{cases} 0 & \text{if } \frac{\gamma_i}{\beta \ln 2} < \frac{\sigma_0^2}{\alpha_{i,n}^2} \\ \frac{\gamma_i}{\beta \ln 2} - \frac{\sigma_0^2}{\alpha_{i,n}^2} & \text{if } \frac{\sigma_0^2}{\alpha_{i,n}^2} \leq \frac{\gamma_i}{\beta \ln 2} \leq \frac{\sigma_0^2}{\alpha_{i,n}^2} + P_{\text{total}} \quad \forall i, n, \\ P_{\text{total}} & \text{if } \frac{\gamma_i}{\beta \ln 2} > \frac{\sigma_0^2}{\alpha_{i,n}^2} + P_{\text{total}} \end{cases}
$$

(7.23)

where the term, $\beta$, is chosen such that $\{\pi_{i,n}^*\}$ will satisfy the total power constraint (7.7).

Equation (7.23) shows that the optimal power allocation is similar to the classical water-filling algorithm [84] where $\frac{\gamma_i}{\beta \ln 2}$ is the equivalence of the water level and $\frac{\sigma_0^2}{\alpha_{i,n}^2}$ the noise floor of user $i$, subcarrier $n$. The main difference is that in (7.23), the water level on each
subcarrier \( n \) is determined by \( \gamma_i \) of the user to which subcarrier \( n \) is assigned, whereas in the classical water-filling algorithm, the water level is constant for all subcarriers. In addition, we will show in Section 7.3.3 that \( \gamma_i \) is in fact related to the bitQoS values of user \( i \) in the proposed bitQoS-aware RA framework. Hence, the optimal power allocation in (7.23) can be interpreted as a generalized bitQoS-based multi-level water-filling solution. Specifically, for the case where the bitQoS values are identical \( \forall i, j, z \), the optimization problem OP7.2 reduces to a throughput maximization problem, and (7.23) becomes the classical water-filling solution where \( \gamma_i \) is identical for every user \( i \).

### 7.3.2 Optimal Subcarrier Assignment

In this section, we determine the optimal subcarrier assignment for a given power allocation and bit assignment. The optimal subcarrier assignment, \( a_{i,n}^* \), is obtained by differentiating the Lagrangian, \( L \), in (7.11) with respect to \( a_{i,n} \) and substituting the result into the KKT condition (7.17). Specifically, for a given power allocation, \( p_{i,n} \), and bit assignment, \( b_{i}^{j,z} \), for \( a_{i,n}^* \neq 0 \), we have

\[
\frac{\partial L}{\partial a_{i,n}} \bigg|_{a_{i,n}=a_{i,n}^*} = \gamma_i \left[ \log_2 \left( 1 + \frac{\alpha_{i,n}^2 \pi_{i,n}}{\zeta \sigma_0^2 a_{i,n}^*} \right) - \frac{1}{\ln 2} \frac{\alpha_{i,n}^2 \pi_{i,n}}{\zeta \sigma_0^2 a_{i,n}^*} \right] - \mu_n \\
= 0 \quad \text{if } 0 < a_{i,n}^* < 1 \\
> 0 \quad \text{if } a_{i,n}^* = 1 \\
\forall i, n. 
\tag{7.24}
\]

By substituting the power allocation, \( p_{i,n} \), from (7.23) into (7.24), we obtain

\[
H_{i,n}(\gamma_i) \left\{ \begin{array}{ll}
\mu_n & \text{if } 0 < a_{i,n}^* < 1 \\
\mu_n & \text{if } a_{i,n}^* = 1 \\
\end{array} \right. \\
\forall i, n. 
\tag{7.25}
\]
where the function $H_{i,n}(\gamma_i)$ is defined as

$$H_{i,n}(\gamma_i) = \begin{cases} 
0 & \text{if } \frac{\gamma_i}{\beta \ln 2} < \frac{\zeta \sigma_0^2}{\alpha_{i,n}^2} \\
\gamma_i \left[ \log_2 \left( \frac{\alpha_{i,n}^2 \gamma_i}{\zeta \sigma_0^2 \beta \ln 2} \right) - \frac{1}{\ln 2} \left( 1 - \frac{\zeta \sigma_0^2 \beta \ln 2}{\alpha_{i,n}^2 \gamma_i} \right) \right] & \text{if } \frac{\zeta \sigma_0^2}{\alpha_{i,n}^2} \leq \frac{\gamma_i}{\beta \ln 2} \leq \frac{\zeta \sigma_0^2}{\alpha_{i,n}^2} + P_{\text{total}} \\
\gamma_i \left[ \log_2 \left( 1 + \frac{\alpha_{i,n}^2}{\zeta \sigma_0^2} P_{\text{total}} \right) - \frac{1}{\ln 2} \left( 1 + \frac{\alpha_{i,n}^2}{\zeta \sigma_0^2} P_{\text{total}} \right) \right] & \text{if } \frac{\gamma_i}{\beta \ln 2} > \frac{\zeta \sigma_0^2}{\alpha_{i,n}^2} + P_{\text{total}}. 
\end{cases} \quad (7.26)$$

In the case where $a_{i,n}^* \in (0, 1)$ for an arbitrary user $i$ on subcarrier $n$, Constraint (7.9) mandates that there will be time-sharing on subcarrier $n$ (i.e., $a_{i,n}^* \in (0, 1)$ for more than one user) since $\sum_i a_{i,n}^* = 1$. From (7.25), we thus have $H_{i,n}(\gamma_i) = \mu_n$ for every user $i \in \{i \in I|a_{i,n}^* \in (0, 1)\}$, which implies that all users sharing subcarrier $n$ must have the same $H_{i,n}(\gamma_i)$. However, since $H_{i,n}(\gamma_i)$ is a function of $\alpha_{i,n}$ and $\{\alpha_{i,n}\}$ are outcomes of independent and real-valued random variables modeling Rayleigh fading, it is highly unlikely that the value of $H_{i,n}(\gamma_i)$ for two or more users will be identical. Hence, the case of $a_{i,n}^* \in (0, 1)$ in (7.25) is unlikely. Using (7.9) and (7.25), we see that there will only be one user $i^*$ for which $a_{i^*,n}^* = 1$ and that subcarrier $n$ will be assigned to the user $i^*$ with the largest $H_{i,n}(\gamma_i)$. For all other users $i \neq i^*$, $a_{i,n}^* = 0$. In other words,

$$a_{i,n}^* = \begin{cases} 
1 & \text{if } i = i^* \\
0 & \text{if } i \neq i^* 
\end{cases} \quad \forall n, \quad (7.27)$$

where

$$i^* = \arg \max_i H_{i,n}(\gamma_i). \quad (7.28)$$

In the unlikely event that multiple users have identical $H_{i,n}(\gamma_i)$ values for subcarrier $n$, then $i^*$ is chosen from among these users with equal probabilities. Since $H_{i,n}(\gamma_i)$ in (7.26) plays
an integral role in determining the optimal subcarrier assignment, we examine its properties with respect to (w.r.t.) $\alpha_{i,n}^2$ and $\gamma_i$:

1) By differentiating $H_{i,n}(\gamma_i)$ w.r.t. $\alpha_{i,n}^2$ for all three cases in (7.26), it can be shown that $H_{i,n}(\gamma_i)$ is a monotonically increasing function of $\alpha_{i,n}^2$ since $\frac{\partial H_{i,n}(\gamma_i)}{\partial \alpha_{i,n}^2} \geq 0$. As each subcarrier $n$ is assigned to the user $i^*$ with the largest $H_{i,n}(\gamma_i)$ according to (7.28), the subcarrier will be assigned to the user with the highest channel gain on that subcarrier when the effect of $\gamma_i$ is not considered.

2) Similarly, by differentiating $H_{i,n}(\gamma_i)$ w.r.t. $\gamma_i$ for all three cases in (7.26), it can be shown that $H_{i,n}(\gamma_i)$ is also a monotonically increasing function of $\gamma_i$. As will be shown in Section 7.3.3, $\gamma_i$ is related to the bitQoS values of user $i$. Hence, users with higher bitQoS-valued bits are also more likely to have higher $H_{i,n}(\gamma_i)$ values, resulting in a higher chance of being assigned the subcarrier $n$.

From property 1), we note that the optimal subcarrier assignment in (7.27) agrees with the water-filling solution for throughput maximization in a multi-user OFDM system [30]. Property 2) shows that the optimal subcarrier assignment in (7.27) takes into account the bitQoS values from our proposed bitQoS-aware RA framework. Given that $H_{i,n}(\gamma_i)$ is a monotonically increasing function of both $\alpha_{i,n}^2$ and $\gamma_i$, the optimal subcarrier assignment (7.27) will assign a subcarrier to the user with good channel condition and high bitQoS-valued bits.

### 7.3.3 Optimal Bit Assignment

In this section, we determine the optimal bit assignment for a given power allocation and subcarrier assignment. The optimal bit assignment, $b_{i}^{j,z^*}$, is obtained by differentiating the Lagrangian, $L$, in (7.11) with respect to $b_{i}^{j,z}$ and substituting the result into the KKT condition (7.19). Specifically, for a given power allocation, $p_{i,n}$, and subcarrier assignment, $a_{i,n}$, we
have

\[
\frac{\partial L}{\partial b^j_{i,z}}_{b^j_{i,z}=b^j_{i,z}^*} = \psi_{i}-\gamma_{i} - \lambda_{i}^{j,z}
\begin{cases}
< 0 & \text{if } b_{i}^{j,z} = 0 \\
= 0 & \text{if } b_{i}^{j,z} \in (0, 1) \\
> 0 & \text{if } b_{i}^{j,z} = 1
\end{cases}
\forall i, j, z. \quad (7.29)
\]

From (7.21), we see that if \( b_{i}^{j,z} = 0 \), \( \lambda_{i}^{j,z} = 0 \) and by solving (7.29) for \( \gamma_{i} \), we can obtain

\[
\gamma_{i} = \begin{cases}
\psi_{i} - \lambda_{i}^{j,z} & \text{if } b_{i}^{j,z} = 0 \\
< \psi_{i} - \lambda_{i}^{j,z} & \text{if } b_{i}^{j,z} \in (0, 1) \\
> \psi_{i} - \lambda_{i}^{j,z} & \text{if } b_{i}^{j,z} = 1
\end{cases}
\forall i, j, z. \quad (7.30)
\]

The term, \( \lambda_{i}^{j,z} \), is a Lagrange multiplier which takes on a value in \([0, \psi_{i}^{j,z} - \gamma_{i}]\). We see from (7.30) that \( \gamma_{i} \) and the associated water-level, \( \gamma_{i} / \beta \ln 2 \), for each user \( i \) is related to the bitQoS values, \( \psi_{i}^{j,z} \), of the assigned and unassigned bits of that user. Specifically, in the case of unassigned bits (\( b_{i}^{j,z} = 0 \)), \( \gamma_{i} > \psi_{i}^{j,z} \), i.e., \( \gamma_{i} \) should take on a value that is greater than the bitQoS values of all the unassigned bits in the data buffer of user \( i \). In the case of assigned bits (\( 0 < b_{i}^{j,z} \leq 1 \)), \( \gamma_{i} \leq \psi_{i}^{j,z} - \lambda_{i}^{j,z} \), i.e., \( \gamma_{i} \) should take on a value that is less than or equal to the bitQoS values of all the assigned bits in the data buffer of user \( i \). This relationship in (7.30) appears to be counter-intuitive, as increasing \( \gamma_{i} \) (and the associated allocated power, \( p_{i,n} \)) does not increase the number of assigned bits, since bits can only be assigned when \( \psi_{i}^{j,z} \geq \gamma_{i} \). However, if we take into account the KKT conditions collectively, in particular the primal condition (7.14) and the stationarity condition (7.19) (from which (7.30) is derived), we see that these two KKT conditions drive the assignment of bits in opposing directions such that the optimal solution (satisfying all the KKT conditions), if it exists, strives to assign the highest bitQoS-valued bits requiring the least amount of power (i.e., bits with large \( \psi_{i}^{j,z} \), subcarriers with large \( \alpha_{i,n} \) and subcarriers requiring small \( p_{i,n} \)).
7.3.4 Optimal Joint Subcarrier, Power and Bit Allocation

In this section, we determine the optimal solution to OP7.2 which must simultaneously satisfy all of the KKT conditions (7.12)-(7.21) for continuous rate adaptation. Using the optimal power, subcarrier and bit allocations in (7.23), (7.27) and (7.30), we propose an iterative KKT-driven algorithm, hereafter referred to as KKT for Continuous Rate Adaptation (KKT-CRA) to numerically obtain the optimal solution. The algorithm is outlined in Algorithm 1.

**Algorithm 1 KKT-CRA**

1: Initialize \( \epsilon \) and \( \gamma_i \) to some small number for all \( i \)
2: Sort bits in each user data buffer by their bitQoS values in a descending order
3: repeat
4: 1) Perform subcarrier assignment
5: 1.1) Compute \( H_{i,n}(\gamma_i) \) for all \( i \) and \( n \) according to (7.26)
6: 1.2) Update subcarrier assignment \( a_{i,n} \) according to (7.27) with \( i^*(n) = \arg \max H_{i,n}(\gamma_i) \) for all \( n \)
8: 2) Perform power allocation \( p_{i,n} \) for all \( i \) and \( n \) according to (7.23)
9: where \( \beta \) is determined using bisection subject to constraint (7.7)
10: 3) Perform bit assignment
11: 3.1) Compute the throughput limits \( c_{i,n} \) according to
12: \[ c_{i,n} = \log_2 \left( 1 + \frac{|\alpha_{i,n}|^2 p_{i,n}}{\zeta \sigma_0^2} \right) \] for all \( i \) and \( n \)
13: 3.2) Assign bits of each user \( i \) in a FIFO manner to the subcarriers in \( V_i = \{ n \in \mathcal{N}|a_{i,n} = 1 \} \), one subcarrier at a time, until all the bits of user \( i \) are assigned or the throughput limits \( c_{i,n}, \forall n \in V_i \) are reached.
14: 4) Update \( \gamma_i \) with iteration step size \( \delta \)
15: 4.1) Determine the bitQoS value, \( \psi^{HOL}(i) \), of the first unassigned bit in the data buffer of each user \( i \)
16: 4.2) Update \( \gamma_i \) according to \( \gamma_i = (1 - \delta) \gamma_i + \delta \psi^{HOL}(i) \) for all \( i \)
18: until \( \gamma_i + \epsilon > \psi^{HOL}(i) \) for all \( i \)

The algorithm begins with initializing \( \gamma_i, \forall i \in \mathcal{I} \) to a value less than \( \psi^{min} \), where \( \psi^{min} = \min \psi^{j,z} \) denotes the smallest bitQoS value of all bits in the data buffers of all users. The bits from all application flows of each user \( i \) are merged into one queue, i.e., \( J_i = 1 \), and sorted in decreasing order based on their bitQoS values. At each iteration, using the current values of \( \gamma_i, \forall i \), power and subcarriers are allocated according to (7.23) and (7.27) respectively and the corresponding number of bits, \( c_{i,n}, \forall i, n \), that user \( i \) can transmit on subcarrier \( n \) is
Figure 7.1: Relationship between $\gamma_i$ and $\psi_i^{j,z}$
determined according to (4.1). The bits of each user $i$ are assigned in a FIFO manner to the subcarriers in $\mathcal{V}_i$, one subcarrier at a time, where $\mathcal{V}_i = \{n \in \mathcal{N} | a_{i,n} = 1\}$, until either all the bits of user $i$ have been assigned or the throughput limits $c_{i,n}, \forall n \in \mathcal{V}_i$ have been reached. At the end of each iteration, the value of $\gamma_i$ is updated according to $\gamma_i = (1 - \delta)\gamma_i + \delta \psi^{HOL}(i)$ with an iteration step size, $\delta \in (0, 1)$, where $\psi^{HOL}(i)$ denotes the bitQoS value of the first unassigned bit in the data buffer of user $i$ defined as $\psi^{HOL}(i) = \max_{\text{bit}(i,j,z) \in S_{un}(i)} \psi^{j,z}_i$, and $S_{un}(i) = \{\text{bit}(i,j,z) | b_{j,z}^i = 0, j \in \mathcal{J}_i, z \in \{1, \ldots, B^j_i\}\}$ denotes the set of bits of user $i$ that have not yet been assigned based on the current bit assignment. The term $\text{bit}(i,j,z)$ refers to bit $z$ of user $i$, flow $j$. The iteration repeats until $\gamma_i + \epsilon > \psi^{HOL}(i), \forall i$, where $\epsilon \in \mathbb{R}_+$ is the termination tolerance. This relationship between $\gamma_i$ and $\psi^{j,z}_i$ is illustrated in Fig. 7.1. Note that in the process of updating $\gamma_i$ and the associated subcarrier power allocation $p_{i,n}$, $c_{i,n}$ may take on a non-integer value, hence yielding a continuous rate adaptation solution. Since the KKT-CRA algorithm works by iteratively increasing the values of $\gamma_i, \forall i$ monotonically towards $\psi^{HOL}(i)$, it will always converge and the solution will satisfy the KKT conditions with appropriate values of $\delta$ and $\epsilon$. In addition, the choice of values for $\delta$ and $\epsilon$ will also determine the number of iterations for KKT-CRA to converge and the closeness of the obtained solution to the optimal solution. They can be varied to achieve a tradeoff between the closeness to optimality and computation time.

## 7.4 Subcarrier, Power and Bit Allocation with Discrete Rate Adaptation

In the previous section, we adopted the integer constraint relaxation technique and proposed an optimal joint subcarrier, power and bit allocation algorithm for the bitQoS-aware RA framework with continuous rate adaptation. This relaxation on $a_{i,n}$ and $b_{i,z}^j$ allows time-sharing of a subcarrier as well as permits subcarriers to transmit a non-integer number of bits. Simply quantizing the solution from the continuous rate case does not necessarily yield the optimal solution to the discrete rate case. As a result, the optimal solution obtained by KKT-CRA may not provide a feasible solution for OP7.1, but gives an upperbound to the maximum
achievable bitQoS-weighted throughput for OP7.1. In this section, we leverage on the KKT conditions and KKT-CRA presented in Section 7.3 and propose a bit-loading-based, iterative joint subcarrier, power and bit allocation algorithm, hereafter referred to as KKT with Discrete Rate Adaptation (KKT-DRA) to numerically obtain a solution to OP7.1, with discrete \( a_{i,n} \in \{0, 1\} \) and \( b_{i,z}^{j} \in \{0, 1\} \) solutions. This algorithm is outlined in Algorithm 2.

As we have shown in Section 7.3.2, time-sharing of a subcarrier, i.e., \( a_{i,n} \in (0, 1) \), is unlikely; hence by applying the same argument in KKT-DRA, we obtain \( a_{i,n}^* \in \{0, 1\} \). The key difference to obtain discrete \( b_{i,z}^{j} \) solutions in KKT-DRA is that the power allocation and bit assignment are done iteratively, one bit at a time, by bit-loading a bit to the subcarrier that maximizes the gain in bitQoS value while requiring the least amount of power instead of using the water-filling algorithm as in KKT-CRA. Specifically, the algorithm begins by initializing the power allocation to each subcarrier to zero, i.e., \( p_{i,n} = 0 \), \( \forall i, n \). At each bit-loading iteration, the incremental power, \( \Delta p(n) \), required to transmit an additional bit from user \( i \) (for which \( a_{i,n} = 1 \)) on subcarrier \( n \) and the increase in bitQoS value, \( \Delta \psi(n) \), for transmitting that bit are calculated for all subcarriers \( n \). The subcarrier that achieves the highest bitQoS value increase per unit power is selected, i.e., \( n^* = \arg \max_{n \in \mathcal{N}} \frac{\Delta \psi(n)}{\Delta p(n)} \), and the corresponding bit assignment is performed. This iterative bit-loading algorithm repeats until the total transmit power, \( P_{\text{total}} \), is reached or all the bits in the data buffers of all users have been assigned. The differences in power allocation and bit assignment between KKT-DRA and KKT-CRA are illustrated in Fig. 7.2. However, since the KKT conditions are sufficient for optimality only for convex optimization problems, the discrete rate adaptation solutions obtained using KKT-DRA may not be optimal for OP7.1. Nonetheless, we will later show in Section 7.5.1 that the reduced-complexity KKT-DRA algorithm provides a solution that closely approximates the optimal solution obtained using a commercial MINLP optimization solver package.
Algorithm 2 KKT-DRA

1: Initialize $\delta$ and $\gamma_i$ to some small number for all $i$
2: Sort bits in each user data buffer by their bitQoS values in a descending order
3: repeat
4: \hspace{1em} 1) Perform subcarrier assignment
5: \hspace{2em} 1.1) Compute $H_{i,n}(\gamma_i)$ for all $i$ and $n$ according to (7.26)
6: \hspace{2em} 1.2) Update subcarrier assignment $a_{i,n}$ according to (7.27) with
7: \hspace{2em} \hspace{1em} $i^*(n) = \arg \max_i H_{i,n}(\gamma_i)$ for all $n$
8: \hspace{1em} 2) Perform discrete power and bit allocation using bit-loading
9: \hspace{2em} $\hat{p}_{i,n} = 0$ for all $i$ and $n$
10: \hspace{2em} $\hat{b}_{i,j,z} = 0$ for all $i$, $j$, $z$ and $n$
11: \hspace{2em} $r(n) = 0$ for all $n$; $C(i) = 0$ for all $i$
12: \hspace{2em} $p_{used} = 0$; $p_{inc} = 0$
13: \hspace{2em} while $p_{used} + p_{inc} \leq P_{total}$ do
14: \hspace{3em} \hspace{1em} $p_{used} = p_{used} + p_{inc}$
15: \hspace{3em} \hspace{1em} for $n = 1 : N$ do
16: \hspace{4em} \hspace{1em} $i^*(n) = \arg \max_{i \in I} \hat{a}_{i,n}$
17: \hspace{4em} \hspace{1em} $\Delta p(n) = \frac{2^{r(n)+1} - 2^r(n)}{SNR(i^*(n), n)}$
18: \hspace{4em} \hspace{1em} $\Delta \psi(n) = \psi_1^{C(i^*(n))} + 1$
19: \hspace{3em} \hspace{1em} end for
20: \hspace{3em} $n^* = \arg \max_{n \in N} \frac{\Delta \psi(n)}{\Delta p(n)}$
21: \hspace{3em} $p_{inc} = \Delta p(n^*)$
22: \hspace{3em} if $p_{used} + p_{inc} \leq P_{total}$ then
23: \hspace{4em} $r(n^*) = r(n^*) + 1$
24: \hspace{4em} $C(i^*(n^*)) = C(i^*(n^*)) + 1$
25: \hspace{4em} $\hat{p}_{i^*(n^*),n^*} = \hat{p}_{i^*(n^*),n^*} + p_{inc}$
26: \hspace{4em} $\hat{b}_{i^*(n^*),n^*} = 1$
27: \hspace{3em} end if
28: \hspace{2em} end while
29: \hspace{1em} 3) Determine $\beta$ based on
30: \hspace{2em} $\sum_i \sum_n a_{i,n} \left( \frac{\gamma_i}{\beta \ln 2} - \frac{\zeta \sigma_0^2}{\alpha_i^2} \right)^+ \leq P_{total}$ (7.31)
31: \hspace{1em} using bisection
32: \hspace{1em} 4) Update $\gamma_i$ with iteration step size $\delta$
33: \hspace{2em} 4.1) Determine the bitQoS value, $\psi^{HOL}(i)$, of the first unassigned bit in the data
34: \hspace{2em} buffer of each user $i$
35: \hspace{2em} 4.2) Update $\gamma_i$ according to
36: \hspace{2em} $\gamma_i = (1 - \delta)\gamma_i + \delta \psi^{HOL}(i)$ for all $i$
37: \hspace{1em} until $\gamma_i + \epsilon > \psi^{HOL}(i)$ for all $i$
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Figure 7.2: Differences in Power Allocation and Bit Assignment between KKT-CRA and KKT-DRA

7.5 Simulation Results

In this section, we present simulation results to illustrate the performance of the proposed algorithms for the bitQoS-aware RA framework: KKT-CRA, for the continuous rate adaptation problem OP7.2 and KKT-DRA, for the discrete rate adaptation problem OP7.1. The simulation was performed using Matlab and the system model described in Section 4.2. In the simulation, it is assumed that each user has one flow with full buffer. As the focus of this chapter is to develop efficient and practical algorithms to obtain near-optimal solutions, the generation of realistic bitQoS values as in Chapter 5 is deemed to be unnecessary. Instead, the bitQoS values of the bits in each data buffer are randomly generated from a continuous uniform distribution where the range is varied to represent bitQoS values of different traffic class types [85]. To study the effect of the variability of bitQoS values on the algorithms, we consider two different bitQoS generation schemes: Same Maximum BitQoS (SMB), in which the bitQoS values of all application flows, \( \psi_{i,j}^z \sim U(0, 50) \), \( \forall i, j, z \), are generated in the range between 0 and 50 and Varying Maximum BitQoS (VMB), in which the bitQoS values of user \( i \), flow \( j \), \( \psi_{i,j}^z \sim U(0, \Psi_{i,j}) \), \( \forall i, j, z \), are generated in the range between 0 and \( \Psi_{i,j} \), where \( \Psi_{i,j} \sim U(0, 50) \) is the maximum bitQoS value for user \( i \), flow \( j \). The SMB scheme represents a traffic mix with mild variation between applications and the VMB scheme represents
a traffic mix with diverse servicing priorities between applications.

To provide a comparative performance assessment of the proposed algorithms, we compare the solutions from KKT-CRA and KKT-DRA with the optimal results obtained using a commercial MINLP optimization solver package. We present simulation results to illustrate various aspects of the KKT-CRA and KKT-DRA algorithms in terms of A) optimality and computation time, B) sensitivity of KKT-CRA and KKT-DRA to the iteration step size, $\delta$, and termination tolerance, $\epsilon$, and C) performance comparison of KKT-CRA and KKT-DRA to the classical greedy multi-user water-filling algorithm. The simulation results were obtained by averaging over 10,000 independent trials, each representing a scheduling decision with a different realization of $\psi_i^{j,z}, \forall i, j, z$ and $\alpha_{i,n}, \forall i, n$. Due to the long computation times required, the optimal results in Sections 7.5.1 and 7.5.2 were obtained over 20 independent trials using the commercial MINLP optimization solver package.

### 7.5.1 Optimality and Computation Time

We demonstrate the optimality of the KKT-CRA and KKT-DRA by comparing them with the optimal continuous rate adaptation (OPT-CRA) and optimal discrete rate adaptation (OPT-DRA) solutions obtained by a commercial MINLP optimization solver package, which uses the branch-and-bound approach [86]. Due to the NP-hard nature of OP7.1, where branch-and-bound has a worst case complexity of $O(2^{RIN})$, we simulate the system with $I = \{2, 3, 4, 5, 6\}$, $N = 6$, $\delta = 0.3$, $\epsilon = 10^{-4}$ and $SNR \triangleq \frac{p_i^n|\alpha_{i,n}|^2}{\zeta \sigma^2_0} = 15$ dB for the results in this subsection so that the OPT-CRA and OPT-DRA solutions can be obtained within a reasonable amount of time.

We show in Fig. 7.3 the average objective value obtained by OPT-CRA, KKT-CRA, OPT-DRA and KKT-DRA over an identical set of 20 independent trials for $I = \{2, 3, 4, 5, 6\}$ using the SMB bitQoS generation scheme. As stated in Section 7.3, since OP7.2 is a convex optimization problem, satisfaction of the KKT conditions (7.12)-(7.21) is sufficient for the continuous rate adaptation solution to be optimal. This is shown in Fig. 7.3 where the average objective value obtained by KKT-CRA is identical to the optimal solution obtained by OPT-
CRA and provides an upperbound to the maximum achievable bitQoS-weighted throughput for OP7.1. In the case of discrete rate adaptation, the average objective value obtained by KKT-DRA is slightly lower than OPT-CRA/KKT-CRA (objective value upperbound). While the optimality of KKT-DRA cannot be proved, Fig. 7.3 shows that the KKT-DRA solution is almost identical to the optimal solution obtained by OPT-DRA. It is important to note that both the KKT-CRA and KKT-DRA solutions are obtained with reduced complexity (shown in Section 7.3.4 and Section 7.4, respectively) as compared to the optimal solutions, OPT-CRA and OPT-DRA. This is reflected in Fig. 7.4, where the computation times of both KKT-CRA and KKT-DRA are orders of magnitude lower than those of OPT-CRA and OPT-DRA.

7.5.2 Sensitivity to Iteration Step Size and Termination Tolerance

We next study the sensitivities of the objective values and computation times of KKT-CRA/DRA to the iteration step size, $\delta$, and the termination tolerance, $\epsilon$. We consider a system with $I = 3$, $N = 6$ and $SNR = 15$ dB using both the SMB and VMB bitQoS generation
Figure 7.4: Average Computation Time as a Function of $I$ ($N = 6$, $\delta = 0.3$, $\epsilon = 10^{-4}$ and $SNR = 15$ dB)

The average objective value deviations of the KKT-CRA/DRA solutions from the OPT-CRA/DRA solutions and the average computation times of KKT-CRA/DRA as functions of $\delta \in [0, 1]$ and of $\epsilon \in [0, 50]$ are shown in Figs. 7.5 and 7.6, respectively. The objective value deviation is defined as $(\delta^\text{OPT−CRA/DRA}_{\text{obj}} - \delta^\text{KKT−CRA/DRA}_{\text{obj}}) / \delta^\text{OPT−CRA/DRA}_{\text{obj}} \times 100\%$, where $\delta^\text{OPT−CRA/DRA}_{\text{obj}}$ and $\delta^\text{KKT−CRA/DRA}_{\text{obj}}$ denote the objective values obtained by OPT-CRA/DRA and KKT-CRA/DRA, respectively.

We see from Fig. 7.5 that the objective value deviations of KKT-CRA/DRA from OPT-CRA/DRA respectively are minimal for $\delta \in [0, 0.95]$ for both the SMB and VMB bitQoS generation schemes. KKT-CRA/DRA have average deviations of $1.3 \times 10^{-3}\%$ and $3.9 \times 10^{-2}\%$ from OPT-CRA/DRA respectively using the SMB bitQoS generation scheme, and average deviations of $0.48\%$ and $1.42\%$ respectively using the VMB bitQoS generation scheme. In general, using a high value of $\delta$ results in a faster termination (fewer iterations) of the KKT-CRA/DRA algorithms. Since the power allocation (7.23), subcarrier assignment (7.26) and bit assignment (7.30) are all dependent on $\gamma_i$, and the bit assignment is also dependent on $\psi_i^{j,z}$ of the assigned and unassigned bits in (7.30), increasing $\gamma_i$ too rapidly with a high value of $\delta$ may cause the algorithm to approach the thresholds in (7.30) too rapidly and lead to subcar-
rier/bit assignments and power allocations which are quite far from optimal. As the bitQoS values of the bits that are selected for transmission between application flows are more diverse for the VMB bitQoS generation scheme, terminating KKT-CRA/DRA prematurely (possibly in the first iteration) will result in a solution with a high objective value deviation. This is especially noticeable for $\delta$ values close to 1 as shown in Fig. 7.5 since $\gamma_i$ is updated to a value that is close to $\psi^{HOL}(i)$ very quickly. On the other hand, we can see that the effect of a high $\delta$ value is less pronounced with the SMB bitQoS generation scheme since the bitQoS values of the bits selected for transmission among application flows are less diverse. Hence, even if $\gamma_i$ is set to $\psi^{HOL}(i)$ in the first iteration of the algorithms, the associated water-level, $\gamma_i/(\beta \ln 2)$, will be similar among users, resulting in a classical water-filling solution.

In terms of computation time, Fig. 7.5 shows that, regardless of the bitQoS generation scheme, the computation time decreases as $\delta$ increases for both KKT-CRA/DRA. This is due to the fact that the number of iterations, $D$, performed in the main loop of KKT-CRA/DRA is inversely related to $\delta$. It can be seen that KKT-DRA has a higher computation time than KKT-CRA for both SMB and VMB, as within each main loop, the power allocation in KKT-DRA is performed iteratively on a bit-by-bit basis whereas in KKT-CRA, the power allocation is obtained by (7.18) using the bisection algorithm. From Fig. 7.5, it is recommended that $\delta$ be set to a value of around 0.3 in this simulation setup, which is a compromise between a desired small $\delta$ value to achieve a low objective value deviation and the computation time required for both the SMB and VMB bitQoS generation schemes.

It can be seen from Fig. 7.6 that the objective value deviations of KKT-CRA/DRA from OPT-CRA/DRA respectively are larger as the termination tolerance $\epsilon$ varies between 0 and 50 compared to as the iteration step size $\delta$ varies between 0 and 1 for both the SMB and VMB bitQoS generation schemes. KKT-CRA/DRA have average deviations of 0.18% and 0.23% from OPT-CRA/DRA respectively using the SMB bitQoS generation scheme and average deviations of 7.68% and 6.23% respectively using the VMB bitQoS generation scheme. KKT-CRA/DRA is more sensitive to $\epsilon$ since $\epsilon$ determines how close $\gamma_i$ approaches $\psi^{HOL}(i)$ when the algorithm terminates. A high value of $\epsilon$ can cause the algorithm to terminate prematurely.
Figure 7.5: Sensitivity of KKT-CRA and KKT-DRA to $\delta$ ($I = 3$, $N = 6$, $SNR = 15$ dB and $\epsilon = 1$)

Figure 7.6: Sensitivity of KKT-CRA and KKT-DRA to $\epsilon$ ($I = 3$, $N = 6$, $SNR = 15$ dB and $\delta = 0.3$)
with a $\gamma_i$ value that is less than the intended value of $\psi^{HOL}(i)$ in the terminating conditions of KKT-CRA and KKT-DRA ($\gamma_i + \epsilon > \psi^{HOL}(i)$), and lead to allocations and assignments that are quite far from optimal. The objective value deviation becomes pronounced when the value of $\epsilon$ is $\geq \min_i \psi^{HOL}(i)$ as shown in Fig. 7.6 ($\epsilon > 35$ for SMB and $\epsilon > 5$ for VMB). In particular, since the bitQoS values of the bits selected for transmission are more diverse when the VMB bitQoS generation scheme is used, the objective value deviation spans a larger range of $\epsilon \in [5, 50]$ as compared to $\epsilon \in [35, 50]$ when using the SMB bitQoS generation scheme.

In terms of computation time, we see from Fig. 7.6 that, regardless of bitQoS generation scheme, the computation time of both KKT-CRA and KKT-DRA decreases as $\epsilon$ increases since a large value of $\epsilon$ will terminate the algorithm more quickly. Hence, as with $\delta$, a small value of $\epsilon$ is preferred while at the same time maintaining computational efficiency. It can also be seen that KKT-DRA has a higher computation time than KKT-CRA for both SMB and VMB since the power allocation in KKT-DRA is performed iteratively on a bit-by-bit basis whereas in KKT-CRA, the power allocation is obtained by (7.18) using the bisection algorithm. It is recommended that $\epsilon$ be set to a value that is smaller than the difference between the bitQoS values of any two consecutive different bitQoS-valued bits.

By selecting the values of $\delta$ and $\epsilon$ appropriately, the KKT-CRA/DRA algorithms can be tuned to meet the computation time requirement with a pre-determined objective value deviation bound.

### 7.5.3 Performance Comparison of KKT-CRA and KKT-DRA to the Greedy Multi-user Water-filling Algorithm

In this section, we compare the performance of the bitQoS-aware resource allocation using the proposed KKT-CRA and KKT-DRA algorithms to the classical greedy multi-user water-filling algorithm [30], hereafter referred to as WF-CRA for continuous rate adaptation and WF-DRA for discrete rate adaptation. WF-CRA/DRA assign each subcarrier to the user that has the best channel gain for that subcarrier, and the transmit power is distributed over the subcarriers using the water-filling algorithm [84]. The purpose of comparing KKT-CRA/DRA
to WF-CRA/DRA is to study the effect of KKT-CRA/DRA where the subcarrier assignments
and power allocations are dependent on both the channel gains and the bitQoS values of the
bits in the user data buffers as opposed to just the channel gains in the well-studied WF-
CRA/DRA which do not take QoS requirements into account but attempt to maximize the
overall throughput of the system. We simulate the system with a number of subcarriers,
\( N = \{6, 12, 25, 50, 75, 100\} \), to represent the number of resource blocks (RBs) of the differ-
ent practical LTE transmission bandwidth configurations [87, 88]. The corresponding number
of users in the system are \( I = \{2, 4, 9, 17, 25, 34\} \) respectively using both the SMB and VMB
bitQoS generation schemes.

We see from Fig. 7.7a that the average throughput and average objective values for WF-
CRA/DRA and KKT-CRA/DRA are essentially identical for the SMB bitQoS generation
scheme. This is due to the fact that the bitQoS values of the bits selected for transmission do
not vary widely. As such, the bitQoS values can essentially be neglected and OP4.2 becomes
a throughput maximization problem subject to a total power constraint where the optimal
channel assignment (7.26) is solely determined by \( \alpha_{i,n} \). On the other hand, for the VMB
bitQoS generation scheme, we see from Fig. 7.7b, that while WF-CRA/DRA have higher
average throughputs than KKT-CRA/DRA, KKT-CRA/DRA have higher average objective
values as they attempt to maximize the bitQoS-weighted throughput. This is due to the fact
that the bitQoS values of the bits selected for transmission are more diverse and hence, the
optimal channel assignment (7.26) for KKT-CRA/DRA depends on both \( \alpha_{i,n} \) and \( \psi_{j,z}^{i} \) instead
of just \( \alpha_{i,n} \) for WF-CRA/DRA. In terms of computation time, we see from Fig. 7.8 that while
KKT-CRA/DRA incurs a computation time increase over WF-CRA/DRA for both the SMB
and VMB bitQoS generation schemes, the increase is small for KKT-DRA.
Figure 7.7: Comparison of Average Objective Value and Average Throughput between KKT-CRA/DRA and WF-CRA/DRA for (a) SMB and (b) VMB
7.6 Conclusion

Optimality conditions and efficient algorithms for the proposed bitQoS-aware RA framework were presented in this chapter for deployment consideration in practical OFDMA systems. The MINLP bitQoS-aware RA problem (NP-hard) was transformed into a convex optimization problem for continuous rate adaptation through a variable transformation and the relaxation of integer constraints for both the subcarrier and bit assignment variables. Using the KKT conditions, we established necessary and sufficient optimality conditions for the continuous rate adaptation problem and showed that the optimal subcarrier assignments and power allocations are dependent on both the channel gains and the bitQoS values of the bits in the user data buffers. In addition, the optimal power allocation can be interpreted as a bitQoS-based multi-level water-filling solution. Efficient KKT-based algorithms, KKT-CRA and KKT-DRA, were developed to obtain the optimal and near-optimal solutions to the joint subcarrier, power and bit allocation problem with continuous and discrete rate adaptation, respectively. The solutions obtained using the lower complexity KKT-CRA and KKT-DRA...
algorithms were compared with the optimal solutions, OPT-CRA and OPT-DRA, obtained using a commercial MINLP optimization solver package. The simulation results show that KKT-CRA yield identical solutions to OPT-CRA. While the optimality of the KKT-DRA solutions cannot be proved, the KKT-DRA solutions are shown to be almost identical to those of OPT-DRA. By appropriately selecting the parameters, $\delta$ and $\epsilon$, the KKT-CRA and KKT-DRA algorithms can be tuned to tradeoff the computation time against the closeness of the solution to the optimal value.
Chapter 8

Computational Complexity and Practicality of BitQoS-aware Resource Allocation Framework

8.1 Introduction

In this chapter, we assess the computational complexity of the scheduling policies proposed for the bitQoS-aware RA framework and evaluate their practicality for real-time resource allocation in LTE [27], an OFDM-based air interface.

8.2 Computational Complexity

To assess the computational complexity of the considered scheduling policies, we determine the number of operations performed at each scheduling decision time. The number of operations is determined by listing the pseudocode for each scheduling policy and counting the number of addition, assignment, comparison and multiplication operations associated with each line of code. To simplify the analysis, the exponential, ceiling and absolute value func-
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tions are treated as a multiplication operation. For each of the considered scheduling policies, the pseudocode and the associated number of operations performed per line of pseudocode are given in Appendix D and the number of operations performed by each scheduling policy is summarized in Table 8.1.

The term, $R$, is the total number of allocated bits and $B = \max_{i \in I} \sum_{j \in J_i} B^j_i$. The term, $L$, is associated with the number of iterations performed by the bisection algorithm, which can be approximated by $L \approx \log_2 \left( \frac{P_{\text{total}}}{\varphi} \right) \ [89]$, where $\varphi$ is the tolerance value on how close the bisection algorithm comes to the solution. The term, $\kappa$, is associated with the number of iterative subcarrier assignment, power allocation and update of the marginal utility performed by the MDU scheduling policy. The term, $D$, denotes the number of iterative updates of the Lagrange multiplier, $\gamma_i$, performed in the main loop of the KKT-CRA and KKT-DRA algorithms and it can be approximated by $D \approx \log_2 \left( \frac{\psi_{\text{max}}}{\epsilon} \right)$, where $\psi_{\text{max}} = \max_{i,j,z} \psi^i_{j,z}$ denotes the largest bitQoS value of all bits in the data buffers of all users. The term, $Q$, denotes the number of iterations required by the bisection algorithm in KKT-CRA and KKT-DRA to determine the Lagrange multiplier, $\beta$, and it can be approximated by $Q \approx \log_2 \left( \frac{y-x}{\varphi} \right)$, where

$$
x = \frac{\psi_{\text{min}}}{\ln 2(P_{\text{total}} + \max_{i,n} |\alpha_{i,n}|^2)} \quad \text{and} \quad y = \frac{\psi_{\text{max}} \max_{i,n} |\alpha_{i,n}|^2}{\ln 2 \zeta \sigma_0^2}
$$

are the minimum and maximum values of $\beta$ respectively, which are obtained by solving for $\beta$ within the total transmit power constraint ($0 \leq \frac{\gamma_i}{\beta} \ln 2 - \frac{\zeta \sigma_0^2}{|\alpha_{i,n}|^2} \leq P_{\text{total}}$). Due to the increased scheduling granularity, we note that the proposed bitQoS-aware scheduling policies, with the exception of KKT-CRA and KKT-DRA, generally have a higher computational complexity compared to both WF and MDU. Nonetheless, all of the proposed bitQoS-aware scheduling policies have polynomial-time complexities as compared to a worst case complexity of $O(2^{RIN})$ for the optimal solution to the discrete rate adaptation problem.

### 8.3 Practicality of BitQoS-aware Scheduling Policies

To evaluate the practicality of the proposed bitQoS-aware scheduling policies for real-time resource allocation, we consider the transmission bandwidth configurations [87, 88] of the
**Table 8.1: Number of Operations Performed by Each Scheduling Policy - Part I**

<table>
<thead>
<tr>
<th>Scheduling Policy</th>
<th>Addition Operations</th>
<th>Assignment Operations</th>
<th>Comparison Operations</th>
<th>Multiplication Operations</th>
<th>Big O Notation</th>
</tr>
</thead>
<tbody>
<tr>
<td>WF</td>
<td>$2NI + 4N$</td>
<td>$4NI + 4N$</td>
<td>$3NI + 3N$</td>
<td>$2NI + 8N$</td>
<td>$O(NI + R + LN)$</td>
</tr>
<tr>
<td></td>
<td>$+L(2N + 2)$</td>
<td>$+I + R + 4$</td>
<td>$+L(N + 2)$</td>
<td>$+L(N + 3)$</td>
<td></td>
</tr>
<tr>
<td></td>
<td>$ +3$</td>
<td>$+4 + \kappa L(N + 4)$</td>
<td>$+\kappa L(N + 4)$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>MDU</td>
<td>$2NI + 2I + \kappa(NI$</td>
<td>$4NI + 2N + 5I + R$</td>
<td>$2NI + 3I + \kappa(NI$</td>
<td>$7NI + N + 5I$</td>
<td>$O(\kappa NI + R$</td>
</tr>
<tr>
<td></td>
<td>$+6N + 4I + 2)$</td>
<td>$+\kappa(4NI + 4N + 3I$</td>
<td>$+4N + 2I + 1)$</td>
<td>$+\kappa L(2N + 3)$</td>
<td>$+\kappa LN)$</td>
</tr>
<tr>
<td></td>
<td>$+\kappa L(2N + 2)$</td>
<td>$+4 + \kappa L(N + 4)$</td>
<td>$+\kappa L(N + 2)$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>WF-FM</td>
<td>$I^3N^2B + 2I^2N^2B+I$</td>
<td>$I^3N^2B + 5I^3N^2 + 2I^3N$</td>
<td>$I^3N^2 + 3I^3N + 5I^2N^2$</td>
<td>$3I^3N^2 + I^3NB$</td>
<td>$O(I^3N^2B + J_{sys}$</td>
</tr>
<tr>
<td></td>
<td>$INB + 2I^3N^2 + 4I^2N^2$</td>
<td>$+3I^2N^2 + I^2NR + I^2NB$</td>
<td>$+4I^2N + 6I^2 + 4INB$</td>
<td>$+2I^2N^2 + 8I^2N$</td>
<td>$+J_{sys} + IB log B + IR$</td>
</tr>
<tr>
<td></td>
<td>$+8I^2N + 2I^2 + 7IN$</td>
<td>$+15I^2N + 6I^2 + 11IN$</td>
<td>$+IB log B + 7IN + 4I$</td>
<td>$+7I^2 + 6IB + 5IN$</td>
<td>$+2LI^2N^2$</td>
</tr>
<tr>
<td></td>
<td>$+2IB + J_{sys} + 5I + 4N$</td>
<td>$+IB log B + 2IB + 16I + IR$</td>
<td>$+3N + L(I^2N^2$</td>
<td>$+5I + 7N + L(I^2N^2$</td>
<td></td>
</tr>
<tr>
<td></td>
<td>$+3 + L(2I^2N^2 + 2I^2N$</td>
<td>$+4N + R + 9 + L(I^2N^2$</td>
<td>$+2I^2N + IN + 2I$</td>
<td>$+3I^2N + IN + 3I$</td>
<td></td>
</tr>
<tr>
<td></td>
<td>$+2I^2N + 2N + 2I + 2)$</td>
<td>$+4I^2N + IN + 4I + N + 4)$</td>
<td>$+N + 2)$</td>
<td>$+N + 3)$</td>
<td></td>
</tr>
<tr>
<td>WF-NFM</td>
<td>$J_{sys}^3N^2B + 2J_{sys}^2N^2B$</td>
<td>$J_{sys}^3N^2B + 5J_{sys}N$</td>
<td>$J_{sys}^3N^2 + 3J_{sys}N$</td>
<td>$3J_{sys}^3N^2 + J_{sys}NB$</td>
<td>$O(J_{sys}^3N^2B$</td>
</tr>
<tr>
<td></td>
<td>$+J_{sys}NB + 2J_{sys}^3N^2$</td>
<td>$+2J_{sys}^3N + 3J_{sys}N^2$</td>
<td>$+5J_{sys}N^2 + 4J_{sys}^2N$</td>
<td>$+2J_{sys}^3N^2 + 8J_{sys}N$</td>
<td>$+J_{sys} + IB$</td>
</tr>
<tr>
<td></td>
<td>$+4J_{sys}^2N + 8J_{sys}^2N$</td>
<td>$+2J_{sys}^2N + 15J_{sys} + J_{sys}R + 4N$</td>
<td>$+6J_{sys}^2N + 4J_{sys}NB$</td>
<td>$+7J_{sys}^2N + 5IB + J_{sys}B$</td>
<td>$+2J_{sys}^2N + 15J_{sys}$</td>
</tr>
<tr>
<td></td>
<td>$+15J_{sys}^2N + 6J_{sys} + 12J_{sys}N$</td>
<td>$+2IB + 15J_{sys} + J_{sys}R + 4N$</td>
<td>$+7J_{sys}N + 4J_{sys} + 3N$</td>
<td>$+5J_{sys}N + 5J_{sys} + 7N$</td>
<td>$+2J_{sys}^2N + 3J_{sys}N$</td>
</tr>
<tr>
<td></td>
<td>$+2J_{sys}^2 + 7J_{sys}N + 2IB$</td>
<td>$+R + 9 + L(J_{sys}^2N^2$</td>
<td>$+L(J_{sys}^2N^2 + 2J_{sys}N$</td>
<td>$+L(J_{sys}^2N^2 + 3J_{sys}N$</td>
<td></td>
</tr>
<tr>
<td></td>
<td>$+2J_{sys}N + 4N + 3)$</td>
<td>$+4J_{sys}^2N + J_{sys}N + 4J_{sys}$</td>
<td>$+J_{sys}N + 2J_{sys} + N$</td>
<td>$+J_{sys}N + 3J_{sys} + N$</td>
<td></td>
</tr>
<tr>
<td></td>
<td>$+2) + J_{sys}N + 2N + 2J_{sys}$</td>
<td>$+2) + J_{sys}N + 4J_{sys} + N + 4)$</td>
<td>$+2)$</td>
<td>$+3)$</td>
<td></td>
</tr>
</tbody>
</table>
Table 8.2: Number of Operations Performed by Each Scheduling Policy - Part II

<table>
<thead>
<tr>
<th>Scheduling Policy</th>
<th>Addition Operations</th>
<th>Assignment Operations</th>
<th>Comparison Operations</th>
<th>Multiplication Operations</th>
<th>Big O Notation</th>
</tr>
</thead>
<tbody>
<tr>
<td>BABL-FM</td>
<td>$2IB + 2RBN^2$</td>
<td>$2IB + 4NI + RBN^2$</td>
<td>$IB \log B + 3RBN^2$</td>
<td>$4IB + 3RBN^2$</td>
<td>$O(IB \log B)$</td>
</tr>
<tr>
<td></td>
<td>$+RBN + 2RN$</td>
<td>$+2RBN + RN$</td>
<td>$-3RBN + 3RN$</td>
<td>$-3RBN + 5NI$</td>
<td>$+RBN^2 + RI$</td>
</tr>
<tr>
<td></td>
<td>$+4R$</td>
<td>$+9R + N + I + 1$</td>
<td>$+RI + R$</td>
<td>$+RN$</td>
<td>$+NI$</td>
</tr>
<tr>
<td>BABL-NFM</td>
<td>$2IB + 2RBN^2$</td>
<td>$2IB + 4NI_{sys} + RBN^2$</td>
<td>$3RBN^2$</td>
<td>$4IB + 3RBN^2$</td>
<td>$O(IB)$</td>
</tr>
<tr>
<td></td>
<td>$+RBN + 2RN$</td>
<td>$+2RBN + RN$</td>
<td>$-3RBN + 3RN$</td>
<td>$-3RBN + 5NI_{sys}$</td>
<td>$+RBN^2 + RJ_{sys}$</td>
</tr>
<tr>
<td></td>
<td>$+4R$</td>
<td>$+9R + N + I + 1$</td>
<td>$+RJ_{sys} + R$</td>
<td>$+RN$</td>
<td>$+NI_{sys}$</td>
</tr>
<tr>
<td>KKT-CRA</td>
<td>$2IB + J_{sys}$</td>
<td>$2IB + NI + 3I + 1$</td>
<td>$IB \log B + D[5NI]$</td>
<td>$5IB + 5NI$</td>
<td>$O(IB \log B)$</td>
</tr>
<tr>
<td></td>
<td>$+D[5IN + 6I]$</td>
<td>$+D[IB + 5NI + 4I]$</td>
<td>$+5I + 2N + Q(N + 2)$</td>
<td>$+J_{sys} + D(NI)$</td>
<td>$+J_{sys} + D(IN)$</td>
</tr>
<tr>
<td></td>
<td>$+4N + Q(N + 2)]$</td>
<td>$+3N + 5 + Q(N + 4)]$</td>
<td>$+Q(4N + 3)$</td>
<td>$+IB + QN))$</td>
<td>$+IB + QN))$</td>
</tr>
<tr>
<td>KKT-DRA</td>
<td>$2IB + J_{sys}$</td>
<td>$2IB + NI + 3I + 1$</td>
<td>$IB \log B + D[4NI]$</td>
<td>$5IB + 5NI$</td>
<td>$O(IB \log B)$</td>
</tr>
<tr>
<td></td>
<td>$+D[2NI + 6I + 4N$</td>
<td>$+D[IBN + 3NI + 4I]$</td>
<td>$+5I + 2N + R(2N + 1)$</td>
<td>$+J_{sys} + D(IBN)$</td>
<td>$+J_{sys} + D(IN)$</td>
</tr>
<tr>
<td></td>
<td>$+2 + R(3N + 5)$</td>
<td>$+4N + 7 + R(2N + 7)$</td>
<td>$+Q(N + 2)]$</td>
<td>$+Q(4N + 3)]$</td>
<td>$+Q(4N + 3)]$</td>
</tr>
<tr>
<td></td>
<td>$+Q(2N + 2)]$</td>
<td>$+Q(N + 4)]$</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Note: $IB$, $RBN$, $NI$, $RN$, $J_{sys}$, $D$, $Q$, $N$, $I$, $R$.
Table 8.3: Computation Time Calculation Parameter Values for LTE

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Subcarrier bandwidth</td>
<td>15 kHz</td>
<td>B</td>
<td>44 bits</td>
</tr>
<tr>
<td>Number of subcarriers in a SB</td>
<td>12</td>
<td>φ</td>
<td>0.001</td>
</tr>
<tr>
<td>SB bandwidth</td>
<td>180 kHz</td>
<td>L</td>
<td>9.97</td>
</tr>
<tr>
<td>SB time duration</td>
<td>1 ms</td>
<td>κ</td>
<td>R</td>
</tr>
<tr>
<td>OFDM symbols per SB with extended cyclic prefix</td>
<td>12</td>
<td>δ</td>
<td>0.3</td>
</tr>
<tr>
<td>Symbol duration</td>
<td>1/12 ms</td>
<td>ε</td>
<td>3.0</td>
</tr>
<tr>
<td>Modulation</td>
<td>16 QAM</td>
<td>ψ_{max}</td>
<td>50.0</td>
</tr>
<tr>
<td>( J_{sys} )</td>
<td>2I</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

LTE air interface. In the forward link of LTE systems, subcarriers are grouped into resource blocks (RBs) of 12 adjacent subcarriers, each with a subcarrier bandwidth of 15 kHz. Each RB has a time slot duration of 0.5 ms, which corresponds to 6 or 7 OFDM symbols depending on whether an extended or normal cyclic prefix is used. The smallest resource unit which a scheduler can assign to a user in LTE is a Scheduling Block (SB) [27, 90], which consists of two consecutive RBs, resulting in a subframe time duration of 1 ms with a frequency block of 180 kHz. The LTE specifications define transmission bandwidth configurations ranging from 1.4 MHz to 20 MHz and the number of SBs and subcarriers depends on the overall transmission bandwidth of the system.

In our calculation of the computation times of the considered scheduling policies for LTE, a system with a loading of \( \rho = 0.95 \) is used, where \( \rho = \frac{I(\lambda_{BE} + \lambda_{EF})}{\mu} \). Each user is assumed to have 1 BE and 1 EF flow and the term, \( \mu \), denotes the service rate of the system. The number of instructions performed by each of the considered scheduling policies at each scheduling decision time is determined by summing the number of addition, assignment, comparison and multiplication operations listed in Table 8.1. We assume that the basic operations used (addition, assignment, comparison and multiplication) are effectively executed as a single instruction in a modern pipelined microprocessor architecture. The times
Table 8.4: LTE Transmission Bandwidth Configurations

<table>
<thead>
<tr>
<th>LTE Transmission Bandwidth Configuration Parameter Values</th>
<th>A</th>
<th>B</th>
<th>C</th>
<th>D</th>
<th>E</th>
<th>F</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bandwidth (MHz)</td>
<td>1.4</td>
<td>3.0</td>
<td>5.0</td>
<td>10.0</td>
<td>15.0</td>
<td>20.0</td>
</tr>
<tr>
<td>Number of subcarriers</td>
<td>72</td>
<td>144</td>
<td>300</td>
<td>600</td>
<td>900</td>
<td>1200</td>
</tr>
<tr>
<td>$N$ (Number of SBs)</td>
<td>6</td>
<td>12</td>
<td>25</td>
<td>50</td>
<td>75</td>
<td>100</td>
</tr>
<tr>
<td>$R$ (Number of bits per scheduling decision time)</td>
<td>3456</td>
<td>6912</td>
<td>14400</td>
<td>28800</td>
<td>43200</td>
<td>57600</td>
</tr>
<tr>
<td>$\mu$ (System service rate) (Mbps)</td>
<td>3.456</td>
<td>6.912</td>
<td>14.4</td>
<td>28.8</td>
<td>43.2</td>
<td>57.6</td>
</tr>
<tr>
<td>$I$ (Number of users for $\rho = 0.95$)</td>
<td>75</td>
<td>150</td>
<td>313</td>
<td>626</td>
<td>939</td>
<td>1252</td>
</tr>
</tbody>
</table>
Table 8.5: Computation Times of the Considered Scheduling Policies

<table>
<thead>
<tr>
<th>LTE Transmission Bandwidth Configuration</th>
<th>Number of Instructions Per Scheduling Decision Time</th>
<th>Computation Times (ms) (Intel 990x)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>A</td>
<td>B</td>
</tr>
<tr>
<td>WF</td>
<td>$9.02 \times 10^3$</td>
<td>$2.78 \times 10^4$</td>
</tr>
<tr>
<td>MDU</td>
<td>$1.66 \times 10^7$</td>
<td>$1.09 \times 10^8$</td>
</tr>
<tr>
<td>WFH-FM</td>
<td>$1.76 \times 10^9$</td>
<td>$5.21 \times 10^{10}$</td>
</tr>
<tr>
<td>WFH-NFM</td>
<td>$1.36 \times 10^{10}$</td>
<td>$4.10 \times 10^{11}$</td>
</tr>
<tr>
<td>BABL-FM</td>
<td>$4.67 \times 10^7$</td>
<td>$3.82 \times 10^8$</td>
</tr>
<tr>
<td>BABL-NFM</td>
<td>$4.70 \times 10^7$</td>
<td>$3.83 \times 10^8$</td>
</tr>
<tr>
<td>KKT-CRA</td>
<td>$2.31 \times 10^5$</td>
<td>$6.97 \times 10^5$</td>
</tr>
<tr>
<td>KKT-DRA</td>
<td>$2.47 \times 10^6$</td>
<td>$8.99 \times 10^6$</td>
</tr>
</tbody>
</table>
that the considered scheduling policies require to make a scheduling decision is determined
assuming the use of an Intel Core i7 Extreme Edition 990x microprocessor [91], which is
rated to perform 159,000 Million Instructions Per Second (MIPS) at 3.46 GHz. The parameter
values used for the calculation of the computation times are presented in Table 8.3, where the
term, $B$, is approximated by $T_{SB}(\lambda_{BE} + \lambda_{EF})$, and $T_{SB}$ is the time duration of a SB. The LTE
transmission bandwidth configuration parameter values, the number of instructions executed
by each scheduling policy and the computation times required for making each scheduling
decision are presented in Tables 8.4 and 8.5. Note that for LTE, the term, $N$, can be viewed
as the number of SBs rather than the number of subcarriers in the system.

As can be seen from the computation time results in Table 8.5 the Intel 990x is cur-
rently already capable of executing: KKT-CRA within a 1 ms SB for all LTE transmission
bandwidth configurations; KKT-DRA up to LTE transmission bandwidth configuration D;
BABL-FM/NFM for LTE transmission bandwidth configuration A; and WFH-FM/NFM for
LTE transmission bandwidth configuration A when the system loading is reduced to $\rho = 0.45$.
KKT-DRA incurs a higher computational complexity compared to KKT-CRA as at each it-
eration of the main loop where $\gamma_i$ is updated, KKT-DRA has to perform $R_N$ bit-loading
assignments instead of just $N$ water-filling operations as in the case of KKT-CRA. While the
proposed bitQoS-aware scheduling policies are, in general, more computationally complex
than the other considered scheduling policies (especially WF), the performance gains of the
bitQoS-aware scheduling policies in user throughput and user packet drop probability (shown
in Chapter 5) as well as in effective throughput gains (shown in Table 6.1) over scheduling
policies, such as WF, that do not take QoS provisions into account and scheduling policies,
such as MDU, that only consider flow-level QoS requirements demonstrate that the increased
scheduling granularity and flexibility of the proposed bitQoS RA framework may be attrac-
tive in many situations. Given the computation times of KKT-CRA and KKT-DRA shown in
Table 8.5 which can at least support up to LTE transmission bandwidth configuration D, we
expect that with the additional technological advancements outlined below, the bitQoS-aware
RA framework is practical and can be adopted in even higher LTE transmission bandwidth
configurations.

1) Faster/dedicated processors: Forward-looking statements indicate that the upcoming Intel Core i7 Extreme Edition 3960x microprocessor utilizing the Sandy Bridge architecture will yield a 47% performance increase [92] over the Intel 990x and microprocessors utilizing the Ivy Bridge architecture (to be released in 2012) [93] will yield another 20% performance increase over the Intel 3960x. In addition, for timing critical components such as resource allocation at the BS, we would expect commercial grade microprocessors/dedicated DSPs to be used in commercial deployments.

2) Algorithm development: We expect more efficient algorithms to be developed to take advantage of the proposed bitQoS-aware RA framework for deployment. The efficiencies can come from multiple areas such as mathematical techniques to reduce algorithm complexity and/or tradeoffs made between performance and complexity.

3) Multiple parallel baseband processing modules: We note that it is not uncommon for BSs to use multiple parallel baseband processing modules for system scalability/flexibility as well as to handle large bandwidth systems, e.g., $4 \times 5$ MHz for a 20 MHz system.

8.4 Conclusion

In this chapter, we assessed the computational complexity of the proposed bitQoS-aware scheduling policies (WFH-FM/NFM, BABL-FM/NFM and KKT-CRA/DRA) by determining the number of operations performed at each scheduling decision time and evaluated the practicality of the proposed scheduling policies for real-time resource allocation by determining the computation time required to make a scheduling decision for the LTE air interface. We showed that the Intel 990x microprocessor is currently already capable of executing KKT-CRA within a 1 ms SB for all LTE transmission bandwidth configurations, KKT-DRA up to LTE transmission bandwidth configuration D, BABL-FM/NFM for LTE transmission bandwidth configuration A, and WFH-FM/NFM for LTE transmission bandwidth configuration A when the system loading is reduced to $\rho = 0.45$. In addition, we believe that with
the rapid improvement in microprocessor performances, algorithm development and parallel processing modules, among technological advancements, the bitQoS-aware RA framework is practical and can be adopted in even higher LTE transmission bandwidth configurations.
Chapter 9

Conclusion

This chapter summarizes the main contributions of this thesis and provides suggestions for future research work.

9.1 Contributions

In this thesis, we have investigated RA and proposed scheduling policies for single-carrier and multi-carrier communication systems that service multiple users with different applications and different QoS requirements. The main contributions of this thesis are summarized as follows:

In Chapter 2, the performance gains of scheduling policies that exploit MFM in multi-application single-carrier CDMA communication systems were quantified in terms of user throughput, user latency and user packet drop probability. The gains of MFM results from wastage reduction in the physical layer encoder packet and multiplexing of packets with different latency tolerances in a scheduling period. Additional performance gains were achieved by the ACLS-FM scheduling policy through the integration of MFM with a cross layer design (physical, MAC and application layers) and the utilization of a packet urgency function to allow a packet from a delay-sensitive application flow to have its service priority raised when its waiting time exceeds a predetermined threshold.

In Chapter 3, an ACLS-FUM scheduling policy that integrates both MFM and PDM while
jointly considering physical-layer time-varying channel conditions as well as application-layer QoS requirements in a mixed traffic environment was proposed and evaluated. Simulation results showed that ACLS-FUM is able to achieve substantial performance gains in user throughput, user latency, user jitter and user packet drop probability when compared to other well known scheduling policies. This improvement is achieved due to the ability to PDM the physical layer encoder packet using MUP transmission which not only improves the resource utilization (packing efficiency) by allowing delay-tolerant applications to fill up the unused physical layer encoder packet with higher priority, low-rate, latency-sensitive applications, but also provides an increase in the number of available time slots to support low-rate latency-sensitive applications, leading to increased system throughput and spectral efficiency.

In Chapters 4 and 5, a bitQoS-aware RA framework that exploits multi-application and multi-bit diversities by adaptively matching the QoS requirements of user application bits to the characteristics of the OFDM subcarriers was proposed for a multi-user OFDM system in a mixed-traffic environment. The simulation results, obtained using the proposed water-filling-based WFH scheduling policy and bit-loading-based BABL scheduling policy, showed that with the finesse bit-level control provided by the proposed bitQoS-aware RA framework, it is possible to achieve both an increase in throughput and a reduction in packet drop probability at the cost of a longer (albeit within the scheduling delay threshold) scheduling delay. This flexibility comes from the realization that in OFDM, data is loaded onto subcarriers in units of bits and the latency QoS is satisfied as long as the bit waiting time does not exceed the scheduling delay threshold. By applying the bitQoS function at the bit-level as proposed, system providers can trade off the bit waiting time for a reduction in the number of dropped packets by prioritizing which bit to transmit based on its closeness to the scheduling delay threshold. This finer resolution of control provides an additional flexibility to push back the scheduling of bits that are not as close to the scheduling delay threshold (i.e., by increasing the bit waiting time) so as to allow the servicing of more “urgent” bits when necessary. As long as this push-back does not cause the bit waiting time to exceed the scheduling delay threshold, bits will be serviced within their scheduling delay thresholds, resulting in a simul-
aneous increase in user throughput and a reduction in the number of user bits dropped. Both WFH and BABL were also able to achieve the highest average system throughput across all considered system loads when compared to scheduling policies that do not take QoS provisions into account such as WF and policies that consider only flow-level QoS such as MDU. In addition, it was found that in a multi-application system, the performance gains by allowing bits from different application flows of a user to be merged into a single subcarrier for transmission are small.

In Chapter 6, the viability of the proposed bitQoS-aware RA framework, with and with no flow merging, was analyzed by taking the associated scheduling signaling overhead into account. A model is formulated to analyze the associated scheduling signaling overhead and the performance gains achievable with the bitQoS-aware RA framework are quantified. The entropy analysis shows that scheduling policies with flow merging incur a significantly higher scheduling signaling overhead compared to scheduling policies that do not allow flow merging. However, the scheduling signaling overhead for scheduling policies with flow merging can be greatly reduced by grouping and sorting the bits carried on the subcarrier by their application flows and flow indices, respectively. Simulation results further show that despite the increase in the scheduling signaling overhead for scheduling policies with flow merging, the proposed bitQoS-aware RA framework is able to provide a higher effective throughput gain compared to scheduling policies that do not take QoS provisions into account such as WF and policies that consider only flow-level QoS requirements such as MDU, when RLE compression of the scheduling signaling information is performed.

In Chapter 7, optimality conditions and efficient algorithms for the proposed bitQoS-aware RA framework were presented for deployment consideration in practical OFDMA systems. The MINLP bitQoS-aware RA problem (NP-hard) was transformed into a convex optimization problem for continuous rate adaptation through a variable transformation and the relaxation of integer constraints for both the subcarrier and bit assignment variables. Using the KKT conditions, we established necessary and sufficient optimality conditions for the continuous rate adaptation problem and showed that the optimal subcarrier assignments
and power allocations are dependent on both the channel gains and the bitQoS values of the bits in the user data buffers. In addition, the optimal power allocation can be interpreted as a bitQoS-based multi-level water-filling solution. Efficient KKT-based algorithms, KKT-CRA and KKT-DRA, were developed to obtain the optimal and near-optimal solutions to the joint subcarrier, power and bit allocation problem with continuous and discrete rate adaptation, respectively. The solutions obtained using the lower complexity KKT-CRA and KKT-DRA algorithms were compared with the optimal solutions, OPT-CRA and OPT-DRA, obtained using a commercial MINLP optimization solver package. The simulation results show that KKT-CRA yield identical solutions to OPT-CRA. While the optimality of the KKT-DRA solutions cannot be proved, the KKT-DRA solutions are shown to be almost identical to those of OPT-DRA. By appropriately selecting the parameters, $\delta$ and $\epsilon$, the KKT-CRA and KKT-DRA algorithms can be tuned to tradeoff the computation time against the closeness of the solution to the optimal value.

In Chapter 8, we assessed the computational complexity of the proposed bitQoS-aware scheduling policies (WFH-FM/NFM, BABL-FM/NFM and KKT-CRA/DRA) by determining the number of operations performed at each scheduling decision time and evaluated the practicality of the proposed scheduling policies for real-time resource allocation by determining the computation time required to make a scheduling decision for the LTE air interface. We showed that the Intel 990x microprocessor is currently already capable of executing KKT-CRA within a 1 ms SB for all LTE transmission bandwidth configurations, KKT-DRA up to LTE transmission bandwidth configuration D, BABL-FM/NFM for LTE transmission bandwidth configuration A, and WFH-FM/NFM for LTE transmission bandwidth configuration A when the system loading is reduced to $\rho = 0.45$. In addition, we believe that with the rapid improvement in microprocessor performances, algorithm development and parallel processing modules, among technological advancements, the bitQoS-aware RA framework is practical and can be adopted in even higher LTE transmission bandwidth configurations.
9.2 Future Work

In this thesis, we increase the flexibility and granularity of the RA algorithms by adopting an adaptive cross layer approach to exploit multi-application diversity in single-carrier communication systems and additionally, multi-bit diversity in multi-carrier communication systems. While the results show that the proposed algorithms can achieve a higher system throughput with substantial performance gains in the considered QoS metrics, the following summarizes some possible topics for future study.

9.2.1 Analysis and Determination of Scheduling Block Size

The bitQoS-aware RA framework in Chapter 4 is formulated as optimization problems with no flow merging and with flow merging. However, it is shown in the results in Chapters 5 and 6 that, with or without consideration of the scheduling signaling overhead, in a multi-application system, the performance gains achievable by allowing different application flows of a user to be merged into a single subcarrier for transmission are quite small. This is due to the fact that the scheduling block size considered in the simulations is on a per-resource-element basis (1 OFDM symbol \(\times\) 1 subcarrier) and the number of bits in one application PDU is typically much greater than the number of bits that can be carried by a subcarrier. As a result, very little flow merging actually takes place and the performance gain from flow merging is minimal. It is expected that if we increase the scheduling block size to a per-resource-block basis (6/7 OFDM symbols \(\times\) 12 subcarriers) as in LTE [27, 94], a higher throughput [74] and better QoS performance may be possible due to the further exploitation of the flow merging gain and bit-level scheduling. The higher throughput achieved may thus offset the additional scheduling signaling overhead that is incurred, especially for WFH-FMGS, and result in a higher effective throughput gain. As the potential flow merging gain is dependent on the scheduling block size, determining the appropriate scheduling block size is critical. Detailed analysis needs to be performed when determining the scheduling block size as factors such as dependencies among subcarrier channel gains (over time and across frequency) and the increased bit waiting times need to be taken into consideration and traded
off with the potential flow merging gain.

### 9.2.2 Efficient and Optimal Solution to Discrete Rate Adaptation Problem

It is shown in Chapter 7 that KKT-DRA attains a near-optimal solution. However, optimality of the solution to the discrete rate adaptation problem cannot be claimed. Further studies should be undertaken to develop efficient algorithms (for practical importance) to obtain the optimal solution (for theoretical importance) to the discrete rate adaptation problem. Given that the number of bits to be transmitted on a subcarrier is discrete, the MINLP problem can be transformed into a Mixed-Integer Linear Programming (MILP) problem by replacing the non-linear log function for \( c_{i,n} \) in OP4.2 with piece-wise linear representations [95] and replacing constraints (4.11) and (4.12) of OP4.2 accordingly. The problem formulation can thus be represented as follows:

\[
\max_{a_{i,n} \in \{0,1\} \atop w_{i,n}^d \in [0,1] \atop b_{i,n}^d \in \{0,1\}} \sum_{i=1}^{I} \sum_{j=1}^{J_i} \sum_{z=1}^{B_i^j} \sum_{n=1}^{N} f(\theta_{i,n}^{j,z})b_{i,n}^{j,z} \quad (9.1)
\]

subject to

\[
\sum_{i} \sum_{n} \sum_{d} w_{i,n}^d p_{i,n}^d \leq P_{\text{total}} \quad (9.2)
\]

\[
\sum_{j} \sum_{z} b_{i,n}^{j,z} \leq \sum_{d} d w_{i,n}^d \quad \forall i, n \quad (9.3)
\]

\[
\sum_{i} a_{i,n} \leq 1 \quad \forall n \quad (9.4)
\]

\[
\sum_{n} b_{i,n}^{j,z} \leq 1 \quad \forall i, j, z \quad (9.5)
\]

\[
\sum_{d} w_{i,n}^d \leq a_{i,n} \quad \forall i, n \quad (9.6)
\]

where the index \( d, d \in \{0, 1, 2, ..., D\} \) denotes the number of discrete bits a user can transmit on a subcarrier and \( D \) is the maximum number of bits that can be transmitted by a subcarrier.

The term, \( p_{i,n}^d \), denotes the transmit power required to transmit \( d \) bits of user \( i \) on subcarrier \( n \) and can be calculated \textit{a priori} for every value of \( d \) using \( p_{i,n}^d = (2^d - 1) \frac{\zeta^2}{\alpha_{i,n}^2} \). The term, \( w_{i,n}^d \), is a optimization variable which takes on a value between 0 and 1. Techniques for
solving MILP problems should be explored and the optimality of the MILP solution to the MINLP problem needs to be established [96].

9.2.3 Alternative Formulations of BitQoS Function

In Chapter 7, it is shown that the solution to the bitQoS-aware RA framework is a multi-level water-filling solution where the optimal subcarrier assignment is dependent on both the channel gain and the bitQoS value of the user as opposed to just the channel gain in the classical water-filling solution. Since the proposed KKT-CRA and KKT-DRA scheduling policies are able to obtain the optimal and near-optimal solutions to the continuous and discrete rate adaptation problems, respectively, alternative formulations of the bitQoS function should be studied to take advantage of the bitQoS-aware RA framework to potentially address other critical issues in OFDM networks. As an example, given that the incremental power required to transmit additional bits on an OFDM subcarrier increases as bits are loaded onto a subcarrier, the bitQoS function can be formulated such that it takes into account both the bit latency and transmit power required, where the latency experienced by a bit can be traded-off for energy savings considerations in green communication systems. Trade-offs in terms of the system throughput and pertinent QoS metrics should be quantified along with the savings in energy.

9.2.4 Distributed Resource Allocation Algorithms

The RA algorithms proposed in this thesis are centralized scheduling policies. However, as the scheduling granularity increases, so does the computational complexity of the algorithms for systems with a large number of users and subcarriers. In addition to developing efficient and optimal algorithms as outlined in Section 9.2.2, distributed RA algorithms should also be studied to broaden the scope of the centralized scheduling policies considered in this thesis. In particular, computationally complex functions within the centralized RA algorithms need to be identified and segmented for distributed computing in an effort to reduce the computation burden on the computing server. In addition, since in a cellular system, the MS entity is most
aware of its channel conditions and application QoS requirements, distributed RA may be performed using a game theoretic approach [97, 98] where multiple players (MSs) seek to maximize a utility function (e.g., bitQoS-weighted throughput) using one of several available strategic RA actions as opposed to a centralized RA being performed solely by the BS. The performance and trade-offs of such a distributed game theoretic RA approach can be evaluated against the centralized scheduling approach presented in this thesis, taking into account that the information received (e.g., CSI) may be imperfect.
Bibliography


152


154


Appendix A

Inductive Proof of MUP Throughput Gain

Consider two scheduling policies: single-user packet (SUP) and multi-user packet (MUP). We assume all packets are of the same size and each user has one flow (i.e. $J_i = 1$).

The SUP scheduling policy is formulated as follows:

Step 1: Let $Q_{SUP_i}(k)$ denote the priority of user $i$ at time $k$. It is determined by

$$Q_{SUP_i}(k) = EPSize_i(k), \ \forall i \in \mathcal{I}. \quad (A.1)$$

The user to be scheduled at time $k$ is determined as

$$i^*(k) = \arg \max_{i \in \mathcal{I}} Q_{SUP_i}(k). \quad (A.2)$$

Step 2: Packets are selected, one at a time in an iterative fashion, from the data queue of user $i^*$ and added to the physical layer encoder packet until either the physical layer encoder packet $EPSize_{i^*}(k)$ is filled or that there are no more packets in the data queue.

The MUP scheduling policy is formulated similarly as the SUP scheduling policy except that if there is any unfilled space in the physical layer encoder packet, the MUP scheduling policy may use MUP transmission mode and piggyback packets from other users until
the physical layer encoder packet is full. Thus, by construction, the MUP scheduling policy always transmits at least as many bits as the SUP scheduling policy in each time slot. Let \( \triangle_{SUP}(k) \) and \( \triangle_{MUP}(k) \) denote the number of bits scheduled by the SUP and MUP scheduling policies respectively at time \( k \). Hence,

\[
\triangle_{MUP}(k) \geq \triangle_{SUP}(k) \quad \text{for} \quad k \geq 1. \tag{A.3}
\]

Let \( C_{SUP}(K) \) and \( C_{MUP}(K) \) denote the total number of bits sent by the SUP and MUP scheduling policies respectively from \( k = 1 \) to \( k = K \). They can be written as

\[
C_{SUP}(K) = \triangle_{SUP}(1) + \triangle_{SUP}(2) + \ldots + \triangle_{SUP}(K) \tag{A.4}
\]

\[
C_{MUP}(K) = \triangle_{MUP}(1) + \triangle_{MUP}(2) + \ldots + \triangle_{MUP}(K). \tag{A.5}
\]

We claim that \( C_{MUP}(k) \geq C_{SUP}(k) \) for \( k \geq 1 \). This can be proven by induction as follows:

1. **Base case:** When \( K = 1 \), \( C_{MUP}(1) = \triangle_{MUP}(1) \geq \triangle_{SUP}(1) = C_{SUP}(1) \).

2. **Induction hypothesis:** Assume that \( C_{MUP}(k) \geq C_{SUP}(k) \).

3. **Inductive step:**

\[
C_{MUP}(k + 1) = C_{MUP}(k) + \triangle_{MUP}(k + 1) \tag{A.6}
\]

\[
\geq C_{SUP}(k) + \triangle_{MUP}(k + 1) \tag{A.7}
\]

(by induction hypothesis)

\[
\geq C_{SUP}(k) + \triangle_{SUP}(k + 1) \tag{A.8}
\]

(by (A.3))

\[
= C_{SUP}(k + 1). \tag{A.9}
\]

Hence, \( C_{MUP}(k) \geq C_{SUP}(k) \) for \( k \geq 1 \). Q.E.D.
Appendix B

Proof of Monotonicity of LHS of (4.21) and Existence of Solution of (4.21)

From (4.21), we define

\[ g(\gamma_0) \triangleq \sum_{n=1}^{N} \sum_{z=1}^{I} (-1)^z \left( \frac{I}{z} \right) \left[ \frac{z \gamma_0}{E \{ \Gamma_n \}} E_1 \left( \frac{z \gamma_0}{E \{ \Gamma_n \}} \right) - \frac{1}{\gamma_0} e^{-\frac{z \gamma_0}{E \{ \Gamma_n \}}} \right] - 1. \]  (B.1)

The first order derivative of \( g(\gamma_0) \) with respect to \( \gamma_0 \) is

\[ \frac{dg(\gamma_0)}{d\gamma_0} = \sum_{n=1}^{N} \sum_{z=1}^{I} (-1)^z \left( \frac{I}{z} \right) \left\{ \frac{d}{d\gamma_0} \left[ \frac{z \gamma_0}{E \{ \Gamma_n \}} E_1 \left( \frac{z \gamma_0}{E \{ \Gamma_n \}} \right) \right] - \frac{d}{d\gamma_0} \left[ \frac{1}{\gamma_0} e^{-\frac{z \gamma_0}{E \{ \Gamma_n \}}} \right] \right\}. \]  (B.2)

Using the formula \[ \frac{d}{dx} E_1(x) = -E_0(x) \], where \( E_0(x) = e^{-x}x \), we can rewrite (B.2) as

\[ \frac{dg(\gamma_0)}{d\gamma_0} = \sum_{n=1}^{N} \sum_{z=1}^{I} (-1)^z \left( \frac{I}{z} \right) \frac{1}{\gamma_0^z} e^{-\frac{z \gamma_0}{E \{ \Gamma_n \}}} = \frac{1}{\gamma_0^z} \sum_{n=1}^{N} h_n(\gamma_0), \]  (B.3)
where $h_n(\gamma_0) \triangleq \sum_{z=1}^I \left( \frac{I}{z} \right)(-1)^z(e^{-\frac{\gamma_0}{z(I+n)}})^z$. We also have

$$h_n(\gamma_0) = \begin{cases} 
\sum_{z=0}^I \left( \frac{I}{z} \right)(-1)^{I-z}(e^{-\frac{\gamma_0}{z(I+n)}})^z - 1, & \text{if } I \text{ is even} \\
-\sum_{z=0}^I \left( \frac{I}{z} \right)(-1)^{I-z}(e^{-\frac{\gamma_0}{z(I+n)}})^z - 1, & \text{if } I \text{ is odd.} 
\end{cases} \tag{B.4}$$

Recall the binomial formula where $(x + y)^n = \sum_{z=0}^n \left( \frac{n}{z} \right)x^{n-z}y^z$, then (B.4) becomes

$$h_n(\gamma_0) = (-1)^I(-1 + e^{-\frac{\gamma_0}{z(I+n)}})^I - 1. \tag{B.5}$$

Thus, for all $\gamma_0 > 0$ and $E\{\Gamma_n\} > 0$, we have $h_n(\gamma_0) \in [-1, 0)$ and $\frac{dg(\gamma_0)}{d\gamma_0} < 0$. In addition, given that $\lim_{\gamma_0 \to +0} g(\gamma_0) = +\infty > 0$ and $\lim_{\gamma_0 \to +\infty} g(\gamma_0) = -1 < 0$, there exists a unique $\gamma_0$ for which $g(\gamma_0) = 0$. Since $g(\gamma_0)$ is a monotonically decreasing function of $\gamma_0$, $\forall I \geq 1$, $N \geq 1$, $\gamma_0 > 0$ and $E\{\Gamma_n\} > 0$, the value of $\gamma_0$ for which $g(\gamma_0) = 0$ can be found numerically using a bisection algorithm.
Appendix C

Proof of Concavity of LHS of (7.8)

From (7.8), we define

\[ g(a_{i,n}, \pi_{i,n}, b_{i}^{j,z}) = \log_2 \left( 1 + \frac{|\alpha_{i,n}|^{2}\pi_{i,n}}{\zeta^{2}a_{i,n}} \right) a_{i,n} - \sum_{j} \sum_{z} b_{i}^{j,z}. \]  

(C.1)

The Hessian of the function \( g \) at the point \( x = (a_{i,n}, \pi_{i,n}, b_{i}^{j,z}) \) is given by

\[ H(g)(x) = \begin{bmatrix} \frac{\partial^2 g}{\partial a_{i,n}^2} & \frac{\partial^2 g}{\partial a_{i,n} \partial \pi_{i,n}} & \frac{\partial^2 g}{\partial a_{i,n} \partial b_{i}^{j,z}} \\ \frac{\partial^2 g}{\partial \pi_{i,n} \partial a_{i,n}} & \frac{\partial^2 g}{\partial \pi_{i,n}^2} & \frac{\partial^2 g}{\partial \pi_{i,n} \partial b_{i}^{j,z}} \\ \frac{\partial^2 g}{\partial b_{i}^{j,z} \partial a_{i,n}} & \frac{\partial^2 g}{\partial b_{i}^{j,z} \partial \pi_{i,n}} & \frac{\partial^2 g}{\partial b_{i}^{j,z}^2} \end{bmatrix} \]  

(C.2)

\[ = \begin{bmatrix} \frac{h_{i,n}^2 \pi_{i,n}^2}{\ln 2a_{i,n}^2 \left( 1 + \frac{h_{i,n} \pi_{i,n}}{a_{i,n}} \right)^2} & \frac{h_{i,n}^2 \pi_{i,n}^2}{\ln 2a_{i,n}^2 \left( 1 + \frac{h_{i,n} \pi_{i,n}}{a_{i,n}} \right)^2} & 0 \\ \frac{h_{i,n}^2 \pi_{i,n}^2}{\ln 2a_{i,n}^2 \left( 1 + \frac{h_{i,n} \pi_{i,n}}{a_{i,n}} \right)^2} & \frac{h_{i,n}^2 \pi_{i,n}^2}{\ln 2a_{i,n}^2 \left( 1 + \frac{h_{i,n} \pi_{i,n}}{a_{i,n}} \right)^2} & 0 \\ 0 & 0 & 0 \end{bmatrix} \]  

(C.3)
where \( h_{i,n} \) denotes \( \frac{|\alpha_{i,n}^2|}{\zeta_0^2} \). The eigenvalues of \( H(g)(x) \), \( \lambda_1 = 0, \lambda_2 = 0 \) and \( \lambda_3 = -h_{i,n}^2 (a_{i,n}^2 + \pi_{i,n}^2)/(\ln 2a_{i,n}(a_{i,n} + h_{i,n}\pi_{i,n})^2) \), are obtained by solving \( \det(H(g)(x) - \lambda I) = 0 \). Given that \( h_{i,n} \geq 0, a_{i,n} \geq 0 \) and \( \pi_{i,n} \geq 0 \), it can be shown that \( H(g)(x) \) is a negative semi-definite matrix and hence, \( g(x) \) is a concave function.
Appendix D

Computation Complexity Analysis

Legend:

1. \textit{add} denotes the addition operation
2. \textit{assgn} denotes the assignment operation
3. \textit{comp} denotes the comparison operation
4. \textit{mult} denotes the multiplication operation.

D.1 WFH-FM

\begin{algorithm}
\caption{WFH-FM (Part I)}
\begin{algorithmic}
\State \textbf{1. Compute bitQoS values}
\For{$i = 1 : I$} \Comment{for $I$ times}
\For{$j = 1 : J_i$} \Comment{for $J_i$ times}
\For{$z = 1 : B_i^j(k)$} \Comment{for $B_i^j$ times}
\State $w_i^{j,z}(k) = (k - b_i^{j,z}.arrivalTime) \times T_s$ \Comment{1 add, 1 assgn, 1 mult}
\State $\psi_i^{j,z} = c_j \times \pi_j \times \gamma_j \times (w_i^{j,z}(k) - \eta_j)$ \Comment{1 add, 1 assgn, 4 mult}
\EndFor
\EndFor
\EndFor
\end{algorithmic}
\end{algorithm}
Algorithm 3 WFH-FM (Part II)

10: \[ 2. \text{Merge and sort bits by bitQoS values} \]
11: \begin{lstlisting}
for $i = 1 : I$ do \hfill \triangleright \text{for $I$ times}
12: \quad $\psi_i = \text{merge the bits from all application flows of user } i$ and \hfill \triangleright \text{B log } B \text{ assign, } B \log B \text{ comp}
13: \quad \text{sort by } \psi_i^{j,z} \text{ in a descending order} \hfill \triangleright J, \text{ add, } 1 \text{ assgn}
14: \quad B_i = \sum_{j \in J} B_i^j(k) \hfill \triangleright J, \text{ add, } 1 \text{ assgn}
\end{lstlisting}
\begin{itemize}
\item \textbf{end for}
\end{itemize}

16: \[ 3. \text{Throughput maximization} \]
17: \begin{itemize}
\item \textbf{3.1. Assign each subcarrier to the user with the highest channel gain}
18: \begin{lstlisting}
for $n = 1 : N$ do \hfill \triangleright \text{for $N$ times}
19: \quad $i^*(n) = \arg \max_{i \in I} \text{SNR}_{i,n}$ \hfill \triangleright 1 assgn, $I$ comp
20: \quad $\text{SNR}(n) = \frac{|\alpha_i^{i*(n)}|^2}{\zeta \sigma_0^2}$ \hfill \triangleright 5 mult, 1 assgn
21: \end{lstlisting}
\begin{itemize}
\item \textbf{for $i = 1 : I$ do} \hfill \triangleright \text{for $I$ times}
22: \quad \textbf{if } i = i^*(n) \text{ then} \hfill \triangleright 1 \text{ comp}
23: \quad \quad $\hat{a}_{i,n} = 1$ \hfill \triangleright 1 \text{ assgn}
24: \quad \textbf{else} \hfill \triangleright 1 \text{ assgn}
25: \quad \quad $\hat{a}_{i,n} = 0$
26: \quad \textbf{end if}
27: \end{itemize}
\begin{itemize}
\item \textbf{end for}
\end{itemize}
28: \end{itemize}

29: \[ 3.2. \text{Determine transmit power and bit assignment using the water-filling algorithm} \]
30: \begin{itemize}
\item $(\hat{p}_{i,n}, \hat{c}_{i,n}, \hat{b}_{i,n}^{1,z}) = \text{Waterfilling}(P_{\text{total}}, \text{SNR}(n), \hat{a}_{i,n})$
\end{itemize}

31: \[ 3.3. \text{Perform greedy water-filling subcarrier reassignment} \]
32: \begin{itemize}
\item $\mathcal{U} = \varnothing$ and $C = 0$ \hfill \triangleright 2 \text{ assgn}
33: \begin{itemize}
\item \textbf{for $i = 1 : I$ do} \hfill \triangleright \text{for $I$ times}
34: \quad $R(i) = \sum_n \hat{c}_{i,n}$ \hfill \triangleright N add, 1 assgn
35: \quad $C = C + \min(R(i), B_i)$ \hfill \triangleright 1 add, 1 assgn, 1 comp
36: \quad \textbf{if } R(i) > B_i \text{ then} \hfill \triangleright 1 \text{ comp}
37: \quad \quad $\mathcal{U} = \{\mathcal{U}, i\}$ \hfill \triangleright 1 \text{ assgn}
38: \quad \textbf{end if}
39: \end{itemize}
\begin{itemize}
\item \textbf{end for}
\end{itemize}
40: $\mathcal{U}^c = \mathcal{I} - \mathcal{U}$ and $\Omega_{\mathcal{U}} = \varnothing$ \hfill \triangleright 2 \text{ assgn, } I \text{ comp}
41: \begin{itemize}
\item \textbf{for $i \in \mathcal{U}$ do} \hfill \triangleright \text{for up to } I \text{ times}
42: \quad \textbf{for } n = 1 : N \text{ do} \hfill \triangleright \text{for up to } N \text{ times}
43: \quad \quad \textbf{if } a_{i,n} = 1 \text{ then} \hfill \triangleright \text{for } N \text{ times}
44: \quad \quad \quad \Omega_{\mathcal{U}} = \{\Omega_{\mathcal{U}}, n\} \hfill \triangleright \text{for } N \text{ times}
45: \quad \quad \textbf{end if}
46: \quad \textbf{end for}
47: \end{itemize}
\begin{itemize}
\item \textbf{end for}
\end{itemize}
Algorithm 3 WFH-FM (Part III)

48: loop ▷ for up to \( I \) times
49: \( \text{for } n \in \Omega_U \text{ do} \) ▷ for up to \( N \) times
50: \( i^*(n) = \arg \max_i a_{i,n} \) ▷ 1 assign, \( I \) comp
51: \( \text{for } i \in U^c \text{ do} \) ▷ for up to \( I \) times
52: \( \Delta C_{i,n} = \min \left( R(i) + \log_2(1 + \hat{p}_{i,n}^*), \frac{|\alpha_{i,n}|^2}{\zeta \sigma_0^2} \right), B_i \) ▷ 2 add, 1 assign, 2 comp, 7 mult
53: end for
54: end for
55: \( \left( i', n' \right) = \arg \max_{i,n} \Delta C_{i,n} \) ▷ 2 assign, \( IN \) comp
56: \( \Omega_U = \Omega_U - n' \) ▷ 1 add, 1 assign
57: \( \hat{a}_{i',n'} = 0, \forall i \neq i' \) ▷ \( I \) assign, \( I \) comp
58: \( \hat{a}_{i',n'} = 1 \)
59: \( SNR(n') = \frac{|\alpha_{i',n'}|^2}{\zeta \sigma_0^2} \) ▷ 1 assign, 5 mult
60: \( \left( \hat{p}_{i',n'}^*, \hat{c}_{i',n'}, \hat{b}_{i',z}^* \right) = \text{Waterfilling}(P_{\text{total}}, SNR(n'), \hat{a}_{i,n}) \)
61: \( C' = 0 \) ▷ 1 assign
62: \( \text{for } i = 1 : I \text{ do} \) ▷ for \( I \) times
63: \( R(i) = \sum_n \hat{c}_{i,n} \) ▷ \( N \) add, 1 assign
64: \( C' = C' + \min(R(i), B_i) \) ▷ 1 add, 1 assign, 1 comp
65: \( \text{if } R(i) \geq B_i \text{ then} \) ▷ \( I \) comp
66: \( \mathcal{U}^c = \mathcal{U}^c - i \) ▷ 1 add, 1 assign
67: end if
68: end for
69: \( \text{if } C' > C \text{ then} \) ▷ \( I \) comp
70: \( \hat{a}_{i,n} = \hat{a}_{i,n}', \forall i, n \) ▷ \( IN \) assign
71: \( \hat{p}_{i,n} = \hat{p}_{i,n}', \forall i, n \) ▷ \( \hat{IN} \) assign
72: \( \hat{b}_{i,n}^{j,z} = \hat{b}_{i,n}^{j,z}', \forall i, j, z, n \) ▷ \( N \sum_i B_i \) assign
73: \( C = C' \) ▷ 1 assign
74: else
75: break
76: end if
77: end loop
78: 3.4. Compute current intermediate objective value
79: \( \hat{\delta}_{obj} = \sum_i \sum_i \sum_z \sum_n \psi_{i,z}^* \hat{b}_{i,n}^{j,z} \) ▷ \( N \sum_i B_i \) add, 1 assign, \( \sum_i B_i \) mult
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Algorithm 3 WFH-FM (Part IV)

4. Iterative subcarrier reassignment

\begin{align*}
\text{for } i = 1 : I \text{ do} & \quad \triangleright \text{ for up to } IN \text{ times} \\
S_{un}(i) = \{ \text{bit}(i, j, z) | \sum_{n} \hat{b}_{i,n}^{j,z} = 0, j \in J_i, z \in \{1, \ldots, B_i^j\} \} & \quad \triangleright \text{ for } I \text{ times} \\
S_{as}(i) = \{ \text{bit}(i, j, z) | \sum_{n} \hat{b}_{i,n}^{j,z} = 1, j \in J_i, z \in \{1, \ldots, B_i^j\} \} & \\
\psi_{un}(i) &= \max_{\text{bit}(i, j, z) \in S_{un}(i)} \psi_{i}^{j,z} & \triangleright 2NB_i \text{ add, } 2B_i \text{ comp} \\
\psi_{as}(i) &= \min_{\text{bit}(i, j, z) \in S_{un}(i)} \psi_{i}^{j,z} & \triangleright B_i \text{ comp} \\
\text{end for} & \quad \triangleright 2I + 1 \text{ comp} \\
\text{loop} & \quad \triangleright \text{ for up to } I - 1 \text{ times} \\
\text{if } \max_{i} \psi_{un}(i) \leq \min_{i} \psi_{as}(i) \text{ then} & \quad \triangleright \text{ 1 assign, } I \text{ comp} \\
\text{break} & \quad \triangleright \text{ 1 assign} \\
\text{end if} & \quad \triangleright \text{ for } N \text{ times} \\
\text{for } n = 1 : N \text{ do} & \quad \triangleright \text{ 1 comp} \\
\text{if } a_{i,n} = 0 \text{ then} & \quad \triangleright \text{ 1 assign} \\
D_{l^*} = \{ D_{l^*, n} \} & \\
\text{end if} & \quad \triangleright \text{ 1 assign, up to } N \text{ comp} \\
\text{end for} & \quad \triangleright \text{ 1 assign} \\
\text{for } i = 1 : I \text{ do} & \quad \triangleright \text{ for } I \text{ times} \\
a_{i,n^*} = 0 & \quad \triangleright \text{ 1 assign} \\
\text{end for} & \quad \triangleright \text{ 1 assign, } 5 \text{ mult} \\
SNR(n^*) = \frac{|\alpha_{l^*,n^*}|^2}{\zeta \ast \sigma_0^2} & \\
(\hat{p}_{l^*,n^*}, \hat{b}_{l^*,n^*}^{1,z}) = Waterfilling(P_{total}, SNR) & \\
\hat{\delta}_{obj} = \sum_{i} \sum_{i} \sum_{z} \sum_{n} \psi_{i}^{j,z} \hat{b}_{i,n}^{j,z} & \triangleright \text{sum } B_i \text{ add, } 1 \text{ assign, } \sum_{i} B_i \text{ mult} \\
\text{if } \hat{\delta}_{obj} > \tilde{\delta}_{obj} \text{ then} & \quad \triangleright\text{ 1 comp} \\
\hat{a}_{i,n} = \hat{a}_{i,n^*}, \forall i, n & \quad \triangleright \text{ sum } IN \text{ assign} \\
\hat{p}_{i,n} = \hat{p}_{i,n^*}, \forall i, n & \quad \triangleright \text{ sum } IN \text{ assign} \\
\hat{b}_{i,n}^{j,z} = \hat{b}_{i,n^*}^{j,z}, \forall i, j, z, n & \quad \triangleright \text{sum } N \sum_{i} B_i \text{ assign} \\
\hat{\delta}_{obj} \leftarrow \hat{\delta}_{obj} & \quad \triangleright \text{ 1 assign} \\
\text{else} & \quad \triangleright \text{ 1 assign} \\
\psi_{un}(l^*) = 0 & \quad \text{end if} \\
\text{end loop} & \text{end loop}
\end{align*}
Algorithm 3 WFH-FM (Part V)

118: function WATERFILLING($P_{total}, SNR(n), a_{i,n}$)
119:  \[ x = 0 \] \hspace{1cm} \triangleright 1 \text{ assign}
120:  \[ y = P_{total} + \max_{n \in N} \frac{1}{SNR(n)} \] \hspace{1cm} \triangleright 1 \text{ add, 1 assign, } N \text{ comp}
121:  for $n = 1 : N$ do \hspace{1cm} \triangleright \text{ for } N \text{ times}
122:  \[ px(n) = \max(0, x - \frac{1}{SNR(n)}) \] \hspace{1cm} \triangleright 1 \text{ add, 1 assign, 1 comp, 1 mult}
123:  \[ py(n) = \max(0, y - \frac{1}{SNR(n)}) \] \hspace{1cm} \triangleright 1 \text{ add, 1 assign, 1 comp, 1 mult}
124:  end for
125:  \[ fx = \sum_{n \in N} px(n) - P_{total} \] \hspace{1cm} \triangleright N + 1 \text{ add, 1 assign}
126:  \[ fy = \sum_{n \in N} py(n) - P_{total} \] \hspace{1cm} \triangleright N + 1 \text{ add, 1 assign}
127:  while $|x - y| > \epsilon$ do \hspace{1cm} \triangleright \text{ for } L \text{ times}
128:  \[ \lambda = \frac{x + y}{2} \] \hspace{1cm} \triangleright 1 \text{ add, 1 assign, 1 mult}
129:  for $n = 1 : N$ do \hspace{1cm} \triangleright \text{ for } N \text{ times}
130:  \[ p_n = \max(0, \lambda - \frac{1}{SNR(n)}) \] \hspace{1cm} \triangleright 1 \text{ add, 1 assign, 1 comp, 1 mult}
131:  end for
132:  \[ f = \sum_{n \in N} p_n - P_{total} \] \hspace{1cm} \triangleright N + 1 \text{ add, 1 assign}
133:  if $fx \ast f > 0$ then \hspace{1cm} \triangleright 1 \text{ comp, 1 mult}
134:  \[ x = \lambda \] \hspace{1cm} \triangleright 1 \text{ assign}
135:  \[ fx = f \] \hspace{1cm} \triangleright 1 \text{ assign}
136:  else if $fy \ast f > 0$ then \hspace{1cm} \triangleright 1 \text{ comp, 1 mult}
137:  \[ y = \lambda \] \hspace{1cm} \triangleright 1 \text{ assign}
138:  \[ fy = f \] \hspace{1cm} \triangleright 1 \text{ assign}
139:  else
140:    break
141:  end if
142:  end while

143:  for $i = 1 : I$ do \hspace{1cm} \triangleright \text{ for } I \text{ times}
144:    \[ HOL = 0 \] \hspace{1cm} \triangleright 1 \text{ assign}
145:    for $n = 1 : N$ do \hspace{1cm} \triangleright \text{ for } N \text{ times}
146:      if $a_{i,n} = 1$ then \hspace{1cm} \triangleright 1 \text{ comp}
147:        \[ c_{i,n} = \lceil \log_2(1 + SNR(n) \ast p_n) \rceil \] \hspace{1cm} \triangleright 1 \text{ add, 1 assign, 3 mult}
148:        \[ p_{i,n} = p_n \] \hspace{1cm} \triangleright 1 \text{ assign}
149:        \[ b_{i,n}^{1,z} = 1 \text{ for } z = HOL + 1 : HOL + c_{i,n} \] \hspace{1cm} \triangleright c_{i,n} \text{ assign}
150:        \[ HOL = HOL + c_{i,n} \] \hspace{1cm} \triangleright 1 \text{ add, 1 assign}
151:      end if
152:    end for
153:  end for
154:  return $p_{i,n}, c_{i,n}, b_{i,n}^{1,z}$
155: end function
D.2 BABL-FM

Algorithm 4 BABL-FM (Part I)

1: for $i = 1 : I$ do
   ▷ for $I$ times
2:     for $j = 1 : J_i$ do
3:         for $z = 1 : B^j_i(k)$ do
4:             $w^j_{i,z}(k) = (k - b^j_{i,z}.arrivalTime) \times T_s$
5:         ▷ $1$ add, $1$ mult, $1$ assgn
6:     ▷ $J_i$ times
7: end for
8: ▷ $B^j_i$ times
9: end for
10: ▷ $I$ times
11: for $i = 1 : I$ do
12:     $\psi_i$ = merge the bits from all application flows of user $i$ and sort by $\psi^i_{j,z}$ in a descending order
13: ▷ $B \log B$ comp
14: end for
15: for $i = 1 : I$ do
16:     for $n = 1 : N$ do
17:         $SNR_{i,n} = \frac{|\alpha_{i,n}|^2}{\zeta \cdot \sigma_0^2}$
18:         ▷ $5$ mult, $1$ assgn
19:         $\hat{c}_{i,n} = 0$
20:         ▷ $1$ assgn
21:         $\hat{a}_{i,n} = 0$
22:         ▷ $1$ assgn
23:         $\hat{p}_{i,n} = 0$
24:     ▷ $N$ times
25: end for
26: ▷ $I$ assgn
27: loop ▷ $R$ times
28: for $n = 1 : N$ do
29:     ▷ $N$ times
30:     if $ch_{used}(n) = 0$ then
31:         $p^*_{i,z,n} = \frac{1}{SNR_{i^*,n}}$
32:         ▷ $1$ comp
33:     else if $\hat{a}_{i^*,n} = 1$ then
34:         $p^*_{i,z,n} = \frac{2^{\hat{c}_{i^*,n}+1} - 2^{\hat{c}_{i^*,n}}}{SNR_{i^*,n}}$
35:         ▷ $2$ add, $3$ mult, $1$ assgn
36:     ▷ $1$ mult, $1$ assgn
37: end if
38: end for
39: ▷ $1$ comp, $1$ assgn
40: end loop
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35: else 
36:     for every bit \( \text{bit}(l, j, z) \in S_{l,n} \) do 
37:         for \( m \in \Omega_l \) do 
38:             if \( ch_{\text{used}}(m) = 0 \) then 
39:                 \( p_{l,m} = \frac{1}{SNR_{l,m}} \) 
40:             else if \( \hat{a}_{l,m} = 1 \) then 
41:                 \( p_{l,m} = \frac{2\hat{c}_{l,m} - 2}{SNR_{l,m}} \) 
42:         end if 
43:     end for 
44:     \( m^* = \arg \max_{m \in \Omega_l} p_{l,m}^{j,z} \) \( \triangleright \) for up to \( B \) times 
45:     \( \hat{c}_{l,m^*} = \hat{c}_{l,m^*} + 1 \) \( \triangleright \) \( 1 \) add, \( 1 \) assign 
46:     \( \hat{c}_{l,n} = \hat{c}_{l,n} - 1 \) \( \triangleright \) \( 1 \) add, \( 1 \) assign 
47: end for 
48: \( p_{i,z,n}^* = \frac{1}{SNR_{i,z,n}} - \hat{p}_{i,n} + \sum_{\text{bit}(l,j,z) \in S_{l,n}} p_{l,m}^{j,z} \) 
49: \( \triangleright B + 2 \) add, \( 1 \) mult, \( 1 \) assign 
50: end if 
51: end for 
52: \( n^* = \arg \min_{n \in N} p_{i,z,n}^* \) \( \triangleright N \) comp, \( 1 \) assign 
53: if \( p_{\text{sum}} + p_{i,z,n^*} > P_{\text{total}} \) then 
54:     break 
55: end if 
56: else 
57:     \( \hat{a}_{i*,n} = 1 \) \( \triangleright 1 \) assign 
58:     \( \hat{p}_{i*,n} = p_{i*,n}^* \) \( \triangleright 1 \) assign 
59:     \( \hat{b}_{i*,n} = 1 \) \( \triangleright 1 \) assign 
60:     \( \hat{c}_{i*,n} = \hat{c}_{i*,n} + 1 \) \( \triangleright 1 \) add, \( 1 \) assign 
61:     \( p_{\text{sum}} = p_{\text{sum}} + p_{i*,n}^* \) \( \triangleright 1 \) add, \( 1 \) assign 
62:     \( ch_{\text{used}}(n^*) = 1 \) \( \triangleright 1 \) assign 
63:     \( HOL(i) = HOL(i) + 1 \) \( \triangleright 1 \) add, \( 1 \) assign 
64: end if 
65: end loop
Algorithm 5 KKT-CRA (Part I)

1: \quad Compute bitQoS values
2: \hspace{1em} for i = 1 : I do \hspace{1em} ▷ for I times
3: \hspace{2em} for j = 1 : J_i do \hspace{1em} ▷ for J_i times
4: \hspace{3em} for z = 1 : B_i^j (k) do \hspace{1em} ▷ for B_i^j times
5: \hspace{4em} w_i^{j,z} (k) = (k - b_i^{j,z} . arrivalTime) * T_s \hspace{1em} ▷ 1 add, 1 mult, 1 assgn
6: \hspace{4em} \psi_i^{j,z} = c_j \pi_j \gamma_j d_j * (w_i^{j,z} (k) - \eta_j) \hspace{1em} ▷ 1 add, 4 mult, 1 assgn
7: \hspace{3em} end for
8: \hspace{2em} end for
9: \hspace{1em} end for

10: \hspace{1em} for i = 1 : I do \hspace{1em} ▷ for I times
11: \hspace{2em} \psi_i = merge the bits from all application flows of user i and
12: \hspace{3em} sort by \psi_i^{j,z} in a descending order \hspace{1em} ▷ B log B comp
13: \hspace{2em} B_i = sum_{j \in J_i} B_i^j (k) \hspace{1em} ▷ J_i add, 1 assgn
14: \hspace{2em} for n = 1 : N do \hspace{1em} ▷ for N times
15: \hspace{3em} SNR(i,n) = \frac{|a_{i,n}|^2}{\zeta * \sigma_0^2} \hspace{1em} ▷ 5 mult, 1 assgn
16: \hspace{2em} end for
17: \hspace{1em} end for

18: \beta = \epsilon \hspace{1em} ▷ 1 assgn
19: \gamma_i = \epsilon for all i \in \mathcal{I} \hspace{1em} ▷ I assgn
20: S_i = 0 for all i \in \mathcal{I} \hspace{1em} ▷ I assgn
21: loop \hspace{1em} ▷ for D times
22: \hspace{1em} if S_i = 1 for all i \in \mathcal{I} then \hspace{1em} ▷ I comp
23: \hspace{2em} break
24: \hspace{2em} end if
25: \hspace{1em} Perform subcarrier assignment \hspace{1em} \hspace{1em} \hspace{1em}
26: \hspace{1em} for i = 1 : I do \hspace{1em} ▷ for I times
27: \hspace{2em} for n = 1 : N do \hspace{1em} ▷ for N times
28: \hspace{3em} H(i,n) = \gamma_i \left[ \max \left( 0, \log_2 \left( \frac{SNR(i,n) \gamma_i}{\beta \ln 2} \right) \right) - \frac{1}{\ln 2} \max \left( 0, 1 - \frac{\beta \ln 2}{SNR(i,n) \gamma_i} \right) \right] \hspace{1em} ▷ 2 add, 2 comp, 11 mult, 1 assgn
29: \hspace{2em} end for
30: \hspace{2em} end for
31: \hspace{1em} end for
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33: \begin{align*}
\textbf{for } n = 1 : N \textbf{ do} & \quad \triangleright \text{ for } N \text{ times} \\
\quad i^*(n) = \arg \max_{i \in I} H(i, n) & \quad \triangleright \text{ 1 comp, 1 assgn} \\
\textbf{for } i = 1 : I \textbf{ do} & \quad \triangleright \text{ for } I \text{ times} \\
\quad \textbf{if } i = i^*(n) \textbf{ then} & \quad \triangleright \text{ 1 comp} \\
\quad \quad \hat{a}_{i,n} = 1 & \quad \triangleright \text{ 1 assgn} \\
\textbf{else} & \quad \triangleright \text{ 1 assgn} \\
\quad \quad \hat{a}_{i,n} = 0 & \quad \end{align*}

38: \textbf{end if} \\
41: \textbf{end for} \\
42: \end{align*} \quad \textbf{end for} \\
43: \begin{align*}
\text{\\ Use bisection to find } \beta \text{ and } p_{i,n} & \\
\textbf{for } n = 1 : N \textbf{ do} & \quad \triangleright \text{ for } N \text{ times} \\
\quad px(n) = \max(0, \frac{\gamma_{i^*(n)}}{x \ln 2} - \frac{1}{SNR(i^*(n), n)}) & \quad \triangleright \text{ 1 comp, 1 add, 4 mult, 1 assgn} \\
\quad py(n) = \max(0, \frac{\gamma_{i^*(n)}}{y \ln 2} - \frac{1}{SNR(i^*(n), n)}) & \quad \triangleright \text{ 1 comp, 1 add, 4 mult, 1 assgn} \\
\textbf{end for} \\
50: fx = \sum_{n \in N} px(n) - P_{\text{total}} & \quad \triangleright \text{ N+1 add, 1 assgn} \\
51: fy = \sum_{n \in N} py(n) - P_{\text{total}} & \quad \triangleright \text{ N+1 add, 1 assgn} \\
52: \textbf{while } |x - y| > \epsilon \textbf{ do} & \quad \triangleright \text{ for } Q \text{ times} \\
\quad \lambda = \frac{x + y}{2} & \quad \triangleright \text{ 1 add, 1 mult, 1 assgn} \\
\textbf{for } n = 1 : N \textbf{ do} & \quad \triangleright \text{ for } N \text{ times} \\
\quad p\lambda(n) = \max(0, \frac{\gamma_{i^*(n)}}{\lambda \ln 2} - \frac{1}{SNR(i^*(n), n)}) & \quad \triangleright \text{ 1 comp, 1 add, 4 mult, 1 assgn} \\
\textbf{end for} \\
56: f\lambda = \sum_{n \in N} p\lambda(n) - P_{\text{total}} & \quad \triangleright \text{ N + 1 add, 1 assgn} \\
58: \textbf{if } fx \ast f\lambda > 0 \textbf{ then} & \quad \triangleright \text{ 1 comp, 1 mult} \\
\quad x = \lambda & \quad \triangleright \text{ 1 assgn} \\
\quad fx = f\lambda & \quad \triangleright \text{ 1 assgn} \\
59: \textbf{else if } fy \ast f\lambda > 0 \textbf{ then} & \quad \triangleright \text{ 1 comp, 1 mult} \\
\quad y = \lambda & \quad \triangleright \text{ 1 assgn} \\
\quad fy = f\lambda & \quad \triangleright \text{ 1 assgn} \\
61: \textbf{else} & \quad \textbf{break} \\
65: \textbf{end if} \\
66: \textbf{end while} \\
67: \end{align*}
Algorithm 5 KKT-CRA (Part III)

68: $\beta = \lambda$  \hspace{1cm} $\triangleright$ 1 assgn
69: for $i = 1 : I$ do  \hspace{1cm} $\triangleright$ for $I$ times
70: $C(i) = 0$  \hspace{1cm} $\triangleright$ 1 assgn
71: for $n = 1 : N$ do  \hspace{1cm} $\triangleright$ for $N$ times
72: $\hat{a}_{i,n} = \max(0, \frac{\gamma_i}{\beta \ln 2} - \frac{1}{SNR(i,n)})$  \hspace{1cm} $\triangleright$ 1 comp, 1 add, 5 mult, 1 assgn
73: $\hat{c}_{i,n} = \log_2(1 + SNR(i,n)\hat{a}_{i,n})$  \hspace{1cm} $\triangleright$ 1 add, 2 mult, 1 assgn
74: $C(i) = C(i) + \hat{c}_{i,n}$  \hspace{1cm} $\triangleright$ 1 add, 1 assgn
75: end for
76: $b_{1,z} = 1$ for $z = 1 : \lceil C(i) \rceil$  \hspace{1cm} $\triangleright$ $B$ assgn
77: $b_{1,\lceil C(i) \rceil + 1} = C(i) - \lceil C(i) \rceil$  \hspace{1cm} $\triangleright$ $B$ assgn
78: $b_{1,z} = 0$ for $z = [C(i)] + 2 : B_i$  \hspace{1cm} $\triangleright$ $B$ assgn
79: end for
80: for $i = 1 : I$ do  \hspace{1cm} $\triangleright$ for $I$ times
81: if $S(i) = 0$ then  \hspace{1cm} $\triangleright$ 1 comp
82: $S(i) = (\gamma_i + \epsilon) > \psi_i^{1,\lceil C(i) \rceil + 1}$  \hspace{1cm} $\triangleright$ 1 comp, 2 add, 1 mult, 1 assgn
83: else
84: if $(\gamma_i + \epsilon) < \psi_i^{1,\lceil C(i) \rceil + 1}$ then  \hspace{1cm} $\triangleright$ 1 comp, 2 add, 1 mult
85: $S(i) = 0$  \hspace{1cm} $\triangleright$ 1 assgn
86: end if
87: end if
88: end for
89: \\ Update $\gamma_i$
90: for $i = 1 : I$ do  \hspace{1cm} $\triangleright$ for $I$ times
91: if $\lceil C(i) \rceil + 1 > B_i$ then  \hspace{1cm} $\triangleright$ 1 comp, 1 add, 1 mult
92: $\psi^{HOL}(i) = 0$  \hspace{1cm} $\triangleright$ 1 assgn
93: else
94: $\psi^{HOL}(i) = \psi_i^{1,\lceil C(i) \rceil + 1}$  \hspace{1cm} $\triangleright$ 1 add, 1 mult, 1 assgn
95: end if
96: if $S(i) = 0$ then  \hspace{1cm} $\triangleright$ 1 comp
97: $\gamma_i = (1 - \delta)\gamma_i + \delta \psi^{HOL}(i)$  \hspace{1cm} $\triangleright$ 2 add, 2 mult, 1 assgn
98: end if
99: end for
100: end loop
D.4 KKT-DRA

Algorithm 6 KKT-DRA (Part I)

1. \(\text{Compute bitQoS values}\)
2. \(\textbf{for} i = 1 : I \textbf{do} \quad \triangleright \text{for } I \text{ times}\)
3. \(\quad \textbf{for} j = 1 : J_i \textbf{do} \quad \triangleright \text{for } J_i \text{ times}\)
4. \(\quad \quad \textbf{for} z = 1 : B_i^j(k) \textbf{do} \quad \triangleright \text{for } B_i^j \text{ times}\)
5. \(\quad \quad \quad w_i^{j,z}(k) = (k - b_i^{j,z}.\text{arrivalTime}) * T_s \quad \triangleright 1 \text{ add, } 1 \text{ mult, } 1 \text{ assgn}\)
6. \(\quad \quad \quad \psi_i^{j,z} = c_j * \pi_j * \gamma_j \delta_j * (w_i^{j,z}(k) - \eta_j) \quad \triangleright 1 \text{ add, } 4 \text{ mult, } 1 \text{ assgn}\)
7. \(\quad \textbf{end for}\)
8. \(\textbf{end for}\)
9. \(\textbf{end for}\)

10. \(\textbf{for} i = 1 : I \textbf{do} \quad \triangleright \text{for } I \text{ times}\)
11. \(\quad \psi_i = \text{merge the bits from all application flows of user } i \text{ and}\)
12. \(\quad \text{sort by } \psi_i^{j,z} \text{ in a descending order} \quad \triangleright B \log B \text{ comp}\)
13. \(\quad B_i = \sum_{j \in J_i} B_i^j(k) \quad \triangleright J_i \text{ add, } 1 \text{ assgn}\)
14. \(\textbf{for} n = 1 : N \textbf{do} \quad \triangleright \text{for } N \text{ times}\)
15. \(\quad \text{SNR}(i, n) = \frac{|\alpha_{i,n}|^2}{\zeta * \sigma_0^2} \quad \triangleright 5 \text{ mult, } 1 \text{ assgn}\)
16. \(\textbf{end for}\)
17. \(\textbf{end for}\)

18. \(\beta = \epsilon \quad \triangleright 1 \text{ assgn}\)
19. \(\gamma_i = \epsilon \text{ for all } i \in I \quad \triangleright I \text{ assgn}\)
20. \(S_i = 0 \text{ for all } i \in I \quad \triangleright I \text{ assgn}\)
21. \(\textbf{loop} \quad \triangleright \text{for } D \text{ times}\)
22. \(\quad \text{if } S_i = 1 \text{ for all } i \in I \text{ then} \quad \triangleright I \text{ comp}\)
23. \(\quad \quad \textbf{break}\)
24. \(\textbf{end if}\)
25. \(\text{Perform subcarrier assignment}\)
26. \(\textbf{for} i = 1 : I \textbf{do} \quad \triangleright \text{for } I \text{ times}\)
27. \(\quad \textbf{for} n = 1 : N \textbf{do} \quad \triangleright \text{for } N \text{ times}\)
28. \(\quad \quad H(i, n) = \gamma_i \left[ \max \left(0, \log_2 \left( \frac{\text{SNR}(i, n) \gamma_i}{\beta \ln 2} \right) \right) - \frac{1}{\ln 2} \max \left(0, 1 - \frac{\beta \ln 2}{\text{SNR}(i, n) \gamma_i} \right) \right] \quad \triangleright 2 \text{ add, } 2 \text{ comp, } 11 \text{ mult, } 1 \text{ assgn}\)
29. \(\quad \textbf{end for}\)
30. \(\textbf{end for}\)
Algorithm 6 KKT-DRA (Part II)

32: for $n = 1 : N$ do \hfill \triangleright \text{for } N \text{ times}
33: \qquad $i^*(n) = \arg \max_{i \in \mathcal{I}} H(i, n)$ \hfill \triangleright I \text{ comp, 1 assgn}
34: \qquad for $i = 1 : I$ do \hfill \triangleright \text{for } I \text{ times}
35: \quad \qquad if $i = i^*(n)$ then \hfill \triangleright 1 \text{ comp}
36: \quad \qquad \qquad $\hat{a}_{i,n} = 1$ \hfill \triangleright 1 \text{ assgn}
37: \quad \qquad else \hfill \triangleright \text{1 assgn}
38: \quad \qquad \qquad $\hat{a}_{i,n} = 0$
39: \qquad end if
40: \end for
41: \end for
42: \hfill Use bit-loading to find $\hat{p}_{i,n}$ and $\hat{b}_{i,n}^{1,z}$
43: $p_{\text{used}} = 0$ \hfill \triangleright 1 assgn
44: $p_{\text{inc}} = 0$ \hfill \triangleright 1 assgn
45: $\hat{p}_{i,n} = 0$ for all $i \in \mathcal{I}$, $n \in \mathcal{N}$ \hfill \triangleright NI \text{ assgn}
46: $r(n) = 0$ for all $n \in \mathcal{N}$ \hfill \triangleright N \text{ assgn}
47: $C(i) = 0$ for all $i \in \mathcal{I}$ \hfill \triangleright I \text{ assgn}
48: $\hat{b}_{i,n}^{1,z} = 0$ for all $i \in \mathcal{I}$, $n \in \mathcal{N}$, $z \in \{1, \ldots, B_i\}$ \hfill \triangleright IBN \text{ assgn}
49: while $p_{\text{used}} + p_{\text{inc}} \leq P_{\text{total}}$ do \hfill \triangleright \text{for } R \text{ times}
50: \qquad $p_{\text{used}} = p_{\text{used}} + p_{\text{inc}}$ \hfill \triangleright 1 add, 1 assgn
51: \qquad for $n = 1 : N$ do \hfill \triangleright \text{for } N \text{ times}
52: \quad \qquad if $C(i^*(n)) \geq B_{i^*(n)}$ then \hfill \triangleright 1 comp
53: \quad \qquad \qquad $p_{\text{change}}(n) = \infty$ \hfill \triangleright 1 assgn
54: \quad \qquad \qquad $\psi_{\text{change}}(n) = 0$ \hfill \triangleright 1 assgn
55: \quad \qquad else \hfill \triangleright 1 add, 1 assgn
56: \quad \qquad \qquad $p_{\text{change}}(n) = \frac{2^{r(n)+1} - 2^{r(n)}}{\text{SNR}(i^*(n), n)}$ \hfill \triangleright 2 add, 3 mult, 1 assgn
57: \quad \qquad \qquad $\psi_{\text{change}}(n) = \psi_{i^*(n)} + 1$ \hfill \triangleright 1 add, 1 assgn
58: \quad \end if
59: \end for
60: $n^* = \arg \max_{n \in \mathcal{N}} \psi_{\text{change}}(n) / p_{\text{change}}(n)$ \hfill \triangleright N \text{ mult, } N \text{ comp, 1 assgn}
61: $p_{\text{inc}} = p_{\text{change}}(n^*)$ \hfill \triangleright 1 assgn
62: \quad if $p_{\text{used}} + p_{\text{inc}} \leq P_{\text{total}}$ then \hfill \triangleright \text{1 add, 1 comp}
63: \quad \quad $r(n^*) = r(n^*) + 1$ \hfill \triangleright \text{1 add, 1 assgn}
64: \quad \quad $C(i^*(n^*)) = C(i^*(n^*)) + 1$ \hfill \triangleright \text{1 add, 1 assgn}
65: \quad \quad $\hat{p}_{i^*(n^*), n^*} = \hat{p}_{i^*(n^*), n^*} + p_{\text{inc}}$ \hfill \triangleright \text{1 add, 1 assgn}
66: \quad \quad $\hat{b}_{1^*,(n^*)}^{1,C(i^*(n^*))} = 1$ \hfill \triangleright \text{1 assgn}
67: \end if
68: \end while
Algorithm 6 KKT-DRA (Part III)

69: \[\text{Use bisection to find } \beta\]
70: \[x = \epsilon\] \hfill $\triangleright$ 1 assgn
71: \[y = 10^8\] \hfill $\triangleright$ 1 assgn
72: \[\textbf{for } n = 1 : N \textbf{ do} \]
73: \[px(n) = \max(0, \frac{\gamma_{i^*(n)} x \ln 2}{SNR(i^*(n), n)})\] \hfill $\triangleright$ 1 comp, 1 add, 4 mult, 1 assgn
74: \[py(n) = \max(0, \frac{\gamma_{i^*(n)} y \ln 2}{SNR(i^*(n), n)})\] \hfill $\triangleright$ 1 comp, 1 add, 4 mult, 1 assgn
75: \[\textbf{end for}\]
76: \[f_x = \sum_{n \in N} px(n) - P_{total}\] \hfill $\triangleright$ N+1 add, 1 assgn
77: \[f_y = \sum_{n \in N} py(n) - P_{total}\] \hfill $\triangleright$ N+1 add, 1 assgn
78: \[\textbf{while } |x - y| > \epsilon \textbf{ do} \]
79: \[\lambda = \frac{x + y}{2}\] \hfill $\triangleright$ 1 add, 1 mult, 1 assgn
80: \[\textbf{for } n = 1 : N \textbf{ do} \]
81: \[p\lambda(n) = \max(0, \frac{\gamma_{i^*(n)} \lambda \ln 2}{SNR(i^*(n), n)})\] \hfill $\triangleright$ 1 comp, 1 add, 4 mult, 1 assgn
82: \[\textbf{end for}\]
83: \[f\lambda = \sum_{n \in N} p\lambda(n) - P_{total}\] \hfill $\triangleright$ N+1 add, 1 assgn
84: \[\textbf{if } f_x \ast f\lambda > 0 \textbf{ then} \]
85: \[x = \lambda\] \hfill $\triangleright$ 1 assgn
86: \[f_x = f\lambda\] \hfill $\triangleright$ 1 assgn
87: \[\textbf{else if } f_y \ast f\lambda > 0 \textbf{ then} \]
88: \[y = \lambda\] \hfill $\triangleright$ 1 assgn
89: \[f_y = f\lambda\] \hfill $\triangleright$ 1 assgn
90: \[\textbf{else} \]
91: \[\textbf{break}\]
92: \[\textbf{end if}\]
93: \[\textbf{end while}\]
94: \[\beta = \lambda\] \hfill $\triangleright$ 1 assgn
95: \[\textbf{for } i = 1 : I \textbf{ do} \]
96: \[\textbf{if } S(i) = 0 \textbf{ then} \]
97: \[S(i) = (\gamma_i + \epsilon) > \psi_{i, C(i)+1} \]
98: \[\textbf{else} \]
99: \[\textbf{if } (\gamma_i + \epsilon) < \psi_{i, C(i)+1} \textbf{ then} \]
100: \[S(i) = 0\] \hfill $\triangleright$ 1 add
101: \[\textbf{end if}\]
102: \[\textbf{end if}\]
103: \[\textbf{end for}\]
Algorithm 6 KKT-DRA (Part IV)

104: \[ Update \gamma_i \]
105: for \( i = 1 : I \) do \( \triangleright \) for \( I \) times
106: \( C(i) + 1 > B_i \) then \( \triangleright \) 1 comp, 1 add
107: \( \psi^{HOL}(i) = 0 \) \( \triangleright \) 1 assgn
108: else \( \psi^{HOL}(i) = \psi_i^{C(i)+1} \) \( \triangleright \) 1 add, 1 assgn
109: end if
110: if \( S(i) = 0 \) then \( \triangleright \) 1 comp
111: \( \gamma_i = (1 - \delta) \gamma_i + \delta\psi^{HOL}(i) \) \( \triangleright \) 2 add, 2 mult, 1 assgn
112: end if
113: end for
114: end loop
Algorithm 7 WF (Part I)

1: for $n = 1 : N$ do
2: $i^*(n) = \arg \max_{i \in I} \alpha_{i,n}$
3: $SNR(n) = \frac{|\alpha_{i^*(n),n}|^2}{\zeta \sigma_0^2}$
4: for $i = 1 : I$ do
5: if $i = i^*(n)$ then
6: $\hat{a}_{i,n} = 1$
7: else
8: $\hat{a}_{i,n} = 0$
9: end if
10: $\hat{p}_{i,n} = 0$
11: end for
12: end for
13: $x = 0$
14: $y = P_{total} + \max_{n \in N} \frac{1}{SNR(n)}$
15: for $n = 1 : N$ do
16: $px(n) = \max(0, x - \frac{1}{SNR(n)})$
17: $py(n) = \max(0, y - \frac{1}{SNR(n)})$
18: end for
19: $f_x = \sum_{n \in N} px(n) - P_{total}$
20: $f_y = \sum_{n \in N} py(n) - P_{total}$
21: while $|x - y| > \epsilon$ do
22: $\lambda = \frac{x + y}{2}$
23: for $n = 1 : N$ do
24: $\hat{p}_{i^*(n),n} = \max(0, \lambda - \frac{1}{SNR(n)})$
25: end for
26: $f = \sum_{n \in N} \hat{p}_{i^*(n),n} - P_{total}$

\(\updownarrow\) for $N$ times
\(\updownarrow\) $I$ comp, 1 assgn
\(\updownarrow\) 5 mult, 1 assgn
\(\updownarrow\) for $I$ times
\(\updownarrow\) 1 comp
\(\updownarrow\) 1 assgn
\(\updownarrow\) 1 assgn
\(\updownarrow\) 1 assgn
\(\updownarrow\) 1 assgn
\(\updownarrow\) $N$ comp, 1 add, 1 assgn
\(\updownarrow\) for $N$ times
\(\updownarrow\) 1 comp, 1 add, 1 mult, 1 assgn
\(\updownarrow\) 1 comp, 1 add, 1 mult, 1 assgn
\(\updownarrow\) $N+1$ add, 1 assgn
\(\updownarrow\) $N+1$ add, 1 assgn
\(\updownarrow\) for $L$ times
\(\updownarrow\) 1 add, 1 mult, 1 assgn
\(\updownarrow\) for $N$ times
\(\updownarrow\) 1 comp, 1 add, 1 mult, 1 assgn
\(\updownarrow\) $N + 1$ add, 1 assgn
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27: \[ \text{if } fx \ast f > 0 \text{ then} \quad \triangleright \text{1 comp, 1 mult} \]
28: \[ x = \lambda \quad \triangleright \text{1 assgn} \]
29: \[ fx = f \quad \triangleright \text{1 assgn} \]
30: \[ \text{else if } fy \ast f > 0 \text{ then} \quad \triangleright \text{1 comp, 1 mult} \]
31: \[ y = \lambda \quad \triangleright \text{1 assgn} \]
32: \[ fy = f \quad \triangleright \text{1 assgn} \]
33: \[ \text{else} \]
34: \[ \text{break} \]
35: \[ \text{end if} \]
36: \[ \text{end while} \]
37: \[ \text{for } i = 1 : I \text{ do} \quad \triangleright \text{for } I \text{ times} \]
38: \[ HOL = 0 \quad \triangleright \text{1 assgn} \]
39: \[ \text{for } n = 1 : N \text{ do} \quad \triangleright \text{for } N \text{ times} \]
40: \[ \text{if } \hat{a}_{i,n} = 1 \text{ then} \quad \triangleright \text{1 comp} \]
41: \[ \hat{c}_{i,n} = \log_2(1 + SNR(n) \ast \hat{p}_{i,n}) \quad \triangleright \text{1 add, 2 mult, 1 assgn} \]
42: \[ b_{i,n}^{1,z} = 1 \text{ for } z = HOL + 1 : HOL + \hat{c}_{i,n} \quad \triangleright \text{c}_{i,n} \text{ assgn} \]
43: \[ HOL = HOL + \hat{c}_{i,n} \quad \triangleright \text{1 add, 1 assgn} \]
44: \[ \text{end if} \]
45: \[ \text{end for} \]
46: \[ \text{end for} \]
Algorithm 8 MDU (Part I)

1: for \( n = 1 : N \) do \( \triangleright \) for \( N \) times
2: \( p'(n) = \frac{P_{\text{total}}}{N} \) \( \triangleright \) 1 mult, 1 assgn
3: \( i^*(n) \) is a random number from \( [1, I] \) \( \triangleright \) 1 assgn
4: for \( i = 1 : I \) do \( \triangleright \) for \( I \) times
5: \( \text{SNR}(i, n) = \frac{|\alpha_{i,n}|^2}{\zeta \ast \sigma_0^2} \) \( \triangleright \) 5 mult, 1 assgn
6: if \( i = i^*(n) \) then \( \triangleright \) 1 comp
7: \( \hat{a}_{i,n} = 1 \) \( \triangleright \) 1 assgn
8: else
9: \( \hat{a}_{i,n} = 0 \) \( \triangleright \) 1 assgn
10: end if
11: end for
12: end for
13: for \( i = 1 : I \) do \( \triangleright \) for \( I \) times
14: \( r_i = 0 \) \( \triangleright \) 1 assgn
15: \( w(i) = \text{UtilityFunc}(\frac{Q_i}{T_i}, \text{flow type of } i) / \bar{T}_i \) \( \triangleright \) 2 comp, 2 add, 4 mult, 2 assgn
16: \( \gamma_i = w_i \ast (r_i < Q_i) \) \( \triangleright \) 1 comp, 1 mult
17: end for
18: loop \( \triangleright \) for \( \kappa \) times
19: for \( n = 1 : N \) do \( \triangleright \) for \( N \) times
20: for \( i = 1 : I \) do \( \triangleright \) for \( I \) times
21: \( c(i, n) = \log_2(1 + \text{SNR}(i, n) \ast p'(n)) \ast \hat{a}_{i,n} \) \( \triangleright \) 1 add, 3 mult, 1 assgn
22: end for
23: \( i^*(n) = \arg \max_{i \in I} \gamma_i \ast c(i, n) \) \( \triangleright \) 1 comp, I mult, 1 assgn
24: end for
25: \( x = \epsilon \) \( \triangleright \) 1 assgn
26: \( y = \max_{n \in N} \gamma_i^{*}(n) \ast \text{SNR}(i^{*}(n), n) \) \( \triangleright \) N mult, N comp
27: for \( n = 1 : N \) do \( \triangleright \) for \( N \) times
28: \( px(n) = \max(0, \frac{\gamma_i^{*}(n)}{x} - \frac{1}{\text{SNR}(i^{*}(n), n)}) \) \( \triangleright \) 1 comp, 1 add, 2 mult, 1 assgn
29: \( py(n) = \max(0, \frac{\gamma_i^{*}(n)}{y} - \frac{1}{\text{SNR}(i^{*}(n), n)}) \) \( \triangleright \) 1 comp, 1 add, 2 mult, 1 assgn
30: end for
Algorithm 8 MDU (Part II)

31: \( f_x = \sum_{n \in \mathbb{N}} p_x(n) - P_{total} \) \( \triangleright N + 1 \) add, 1 assign
32: \( f_y = \sum_{n \in \mathbb{N}} p_y(n) - P_{total} \) \( \triangleright N + 1 \) add, 1 assign
33: while \( |x - y| > \epsilon \) do \( \triangleright \) for \( L \) times
34: \( \lambda = \frac{x + y}{2} \) \( \triangleright 1 \) add, 1 mult, 1 assign
35: for \( n = 1 : N \) do \( \triangleright \) for \( N \) times
36: \( p'(n) = \max(0, \frac{\gamma_i(n)}{\lambda} - \frac{1}{SNR(i^*(n), n)}) \) \( \triangleright 1 \) comp, 1 add, 2 mult, 1 assign
37: end for
38: \( f = \sum_{n \in \mathbb{N}} \hat{\gamma}_{i^*(n), n} - P_{total} \) \( \triangleright N + 1 \) add, 1 assign
39: if \( f_x * f > 0 \) then \( \triangleright 1 \) comp
40: \( x = \lambda \) \( \triangleright 1 \) assign
41: \( f_x = f \) \( \triangleright 1 \) assign
42: else if \( f_y * f > 0 \) then \( \triangleright 1 \) comp
43: \( y = \lambda \) \( \triangleright 1 \) assign
44: \( f_y = f \) \( \triangleright 1 \) assign
45: else
46: break
47: end if
48: end while
49: for \( i = 1 : I \) do \( \triangleright \) for \( I \) times
50: \( r_i = 0 \) \( \triangleright 1 \) assign
51: for \( n = 1 : N \) do \( \triangleright \) for \( N \) times
52: if \( \hat{a}_{i,n} = 1 \) then \( \triangleright 1 \) comp
53: \( r_i = r_i + \log_2(1 + SNR(i, n) * p'(n)) \) \( \triangleright 2 \) add, 2 mult, 1 assign
54: end if
55: end for
56: end for
57: for \( i = 1 : I \) do \( \triangleright \) for \( I \) times
58: \( \gamma_i = (1 - \mu) * \gamma_i + \mu * w_i * (r_i < Q_i) \) \( \triangleright 1 \) comp, 2 add, 3 mult, 1 assign
59: end for
60: if \( \sum_{i \in \mathcal{I}} w_i * (r_i < Q_i) * (r_i^{old} - r_i) \leq \epsilon \) then \( \triangleright I(1 \) comp, 3 mult, 2 add), 1 comp
61: break
62: end if
63: end loop
Algorithm 8 MDU (Part III)

64: \textbf{for } i = 1 : I \textbf{ do} \hspace{1cm} \triangleright \text{ for } I \text{ times}
65: \hspace{1cm} HOL = 0 \hspace{1cm} \triangleright \text{ 1 assign}
66: \hspace{1cm} \textbf{for } n = 1 : N \textbf{ do} \hspace{1cm} \triangleright \text{ for } N \text{ times}
67: \hspace{2cm} \textbf{if } \hat{a}_{i,n} = 1 \textbf{ then} \hspace{1cm} \triangleright \text{ 1 comp}
68: \hspace{3cm} \hat{c}_{i,n} = \log_2 (1 + SNR(i, n) \cdot \hat{p}_{i,n}) \hspace{1cm} \triangleright \text{ 1 add, 2 mult, 1 assign}
69: \hspace{2cm} b_{i,n}^z = 1 \text{ for } z = HOL + 1 : HOL + \hat{c}_{i,n} \hspace{1cm} \triangleright \text{ } c_{i,n} \text{ assign}
70: \hspace{1cm} \text{HOL} = \text{HOL} + \hat{c}_{i,n} \hspace{1cm} \triangleright \text{ 1 add, 1 assign}
71: \hspace{1cm} \textbf{end if}
72: \hspace{1cm} \textbf{end for}
73: \hspace{1cm} \textbf{end for}

74: \textbf{function} UTILITYFUNC \hspace{0.2cm} (x, \text{ flow type})
75: \hspace{1cm} \textbf{if} \text{ flow type is BE} \textbf{ then} \hspace{1cm} \triangleright \text{ 1 comp}
76: \hspace{2cm} \textbf{if } x < \eta_{BE} \textbf{ then} \hspace{1cm} \triangleright \text{ 1 comp}
77: \hspace{3cm} f = x^{0.5} \hspace{1cm} \triangleright \text{ 1 mult, 1 assign}
78: \hspace{2cm} \textbf{else} \hspace{1cm} \triangleright \text{ 1 mult, 1 assign}
79: \hspace{3cm} f = \eta_{BE}^{0.5} \hspace{2cm} \triangleright \text{ 1 mult, 1 assign}
80: \hspace{2cm} \textbf{end if}
81: \hspace{1cm} \textbf{else if} \text{ flow type is EF} \textbf{ then} \hspace{1cm} \triangleright \text{ 1 comp}
82: \hspace{2cm} \textbf{if } x < \eta_{EF} \textbf{ then} \hspace{1cm} \triangleright \text{ 1 comp}
83: \hspace{3cm} f = x \hspace{1cm} \triangleright \text{ 1 assign}
84: \hspace{2cm} \textbf{else} \hspace{1cm} \triangleright \text{ 2 add, 2 mult, 1 assign}
85: \hspace{3cm} x^{1.5} - \eta_{EF} + 1 \eta_{EF} \hspace{2cm} \triangleright \text{ 2 add, 2 mult, 1 assign}
86: \hspace{2cm} \textbf{end if}
87: \hspace{1cm} \textbf{end if}
88: \hspace{1cm} \textbf{return } f \hspace{1cm} \triangleright \text{ 1 comp}
89: \hspace{1cm} \textbf{end function}