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Abstract

An excitable medium has two key properties: a sufficiently large stimulus

provokes an even bigger response (excitability), and immediately following

a stimulus the medium cannot be excited (refractoriness). A large class of

biological systems from cardiac tissue to slime mold are examples of excitable

media.

FitzHugh Nagumo (FHN) is the canonical model of excitable media. Its

two variables are the state of excitation and refractoriness of the one- or

two-dimensional medium. Although one of the simplest models, FHN ex-

hibits complex dynamics that have not been fully explored. For example, it

supports a stable traveling pulse solution. However, this pulse can be desta-

bilized by large perturbations. In Chapter 2 I explore a one-dimensional

example where the perturbation is an increasing refractory profile. This

perturbation can lead to collapse of the pulse depending on the steepness

of the profile, as conjectured by Keener [Keener, J. (2004) J Theo. Bio.

230(4):459-73]. In Chapter 3 I consider a perturbation in two dimensions

which can cause the stable traveling pulse to wrap around the perturbation

and generate self-sustaining spiral activity.

The one-dimensional example for exponential refractory profiles is ex-

plored numerically for a piecewise linear FHN system. Steep profiles lead

to collapse while milder profiles allow propagation. The exponential profiles

are used as bounds for more general profiles to predict where collapse and

propagation will occur. I also make use of a singular FHN system in the

limit ǫ → 0 to provide insight into the behaviours of the full FHN system

for small ǫ and small diffusion. I conclude this chapter by showing analyti-

cally that, in contrast to the full system, a wave in the singular system will

propagate for any exponential refractory profile.
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Abstract

The two-dimensional case is explored numerically in a FHN system. The

use of a temporarily refractory region as a perturbation is a novel mecha-

nism for generating spiral activity. Moreover, it is shown to be robust for

refractory regions of a large area. This situation models the appearance

of abnormal electrical activity in the heart. In particular, it models the

appearance of abnormal electricity activity in undamaged cardiac tissue.
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Chapter 1

Introduction

1.1 Modeling excitable media

1.1.1 Background

The first successful mathematical description of electrophysiology was the

foundational model developed by Hodgkin and Huxley in the early 1950’s

[17]. Hodgkin and Huxley performed voltage clamp experiments on a squid

giant axon and turned their observations of transmembrane potential, cur-

rents, and conductance, into a circuit-like model. The result was a system

of four ordinary differential equations (ODEs) that accurately described sig-

nal propagation along an axon. Although the complex Hodgkin-Huxley

equations have proven to be a quintessential and revealing model of signal

propagation along a nerve, they are difficult to analyze.

FitzHugh [14] and Nagumo [31] addressed this issue a decade later when

they reduced the original system of four variables down to a simpler model of

only two variables. Their simple model is much more amenable to analysis

and it still captures the key phenomena of the dynamics: (1) a sufficiently

large stimulus will trigger a large response, and (2) after such a stimulus

and response, the medium requires a period of recovery time before it can

be stimulated again. These two properties are described as excitable and

refractory. Excitation occurs rapidly while recovery is a slow process. A

medium that exhibits excitability and refractoriness is classified as an ex-

citable medium. The FHN model has been adapted to model a wide range of

excitable media from the laboratory-observed Belousov-Zhabotinsky chem-

ical reaction [34] to slime mold amoeba [43] to cardiac tissue [1] [15] [27]

[32].
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1.1. Modeling excitable media

The following sections will introduce the FitzHugh Nagumo equations,

system properties, and basic dynamics. We will conclude this chapter with

an outline of the following two chapters of this thesis, each of which explores

a specific dynamic in a certain instance of the FitzHugh Nagumo (FHN)

system.

1.1.2 FitzHugh Nagumo ODE dynamics

The general form of the non dimensional FitzHugh Nagumo system consists

of two ordinary differential equations (ODES):

du

dt
= f(u, v) + I(t), (1.1)

dv

dt
= ǫg(u, v),

The variable u represents the state of excitation of the medium and v rep-

resents the refractoriness of the medium. The small positive parameter ǫ

separates the time scales of the slow refractory variable and the fast ex-

citable one. The dynamics of u and v are described by the reaction terms, f

and g. The time dependent current term, I(t), models the standard method

of applying a stimulus.

The excitable reaction term f is a nonlinear cubic-like function in u

that is monotone decreasing in v. For fixed v within some bistable interval

(vmin, vmax), it has three zeros: the low (or recovered) state uL(v), the

threshold um(v), and the high (or excited) state uH(v). The outer two

zeros are stable and the middle zero is unstable. For high refractory values

outside the bistable interval, f only has the low zero uL(v). This represents

the inability of the system to undergo a large excursion when it is in a

refractory state. The common model for the recovery variable which I use

throughout this thesis is linear dynamics of the form

g(u, v) = u− bv (1.2)

The constant b > 0 is chosen small enough so that the level curves f(u, v) = 0

2



1.1. Modeling excitable media

and g(u, v, ) = 0 (called nullclines) intersect only once in the phase plane,

resulting in only one stable fixed point that we refer to as the rest state. The

kinetics in g ensure that an excited system tends to become refractory, and

a refractory system, once it returns to an unexcited state, will eventually

recover toward rest.

When the recovery effects of g are combined with the bistable thresh-

old effects of f , the FHN ODE system effectively models the characteristic

excited-recovery response of an excitable system to an above-threshold stim-

ulus. This response is called an action potential. See the description of an

action potential and its projection in the phase plane in Figure 1.1.

1.1.3 FitzHugh Nagumo PDE system

Spatially-distributed excitable media exhibit the property of active wave

propagation, which is accurately modelled by reaction-diffusion equations

(see the review paper [37] for an excellent overview of wave propagation in

excitable media). A classic example of an actively propagating wave in ex-

citable media is a forest fire spreading through a dry forest. A sufficiently

large stimulus starts a fire. One burning tree ‘excites’ the next, and the fire

propagates through space. Once the fire has passed, a new flame front can-

not propagate through the barren ground until the forest has had sufficient

time to grow back; this is the refractory period. Thus, spatially-distributed

media not only experience action potentials, they also propagate them. A

more general term for this stable propagating action potential solution is a

traveling pulse.

The spatially distributed version of the FHN system assumes that the

excitation variable diffuses. This gives a reaction-diffusion equation of the

form

∂u

∂t
= ∇ · (D · ∇u) + f(u, v), (1.3)

∂v

∂t
= ǫg(u, v).

This set of coupled partial differential equations (PDEs) is a simple model

3



1.1. Modeling excitable media
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Figure 1.1: The dynamics of an action potential in the FHN ODEs
(1.1). (a) The changing profiles of u, the state of excitation (blue solid
line), and v, refractoriness (green dashed line), over time during an action
potential. (b) The (u, v) phase plane depicting the trajectory (solid red
line) of the action potential over time. A red dot is plotted every second
time step. The system begins at the origin (rest). An applied current of
I(t) = 0.25 · H(t − 50) · H(52 − t) stimulates the system through a coun-
terclockwise rotation around the loop and back to rest. The spacing of the
dots illustrates the fast changes in excitability and slow changes in refrac-
toriness. Note the particularly close spacing of the dots on the left-hand
side of the loop, indicating the slow return to rest from the recovered state.
The cubic function is the level curve of f(u, v) = 0 and the linear function
is the level curve of g(u, v) = 0 (dashed black lines). Reaction terms are
f(u, v) = u(1− u)(u− a)− v, and g(u, v) = u− bv, with constants a = 0.1,
b = 0.5, ǫ = 0.01. Numerically integrated using an explicit Euler method
with a time step of dt = 0.4.
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1.1. Modeling excitable media

of generic excitable media that supports active wave propagation. In this

thesis, we work with the nondimensional system and assume that D is a

small nondimensional constant parameter, which is the case on sufficiently

large domains [23]. From here on, we refer to this PDE system simply as

the general FHN system.

Traveling wave solutions

When we consider small ǫ, the traveling wave profile is characterized by an

abrupt rise to the excited state and a drop back down to the refractory state.

We call these transitions a front and a back, respectively (see Figure 1.2).

The ‘spatially-parameterized’ (u, v) phase plane is a useful tool for vi-

sualizing a traveling wave profile in the PDE system (Figure 1.2). At any

one step in time, the standard phase plane is a representation of the current

state of the ODE system. When considering a spatially-distributed system,

we can project the state of each point in space onto the phase plane, re-

sulting in a spatially-parameterized phase plane. Projecting the points of

a full pulse solution at one step in time onto the spatially-parameterized

phase plane results in a loop. The top of the loop is the pulse back; the

bottom of the loop is the pulse front. As we let time run, we can follow

the trajectory of each point. A right-moving traveling pulse is comprised of

points that move around the loop clockwise as time runs. See Figure 1.2 for

a snapshot of a traveling pulse profile over space and its projection onto the

spatially-parameterized phase plane at one step in time.

The traveling pulse can exhibit rich behaviours when faced with an ob-

stacle. An obstacle can be an inhomogeneous region that is non-excitable or

less excitable than the rest of the domain. This results in a heterogeneous

domain. A homogeneous domain can experience an obstacle in the form of

a perturbation such as a refractory bump or an added transient stimulus.

In one spatial dimension, inhomogeneities can lead to propagation failure or

more exotic wave-reflection behaviours [28]. In two spatial dimensions, in-

homogeneities can lead to rich spatiotemporal patterns. I consider obstacles

in the form of refractory perturbations in a homogeneous domain. Chapter
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1.1. Modeling excitable media
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Figure 1.2: A traveling pulse at one point in time during a simula-
tion of a one-dimensional FHN system of the form (1.3). (a) The
profile of a right-moving traveling pulse in u (blue solid line) and v (green
dashed line) over space. (b) The spatially-parameterized (u, v) phase plane
depicting a parametric projection (solid red line) of the traveling pulse in
(a). Every (u, v) point in space maps to a point in the phase plane. The cu-
bic function is the nullcline of f(u, v) and the linear function is the nullcline
of g(u, v) (dashed black lines). As the pulse moves from left to right, the
points rotate clockwise around the loop in the spatially-parameterized phase
plane. Reaction terms are f(u, v) = u(1−u)(u−a)−v, and g(u, v) = u−bv,
with constants a = 0.139, b = 2.54, D = 0.001, ǫ = 0.008. Parameter values
within the appropriate range for human cardiac tissue were taken from [15].
Numerically integrated using a semi-implicit Crank-Nicholson method [7]
with grid spacing dx = 0.0224 and time step dt = 0.1, on a periodic domain.
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1.2. Outline

2 considers propagation behaviours in the one-dimensional case. Chapter 3

considers the two-dimensional case.

1.2 Outline

1.2.1 Chapter 2

In one spatial dimension (1D), the steady-state solutions of the FHN system

on a homogeneous domain are a traveling pulse or rest. If we begin with an

initial condition that includes a traveling pulse and a refractory obstacle, the

pulse can either experience (a) continued propagation, or (b) collapse to rest

[22]. When will an initial condition converge to one or the other? Keener

states without proof in [22] that the convergence of a traveling pulse in

the FHN system to either propagation or collapse depends on the steepness

of the recovery profile near the wave. Since the propagation behaviour of

a pulse is largely determined by whether the front can propagate or not,

I explore Keener’s conjecture in Chapter 2 by considering the simplified

condition of a wavefront approaching an increasing refractory profile in the

FHN system.

I begin Chapter 2 with an asymptotic discussion of the traveling pulse

in the FHN system for small ǫ, concluding by applying the limit of ǫ → 0

to derive a simplified singular FHN system that is conducive to analytical

expressions. These are referred to as the FHN or full system (for small ǫ) and

the SFHN or singular system (for ǫ → 0). Although my goal is to provide

insight into the convergence of a wavefront in the full system, analytical

estimations provided by the singular system are invaluable.

As a first step, I classify a family of initial conditions (increasing refrac-

tory profiles of exponential shape) as converging to either front propagation

or front collapse in numerical simulations of the FHN system. This work

supports Keener’s conjecture: steeper refractory profiles lead to collapse.

The propagation results for the family of exponential refractory profiles are

combined with analytical estimations from the SFHN system to provide con-

ditions for which general classes of initial conditions with a propagating wave

7



1.2. Outline

front can be expected to converge to front propagation or front collapse.

During the derivation of the singular system, we point out that it is not

always an accurate approximation of the full system. There are cases where

the two systems display qualitatively different front propagation behaviours.

I provide an analytical demonstration of this disagreement for the exponen-

tial recovery profile that was explored numerically in the FHN system. We

conclude with suggestions for future work.

1.2.2 Chapter 3

In two spatial dimensions (2D), complicated propagating wave formations

such as spiral waves — a curved traveling wavefront of excitation spiralling

around a non-excited non-refractory core — have been studied numerically

and analytically in the FHN system. Spiral waves are the accepted paradigm

used to model abnormal electricity activity in the heart [5]. This application

is discussed at the start of Chapter 3. The rest of the chapter focuses on

the appearance of spiral activity in the presence of a refractory obstacle in

a 2D homogeneous medium. This situation is an accepted model for the

appearance of certain types of abnormal heartbeats.

The analysis in Chapter 3 is numerical and qualitative. Simulations are

performed with a particular instance of the FHN equations that is adapted

specifically to model human cardiac tissue [15]. I demonstrate numerically

that it is possible to generate spiral waves by imposing a temporarily refrac-

tory region in front of a propagating wavefront. This is a novel mechanism

for spiral formation. Moreover, it is a reasonable suggestion for a cause of

abnormal activity in the heart. We discuss the robustness of the mechanism

to our modeling choices and perform a basic order-of-magnitude check of bi-

ological plausibility. Chapter 3 is concluded with two suggestions of future

work that could provide further insight into this mechanism.

8



Chapter 2

Front propagation in one

dimension

2.1 Introduction: A study of wave propagation in

FHN

In this chapter we consider wave propagation in a one-dimensional FitzHugh

Nagumo system of the general form (1.3). In particular, we study the steady

state behaviour of a large perturbation of a pulse solution (see the illustration

in Figure 1.2) on a homogeneous domain. Under certain conditions large

perturbations of the traveling pulse solution can cause the pulse to become

unstable and collapse [22]. The system converges to a spatially homogeneous

rest steady state in the event of pulse collapse. Thus, given a propagating

wave pulse, we expect that the final state of the system will either be (a)

continued propagation or (b) collapse to the rest state.

Keener conjectures that collapse is prevented as long as the spatial gradi-

ent of the refractory profile is not too steep [22]. Thus, the large perturbation

we consider is an increasing refractory profile in front of the wave. In the

limit of small ǫ, the front of the pulse is sharp. To simplify our analysis,

we consider only a traveling wave front rather than the full pulse solution

(which could be considered a wave front connected to a wave back). If a

wave front stalls, then the corresponding front in a pulse would also stall,

allowing the back to catch up. The pulse would collapse to rest.

All the FHN propagation analysis is carried out numerically as it is

difficult or impossible to get exact analytical results from the FHN system

of coupled PDEs. We also consider the FHN system in the singular limit,

9



2.2. Singular perturbation analysis of FHN

termed the singular FHN (SFHN) system. The considerably reduced SFHN

system of ODEs is more amenable to analysis. Thus, as long as the singular

system appropriately approximates the full system, it is a very useful tool

in understanding the complex full system. We also discuss the limitations

of this singular approximation.

2.2 Singular perturbation analysis of FHN

In this chapter we take the diffusion constant D = ǫ2, 0 < ǫ << 1, to

consider small diffusion on the length scale of the 1D domain. Time is

rescaled from the transient time scale t to the slower time scale τ = ǫt; we

show below that this is the time scale of wave propagation, and thus the

time scale we are interested in examining. Variables are u = u(x, τ) and

v = v(x, τ). The general FHN PDE system (1.3) becomes

ǫuτ = ǫ2
d2u

dx2
+ f(u, v), (2.1)

vτ = g(u, v).

We derive leading-order behaviour and singular properties of wavefront

solutions of (2.1) in Section 2.2.1 below. Taking the limit ǫ → 0 in Sec-

tion 2.2.2 yields a singular system that is simple, analytically tractable, and

desirable as an alternative model to the full system (2.1). We keep the re-

action terms nonspecific throughout this section so that our results are as

general as possible. We choose particular reaction terms in Section 2.3 to

allow numerical simulations in Section 2.4 and explicit analytical expressions

in Section 2.5.

2.2.1 Traveling wave solutions

The existence and properties of a traveling wave solution to system (2.1) are

well established (see [21], [23], [18], [13]). Since Section 2.4 and Section 2.5

rely on the singular properties of system (1.3), key parts of the singular

perturbation analysis for small ǫ are reproduced here in Section 2.2.1. All

10



2.2. Singular perturbation analysis of FHN

of Section 2.2.1 is established work; some readers may choose to skip the

singular perturbation analysis and begin with the definition of the singular

system in Section 2.2.2.

Most of space is described by evolution on an outer spatial scale. Due

to the bistable nature of f , there are two stable outer solution branches.

Transition layers between these outer branches occur on an inner spatial

scale. We separately consider the outer and inner spatial scales, then per-

form asymptotic matching to derive (a) an expression indicating the sign of

the leading-order speed of a traveling wave solution, and (b) the refractory

variable value that results in a front speed of zero. Consideration is given

to both the transient time scale, t, and the slower time scale, τ = ǫt. We

frequently refer to the dynamics pictured in the phase plane in Figure 2.1.

Notation

The following asymptotic analysis uses these conventions:

• t: fast/transient time scale, O(1). Variables have hats; i.e., û.

• τ : slow time scale, O(1/ǫ). Variables are unadorned.

• x: outer spatial scale, O(1). Diffusion is O(ǫ2). Variables are lower-

case.

• ξ: inner spatial scale, O(1/ǫ). Diffusion is O(1). Variables are upper-

case.

Outer spatial scale

On the outer spatial scale, the dynamics of (2.1) take place on two time

scales: the transient t = O(1) time scale of dynamics in the excited variable,

u, and the slower τ = O(1/ǫ) time scale of changes mainly in the refractory

variable, v.

We first consider the transient time scale, t = τ/ǫ. The dynamics on

this time scale describe the initial behaviour of the system. Expand u and

11
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Figure 2.1: A qualitative (u, v) phase plane for the FHN (1.3) re-
action terms. The cubic-like function is the nullcline of f(u, v) and the
linear function is the nullcline of g(u, v) (solid lines). Their intersection is a
stable fixed point. Values vmax and vmin (dashed lines) enclose the bistable
range of f . The middle branch of the f nullcline, um(v), is unstable and acts
as a threshold to separate solutions that go rapidly to the outer branches.
Solutions on the outer branches slowly evolve upward (on the excited far-
right branch uH(v)) or downward (on the refractory far-left branch uL(v)).
Solutions on the excited branch eventually fall off the knee near v = vmax

and rapidly travel across to the refractory branch. Solutions on the refrac-
tory branch travel slowly down to the fixed point. When higher-order effects
(i.e., diffusion) are included in the system, solutions at the fixed point can
be pushed across the separatrix; this is the mechanism that enables a trav-
eling wave. Below the zero–speed level vz (dashed line), fronts travel with
positive speed. Above, fronts move at a negative speed. Slow and fast time
scales differ by an order of magnitude ǫ.
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2.2. Singular perturbation analysis of FHN

v asymptotically as

û(x, t) = û0(x, t) + ǫû1(x, t) + . . . , (2.2)

v̂(x, t) = v̂0(x, t) + ǫv̂1(x, t) + . . . ,

where we’ve denoted the ‘fast’ variables with a hat ˆ (û(x, t) = u(x, ǫt)). Set

ǫ = 0 to get the leading order behaviour of (2.1) on the fast time scale:

û0t = f(û0, v̂0), (2.3)

v̂0t = 0.

Given some spatially distributed initial conditions in u and v, the leading-

order refractory variable on this transient time scale, v̂0, does not change:

v̂0(x, t) = v̂0(x, 0). (2.4)

The leading-order excitable variable û0 goes to one of the two steady states

described by f(û0, v̂0) = 0:

lim
t→∞

û0(x, t) =

{
uH(v̂0), û0(x, 0) > um(v̂0(x, 0)),

uL(v̂0), û0(x, 0) < um(v̂0(x, 0)).
(2.5)

The middle unstable branch of f = 0, um(v), is the separatrix that describes

the basin of attraction of each initial condition within the interval v ∈(vmin,

vmax). Initial conditions above (below) this interval in v travel horizontally

in the phase plane to uL(v̂0) (uH(v̂0)). (See Figure 2.1.)

Dependent on initial conditions, we can have several intervals in space

that alternate between the excited and refractory steady states. A transition

between the two branches is a wave front or back.

We next consider the slow time scale τ = ǫt. Expand the slow variables

in (2.1) as

u(x, τ) = u0(x, τ) + ǫu1(x, τ) + . . . , (2.6)

v(x, τ) = v0(x, τ) + ǫv1(x, τ) + . . . .

13



2.2. Singular perturbation analysis of FHN

Again setting ǫ = 0, the leading order equations at this slow time scale

become

0 = f(u0, v0), (2.7)

v0τ = g(u0, v0).

The steady-state solutions from the transient time scale (2.4) (2.5) are

the initial conditions for this slow time scale. As v0 evolves according to

g(u0, v0), u0 moves along its stable branch of f(u0, v̂0) = 0. This can be

described concisely as

v0τ =

{
g(uH(v0), v0), u0(x, 0) = uH(v̂0),

g(uL(v0), v0), u0(x, 0) = uL(v̂0).
(2.8)

See the ‘slow’ arrows in Figure 2.1.

Solutions on the rest branch, uL(v), move down to the stable fixed point.

Solutions evolving upward along the excited branch, uH(v), will eventually

‘fall off’ the knee of the nullcline. When this happens, the steady-state

condition from the transient period is no longer satisfied and the system

experiences another fast time transition period (described by the fast dy-

namics (2.3)) as it moves horizontally to the refractory branch. Once on the

refractory branch, it will move down to the stable fixed point in the slow

time τ . See these fast and slow trajectories in Figure 2.1.

This outer spatial scale analysis considered the singular limit of ǫ = 0.

Higher order diffusive effects for nonzero small ǫ can sufficiently perturb

solutions from the stable fixed point and induce fast horizontal transitions to

the excited branch (again, see Figure 2.1). Diffusive coupling near the knee

of the excited branch can also pull excited solutions over to the refractory

branch. Thus, discontinuities propagate due to diffusion.

Inner spatial scale

Wave fronts and backs in the outer scale appear as discontinuities. To

resolve what happens in these transition layers, we will define a new inner

14



2.2. Singular perturbation analysis of FHN

spatial scale centred at a discontinuity at x = xf . First, we define xf as

the location where u attains the midpoint value between the excited and

refractory branches:

u(xf , τ) =
1

2
(uH(v) + uL(v)). (2.9)

The outer spatial scale analysis indicates that discontinuities will propagate.

If we assume xf is a function of both the fast t and slow τ , asymptotic

analysis reveals xf is constant in the fast time scale. Thus, xf = xf (τ);

fronts move in the slow time scale. Since we are interested in the movement

of fronts, we will examine dynamics on this inner spatial scale on the slow

time scale τ .

Define a moving inner coordinate system as

ξ =
x− xf (τ)

ǫ
(2.10)

to look for a front solution at x = xf of width ǫ. The inner variables U and

V in these inner coordinates are

u(xf + ǫξ, τ) = U(ξ, τ), v(xf + ǫξ, τ) = V (ξ, τ). (2.11)

The inner equations of system (2.1) are

Uξξ + cUξ + f(U, V ) =ǫUτ , (2.12)

cVξ =ǫ[Vτ − g(U, V )]. (2.13)

We have defined
dxf

dτ , the speed of the front, as c(V ). The dependence on V

becomes clear in the following derivation of an expression for the speed of

the front.

In order to extract leading-order behaviour in the inner spatial scale, we

15



2.2. Singular perturbation analysis of FHN

again perform an asymptotic expansion of the system variables.

U(ξ, τ) = U0(ξ, τ) + ǫU1(ξ, τ) + . . . , (2.14)

V (ξ, τ) = V0(ξ, τ) + ǫV1(ξ, τ) + . . . ,

c(V ) = c0(V ) + ǫc1(V ) + · · · = c0(V0) + O(ǫ).

Thus, the leading order behaviour (ǫ → 0) of (2.1) in the inner spatial scale

(2.10) is given by:

U0ξξ + c0U0ξ + f(U0, V0) =0, (2.15)

c0V0ξ =0. (2.16)

We look for solutions with respect to ξ; τ is simply a parameter. The

general case requires c0 6= 0. From (2.16) we see that V0 is spatially uniform:

V0 = V0(τ) in (vmin, vmax). This removes V0 as a variable in (2.15), leaving

an ODE for U0 with respect to ξ.

Asymptotic matching in the singular limit

It has been proven that there exists a unique c0(V0) such that the (U0ξ , U0)

phase plane for (2.15) has a heteroclinic orbit connecting the two stable zeros

of the f nullcline at V0 (see [13], [23] for both existence and uniqueness of

this path). Selection of a simple form for the reaction term f allows the

heteroclinic trajectory to be found explicitly [23], while existence for more

complicated f choices can be proved by a shooting argument [11] [16]. In

either case, the heteroclinic orbit represents a front solution which moves

at speed c0(V0). Our goal here is to show that there is a refractory level at

which the leading-order front speed is zero.1

Matching conditions in space require continuity between the inner vari-

ables U0, V0 and their respective outer u0, v0 solutions. Conditions that

1There are actually two heteroclinic orbits for a given V0 less than the zero-speed
refractory level. The second heteroclinic orbit represents a front moving in the opposite
direction, with speed −c0(V0).
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2.2. Singular perturbation analysis of FHN

match the outer refractory variable across the inner region are simple:

lim
ξ→±∞

V0 = lim
x→x±

f

v0 (2.17)

The constant inner refractory variable is determined by the value of the

continuous outer refractory variable at the front. Assuming a transition

from the excited branch (for x < xf ) to the refractory branch (for x > xf ),

the matching conditions for the excited variable across the inner region are

lim
ξ→∞

U0 = uL(v0), (2.18)

lim
ξ→−∞

U0 = uH(v0),

lim
ξ→±∞

U0ξ = 0.

Multiplying (2.15) by U0ξ , integrating over the inner layer, applying the

conditions in (2.18), and simplifying, yields the following expression:

c0(V0)

∫
∞

−∞

U0ξ
2 dξ =

∫ uH(V0)

uL(V0)
f(U0, V0) dU0. (2.19)

Since the integral on the left-hand side will always be positive, the sign of

c0 will correspond to that of the integral on the right-hand side. Due to

the cubic nature of f as defined in 1.1.2, there is a V0 value at which the

numerator of the fraction in (2.19) will evaluate to zero. We define it as vz

and refer to it as the zero-speed level:

∫ uH (v)

uL(v)
f(U0, vz) dU0 = 0. (2.20)

Why is the zero-speed level so important to the question of propagation?

We have already noted that if the front of a pulse stalls, the pulse will

collapse to rest. The zero-speed level indicates the critical refractory level

at which a front will stall.

We note that the vz defined in (2.20) only requires that the leading-order
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2.2. Singular perturbation analysis of FHN

speed c0 is zero. This may be misleading if the higher-order terms in the

asymptotic expansion for c are nonzero. This situation is discussed below

in Section 2.2.2.

2.2.2 The singular limit: SFHN

When we apply the singular limit (ǫ → 0), the FHN system (2.1) of coupled

PDEs is reduced to a vastly simplified ODE system that describes changes

on the outer spatial scale, x, over the slow time scale, τ . With ǫ = 0,

only the leading-order behaviours remain. Ideally, we would like to use the

singular FHN system as a substitute for the full FHN system. Advantages

include analytical tractability and simpler numerical solving schemes. We

introduce this singular system below. In Section 2.4, we employ the singular

FHN system as a very useful tool to predict the behaviour of wavefronts in

the full system for small ǫ.

However, there are certain cases where the singular reduction does not

approximate the full system. These limitations are discussed below and a

calculation demonstrating a particular instance of disagreement is shown in

Section 2.5.

Singular FHN system

The leading-order behaviour of the full system (2.1) on the outer spatial

scale, x, and slow time scale, τ , can be described by:

1. The evolution of the refractory variable, v = v(x, τ), on the excited

and refractory branches, and

2. The movement of fronts and backs (discontinuities in the excited vari-

able, u, that separate the branches).

The slow outer evolution along the branches is described in (2.7). The

movement of fronts and backs can be expressed in terms of the speed c for

ǫ = 0. The leading-order speed c0 can be found analytically for a simple f

or numerically for a more complicated f [23]. If we identify multiple time-

dependent front and back locations as xfi = xfi(τ), indexed by i = 1, 2, . . . ,
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2.2. Singular perturbation analysis of FHN

where i even (odd) implies a transition from excited (rest) to rest (excited)

for increasing x, the singular FitzHugh Nagumo (SFHN) system is expressed

as

dv

dτ
=

{
g(uL(v)), x ∈ (xfi , xfi+1

), i even (rest branch)

g(uH(v)), x ∈ (xfi , xfi+1
), i odd (excited branch)

(2.21)

dxfi
dτ

= (−1)i+1c0(v(xfi , τ)). (2.22)

The factor of (−1)i+1 in (2.22) ensures back and front speeds are assigned

the appropriate sign. We refer to this as the singular FHN (SFHN) system

(in contrast to the full FHN system (2.1)).

A cautionary tale

Elegant and simple though it may be, there are restrictions to the usefulness

of the singular system defined in (2.21) and (2.22) as an approximation to

the full system.

First, it is only valid at the end of the transient time period during which

fronts form from the initial conditions. We always choose initial conditions

that consist of a fully-formed wavefront in order to bypass the transient

period that is not accurately represented by the singular system.

Second, the behaviour of the full system (0 < ǫ << 1) diverges from

the singular system (ǫ = 0) near the regime of zero-speed wavefronts (as

discussed in the Appendix of [8]). As we approach the zero-speed level vz,

the leading-order speed c0 goes to zero and the O(ǫ) correction term c1

becomes important. As soon as c0 becomes O(ǫ), then it can be absorbed

into c1, and the leading-order speed is now c1 ∼ O(ǫ). The leading-order

equations (2.15) and (2.16) change to

U0ξξ + f(U0, V0) =0, (2.23)

c1V0ξ =V0τ − g(U0, V0), (2.24)

and we no longer have two simple ODEs. The recovery dynamics become
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much more complicated. In particular, (2.24) indicates V0 is no longer nec-

essarily constant over the inner layer. As a result, (2.23) may no longer

support a simple traveling wave solution in U0. If a standard traveling wave

solution still exists, it should be possible to derive the correction term c1. If

both variables experience more complicated dynamics, then c1 may no longer

have a clear representation as the O(ǫ) correction term to the wave speed.

In either case, the singular equations may need to be modified to consider

more complicated dynamics in either or both variables, and they will almost

certainly lose their uncoupled simplicity. Exploration of the structure and

feasibility of a modified singular system near the zero-speed regime is left as

future work.

We conclude that we must be cautious with our assumption that c0

always represents the speed of a wave in the FHN system, and instead

recognize that this assumption is only valid sufficiently far away from the

zero-speed situation. Since the SFHN system adopts the O(1) speed c0, it is

not always an appropriate approximation to the FHN system. In addition,

equation (2.20) for vz is derived by requiring c0 = 0, which ignores the

impact of a non-zero O(ǫ) correction term c1. Thus, the definition of the

zero-speed level vz too is suspect, and we can expect the actual ‘zero-speed

level’ in the full system to be perturbed from the singularly-derived vz in

(2.20).

Where can we use the SFHN system to approximate the FHN system,

and where do we need to exercise caution? The potential discrepancy arises

only within the regime of zero-speed traveling wavefronts. For O(1) wave

speeds, the description of the singular recovery dynamics in (2.21) is valid

outside the O(ǫ)-width of the wavefront layer, and (2.22) accurately de-

scribes the translation of the wavefront layers. Section 2.4 carefully and

successfully uses the SFHN properties to predict wavefront propagation for

certain refractory profiles in the full system. In contrast, Section 2.5 provides

an example of when the SHFN system can fail to capture the qualitative

propagation behaviour of the full system.
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2.3. Reaction term selection

2.3 Reaction term selection

The following sections numerically investigate wave propagation in FHN and

use the analytical properties of the related singular system to predict prop-

agation behaviour. Numerical simulations will require an explicitly defined

excitable reaction term, f . Below we motivate our choice of a specific f

and give the resulting fully-defined instances of the FHN (Section 2.3.1) and

SFHN (Section 2.3.2) systems that will be used in the rest of this chapter.

Results from Section 2.4 and Section 2.5 may not extend to different choices

of f .

Both Section 2.4 and Section 2.5 rely on the analytical tractability of the

SFHN system. Motivated by previous work such as [23], [26], and [36], we

choose to capture the excitable reaction term’s cubic-like behaviour using a

simple piecewise linear function

f(u, v) = H(u− a)− u− v (2.25)

where H(u − a) is the Heaviside step function. Due to symmetry about

a = 1/2, we take a ∈ (0, 1/2). The piecewise linearity of f allows us to

carry out explicit calculations that would be difficult (or impossible) with a

nonlinear system. For example, the high and low stable states of u can be

easily calculated as

uH(v) = 1− v, (2.26)

and

uL(v) = −v, (2.27)

respectively.

2.3.1 Piecewise linear FHN system

With the reaction terms (1.2) and (2.25), the FHN system (2.1) becomes

ǫuτ = ǫ2uxx +H(u− a)− u− v, (2.28)

vτ = u− bv,
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System (2.28) is the full FHN system used for the rest of this chapter. The a

value must be chosen small enough for the system to be excitable. We choose

the b value small enough with respect to a to ensure the system has only one

stable fixed point; this restriction on b with respect to a is easily calculated.

We choose to fix a = 0.1, b = 0.1, and ǫ = 0.01 for all calculations with this

system.

Explicit traveling wave speed

For the piecewise linear f (2.25), the techniques in [23] can be expanded

upon to explicitly find both the leading-order speed of the traveling wave

and the related zero-speed level. The speed will be used below in the explicit

definition of the singular system corresponding to the piecewise linear FHN

system (2.28). Steps for deriving the speed are briefly summarized below.

The details are not hard to reproduce.

The front position in this instance is explicitly defined via (2.9) as

u(xf , τ) =
1

2
− v(xf , τ). (2.29)

Leading-order inner spatial scale front profile solutions can be found by

solving the ODE for U0 in (2.15) and applying the matching conditions with

the outer spatial scale (2.18). Matching the inner spatial scale wavefront

solutions across the position of the front leads to an explicit expression for

the leading-order front speed c0(V0),

c0(V0) =

√
1− V0 − a

a+ V0
−
√

a+ V0

1− V0 − a
, (2.30)

a function only of the V0 value at the front xf . This easily-derived an-

alytical expression for the wave speed is a distinct advantage of choosing

the piecewise linear f over more complicated functions. As a compara-

tive example, consider the common choice of f as the cubic polynomial,

f(u, v) = u(1− u)(u− a)− v; finding an analytical expression for the speed

in this case requires the lengthy analytical expressions for the roots of a

cubic.
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2.4. Convergence to rest or propagation in FHN

The zero-speed level for this system can be found by evaluating (2.20)

or setting (2.30) to zero and solving for vz:

vz =
1

2
− a. (2.31)

This expression is used in the FHN convergence predictions in Section 2.4

and the SFHN propagation analysis in Section 2.5.

2.3.2 Piecewise linear SFHN system

The SFHN system that corresponds to the piecewise linear full system (2.28)

is found by evaluating (2.21) with the linear g (1.2), the explicit excited and

refractory branches (2.26) (2.27), and the explicit leading-order speed (2.30):

dv

dτ
=

{
−(b+ 1)v, x ∈ (xfi , xfi+1

), i even

1− (b+ 1)v, x ∈ (xfi , xfi+1
), i odd

(2.32)

dxfi
dτ

= (−1)i+1

(√
1− v − a

a+ v
−
√

a+ v

1− v − a

)
. (2.33)

Again, simulations are performed with fixed a = 0.1, b = 0.1. System

(2.32) is the SFHN system that is used for the remainder of this chapter.

2.4 Convergence to rest or propagation in FHN

In this section, I investigate front propagation in the piecewise linear FHN

system (2.28). The two qualitatively different steady-state behaviours in the

presence of an obstacle are collapse or propagation. The ‘obstacle’ consid-

ered here is an increasing refractory profile, motivated by Keener’s conjec-

ture that collapse will not occur in a homogeneous domain as long as the

spatial refractory gradient is not too large in front of the wave [22]. His

claim has been supported by numerical simulations [8]. The goal in this sec-

tion is to determine clear conditions under which a refractory profile leads

to collapse or continued propagation.

As a first step toward this goal, I begin this section by numerically sim-

23



2.4. Convergence to rest or propagation in FHN

ulating a wavefront in the FHN system (2.28) with a class of 2-parameter

exponential refractory profiles. An exponential profile has the variable re-

fractory magnitude and gradient required to test Keener’s conjecture. More-

over, it allows analytical calculations when considered in the singular system

(which is taken advantage of in the next section). I record whether a given

exponential refractory profile leads to rest or propagation. The results sup-

port Keener’s collapse conjecture. Those results are then directly applied to

predict collapse and propagation conditions for general refractory profiles in

Section 2.4.2.

2.4.1 Simulations for an initial exponential refractory

profile

The initial condition for the excitable variable is:

u(x, 0) =

{
uH(v(x, 0)), x < 0,

uL(v(x, 0)), x > 0.
(2.34)

This is a singular wavefront solution with the front at x = 0. This allows

for later comparison with the singular system. Without loss of generality,

we always restrict the initial refractory value at the front as v(0, 0) < vz so

that the front is initially propagating to the right (positive x). Also, note

the dependence on v.

For the sake of analytical tractability in later comparisons with the sin-

gular system, we examine an exponential recovery profile of the form:

v(x, 0) = Aeλx, (2.35)

with nontrivial λ > 0 and A < vz. See Figure 2.2 for a visual depiction of

the initial conditions (2.34) (2.35).

A range of exponential profiles is simulated in the FHN system (2.28).

Details of numerical simulations can be found in Appendix A. Each profile

is classified as leading to collapse or propagation. For details on how we

determine collapse versus propagation, see Appendix B.
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Figure 2.2: Sample initial conditions for simulations in Section 2.4.1
and analysis in Section 2.5. A wavefront in u centred at x = 0 (2.34)
and an exponential profile in v (2.35). In the full FHN system, the abrupt
wavefront smooths out into a steep curve of width O(ǫ) as the simulation
runs. The refractory variable on the lower branch (to the right of the front)
decays in time. If the wavefront gets sufficiently close to a point in the
refractory profile that is at the zero-speed level vz, the front stalls and leads
to collapse. Otherwise, it leads to propagation. [Shown for parameters:
A = 0.25, λ = 4.]

Propagation and collapse results in the A − λ plane are displayed in

Figure 2.3. The actual numerical result is two monotonic numerical curves

of interest: the points indicating the most extreme initial conditions that

lead to propagation, γp(ǫ) (marking the upper boundary of the propagation

region), and those marking the most lenient initial conditions that lead to

collapse, γp̄(ǫ) (marking the lower boundary of the collapse region). We

assume the existence of a curve, γ(ǫ), between these two that marks the
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2.4. Convergence to rest or propagation in FHN

boundary between propagation and collapse.

As expected from Keener’s collapse conjecture and the theory of the

zero-speed level, both high λ and high A values lead to propagation failure.

Front trajectories from two sample A − λ pair FHN simulations indicating

propagation and collapse are plotted in Figure 2.4. The trajectory of the

singularly-derived zero-speed level (2.31) is also plotted. As the recovery

variable decays in a monotonically increasing profile, vz travels to the right.

In the case of propagation (Figure 2.4(a)), the front approaches a fixed

speed. It also travels at a fixed distance from the zero-speed level. In the

case of collapse (Figure 2.4), we notice the front only has to get slightly

closer than this fixed distance to vz in order to stall. Since the refractory

profile is monotone increasing, the true critical refractory value that results

in a stalled wavefront is smaller than the singularly-derived vz. This true

non-singular zero-speed level is indicated by the intersection of γ with the

vertical A axis in Figure 2.3. We conclude that a wave in the full system

has stricter refractory-variable stall conditions than a wave in the singular

system. This observation reinforces our note of caution when applying the

singularly-derived results for the zero-speed regime to the full system.

2.4.2 Predictions for a general initial refractory profile

We’ve determined the propagation behaviour of a front facing an exponen-

tial refractory profile in the piecewise linear FHN system (2.28). The next

natural step is to determine whether a front will propagate or collapse given

an arbitrary initial refractory profile. To our knowledge, this is an open

problem. For a discussion of the limitations of classifying system conver-

gence dependent on initial conditions, see [8]. In this section, we contribute

to the body of knowledge surrounding this problem by developing predic-

tions of propagation and collapse in the piecewise linear FHN system (2.28)

for refractory profiles under certain restrictions.

We consider a wavefront in u as defined in (2.34), and any refractory

profile v(x, 0) that is positive and monotonically increasing on the interval

[0, x1]. Call the refractory profile the test profile. Results from Section 2.4.1
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Figure 2.3: Propagation and collapse results for exponential re-
fractory profiles simulated in the full FHN system, shown in the
A − λ plane. Red dots indicate the numerically-determined FHN propa-
gation/collapse curve, γ. Steep profiles and profiles of high magnitude lead
to collapse. A dashed blue line indicates the singularly-derived zero-speed
level, vz. The intersection of γ with the A-axis indicates the actual zero-
speed level for the full system. It is slightly smaller than the singular vz.
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Figure 2.4: Sample propagation and collapse behaviour for wave-
fronts facing exponential refractory profiles in the full FHN sys-
tem. Plots of front (solid line) and singularly-derived zero-speed vz (dashed
line) location versus time for two simulations of the full FHN system (2.28)
on either side of the propagation/collapse curve γ (pictured in Figure 2.3).
The upper panel in (a) displays propagation. The front approaches a con-
stant speed, and travels a fixed distance away from vz. The lower panel in
(b) displays collapse. Notice that the front stalls when it is close to vz but
not yet at it. The true zero-speed level is smaller than the singularly-derived
one.
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2.4. Convergence to rest or propagation in FHN

are used in conjunction with the leading-order behaviour of the full system

to make predictions for collapse and propagation on the interval [0, x1].

The convergence predictions require the following two properties that

are informed by the singular limit. First, all refractory profiles will decay,

to leading order, with time constant 1
1+b > 0 in the region x > xf + O(ǫ).2

Second, the leading-order front speed is a positive-valued function for v < vz

that monotonically decreases as v increases to vz.
3 Call these properties 1

and 2.

Convergence to collapse

Here we derive a condition for the piecewise linear FHN system that de-

scribes conditions on refractory profiles for which the front will collapse.

We define a lower bound profile as a profile that is initially less than or

equal to the test profile at every point in space within [0, x1]. We then

choose an exponential profile of the form (2.35) that is a lower bound to the

test profile. The condition for collapse is:

Collapse conjecture: The existence of a collapse-inducing exponential lower

bound for the test profile within the interval [0, x1] implies that the test pro-

file will lead to collapse.

The proof of the collapse conjecture is as follows:

Simulate two systems simultaneously, one with the exponential lower

bound and one with the test profile. The constant decay rate of the refrac-

tory variable (property 1) implies that the lower bound profile will always

be lesser than or equal to the test profile. Both property 1 and property 2

2This is proved by solving the singular ODE (2.32) describing the evolution of the
leading-order refractory variable on the lower branch. The solution is

v(x, τ ) = v(x, 0)e−(1+b)τ
, x > xf +O(ǫ). (2.36)

The test profile has the leading-order solution form (2.36).
3This is proved directly by examination of the expression for the leading-order front

speed, (2.30).
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2.4. Convergence to rest or propagation in FHN

(the speed is a monotonically decreasing function of v) together imply that

the speed of a front in the lower bound case will always be faster than the

speed of a front in the test case. If the front in the lower bound case stalls

at a point x′ < x1, then the front in the test case will necessarily also stall

at a point x′′ ≤ x′ < x1. As long as the lower bound falls within the collapse

region of the A− λ plane (see Figure 2.3), we predict that the test case will

also map to collapse.

The converse of this condition is not true. Collapse does not require the

existence of such a lower bound. A simple counterexample is given by a step

function:

vstep =

{
0, 0 < x < xstep

h, x > xstep
(2.37)

where the constant h > 0 is the height of the step function that starts at

x = xstep. Since any exponential function of the form (2.35) is strictly greater

than zero, it is not possible to form the required lower bound. However, given

a step function with h sufficiently greater than vz and xstep sufficiently close

to x = 0, collapse is certain.

Although this condition is derived using the properties of the SFHN

system, we expect it to hold for the full FHN system. The wavefront in

the singular system is a discontinuity. The u value immediately to the right

of the wavefront is at the lower steady state. In contrast, the wavefront

has a finite width in the full system. To the right of the front, u decays

exponentially to the lower steady state over the half-width of the wavefront

layer. Thus, the refractory variable in the right half-width of the wavefront

layer in the full system would experience a stronger positive feedback than

in the singular case due to the positive u term in g (1.2). This correction

would actually lead to a stronger condition for collapse.

Convergence to propagation

Here we derive a condition for the piecewise linear FHN system that pre-

dicts when a front will propagate for an arbitrary refractory profile. We
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2.4. Convergence to rest or propagation in FHN

define an upper bound profile as a profile that is initially greater than or

equal to the test profile at every point in space within [0, x1]. We then

choose an exponential profile of the form (2.35) that is an upper bound to

the test profile. For each such upper bound exponential profile that allows

propagation, we can calculate a minimum interval [0, d̃min) over which we

can predict propagation for the test profile. The condition for propagation is:

Propagation conjecture: The existence of a propagation-allowing exponential

upper bound for the test profile implies that a wavefront approaching the test

profile is predicted to propagate in the interval [0, d̃min), where d̃min ≤ x1

is a calculable numerical property of each exponential profile. If d̃min > x1,

then the front will propagate within the interval [0, x1].

The proof of this propagation conjecture follows:

Simultaneously simulate one system with the test profile and another

system with the exponential upper bound profile. Property 1 (the constant

decay rate of the refractory variable) indicates the upper bound will always

be greater than the test profile at each point in space. The combined effects

of properties 1 and 2 are more complicated than in the collapse condition,

and require careful consideration. It is possible for the test profile to be

much less than the upper bound for small x and then approach the upper

bound at some larger x. A front in this test case would travel faster than

the upper bound case for small x (due to property 2), and could potentially

reach a high refractory point before it has had time to decay sufficiently

(due to property 1), thus ending in collapse. We can avoid this situation

by restricting the interval over which we can guarantee propagation with

the upper bound principle. We call this the minimum propagation interval,

[0, d̃min). It is a property of each exponential upper bound.

The logic behind the calculation of d̃min is as follows. Consider the full

set of all test profiles that fit under a certain exponential upper bound but

lead to collapse. The ‘worst-case scenario’ in this set — the test profile that

will lead to collapse within the shortest interval — is a test profile of step
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Figure 2.5: Examples of square waves fit to an exponential upper
bound to determine the minimum propagation distance d̃min. The
point where a front turns around in a simulation of the full system when
faced with the smallest such square wave resulting in collapse indicates the
d̃min for this exponential. The step position of the smallest such square wave
resulting in collapse indicates the singularly-derived approximate dmin.

form (2.37). This is because a step profile permits the fastest front propa-

gation to the potential stall point, xstep, (by property 2) which ensures the

v value at xstep will have decayed as little as possible by the time the front

reaches it (by property 1). Thus, the smallest step profile that (a) fits under a

certain exponential upper bound, and (b) leads to collapse, provides a lower

bound on the interval over which propagation is guaranteed for a test profile

with this upper bound. We find the value of d̃min for each exponential curve

by fitting step waves of successively greater magnitude under the exponential

curve until we find one that results in the front stalling (see Figure 2.5). We

denote the stall location of the front as d̃min. This is accomplished through

simulations, and it completes the formulation of the propagation conjecture.
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2.4. Convergence to rest or propagation in FHN

As an addition to the propagation conjecture, we note that simulations

in the full system are tedious and time-consuming. This makes it difficult

to discern trends in d̃min for various exponential profiles. Insight can be

gained into d̃min by considering the singular limit. The singular limit allows

us to analytically derive an approximate expression for dmin (distinguished

by the lack of a tilde). In the singular limit, the stall will occur exactly

at the location of the step wave. Details of this derivation can be found in

Appendix C. The result is

dmin =
ln(1/2−a

A )

λ− (b+1)
√

a(1−a)

1−2a

(2.38)

A comparison of the singular dmin from (2.38) and the actual d̃min from

simulations for a range of exponential profiles can be seen in Figure 2.6. The

two are similar enough to allow the use of the singular values to understand

how the actual d̃min will depend on A and λ. See Figure 2.7(a) for singular

dmin values calculated for range of A, λ for a = b = 0.1. See Figure 2.7(b)

for a sample set of level curves in dmin. As expected, steeper profiles with

greater magnitudes have smaller minimum propagation intervals.

Notice from Figure 2.6 that the error in the singularly-derived dmin with

respect to the true d̃min decreases for increasing λ. This results from the root

of the discrepancies between the singular speed and the true full system’s

speed. We have predicted that any divergent behaviour will occur for speeds

of order ǫ. This corresponds to some small interval |v − vz| < µ(ǫ) in which

v is close to vz, where µ is a small parameter that captures the discrepancy

between the singularly-derived vz and the actual zero-speed level for the full

system. When the slope of the profile is shallower, this 2µ-width interval is

spread out over a larger region of space. Since the SFHN-FHN discrepancies

occur within this interval, it is reasonable that the absolute error will increase

as the space covered by this interval increases.

We conclude this discussion with the comment that the propagation con-

jecture will be weak for many profiles. Remember that we have focused on a

calculation of the minimum interval over which we can guarantee propaga-

tion in the case of any test profile. If the test profile is a square wave — the
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Figure 2.6: A comparison of sample singular and actual minimum
propagation intervals. Singular dmin calculated from (2.38) (red dots)
are plotted with the actual minimum intervals d̃min (blue triangles) found
by numerically simulating the full system. Values are shown for a sampling
of λ’s at A = 0.15, with a = b = 0.1.
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Figure 2.7: Singularly-derived dmin scores, calculated for a = 0.1,
b = 0.1. These are the singularly-derived minimum propagation interval
size dmin via (2.38) that approximate the actual minimum interval size d̃min.
Panel (a) indicates the singular dmin for each set of exponential parameters
(λ,A); (b) shows a sample set of calculated level curves in dmin.
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Figure 2.7: (cont’d) Singularly-derived dmin scores, calculated for
a = 0.1, b = 0.1. These are the singularly-derived minimum propagation
interval size dmin via (2.38) that approximate the actual minimum interval
size d̃min. Panel (a) indicates the singular dmin for each set of exponential
parameters (λ,A); (b) shows a sample set of calculated level curves in dmin.
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2.5. Front propagation analysis for an initial exponential refractory profile in SFHN

worst-case scenario — then the propagation conjecture accurately predicts

the actual interval of propagation d̃min. On the other end of the spectrum,

a test profile identical to its propagation-allowing exponential upper bound

is guaranteed to propagate within the entire test interval, not just within

the minimum guaranteed interval defined by d̃min. Most test profiles will

fall between these two extremes and lead to propagation within an interval

somewhat larger than [0, d̃min).

2.5 Front propagation analysis for an initial

exponential refractory profile in SFHN

This section mimics the study of propagation in Section 2.4.1 — a trav-

eling wavefront of the form (2.34) interacting with an initial exponential

refractory profile of the form (2.35) — with two major differences. First, we

consider the singular system (2.32) (2.33) instead of the full system (2.28).

This enables us to directly compare the results from both systems. Second,

the analytical tractability of the SFHN system in the case of an exponential

refractory profile allows us to approach the problem analytically instead of

numerically. We take parameters a, b as unspecified constants, with the

condition b < a/(1 − a) to ensure we have a valid FHN-type system with

only one stable fixed point. Surprisingly, this analysis will show that the

only possible outcome given these initial conditions in the singular system

is continued propagation. This clearly demonstrates that although the sin-

gular system is a useful tool, as has already been shown in Section 2.4, it

does not accurately capture the complex behaviours of the full system that

emerge in zero-speed regimes.

A front will stall if it reaches a point in the recovery profile that has

the value vz from (2.31). We are interested in speeds near this zero-speed

location. Thus, we expand the singular piecewise linear speed given in (2.30)

37



2.5. Front propagation analysis for an initial exponential refractory profile in SFHN

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8

−4

−3

−2

−1

0

1

2

refractory variable, v

 

 

v=v
z

full speed
linearized speed

Figure 2.8: Comparison of full and linearized leading-order speed as
a function of v. A comparison of the full speed (sold blue curve), given by
(2.30), and the speed linearized about the zero-speed level (solid red curve),
given by (2.39). As long as we are reasonably close to the zero-speed level
(dashed black line), the linearized speed is an acceptable approximation.
This is shown for fixed a = 0.1 but the agreement holds for all a ∈ (0, 1/2).

around v = vz:

cz(v) = −4

(
v + a− 1

2

)
+ O((v − vz)

3), (2.39)

a valid expression for v values sufficiently close to the zero speed value vz.

From odd symmetry, the quadratic-order term must be zero, leaving us

with cubic-order error only. See Figure 2.8 for a visual comparison of the

full singular speed c(v) and the leading-order (linearized) speed expanded

near the zero speed recovery level, cz(v). This calculation assumes that the

front is close enough to the zero-speed recovery level for the linearized speed

to be an acceptable approximation of the front speed.
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Deriving an expression for the location of the front, xf (τ), with respect

to the location of the zero-speed recovery level, xz(τ), leads directly to the

classification of collapse versus propagation. Define the distance between

the location of the front and the zero-speed level as

d(λ,A, τ) = xz(τ)− xf (τ). (2.40)

A positive (negative) distance indicates the zero-speed level is to the right

(left) of the front. Thus, a system with an initially right-propagating front

that exhibits propagation has the property d(λ,A, τ) > 0. In the following,

I show that d(λ,A, τ) > 0 for any initial exponential refractory profile.

Substituting the linearized speed (2.39) into the piecewise linear SFHN

equation for the evolution of the front position (2.33) gives

dxf
dτ

= −4vf + (2− 4a), (2.41)

which requires an expression for the recovery variable at the front, vf (xf , τ).

To the right of the wavefront, the recovery variable evolves according to

(2.32):
dv

dτ
= −v(1 + b), forx ≥ xf . (2.42)

With the exponential initial condition from (2.35), the solution to this ODE

is

v(x, τ) = Aeλx−(1+b)τ , forx ≥ xf . (2.43)

Recall the requirements A < vz and λ > 0 (Section 2.4.1). Evaluated at the

front position, the recovery variable at the front is

vf (xf , τ) = Aeλxf−(1+b)τ , (2.44)

which can be substituted into equation (2.41):

dxf
dτ

= −4Aeλxf−(1+b)τ + (2− 4a). (2.45)

This can be solved by shifting xf = yf + (2 − 4a)τ , solving the separable

39



2.5. Front propagation analysis for an initial exponential refractory profile in SFHN

ODE in yf , and then translating the solution back to xf . The resulting

expression describes the time evolution of the location of the front:

xf (τ) = − 1

λ
ln

(
4A

β
(eλβτ − 1) + 1

)
+ (2− 4a)τ, (2.46)

where β = 2− 4a− b+1
λ and we require 4A

β (eλβτ − 1) + 1 > 0. Two distinct

asymptotic results emerge for different ranges of λ. Define the critical λ as

λ∗ =
b+1
2−4a . For λ > λ∗, β > 0; λ < λ∗ is equivalent to β < 0.

In the limit of large τ for β < 0, the transient exponential term goes to

zero. Some rearranging of (2.46) for β > 0 allows similar simplifications in

the limit of large τ . Thus the front location for large τ becomes

xf∞(τ) ∼





(2− 4a)τ − 1
λ ln

(
1− 4A

β

)
, λ < λ∗

(
b+1
λ

)
τ − 1

λ ln
(
4A
β

)
, λ > λ∗

(2.47)

with the restriction 1 − 4A
β > 0 for λ < λ∗. In both cases the front speed

asymptotes to some constant value for large enough τ :

c∞ ∼
{

2− 4a, λ < λ∗

b+1
λ , λ > λ∗

(2.48)

Next, setting v(x, τ) as given by (2.43) equal to vz from (2.31) and solving

for xz gives the location of the zero-speed level:

xz(t) =
b+ 1

λ
τ +

1

λ
ln

(
1− 2a

2A

)
. (2.49)

Since we are interested in the ‘steady-state’ behaviour of the system, we

look for the behaviour of d(λ,A, τ) in the limit of large τ :

d∞(λ,A) = xz(τ)− xf∞(τ), (2.50)

d∞(λ,A) =





1
λ ln

[
(1− 2a)

(
1
2A − 2

β

)]
− βτ, λ < λ∗

1
λ ln

(
1

1−λ∗
λ

)
, λ > λ∗.

(2.51)
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Evaluation of the log arguments with the restrictions A < vz, λ > 0, and

b < a/(1 − a) reveals that the distances are always positive. The critical

value λ = λ∗ designates a qualitative change in the relationship between the

singular front and zero-speed locations. The front and zero-speed trajecto-

ries are plotted in Figure 2.9 for each λ region. For steep profiles (λ > λ∗),

the front approaches a fixed distance from vz, asymptotically approaching

a constant speed equivalent to the constant rate of decay of the recovery

profile. For mellow profiles (λ < λ∗), the front asymptotically approaches

a constant speed that is slower than the constant rate of decay of the re-

covery profile. Either way, an exponential refractory profile in the singular

system always leads to propagation. See Figure 2.10 for a comparison of

propagation in the SFHN system with collapse in the FHN system.

Singular front trajectories in Figure 2.9 are plotted from simulations

of the SFHN system (2.32), (2.33), but the results match the theoretical

expressions (2.46) and (2.49) derived above exactly. We have also plotted the

front trajectories of the full system for the corresponding simulations. Both

sample simulations fall within the propagation region of the A− λ plane in

Figure 2.3. Note the agreement of the speed of the front in each system past

the initial transient stages. This suggests that asymptotic speeds predicted

in (2.48) for the singular system can be extended to describe the full system

in this regime.

2.6 Conclusions and future work

Our simulations in Section 2.4.1 of a wavefront and an increasing exponential

refractory profile provided support for Keener’s qualitative conjecture that

a traveling wave in the FitzHugh Nagumo system will continue propagating

unless the refractory gradient is too steep [22]. Section 2.4.2 then applied the

propagation results from Section 2.4.1 to derive conditions on propagation

or collapse for more general increasing refractory profiles. These conjectures

can be succinctly summarized as follows:

1. Increasing refractory profiles that can be bounded below by an expo-
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Figure 2.9: Sample propagation behaviour for wavefronts facing ex-
ponential refractory profiles in the full and singular systems. Plots
of front (solid lines) and singularly-derived zero-speed vz (dashed lines) lo-
cations versus time for the singular (red) and full (blue) systems. Both
plots take place in the propagation region of Figure 2.3. The upper panel in
(a) displays propagation for steep profiles, λ > λ∗. The lower panel in (b)
displays propagation for mellow profiles, λ < λ∗.
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Figure 2.10: A sample exponential refractory profile that leads to
collapse in the full system but propagation in the singular system.
This figure shows front (solid lines) and singularly-derived zero-speed vz
(dashed lines) locations versus time for the singular (red) and full (blue)
systems. The chosen exponential profile falls within the collapse region of
Figure 2.3.
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nential profile that was shown to map to collapse in Section 2.4.1 are

predicted to also result in wave collapse.

2. Increasing refractory profiles that can be bounded above by an expo-

nential profile that was shown to map to propagation in Section 2.4.1

are predicted to allow propagation within at least a minimum distance

interval that can be explicitly determined.

However, both of these predictions are weak, and could greatly benefit from

further developments in future work.

Although Section 2.4.2 successfully used the singular system as a guide

to understand and predict the behaviour of the full system, Section 2.5

demonstrated that there are situations where the singular system fails to

approximate the full system. The root of the discrepancies between the two

systems was discussed in Section 2.2.2. Two directions are suggested for

future work.

First, a quantified degree of agreement between the two systems would

help to understand when we are in a regime where propagation in the SFHN

system is a good approximation to that in the FHN system. ‘Agreement’

for a set of initial conditions can be loosely defined as a high degree of

similarity between the trajectories of the wavefront in each system. For

example, one could simulate both systems with the same initial conditions,

track the wavefront trajectories at each time point and sum up the absolute

distance between them over time. The result would be zero if the trajectories

agree perfectly, and would increase for decreasing agreement.

The second suggestion for future work is the development of a modified

SFHN system that is accurate near the zero-speed regime. This may involve

solving the modified leading order equations (2.23) and (2.24) to find the

O(ǫ) correction term to the leading-order wave speed, c1. This would involve

a solvability condition with adjoint eigenfunctions. Ideally, the expansion

of the wave speed to a two term approximation would be sufficient to in-

crease the accuracy of the singular system without sacrificing its simplicity.

However, we also note that the inner-layer recovery dynamics become more

complicated for small speeds. If the recovery variable is no longer a constant
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over the inner layer, the singular description may become more complicated

than the current two ODEs. In either case, a valid singular approximation

near the zero-speed regime would be a useful addition to the FHN toolbox.
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Chapter 3

Spiral waves in two

dimensions

3.1 Introduction: Modeling cardiac arrhythmias

If left untreated, certain types of cardiac arrhythmias can be fatal. Mathe-

matical modeling provides an avenue to gain insight into how arrhythmias

form and how they can be treated [5]. We begin this chapter with an in-

troduction to the biology of cardiac arrhythmias in Section 3.1.1, a brief

discussion of the history of modeling cardiac arrhythmias as spiral waves in

excitable media in Section 3.1.2, and an introduction to the mechanism of

spiral formation that will be modelled in this chapter in Section 3.1.3.

3.1.1 Biological background and medical motivation

A normal heartbeat is driven by pulses of electricity generated by the sinoa-

trial (SA) node at regular intervals. When the SA node fires, an independent

pulse travels through prescribed conduction pathways in the heart and then

spreads through the walls of the ventricles [10] (see Figure 3.1). Its passage

signals sequential mechanical contractions of the atria and ventricles in turn.

The result is a periodic cardiac rhythm called a sinus rhythm. Defects in this

electrical signalling system are the root cause of reentrant cardiac arrhyth-

mias, the most common type of dangerously abnormal cardiac rhythms.

A reentrant arrhythmia refers to an abnormal heartbeat caused by cir-

cuitous electrical activity in the heart, termed reentry. Reentrant activity

acts as an additional and abnormal source of activity in the heart that dis-

turbs the normal sinus rhythm. When reentry appears in the ventricles (see
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Sinoatrial 
(SA) node

Conduction
  pathways

Figure 3.1: Diagram of the electrical conduction system in the
heart. A normal heartbeat is initiated when the sinoatrial (SA) node fires.
It discharges an electrical impulse that travels through the conductive path-
ways (shown in yellow), causing the atria and ventricles to contract in turn.
The impulse dissipates along the bottom of the ventricles. Reentrant cardiac
arrhythmias occur when this progression is disturbed by a functional circuit
in the heart. Ventricular reentry (a functional circuit in the ventricles) can
be fatal. [Image adapted from [10].]
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3.1. Introduction: Modeling cardiac arrhythmias

Figure 3.1), the consequences can be fatal if it is left untreated. Sudden car-

diac death due to ventricular reentrant arrhythmias causes one in six deaths

in industrialized countries [41], making it one of the leading causes of death.

Reentry can occur due to an anatomical or a functional circuit.

An anatomical circuit describes a clear physical loop that allows contin-

uously circulating activity. Anatomical circuits are created when abnormal

conductive paths are formed by physical irregularities. The resultant ar-

rhythmias are chronic since the anatomical circuit is an ever-present feature

in the heart.

In contrast to an anatomical circuit, functional reentry occurs when a

wave of electricity interacts with an obstacle and is able to continue circu-

lating around the resultant functional circuit. There are two distinct types

of obstacles that lead to functional circuits: fixed obstacles such as regions

of dead or damaged tissue, and transient obstacles such as additional waves

of activity. Fixed obstacles such as regions of dead or damaged tissue are

the result of previous heart disease. They can be located by medical imag-

ing techniques, making possible both treatment and prevention of future

arrhythmias. Transient obstacles may explain spontaneously-arising ven-

tricular arrhythmias that appear in patients who have no prior history of

heart disease and hence hearts with no discernible fixed obstacles. Reentrant

activity arising from transient causes has proven difficult to understand and

diagnose [38]. In this chapter, I explore one type of transient obstacle that

leads to the appearance of functional reentry.

3.1.2 Spiral waves

A spiral wave is the common mathematical paradigm used to describe reen-

trant activity within excitable media, and cardiac tissue in particular [38]

[42] [45].4

A literature search for spiral waves in cardiac tissue will reveal a well-

established field, both in modeling theory [4][24] [25] [40] and experiments

4Spiral waves refer to a two-dimensional phenomenon (in space). The three-dimensional
analog to a spiral wave is a scroll wave. In one spatial dimension, it is simply a pulse on
a loop [15] [27].
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3.1. Introduction: Modeling cardiac arrhythmias

[9] [47]. Biologically relevant questions include how spirals form, move and

break up [12] [39], and are annihilated [19]; these provide insight into how

arrhythmias appear, change, and can be stopped. Here we focus on the first

question — the formation of spiral waves in excitable media — to make

predictions in how arrhythmias appear in cardiac tissue.

Spiral waves arise through a symmetry-breaking mechanism [44]. The

formation of spirals has been considered in the presence of a spatial inho-

mogeneity (which is how we model a fixed obstacle such as a patch of dead

or damaged tissue). For instance, Panfilov and Keener [33] have shown that

spirals can arise when a wavefront curls around regions of dead tissue, simi-

lar to a water wave swirling around a rock. Lewis has proposed an alternate

mechanism based on reflections generated as the wave passes through regions

of damaged tissue [28].

However, as discussed above, spontaneous reentrant arrhythmias can ap-

pear without warning in hearts that were not previously damaged and thus

have no spatial inhomogeneities. How do arrhythmias arise in seemingly

healthy hearts? Winfree has shown that a properly-timed external stimulus

— modeling an impulse from an implanted electrode — in the neighbour-

hood of a propagating wave can result in spirals [46]. This still leaves the

question of how a spiral can arise spontaneously, without an external stim-

ulus.

3.1.3 Mechanism for spontaneous functional reentry

This chapter introduces a novel method for the spontaneous generation of

reentrant activity in a homogeneous medium, modeling the spontaneous

appearance of a reentrant arrhythmia in healthy tissue. We impose a tran-

siently refractory region in front of a propagating wavefront. This concept

is unique in that it is dependent only on the initial conditions of the system;

the refractory region creates a functional barrier rather than an anatomical

one, and does so without external intervention. Below we demonstrate and

discuss the conditions for this mechanism to lead to reentry. It is robust for

refractory regions of a variety of shapes and sizes.
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As well as being mathematically interesting, our mechanism is biologi-

cally reasonable. It is indeed theoretically possible for this type of functional

barrier to appear in healthy heart tissue. When a piece of excitable tissue

spontaneously goes through a large excursion from rest it forces the local

tissue to become refractory and propagates a wave of excitation — called

an action potential — outwards. However, a wave will not propagate if

the magnitude of the spontaneous stimulus is below a certain threshold or

if the spontaneously-firing piece of tissue does not occupy a critical area

size [48]. In these cases the local tissue will respond to the excitation sim-

ply by becoming refractory. This can happen in the heart if tiny nodes of

spontaneously-firing excitable tissue (such as the cells comprising the SA

node — see Figure 3.1) exist in irregular locations within the conduction

pathways of the heart [10]. Since such nodes are comprised of excitable car-

diac tissue, they can be indiscernible from the surrounding tissue [20]. Our

mechanism simulates an action potential — such as, but not necessarily, a

regular heartbeat generated from the SA node — propagating towards one

of these refractory regions. This is a physiologically plausible scenario.

In the following section we set up our simulation in a 2D FHN system

and then present numerical results, demonstrating that our scenario leads

to reentry for a large region of initial condition space. We conclude with

a critical discussion of the modeling assumptions and a comparison of the

modelled results to order-of-magnitude spatial and temporal characteristics

of an arrhythmia in cardiac tissue. The following relies heavily on certain

terminology and properties of excitable media; before continuing, the reader

is referred to the definitions and subtle properties within Appendix D.
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3.2. Two-dimensional simulations

3.2 Two-dimensional simulations

Following Glass and Josephson’s simple one-dimensional human heart tissue

model in [15], we choose a specific two-dimensional FHN system:

∂u

∂t
= D

(
∂2u

∂x2
+

∂2u

∂y2

)
+ u(1− u)(u− a)− v, (3.1)

∂v

∂t
= ǫ (u− bv) .

where the diffusion coefficient D is a constant, 0 < ǫ << 1 is a small

parameter, and a and b are constants. Values for the reaction term constants

are taken directly from Glass and Josephson’s model as a = 0.139 and

b = 2.54. Although Glass and Josephson chose ǫ = 8 ·10−3 and D = 1 ·10−3,

we choose to decrease both parameters to ǫ = 4 · 10−3 and D = 2 · 10−4.

The decrease emphasizes the asymptotic limit discussed throughout this

thesis of ǫ → 0 and small D, resulting in simulations that display clearly

defined regions of excitation and recovery that change on distinct time scales.

Time and space units are milliseconds [10−3 s] and centimetres [10−2 m]

(dimensional constants of unity are not shown).

Simulations take place on a rectangular two-dimensional domain. We

simulate an infinite domain by setting our finite domain to be considerably

larger than the region of critical dynamics (which is approximately 2x2 cm2),

with Neumann (absorbing) boundary conditions. Below we discuss the ex-

pected effect of a finite domain close to the size of the critical dynamics.

Details of the numerics can be found in Appendix A.

We take for our initial conditions two-dimensional surfaces in the ex-

citable (u) and the refractory (v) variables. See Figure 3.2. Every point in

the domain is initially in a rest state (defined as u and v both zero) save for

two exceptions:

• A rectangular region near the centre of the domain that is assigned a

positive refractory value of v = 1 (see Figure 3.2 (b)), and

• An action potential (defined by a coupled profile of u and v values over

a spatial interval of 10−1 cm) spanning the width of the domain at one
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(a) Excitable variable, u.
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0.8

1

(b) Refractory variable, v.

Figure 3.2: Sample initial conditions in u and v for 2D simulations.
Variable magnitude is indicated by height. The length and width dimensions
of the refractory rectangle in (b) are varied. Together, (a) u and (b) v define
the initial state of the domain.
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3.2. Two-dimensional simulations

edge of the domain, propagating toward the refractory rectangle (see

the peak and slight depression in u at the edge of Figure 3.2 (a) and

the concurrent rise in v at the same edge of Figure 3.2 (b)).

In the following discussion, we refer to the rectangular region with a positive

initial refractory value simply as the ‘rectangle’. For the sake of comparison,

all simulations maintain a constant initial distance d between the wave and

the nearest edge of the rectangle. Since the refractory rectangle will eventu-

ally decay to the rest state, we choose a distance small enough (with respect

to the wave speed and the refractory decay rate) such that the rectangle

is still absolutely refractory when the wave reaches it. Recall that a point

defined as absolutely refractory is not capable of being excited by a stim-

ulus such as an incoming wave. Length and width of the refractory region

are varied. We expect reentry in the form of spiral waves to occur if the

wavefront can wrap around the absolutely refractory region, re-enter it as it

becomes relatively refractory (and capable of being excited), and propagate

backwards through it.

3.2.1 Simulation results

Numerical results mapping refractory rectangle size (length and width) to

reentrant activity (reentrant activity versus no reentrant activity) are given

in Figure 3.3. The independent parameters are the length and width of

the rectangle. Width (in cm) denotes the side of the refractory rectangle

parallel to the incoming planar wavefront. Length (in cm) denotes the side

perpendicular to the wavefront. See Figure 3.4 (a) for an illustration of

the orientation of the rectangle with respect to the wavefront. Reentrant

activity occurs on, to the right of, and above the curve; no reentrant activ-

ity occurs below and to the left of the curve. The upper right portion of

the length-width plane corresponds to larger rectangles and the lower left

corresponds to smaller rectangles. Thus, larger rectangles generally lead

to reentry while smaller ones generally do not. This general result is ex-

plained below. In addition, there is a minimum width required to support

the back-propagation of excitation; observe the vertical section of the curve
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Figure 3.3: Reentry activity dependent on refractory rectangle di-
mensions in 2D simulations. Width (in cm) denotes the side of the
refractory rectangle parallel to the incoming planar wavefront. Length (in
cm) denotes the side perpendicular to the wavefront. Discretization is on
the scale of 0.03 cm. Reentry occurs on, above, and right of the curve. No
reentry occurs to the left and below the curve. Globally, sufficiently long
rectangles of at least a minimum width of 0.42 cm lead to reentry. Suffi-
ciently wide rectangles of nonzero length (within numerical accuracy) lead
to reentry. Regions labelled i and ii indicate regions of the curve where the
dependence of reentry on size does not hold locally.

that asymptotes to a minimum width of 0.42 cm (for our choice of parame-

ters). This width corresponds to the biological ‘critical electrode size’; any

region of excitation with a dimension smaller than this will die out instead

of propagating. To within numerical accuracy, beyond a certain width, any

nonzero length leads to reentry.

There are however two exceptions to the general shape of the curve:

region i in Figure 3.3, at small width and intermediate length; and region

ii in Figure 3.3, at small length and large width. In both these regions

the reentry/no-reentry curve breaks its monotonic shape. In the following,

we begin with a discussion of the general mechanism that allows larger
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3.2. Two-dimensional simulations

rectangles to support reentry and then move on to the subtleties of these

two regions. This entire discussion is qualitative; any quantitative analysis,

while expected to be quite difficult, is an open problem for future work.

Mechanisms of reentry

Reentry is dependent on the location of the wave when the refractory rect-

angle has decayed sufficiently to allow excitation. This, in turn, depends on

the relationship between three factors: the wave speed outside the refractory

rectangle, the decay rate of the refractory variable, and the size of the re-

fractory rectangle. The wave speed in a quiescent domain and the refractory

decay rate are properties of the system, and thus these first two factors are

the same in all our simulations. In all cases, the wave travels the distance

d to the refractory region in some time t′ > 0. We have chosen the initial

value in the refractory variable within the rectangle (v0 = v(t = 0)) to be

sufficiently greater than v∗ such that the decayed refractory value at time

t’ (v′ = v(t = t′)) is still absolutely refractory: v′ > v∗. Thus the wave of

excitation cannot propagate through the refractory region when it reaches

it at time t′. See the progression from t = 0 to t = t′ in Figure 3.4. When

the wave reaches the rectangle, it breaks into two wavefronts that propagate

around the rectangle (not shown).

The deciding factor is the third factor that defines the location of the

wave when the rectangle becomes relatively refractory: the dimensions of

the refractory rectangle. Define t∗ as the time when the absolutely refractory

region will just become relatively refractory. A sufficiently small rectangle

allows the two waves to propagate fully around it, rejoin, and move past it

by time t∗ (see Figure 3.5 (b)). The wave cannot back-propagate through

the rectangle so reentrant activity does not occur. In contrast, the waves can

only propagate partially around a large rectangle by time t∗. The broken

wavefront is in a position to re-enter the region at two points (see Figure 3.5

(a)). By the time it has propagated backward through the rectangle, it

can wrap around again (not shown). In this geometry, reentrant activity

is induced in the form of a pair of spiral waves. See Figure 3.6 for a time
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length

width

d

absolutely
refractory:

v0>>v*

excited wavefront

t = 0

(a) Common schematic at time t = 0.

(less)
absolutely
refractory:
v0>v'>v*

excited wavefront

t = t'

(b) Common schematic at time t = t′.

Figure 3.4: Illustration of the common dynamics in the time interval
[0, t′] for all 2D simulations. All simulations start with a propagating
wavefront that travels the constant distance d to the refractory rectangle by
time t = t′. Colours indicate variables: Red is excited, blue is refractory.
The excited wavefront has a refractory tail. The refractory rectangle decays
in time.
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relatively
refractory:

v = v*

t = t*

excited wavefront excited wavefront

(a) Reentry at time t = t∗ due to a large refractory rectangle.

relatively
refractory:

v = v*

t = t*

excited wavefront

(b) No reentry at time t = t∗ due to a small refractory

rectangle.

Figure 3.5: Illustration of the reentry and no reentry dynamics at
time t = t∗ for large and small refractory rectangles. At time t = t∗
the refractory rectangle has decayed to the critical relatively refractory value
v∗. Colours indicate variables: Red is excited, blue is refractory. The figure
in (a) depicts how reentry occurs for a sufficiently large refractory rectangle.
The wavefronts are still at the rectangle when it becomes relatively refrac-
tory. The case of a sufficiently small rectangle is depicted in (b); the rejoined
wavefront is already past the rectangle when it comes relatively refractory.
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lapse of a simulation with a large enough rectangle to result in reentry. This

behaviour holds for a wide range of dimensions, except for the parameter

regions i and ii shown in Figure 3.3.

Regions i and ii (the regions of hysteresis in Figure 3.3) experience a

more subtle phenomenon. We first explore region i by choosing a fixed

small width in region i (i.e., 0.4 cm) such that as we increase the length

from zero, we experience (a) no reentry, (b) reentry, (c) no reentry. See

figure Figure 3.4 for an illustration of the orientation of the rectangle and

the incoming wave.

Case (a): A region in case (a) behaves as in the general ‘sufficiently small

rectangle’ case. No reentry can occur.

Case (c): For sufficiently long rectangles at this width, the broken wave-

front does not propagate fully around the rectangle by time t∗. The

two fronts expand into the relatively refractory region through the

sides and the facing components of the fronts annihilate each other

as they collide. Any remaining back-propagating components cover

less than the critical electrode size required for propagation. Hence,

back-propagation does not occur. This describes a ‘minimum width’

phenomenon: rectangles of less than a minimum width do not permit

back-propagation.

Case (b): This intermediate case is particularly interesting because it is the

exception to the minimum-width rule. It allows reentry because it has

a slightly shorter rectangle than case (c) but not as short as that in (a).

See the time-sequence snapshots of a simulation in Figure 3.7 showing

the critical moments that lead to reentrant activity. At time t∗ the

halves of the wavefront have reached the far corners of the relatively re-

fractory rectangle [roughly the snapshot in Figure 3.7 (b)]. The fronts

diffuse through the corners and become locally de-excited [Figure 3.7

(c); contrast this snapshot with the one showing the fronts propagating

around (as opposed to through) the corners in Figure 3.6 (d)]. This

also slows down the fronts. A sufficient amount of the super-threshold
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(a) t = 10 ms. (b) t = 70 ms.

(c) t = 130 ms. (d) t = 190 ms.

(e) t = 250 ms. (f) t = 310 ms.

Figure 3.6: Numerical simulation of a two-dimensional domain
showing the development of reentrant activity due to an initially
refractory region. Here we show the excitable variable u. Light regions
are excited; dark values are depressed, and thus refractory. The domain is
2.4 cm by 2.4 cm.
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(g) t = 370 ms. (h) t = 430 ms.

(i) t = 490 ms. (j) t = 550 ms.

(k) t = 610 ms. (l) t = 670 ms.

Figure 3.6: (cont’d) Numerical simulation of a two-dimensional do-
main showing the development of reentrant activity due to an
initially refractory region. Here we show the excitable variable u. Light
regions are excited; dark values are depressed, and thus refractory. The
domain is 2.4 cm by 2.4 cm.
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pulse remains to propagate around each corner; meanwhile, the lag

from diffusing through the corners has allowed time for the rectangle

to recover a bit more so the pulse can easily propagate backwards into

it [Figure 3.7 (d),(e)]. Since the fronts have components that re-enter

the rectangle parallel to each other, the effects of annihilation are less

severe. A component of the backward-propagating excitation larger

than the critical electrode size survives the re-entry into the rectangle

[Figure 3.7 (f)] and reentrant activity is able to occur.

Next, consider region ii in Figure 3.3. To explore region ii we choose

a fixed large width (i.e., 1.06 cm) in region ii so that as we decrease the

length to zero, we sequentially experience (a’) reentry, (b’) no reentry, (c’)

reentry. These rectangles appear as wide refractory strips, with a high width

to length ratio. Refer again to figure Figure 3.4 to see the orientation of the

rectangle and the incoming wave.

Case (a’): This case describes all sufficiently long rectangles at this width.

It behaves as in the ‘sufficiently large rectangle’ case outline above.

Reentry occurs as expected.

Case (c’): In case (c’), the rectangle is as thin (length-wise) as possible at

this width. The wavefront halves propagate around the thin refractory

region just in time to re-enter it at time t∗. Although the stimulus is

somewhat locally de-excited by the relatively refractory value, diffu-

sion is sufficiently strong for the excitation to diffuse through the thin

refractory layer. Back-propagation and reentry occur.

Case (b’): The dynamics in the intermediate case are similar to those in

(c’), except that the refractory layer is just thick enough (or diffusion is

just not quite strong enough) to stop the pulse from diffusing through

it. Reentry does not occur.

3.2.2 Discussion

Our simulations indicate that large refractory obstacles (for example, all

rectangles of at least a certain width) will lead to reentry and small ones
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(a) t = 190 ms. (b) t = 220 ms.

(c) t = 250 ms. (d) t = 280 ms.

(e) t = 310 ms. (f) t = 340 ms.

Figure 3.7: Numerical simulation of reentry in a two-dimensional
domain due to an initially refractory rectangular region of small
width and intermediate length [region i, case (b)]. Here we show the
excitable variable u. Light regions are excited; dark values are depressed,
and thus refractory. The portion of the domain shown is 1.8 cm by 1.8 cm.
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will not. There are also some more subtle behaviours in regions i and ii for

refractory areas with small widths and lengths. We now discuss the persis-

tence of these results with respect to changes in the modeling machinery,

the refractory region geometry, and the initial conditions. We conclude with

a brief discussion of the biological plausibility of our proposed mechanism

for reentry.

Numerical simulation assumptions

Finite domain:

We chose to simulate an infinite domain. What if we used a finite do-

main of width L and let the width of the refractory rectangle approach L?

A refractory rectangle with a width that approaches the size of the domain

would not allow the broken wavefront to propagate past the rectangle. The

result would be neither propagation nor reentry, but rather a third type

of behaviour that we can term wave block. The bifurcation diagram in Fig-

ure 3.3 would have an additional vertical line at some width w∗ < L marking

a third region resulting in wave block for widths w > w∗.

Refractory region geometry :

The geometry and composition of the refractory region — a single pos-

itive refractory value over a rectangular region — was chosen for ease of

numerical implementation. As a consequence, our refractory region had

sharp corners and was sharply defined by a jump in the refractory variable.

It is reasonable to ask if our results depend on either of these features. The

geometry and refractory gradient in particular are of interest since a more

biologically reasonable refractory region would have smooth corners and a

continuous refractory gradient.

We expect the general results to hold for a region with smooth corners:

larger areas will still lead to reentry while smaller areas will not. The system

behaviour in region ii (Figure 3.3) is due to the unique relationship between

the large width and small length of the rectangle in this regime and there-

fore the hysteresis in the bifurcation curve is expected to persist even if we
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smooth out the sharp corners. It is unclear whether region i will persist if

we smooth out the sharp corners. However, note that each of regions i and

ii occur for some particular relationship between the length and the width

of the domain. Thus, we expect that regions i and ii could be eliminated by

implementing a circular refractory region instead of a rectangular one. This

would reduce the dependence from the relationship between two parameters

(length, width) down to a single parameter (either circumference or area).

Then the general results would hold globally, with no exceptions: large re-

gions would map to reentry and small regions would map to no reentry.

The abruptness of the transition should also have no effect on the gen-

eral idea of reentry as long as the refractory variable is a monotonically

decreasing function of its distance from a central point. For example, con-

sider the case of a 2D Gaussian-shaped refractory profile and compare it

to the jump-type refractory profile we used in our simulations. The loca-

tion of the bifurcation line we found for the jump-type profile may shift

when we use a profile with a gradual gradient, but we would still expect

large (small) regions to map to reentry (no reentry). A continuous but

non-monotonic refractory gradient would likely introduce some additional

subtleties, especially if it occurs in an irregularly-shaped refractory region.

A non-monotonic refractory gradient in an irregularly-shaped region is a

much more complex situation worthy of future study.

Initial conditions:

For our simulations we assumed a fixed initial distance d between the

wavefront and the refractory rectangle. We anticipate that varying the dis-

tance d would yield qualitatively similar results. As long as the propagating

wavefront reaches the refractory region when it is still absolutely refractory

(hence unexcitable), the symmetry of the wavefront is broken and reentry is

possible. Similarly, the initial refractory value of the region must be chosen

so that it is still absolutely refractory by the time the wavefront reaches it.

Both of these conditions depend on the wave speed, which is a property of

the material. They are also coupled. For example, increasing the distance

requires increasing the initial refractory value. As long as the distance d and
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the initial refractory value of the refractory region are chosen so that the

wave reaches the region while it is still absolutely refractory, the dynamics

of our mechanism with respect to these initial conditions are robust.

Biological feasibility

Note that our system parameters were chosen to match Glass and Joseph-

son’s one-dimensional cardiac tissue model in [15]. Since Glass and Joseph-

son chose parameters within the range of acceptable values for a human

heart, we expect our system’s spatial and temporal properties to map closely

to healthy cardiac tissue. With this in mind, we examine our results criti-

cally below with respect to what we would expect to see in cardiac tissue.

Spatial scale:

We first consider the size of a human heart. The refractory regions that

map to reentry have areas of 0.1 cm2 and up. If the areas were on the or-

der of square metres, our mechanism would be suspect; areas on the order

of cm2 are not indications of implausibility. Next, we consider the natural

size of refractory regions in cardiac tissue. Theoretically, a number of sub

threshold excitations in a concentrated area (as described in Section 3.1)

of any size can lead to a transiently refractory region. Comparison with

experimental data is necessary to make any actual claims about whether or

not this is plausible in a human heart.

Temporal scale:

Next, we look at the spiral waves generated and displayed in Figure 3.6.

The spirals have been fully established by t = 430 ms, displayed in (h). Im-

age (l) taken 240 ms later reveals a nearly identical situation to (h). Due to

the known properties of spiral waves, we expect the spirals to persist with

this same frequency. Monitoring the excitation activity at one particular

point near the edge of the domain would return a pulse approximately every

∼240 ms. In terms of frequency, this translates to roughly 250 pulses per

minute. Normal heartbeats have a frequency of 60 - 100 beats per minute.
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3.3. Conclusions and future work

Tachycardia is defined as a relatively rapid heartbeat. Therefore a frequency

of 250 pulses per minute is within a reasonable magnitude for a tachycardia

caused by reentrant activity.

3.3 Conclusions and future work

We conclude that our general mechanism of reentry in a two-dimensional

FHN system is robust. It does not depend on the sharp corners of the refrac-

tory region, nor on the abruptness of the transition from rest to refractory,

nor on the specific arrangement of initial conditions. Moreover, our simple

order-of-magnitude analysis does not render it biologically implausible.

However, we must remember that the FitzHugh Nagumo model we’ve

implemented is only a simple phenomenological model of excitable media

that has been adapted for cardiac tissue. As such, any actual statements

about biological applicability require this mechanism to be considered in

more accurate and specific models. For example, there exist ionic models

which capture detailed properties of cardiac tissue [3] [29] [30] [6], and higher-

dimensional models that consider the actual geometry of the heart [35]. The

implementation and study of this mechanism in an accurate cardiac model

is the first suggested direction for future work.

Biological applications aside, this chapter is nonetheless an interest-

ing demonstration of a spiral-generating mechanism in the FHN system.

The second suggested direction for future work is the analytical study of

this mechanism in the FHN model. In particular, the concepts of one-

dimensional wave propagation studied in Chapter 2 may be applicable to

the study of a wavefront approaching the refractory region along a selected

one-dimensional contour of this two-dimensional domain. However, it may

be too difficult to perform any analytical work that will explain these results

more quantitatively.
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Appendix A

Numerical details

All numerical simulations of the FHN system are performed in the commer-

cial computing environment of MATLAB. Numerical integration over time is

performed using an implicit-explicit method [2] comprised of a semi-implicit

Crank-Nicolson scheme for the diffusion term and an explicit Euler scheme

for the reaction terms. The Crank-Nicolson scheme for the diffusion term

is an unconditionally stable numerical scheme that is highly accurate for a

small enough ratio of Ddt/(dx)2 [7], where dt is the time step and dx (or

dy) is the grid spacing. A sufficiently small dt is required to ensure accuracy

and stability with the explicit Euler scheme.

In Chapter 2 (one-dimensional simulations), nondimensional grid spac-

ings and time steps are dx = 0.0025 and dt = 0.0001 respectively.

In Chapter 3 (two-dimensional simulations), I use grid spacings of dx =

dy = 0.03 cm and a time step of dt = 0.1 ms for all 2D simulations. To

check the accuracy of my simulations, I replicated some of my results using

grid spacings 1/3 the size of my chosen dx and dy and a time step an order

of magnitude smaller than my chosen dt (these simulations are not shown).

The results presented in Chapter 3 are qualitatively robust to these tested

refinements.
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Appendix B

Determination of collapse or

propagation in Section 2.4.1

The condition for determining collapse or propagation relies on (a) the rel-

ative position of the wave front at each step, and (b) the speed of the wave.

Simulations with an initial exponential refractory profile show that if a

front travels backward even one grid step, it leads to full collapse. Thus the

problem of categorizing collapse can be simplified to the problem of flagging

a single backwards movement.

The analysis in Section 2.5 reveals that the speed of a propagating front

in the SFHN system asymptotes to a constant value for exponential re-

fractory profiles of the form (2.35). Numerical comparisons indicate that

a propagating front in the FHN system also exhibits this behaviour (see

front trajectories in Figure 2.9). Once a front reaches a constant speed, we

conclude it will continue propagating. The domain size and simulation time

are chosen sufficiently large in each case to conclusively determine the final

behaviour of the wavefront.

The exact algorithm for determining collapse or propagation is as follows,

beginning after the first iteration of the system in time:

1. Calculate the position of the front as defined by (2.29). Linear inter-

polation is used to approximate the front position if it falls between

two points on the grid.

2. Calculate the difference between the current position and the previous

position.

(a) A negative difference indicates the front has moved backwards.
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Appendix B. Determination of collapse or propagation in Section 2.4.1

The initial condition set is categorized as mapping to ‘collapse’.

(b) If the difference is positive or zero, we iterate to the next time

step and return to step 1.

3. If the front reaches a constant speed, then the front is categorized as

‘propagating’.

This method is used to map each initial condition to one of the two states.
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Appendix C

Singular derivation of dmin in

Section 2.4.2

Fitting a square wave of the form

vstep =

{
0, 0 < x < xstep

h, x > xstep
(C.1)

under an initial exponential refractory profile of the form

v(x, 0) = Aeλx (C.2)

requires the following relationship between the height of the square wave

and its location:

h = v(xstep, 0), (C.3)

h = Aeλxstep .

Three such square waves that fit under a given exponential are pictured in

Figure 2.5 in Section 2.4.2.

We want to calculate the smallest distance xstep at which a step wave

of height given by (C.3) will successfully stall a front. This will be our

singularly-derived dmin. We use the fact that stall will occur in the singu-

lar case if the decayed step wave is of magnitude vz or greater when the

wavefront reaches it.

The refractory variable solution (2.36) from property 1 can be used to

find the decayed height of a fitted square wave when the front reaches xstep
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Appendix C. Singular derivation of dmin in Section 2.4.2

at τstep:

v(xstep, τstep) = v(xstep, 0)e
−(1+b)τstep . (C.4)

The time it takes a front to reach xstep is simply the distance traveled divided

by the speed:

τstep =
xstep
c0(0)

, (C.5)

where c0(0) is the explicitly–defined speed given in (2.30) evaluated at v = 0:

c0(0) =
1− 2a√
a(1− a)

, (C.6)

This constant front speed is valid for the entire interval preceding the square

wave because the v value will not change ((u, v) = (0, 0) is a steady state).

The condition for propagation failure is

v(xstep, τstep) = vz, (C.7)

where vz has been calculated as

vz =
1

2
− a. (C.8)

Substituting the expression from (C.4) into the left-hand side of (C.7) gives

v(xstep, 0)e
−(1+b)τstep = vz,

Aeλxstepe−(1+b)τstep = vz. (C.9)

Now we use (C.5) in the left-hand-side of (C.9) and the expression for vz

(C.8) in the right-hand side to get

A exp
[
xstep

(
λ− (1 + b)

√
a(1− a)/(1− 2a)

)]
=

1

2
− a. (C.10)

The xstep that satisfies this equation defines the endpoint of our interval of
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Appendix C. Singular derivation of dmin in Section 2.4.2

assured propagation, dmin:

dmin =
ln(1/2−a

A )

λ− (b+1)
√

a(1−a)

1−2a

(C.11)
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Appendix D

Excitable media terminology

and properties

Some introduction to excitable media is provided in Chapter 1. However,

simulation descriptions and discussions in Chapter 3 rely heavily on the ter-

minology of excitable media. Below we provide definitions of the additional

necessary terms. In addition, explanations of the more subtle reentrant phe-

nomena in Chapter 3 require knowledge of several properties of excitable

stimuli, also stated below.

D.0.1 Terminology

The state of a medium is defined by its refractory value, v, and its excitable

value, u. We describe the possible states as follows:

• A medium that has no significant refractory or excited value is said to

be quiescent or at rest. In this state, the medium has the capability

to propagate excitation if it receives a stimulus greater than or equal

to some critical threshold.

• If a medium has a positive refractory value and cannot be excited

by a stimulus of any magnitude, it is defined as absolutely refractory.

These regions are considered not excitable. A positive refractory value

couples with a negative excitable value.

• A region that has a positive refractory value but has the capability to

propagate excitation if given a stimulus sufficiently larger than some

threshold is relatively refractory. A relatively refractory medium has

a lower refractory value than an absolutely refractory medium.
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Appendix D. Excitable media terminology and properties

• An excited medium is one that is mid- large excursion from the rest

state. It has a positive excitable value.

The term excitable encompasses both relatively refractory and quiescent

media. An unexcitable medium is called depressed. The term refractory

indicates a region that is either absolutely or relatively refractory. The crit-

ical refractory value marking the boundary between absolutely and relatively

refractory (unexcitable and excitable) is defined as v∗.
5

D.0.2 Properties of stimuli

To propagate a wave of excitation, an excited stimulus must be greater

than or equal to some critical magnitude. This is the so-called ‘threshold’

behaviour of excitable media. In addition, the super-threshold or above

threshold stimulus must occupy a space greater than or equal to some critical

area [48]. In cardiac tissue, this is often referred to as a critical electrode

size.

We also need to consider the coupled behaviour of the excitable and

refractory variables. A region with a relatively refractory value will locally

decrease the excitation value of any stimulus passing through it. However,

excitation diffuses. Even if a pulse is de-excited locally by a high refractory

value, the pulse may diffuse through a sufficiently thin relatively refractory

region. Furthermore, a pulse travels slower through a relatively refractory

region than it would through a quiescent region.

When two traveling pulses collide in one spatial dimension, they an-

nihilate each other. Each pulse runs into the absolutely refractory tail of

the other and cannot propagate. This behaviour extends to higher spatial

dimensions.

5The critical refractory value defined as v∗ in Chapter 3 is the lower limit of the zero-

speed refractory value vz defined in Chapter 2.
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