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Abstract

TransRectal Ultrasound (TRUS) is used for image guidance during prostate biopsy

and for treatment planning of brachytherapy due to low cost and accessibility in

operating room. However, tumors have better visibility in Magnetic Resonance

(MR) images. The fusion of TRUS and MR images of the prostate can aid with the

diagnosis and treatment planning for prostate cancer and with post-brachytheraphy

quality assurance.

We developed a 3D deformable registration method using the segmentations

obtained from TRUS and MR images and a biomechanical model that employs

stiffness values derived from elastography. The segmented source volume is meshed

and a linear finite element model is created for it. This volume is deformed to the

target image volume by applying surface forces computed by assuming a negative

relative pressure between the non-overlapping and the overlapping regions of the

volumes. This pressure drives the model to increase the volume overlap until the

surfaces are aligned. We tested our algorithm on prostate surfaces extracted from

postoperative MR and TRUS images for 14 patients and pre-operative MRand

TRUS images for 4 patients, using a model with elasticity within the range reported

in the literature for the prostate. We used three evaluation metrics for validation:

the Dice Similarity Coefficient (DSC) (ideally equal to 1.0), the volume change in

source surface during registration, and the Target Registration Error(TRE) defined

as the mean distance between landmarks such as urethrae and calcifications. For

post-operative images, we obtained a DSC of 0.96±0.02 and a TRE of 1.5±1.4mm.

The change in the volume of the source surface was 1.5±1.4%. For pre-operative

images, we obtained the DSC of 0.96±0.01 and a TRE of 1.3±0.8mm. The change

in the volume of the source surface was -0.9±0.2%. Our results show that this
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method is a promising tool for physically-based deformable surface registration.

We also used our technique to register ultrasound strain images to free mount

histo-pathology images with the goal of correlating cancer with areas of low strain.

This was done using relative stiffness values derived from vibroelastography data.

We also performed Computed Tomography (CT) and Ultrasound (US) kidney sur-

face registration using this technique.
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Preface

The idea behind the work presented in this thesis was developed by Septimiu Sal-

cudean and Orcun Goksel. It was brought to its present stage by the author under

the supervision of Septimiu Salcudean. The registration technique presented in

this thesis uses Finite Element Modeling (FEM), finding intersection and union

of surfaces and non-overlapping volume. The codes for these steps were written

by Orcun Goksel. The principal axis alignment was done by using part ofa code

written by S. Sara Mahdavi. The rest of the programming was done by the author.

Septimiu Salcudean wrote parts of abstract and parts of chapters 2 and 3.He

also reviewed and suggested corrections on the thesis manuscript. The work pre-

sented in this thesis has been accepted for presentation in SPIE (International So-

ciety of Optics and Photonics) Medical Imaging Conference 2012 - Image-Guided

Procedures, Robotic Interventions, and Modeling and will appear in Proceedings of

SPIE Volume 8316. Orcun Goksel and Sara Mahdavi also reviewed andsuggested

corrections to the said paper.

The registration technique presented in this thesis has been evaluated usingfour

sets of data. All the data sets were obtained as part of studies approved by Research

Ethics Board (REB). The pre-brachytherapy prostate data was collected as part of

a study for visualization and real-time dosimetry for prostate brachytherapy. The

UBC CREB number of this study is H06-70146. The principal investigator for this

study is Septimiu Salcudean. The images were obtained by Xu Wen and S. Sara

Mahdavi and Mehdi Moradi at Vancouver Cancer Center.

The post-operative prostate data was collected as part of a study done at British

Columbia Cancer Agency for comparison of post-implant US/CT and MRI/CT
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image fusion in determining I125 prostate brachytherapy post implant dosimetry 1.

The REB number for this study was H03-60010. The primary investigator for this

study was Mira Keyes.

The prostatectomy data was collected as a part of study for Optimization of

Elastography Imaging of the Prostate. The UBC CREB number of this study is

H08-02696. The principal investigator for this study is Septimiu Salcudean.The

images were collected by S. Sara Mahdavi, Mehdi Moradi and Guy Nir at Vancou-

ver General Hospital.

The kidney data was collected as part of a study for Real-time Image Guidance

for Robot-Assisted Laparoscopic Partial Nephrectomy. The UBC CREB number

of this study is H08-02798. The principal investigator for this study is Christo-

pher Nguan. The images were collected by Caitlin Schneider, John Bartlett, Raoul

Kingma and Michael Yip.

1Patanjali, N.; Keyes, M.; Morris, W.; Liu, M.; Harrison, R.; Spadinger, I. & Moravan, V. A com-
parison of post-implant US/CT image fusion and MRI/CT image fusion for 125I prostate brachyther-
apy post implant dosimetry Clinics in Occupational and Environmental Medicine, Elsevier, 2009, 8,
124-124
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Chapter 1

Introduction

Prostate cancer is among the most prevalent non-cutaneous cancer in men: in 2011

it is estimated that 25,500 men will be diagnosed with and 4,100 will die from it in

Canada. Due to better treatment options and early diagnosis, survival for prostate

cancer is consistently high (>95%) among men aged 40 to 79 for the past five

years [1]. Prostate cancer can be treated using minimally non-invasive surgical

procedures which reduce hospital stay and patient trauma.

TransRectal UltraSound (TRUS) has become the standard image guidance tool

for most of the prostate related minimally invasive surgical procedures andtreat-

ment planning due to its low cost, safety and availability in operating room. It is

a method of imaging pelvic organs using an ultrasound probe inserted in the rec-

tum. However, due to low contrast in Ultrasound (US) B-mode images, tumors are

generally not visible [57]. Magnetic Resonance (MR) images, although expensive,

provide better visibility of the tumors [4].MR images also show patient specific

pelvic anatomy and give information on the spatial spread of cancer which can be

useful in keeping trauma to minimum and avoiding injuries.MR can be brought in

the operating room virtually by fusingMR acquired before the procedure to theUS

images acquired during it [49, 53].

This fusion, a product of image registration, can be useful for biopsy guidance,

treatment planning for brachytherapy and focal therapy. Fusion of Computed To-

mography (CT) or MR with TRUS which shows the seed distribution at the end of

the brachytherapy procedure can also be used for quality assuranceafter brachy-
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therapy.

1.1 Image Registration

“Image registration is the process for determining the correspondence offeatures

between images collected at different times or using different imaging modalities.

Once this correspondence is known, it can be used to change the spatialmapping

of one image so it more closely resembles another so the pair can be directly com-

pared, combined or analyzed” [16]. Medical image registration is commonly used

to correct for different patient positions between the scans [42]. It isalso used to

watch progress of a disease over time in a patient [24, 37] and to create anatomical

atlases [35]. It basically allows viewing and analyzing of two different types of

images in one coordinate frame.

The correspondence between two images or image volumes is established by

finding the spatial transformation between the pixel positions that correspond to the

same structural or functional areas in two images. Sometimes, this transformation

can be achieved by translating and rotating one image so that it matches the other.

This is called rigid registration. This type of registration is limited to six degrees

of freedom for Three-Dimensional (3-D) to 3-D images and may not be enough to

accurately match the two images. In cases where it is not enough, a more complex

transformation involving stretching and shrinking of areas of images is required.

Again, this transformation tells how one image can be changed so that it matches

the other. This is called non-rigid or deformable registration. Images of soft tissues

of human body usually require deformable registration.

The image that is deformed or registered is called isthe Sourceand the image

which it tries to match is calledthe Target.

In addition to a transformation model, a registration algorithm uses a similarity

measure to determine how well two images match. An optimization process is

employed to find the maximum similarity by varying different parameters of the

transformation model.

Medical image registration can be divided into two broad categories: model

based and intensity based. The former builds explicit models of surfaces,curves

and point landmarks corresponding to anatomical structures in one image that can

2



be matched with their counterparts in the other image. These correspondences

are used to find the transformation from one image to the other. As model based

registration matches the structural information, the registration has better anatom-

ical correctness and can be interpreted in terms of underlying anatomy [16]. The

models most commonly used for this type of registration are splines (including

thin-plate splines and B-splines), elastic models [6, 9], viscous fluid model [14],

demons [10, 62] and active shape models [15].

Intensity based registration algorithms assume a statistical relationship between

intensities of two images and define an intensity based measure of similarity. The

optimization process adjusts the transformation until the similarity measure is max-

imized [16]. The similarity measures commonly used are the squared differences in

intensities, the correlation coefficient, measures based on optical flow, and mutual

information. Intensity based registration matches intensity patterns over the whole

image but do not use anatomical knowledge. More details of these measurescan be

found [29]. Hybrid models combine intensity based and model based techniques

to create better correspondence [18, 50].

We have chosen a model based approach for registration of prostateMR and

TRUS images because due to the poor contrast and presence of noise in B-mode

images it is very hard to establish a statistical relationship between the intensities

in two modalities. Another reason for this choice is that for every prostate cancer

intervention prostate surfaces are segmented fromTRUS images. This can be used

in model based registration.

1.2 Prostate Cancer

Prostate cancer is the malignant growth of cells in the prostate gland. The cancer-

ous cells divide at a harmful rate resulting in a large number of cells with possibly

abnormal numbers of chromosomes. Cancerous cells do not die and get replaced

like healthy cells do and therefore grow into malignant tumors, which can spread

through the tissue of the prostate gland and metastasize into surrounding tissues

[3].
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Figure 1.1: A diagram showing the different zones of prostate

1.2.1 Prostate Anatomy

The prostate is a gland in the male reproductive system. Its function is to store and

secrete a slightly alkaline fluid which usually constitutes 20-30% of the volume

of the semen. In healthy adult males its size is slightly larger than a walnut. The

weight of a healthy prostate in adult males ranges from 7 to 16 gms with an average

weight about 11 grams [34]. The prostate sits above the base of the penisbelow

the urinary bladder and backs onto the front wall of the rectum. The apexof the

prostate is pointed down to the perineum as opposed to the base which is wider

and located next to the bladder. The prostatic urethra is the portion of urethra that

runs from the urinary bladder through the prostate and exits from the apex via the

urinary sphincter which is a group of muscles that prevents involuntary leakage of

urine. The prostate is surrounded by a membrane called the prostatic capsule.

In pathology, the regions of the prostate are classified as zones Figure 1.1. The

prostate gland has four distinct glandular regions:

1. Peripheral zone (PZ): This zone occupies approximately 70% of the volume

of gland. 70-80% of prostatic cancers originate in peripheral zone [3].

2. Central zone (CZ): This zone constitutes approximately 25% of the prostate
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gland. About 5% of prostate cancer cases originate in the central zone [3].

3. Transition zone (TZ): The transition zone is the innermost part of the prostate

gland and surrounds the urethra. It makes up about 5% of the prostate vol-

ume. About 10% of prostate cancers occur in this zone. This zone also

enlarges with age and can result in benign prostatic enlargement [3].

4. Anterior fibro-muscular zone (or stroma): The anterior zone is locatedclose

to the abdomen (away from the rectum). This zone is constitutes 5% of the

gland volume and is composed mostly of muscular tissue.

The elastography studies of the prostate have shown that varying stiffnesses

occur in these zones. For example, [32] reports that the central zone isless stiff

than the peripheral zone. Moreover, the cancerous tissues have higher stiffness

than healthy tissue [33, 66]. Zhang et al. [66] has also reported lower than healthy

stiffness for tissue with benign prostatic hyperplasia (BPH). This difference in stiff-

ness affects the way the prostate deforms. This should be taken into account when

modeling the prostate as an elastic object for simulation or registration.

1.2.2 Diagnosis

Prostate cancer is usually suspected when a high level of prostate specific antigen

(PSA) is detected in blood tests. A digital rectal examination (DRE), in which the

physician palpates the prostate through the rectum is then performed to detect any

abnormalities within the prostate. A biopsy is performed to confirm the presence

of cancer.

Prostate Biopsy

A prostate gland biopsy is a diagnostic procedure which involves removal and ex-

amination of small samples of tissue. To remove tissue samples a needle is inserted

either through the rectum (transrectal biopsy), through the urethra, orthrough the

area between the anus and scrotum (perineum). A transrectal biopsy is the most

common method used.TRUS is commonly used to guide the placement of the nee-

dle during a prostate biopsy. However, due to low contrast in B-mode images, it

is impossible to localize cancer directly from theTRUS images. To detect cancer
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the prostate is usually sampled uniformly using a sextant biopsy template, a five-

region biopsy template, an eight-biopsy systematic template, or an the eleven-core

biopsy multi-site directed template. The number of biopsy cores, even increased,

is still limited and these cores may miss the cancer region, leading to inaccurate or

false negative results [22, 45].

To avoid false negatives, localized biopsy, where samples are taken from sus-

pected cancer regions, seems an obvious solution. This requires knowledge of

the location and spatial spread of cancer fromMR and Magnetic Resonance Spec-

troscopy (MRS)images [4, 8, 54]. This is explored more in Section 1.2.4.

1.2.3 Treatment Options

Modern health care gives many treatment options for prostate cancer. Incases of

cancers confined to the prostate gland, radiation is often used to destroy cancer cells

either through non invasive External Beam Radiation Therapy (EBRT) or minimally

invasive brachytherapy.EBRT uses electron, proton, or neutron beams directed

at the prostate (see Section 1.2.3) while brachytherapy involves small radioactive

seeds implantation inside the tissue using needles. In advanced stages of prostate

cancer, chemotherapy is used to destroy cancer cells via drugs. Another minimally

invasive therapy known as cryotherapy freezes up cancerous tissueusing freezing

gases and needles. Hormone therapy is used to cut down the growth of prostatic

tissue and thus cancer. Another option is a surgical procedure that removes the

entire prostate gland called the radical prostatectomy. In early stages of cancer,

watchful waiting is often recommended. This involves carefully monitoring the

development of tumor before starting advanced therapy.

We examine some of the treatment options in more detail in the following sec-

tion.

External Beam Radiation Therapy

The EBRT uses high energy radiation beams to irradiate target cancerous tissues

while sparing the neighboring healthy tissue. This includes conventionalEBRT, 3-

Dimensional Conformal Radiotherapy (3D-CRT), Intensity-Modulated Radiother-

apy (IMRT), and Image-Guided Radiotherapy (IGRT). Localization of the target and
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adjacent normal tissue is critical in the planning of all types ofEBRT treatments.

ConventionalEBRT entails irradiation of the entire pelvis. Flouroscopy and

plain radiographs are used to plan treatment. The four field (anteroposterior, pos-

teroanterior, left lateral, right lateral) technique which targets the prostate, seminal

vesicles, and regional lymphatics is used. The dose is delivered over a period of

5 -6 weeks. An additional dose, called boost, is delivered to the target volume

(prostate and seminal vesicles plus 1-2 cm margin) separately. Complicationsdue

to exposure to radiation can arise in skin, bladder, intestines, pelvic bone etc.

3D-CRT delivers a precisely shaped field to the 3-D anatomical map of target

volume (prostate, seminal vesicals etc.) obtained fromCT or MR. The visibly

affected (cancerous) areas are delineated from images to form GrossTumor Vol-

ume (GTV). This volume is expanded to include areas possibly affected but not

visible in on the images to form a Clinical Target Volume (CTV). This is further

expanded to include a Planning Target Volume (PTV) to include any position errors

due to patient positioning and setup.IMRT can be considered an advanced form of

3D-CRT. It delivers highly conformal doses by using non-uniform radiation beams

directed at target volume from different directions.

It should be noted again that the dose is delivered over a period of 5 to 6 weeks.

Locking devices are used in 3D-CRT and IMRT to reproduce the patient pose to

match the one at which images used for planning were obtained. These locking

devices however do not guarantee that the target volume obtained at the beginning

of treatment conforms to the orientation and shape of prostate at the start ofor

during each treatment session and can introduce systematic errors [61]. There is

possibility of deformation in the prostate due to differences in bladder and rectal

filling. Bylund et al. report significant average prostate motion of 6.7 mm for24

patients [12]. Oncologists address this issue by usingPTV which includes margins

that allow for these differences. Adjustment to the initially obtained target volume

is an intuitive solution. IGRT provides this solution by imaging the target area

during the treatment. Abdominal Ultrasound and x-ray cameras are being used to

image the pelvic organs during treatment.
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Brachytherapy

Brachytherapy, also known as interstitial radiation therapy, seed therapy, or seed

treatment is a minimally invasive radiation therapy. There are two types of brachy-

therapy: permanent Low Dose Radiation (LDR) and temporary High Dose Ra-

diation (HDR). In LDR brachytherapy, brachytherapy seeds consisting of iodine-

125 and palladium-103 inside titanium pallets are implanted permanently in the

prostate gland. These emit a low level of radiation over the course of their radioac-

tive lives. InHDR brachytherapy, high dose from a single radioactive seed made of

iridium-194 (also called the wire) is delivered through plastic catheters inserted in

the gland. A patient undergoes two or three dose treatments during an overnight

stay forHDR brachytherapy [3].

Before brachytherapy,TRUS is used to obtain transverse B-mode images from

base to apex. The images are segmented and a prostate volume or surface isob-

tained. Margins are added to the prostate volume to form aPTV. This is done to

encompass any spread of prostate cancer out of the prostatic capsule.A radiation

oncologist devises a plan for seed arrangement after calculating dose distribution.

Radioactive seeds are implanted in the prostate according to the plan usingTRUS

for image guidance. It is important to cover the entire prostate according to the plan

and spare the healthy tissue surrounding it. If this plan is not executed well,some

parts of prostate may miss seeds and/or rectum and urethra can an additional extra

dose. This can cause complications. Also due to lack of visibility, in some cases,

injury to blood vessels and nerves and seed drift can give rise to complications.

Radical Prostatectomy

Radical prostatectomy is the surgical removal of the entire prostate along withpro-

static urethra. The two detached ends of urethra are joined using in a connection

called the anastomosis. The seminal vesicles and surrounding blood vessels and

nerves may also be removed. This is oldest treatment for prostate cancer.The

prostate surgery can be performed open i.e., through an incision in the lower ab-

domen, called Retropubic Radical Prostatectomy (RRP), or through the perineum,

called Perineal Radical Prostatectomy (PRP), or through a laparoscope, called La-

paroscopic Radical Prostatectomy (LRP). A laparoscope is a slender tube like in-
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strument that is inserted inside the body through a small incision to show surgeons

the view of the anatomy. Other small incisions for surgical tools are also made

through which the surgeon performs the surgery. In Robot Assisted Laparoscopic

Prostatectomy (RALP) surgeons use robotic arms to perform the surgeryremotely.

Laparoscopic surgeries result in less blood loss and shorter convalescence time.

Sexual dysfunction is one of the most common side effects of prostatectomy.

Even though surgeons try to spare the nerves to preserve sexual potency, the loca-

tion of cancer and skill and experience of the surgeon determine the outcome.

1.2.4 Need of Registration

Even though the the location of tumors can be known from pre-operativeMR im-

ages, due to differences in patient position, bladder fullness and the presence of the

TRUS probe, the prostate is deformed in intra-operativeTRUS images and cancer

can not be correctly localized in B-mode images unless a registration is performed.

As rigid registration cannot provide accurate registration [56], deformable registra-

tion is needed.

For Biopsy

To guide biopsy, theMR images acquired prior to the procedure can be registered

to theTRUS images obtained at the start of or during the procedure. This will give

a 3-D map of cancers within the prostate volume. This can lead to the possibility

of localized biopsy which eliminates false negatives and can reduce the number of

samples taken from prostatic tissue [51].

For External Beam Radiation

The PTV used to initially plan treatment can be registered to theUS or CT images

obtained during each treatment session ofIGRT. This will result in dose delivery

that is truly in agreement with the original plan and further decreases morbidity

in the surrounding tissues and structures. Ling et al. recognizes thatIGRT could

result in re-examination of current practice of expandingGTV to CTV and from

that to PTV [36]. Registration of during-the-treatment images to those used for

planning can help create target volumes with tighter margins which will in effect
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reduce dose to normal tissues .

For Brachytherapy

In brachytherapy, after seeds are implanted, it is important to know how close

the seed distribution is to the original plan. Deviation from the plan can affect

the planned dose significantly [19].CT and MR images show seeds very well.

Registering prostate surfaces from post-brachytherapy images ofCT or MR to the

TRUS surface on which the original plan was made, can show how well the actual

positions of seeds match the ones in the plan. This is essential to study dose-effect

relations of prostate implants and long term quality assurance [55].

For Prostatectomy

In order to avoid recurrence of cancer, the removal of organ and associated struc-

tures and tissue should been done in a manner as to include all the cancer affected

areas. This is achieved by using wider surgical margins. Most of the cancers

occur in the peripheral zone and wider margins in that zone may damage the neu-

rovascular bundles and the urethral sphincter. Ukimuraa et al. showedthat using

TRUS guidance duringLRP can significantly reduce the incidence of positive sur-

gical margins (i.e., when part of cancerous tissue is left inside the body) [60]. For

nerve-sparing prostatectomy, a pre-operativeMR or TRUS which identifies the ner-

vovascular bundle can be registered with intra-operativeTRUS to effectively avoid

damage to nerves.

Watchful Waiting

Registration of images is very useful to monitor disease progression. The images

obtained periodically when registered show the changes in the different areas of

the organ explicitly. This can help physicians assess the progress and plan the

treatment accordingly.

1.3 Literature Review

We have divided the literature review for this project in two categories: registration

models and boundary conditions. The former discusses registration modelsused
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in the literature forTRUS andMR prostate registration. The later gives an overview

of techniques available for calculating boundary conditions for our chosen model:

linear elastic finite element mesh.

1.3.1 Registration Model

There is extensive literature available on the general subject of medical image reg-

istration; however, prior work in the specific category ofTRUS to MR prostate im-

age registration is more limited. In the past rigid registration methods [63, 64]

were used for quick registration allowing for real-time use. These methods,how-

ever, ignored the possibility of significant deformations due to the presence of the

TRUS probe, change in patient position, bladder fullness etc. Zaider et al. [65] use

a very simplified registration technique using the assumption that the position of

points within the gland with respect to the axial contours remains unchanged,and

no displacement occurs in the Superior-Inferior (SI) direction.

For deformable registration a few spline based models were proposed. Shao

et al. [51] used thin plate splines to integrateMR or MRS with TRUS for targeted

robotic prostate biopsy. The deformable registration carried out Two-Dimensional

(2-D) to 2-D after the initial alignment and therefore significant deformation in

the SI direction was ignored. More recently, Mitra et al. [40] also used thin plate

splines for deformable registration of 2-D TRUS andMR prostate images with au-

tomatic generation of control points from principal axes. This method relies on

finding the corresponding slice in two modalities which can only be approximate

due to difference in slice spacing. Again, deformation in theSI direction is ig-

nored. The paper reports a Dice Similarity Coefficient (DSC) to measure overlap

of contours but does not report a Target Registration Error (TRE) validating inter-

nal registration. Reynier et al. [49] and Daanen et al. [17] use an octree-spline

for deformable registration after performing rigid registration. Reynier etal. [49]

reportedTRE for four patients.

Another popular technique for deformable registration is to use a biomechani-

cal model. A biomechanical model represents organs of interest as elasticmeshed

objects. Bharatha et al. [7] used an finite element linear elastic model with differ-

ent material properties for the central and peripheral zones of the prostate driven
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by surface distance based forces. Alterovitz et al. [5] also use a 2-D linear elastic

Finite Element Method (FEM) model to registerMRS/MR images with and without

endo-rectal coil for treatment planning ofHDR Therapy. They argue that a 2-D

model is sufficient as out of plane deformations are less then the slice thickness.

Their FEM model uses a non-linear optimizer to estimate tissue stiffness and exter-

nal forces causing deformation.

Hensel et al. [30] used a multi-organ linear elasticFEM model of the pelvic

anatomy with different stiffness values assigned to prostate, bladder, rectum etc

to registerMR with endo-rectal coil to one without for radiation therapy planning.

Noe et al. [44] used non-linear elastic models to performMR to MR prostate reg-

istration. They evaluated their model with prostate data by validating inverse con-

sistency of the transformation. Hu et al. [31] perform deformable registration be-

tweenMR andTRUS using a patient specific finite element statistical model. They

test their algorithm on eight patient data sets and report a mean TRE of 2.4mm.

1.3.2 Boundary Conditions

As mentioned in Section 1.4 and explained in Chapter 2 we use a linear elastic

FEM mesh as our registration model in this thesis. Therefore it is important that we

examine the boundary conditions that are used to derive theFEM model. Boundary

conditions refer to the external force required to deform one surfaceto match the

other. In most part of the literature, these forces are derived from some metric

representing the distance between the two surface [7, 13, 44]. The goal of the

registration is then to minimize this metric and thus have perfect alignment between

the two surfaces. Bharatha et al. [7] used active surfaces and distance fields. This

method was presented by Ferrant et al. [23] for surface matching of brain meshes.

Noe et al. [44] use a surface distance term as well as a surface normalterm to

calculate the boundary conditions allowing a surface to fill in narrow extrusions

while registering. Brock et al. [11] find correspondences based of curvature and

use that for driving their boundary conditions. Choi et al. [13] also use a surface

distance term with an iterative mesh fitting.

Zhang et al. [67] use contact impact analysis for boundary conditions.The sur-

faces that are or could be in contact are with the organ of interest are modeled using
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theFEM. The contact is determined by determining the penetration of elements and

applying appropriate pressure. Alterovitz et al. [5] find boundary conditions and

tissue stiffness parameters for their 2-D FEM model by an optimization routine that

maximizesDSC and minimizes strain energy. Hensel et al. [30] use surface node

projection from source to target surface guided by the curvature of thecurve to

which the node belongs.

1.4 Proposed Method

We propose a registration technique for registering theTRUS prostate images with

the MR prostate images. In both theTRUS and theMR images, the prostate can

be segmented easily and therefore surfaces are available. Taking advantage of this

fact, we propose a surface based registration method to deformably register sur-

faces obtained from the segmented contours using a biomechanical model. The

model is solid linear elastic body which deforms when subjected to external forces

on the surface. We use global surface difference to find boundary conditions in-

stead of more popular local surface distances (see Section 1.3.2) and therefore pro-

duce a more realistic distribution of forces driving the model to the target. Ourreg-

istration algorithm assumes the presence of a negative pressure in non-overlapping

regions of the surface. This pressure increases the overlap so that the surfaces

match.

We extend the goal of our deformable registration method to the following, so

that the transformation is physically realistic:

1. We wish to deform the source surface to match the target surface

2. We wish to use parameters (Young’s Modulus, Poisson’s ratio and forces)

that are close to the values reported in literature.

3. We wish to preserve the source surface volume i.e., keep it constant during

registration

We validate our approach with elasticity parameters typical of those reported

in the literature. The results are evaluated in terms of the improvement achieved

13



in the matching the prostate volumes. In addition, the distances between the ure-

thra segmentations in the two modalities are used as an independent measure of

registration accuracy.

1.5 Thesis Organization

We start with Chapter 2 explaining our deformable registration model. In addition

to providing details on our linear elastic model, this chapter discusses parameters

such as tissue stiffness and boundary conditions. The Chapter 3 describes the im-

plementation details of our algorithm. We move on to evaluate our algorithm in

Chapter 4 and include some applications outsideTRUS and MR prostate surface

registration. Finally conclusions, achievements and future directions of our work

are laid out in Chapter 5.
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Chapter 2

Deformable Registration Model

When performing the deformable registration of two surfaces, we fix one surface

during the registration and let the other move in thousands of degrees of freedom.

The former is called thetarget and the later is called thesource. It is the source

that deforms to match the target. The source is modeled as a linear elastic solid

and subjected to boundary conditions that aim for a perfect fit between the two

surfaces. This is a dynamic process and therefore uses time integration. We use an

iterative algorithm that converges when the cost of registration is minimum.

2.1 Deformation and Elasticity

In continuum mechanics, deformation is defined as the transformation of the posi-

tions of constituent particles of a body from one configuration to another.Defor-

mation is usually caused by external loads, body forces (such as gravityor elec-

tromagnetic forces), or temperature changes within the body. These factors induce

internal body forces called thestress. The deformation defined in terms of relative

displacement of the constituent particles of a body is called thestrain. These terms

are defined in more detail in Appendix A.

The deformations in a continuous body can be elastic or plastic.Elasticdefor-

mations are characterized by removal of strain (i.e., reverting back of body to its

pre-stress configuration) when stress is removed. In cases where strain is perma-

nent and stays even after the removal of stress, the deformation is calledplastic.
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Plasticity is exhibited when the stress exceeds the elastic limit. Most materials,

including biological tissues, are normally exposed to stresses much lower than the

elastic limit and thus exhibit elasticity.

Hyper-elasticity, a model for ideally elastic materials, can be used to describe

the complex deformations of biological tissues. However, it is often computation-

ally efficient to assume linear elasticity for modeling and simulating biological

tissues. As all hyper-elastic materials can be approximated by linear elasticity

when small deformations are applied, this assumption is quite accurate [25, 39].

For these reasons, we have used linear elasticity to model the prostate for now. In

future more complex models like Neo-Hookean incompressible model can be used.

Linear elasticity is a simplified version of non-linear elasticity that assumes

infinitesimal strains or “small” deformations and linearly relates stress and strain.

2.2 The Linear Elastic Model

If a 3-D linear elastic solid bodyΩ composed of particlesp(x,y,z), initially under

no stress, is subjected to a forceF(x,y,z) and, as a result, deforms so that each of

its particles undergo displacementu(x,y,z), the deformation energy is given by [9]:

Estrain =
1
2

∫

Ω
εεεTσσσ dΩ−

∫

Ω
FudΩ (2.1)

whereεεε and σσσ are the strain and stress vectors respectively. The first term

presents strain energy and second term presents work done by external forces.

As described in Appendix A, for small deformations, the strain vector can be

written as:

εεε =

[

δu
δx

,
δu
δy

,
δu
δz

,
δu
δy

+
δu
δx

,
δu
δz

+
δu
δx

,
δu
δz

+
δu
δy

]T

= Bu (2.2)

whereB is strain-displacement matrix:
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(2.3)

The constitutive equation that describes the relationship between stress and

strain for linear elastics is based on Hook’s law:

σσσ = Cεεε (2.4)

whereC is material stiffness matrix that characterizes Hookean elastic mate-

rial. It is a symmetric 6x6 matrix for 3-D objects. For a homogenous and isotropic

material this matrix is defined by the two Lamé material constantsλ andµ [9]:

C =























λ +2µ λ λ 0 0 0

λ λ +2µ λ 0 0 0

λ λ λ +2µ 0 0 0

0 0 0 µ 0 0

0 0 0 0 µ 0

0 0 0 0 0 µ























(2.5)

The Laḿe’s constants can be derived from Young’s Modulus (E) and Poisson’s

ratio (ν) using these relationships:

λ =
Eν

(1+ν)(1−2ν)
(2.6)

µ =
E

2(1+ν)
(2.7)

Now Equation 2.1 can be written as:

EStrain=
1
2

∫

Ω
uTBTCBudΩ−

∫

Ω
FudΩ (2.8)
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This continuous function of energy can be discretized over displacementusing

the finite element model.

2.2.1 The Finite Element Method

As C is positive definite, Equation 2.4 is an elliptic partial differential equation

which can be solved for simple shapes. The complex shapes can be dealt with

by considering them as combinations of some simple shapes and then solving the

boundary-value problem for each simple shape separately. This is the idea behind

the FEM. These simple shapes are called the elements. Common choices for ele-

ments are squares, triangles and hexagons for 2-D surfaces and cubes, tetrahedra,

and hexahedra for 3-D objects.

In our finite element model we use 4-node tetrahedra connected with each other

in a mesh like configuration to model a 3-D object. A tetrahedron is a four faced

polyhedron. The vertices of the tetrahedron are called nodes. The surface of the

object is formed by the outward facing triangular facets of the tetrahedra near the

surface. The nodes that belong to the triangular faces on the surface are called the

surface nodes. The nodes that exist inside the surface are called theinterior nodes.

Please see Figure 2.1 for an illustration of tetrahedra used as elements to model an

ellipsoid.

The FEM discretizes the displacement field resulting from deformation in the

3-D body. If a 3-D body Ω is divided in elementsΩe with a total number ofn

nodes and the displacement at a nodei, due to deformation, isui = [ui vi wi ]
T , the

compound vector of all the nodal displacements is given byu = [uT
1 uT

2 . . . uT
n ]

T .

This vector represents the deformation of the entire 3-D object.

Our chosen element forFEM, the tetrahedron, had four nodes. If the four nodes

of an element have displacementsue
m wherem= 1. . .4, the compound vector of

element node displacements is given byue = [(ue
1)

T (ue
2)

T (ue
3)

T (ue
4)

T ]T . The dis-

placement of a pointx lying somewhere in an elementΩe can be determined from

the interpolation of element node displacements.
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Figure 2.1: A 3-D object made up of small tetrahedral elements. One of the
tetrahedral elements is magnified and shown with its nodes.

u(x) =
4

∑
i=1

Ne
i (x)u

e
i (2.9)

= Neue (2.10)

The Ne
i (x) is elementbasis function. For linear interpolation, it consists of

barycentric coordinatesof the element nodes:

Ne
i (x) = ae

i +be
i x+ce

i y+de
i z i= 1. . .4 (2.11)

Revisiting the problem of seeking equilibrium at which total energy (2.8) is

minimized, consider when first variation of total energy is zero:

δEStrain(u) = ∑
e

δEe
Strain(u) = 0 (2.12)

The differential energy for an element is:

δEe
Strain(u) = ∇Ee

Strain·δue (2.13)

The Equation 2.12 can be written as:
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δE(u) = ∑
e
(∇Ee ·δue) = 0 (2.14)

The term on the side of Equation 2.14 can be zero for arbitrary displacement

from equilibrium only when∇Ee is zero. This is becauseue contains independent

variables. This implies that

∫

Ωe
(BNe)TC(BNe)uedΩ−Fe = 0

⇒
∫

Ωe
BeTCBeuedΩ = Fe

⇒ BeTCBeue
∫

Ωe
dΩ = Fe

⇒ VeBeTCBeue = Fe

⇒ Keue = Fe (2.15)

whereVe is the volume of element.Ke, the product ofVe, BeT, C andBe, is the

element stiffness matrix. Fe is the compound vector of the applied element nodal

forces.

The volume of a tetrahedron can be calculated using:

Ve =
1
6

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

x1 y1 z1 1

x2 y2 z2 1

x3 y3 z3 1

x4 y4 z4 1

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

The element stiffness matrices for all the elements of the body can be combined

to assemble a global stiffness matrixK for the body. This is done so that every

constituting point of the elastic body receives its contribution from everyKe that

its part of. Now we have a linear equation that describes the whole system:

Ku = F (2.16)

where size ofK is 3n×3n. The external forceF and nodal displacementsu are

represented by a vectors of size 3n×1. It should be noted here that for a certain
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amount of stressF, the resulting deformation (displacement of nodes-u) depends

on the stiffness matrixK which characterizes the stiffness of the whole object.

Dynamics can be included in the model by using classical Newtonian formula-

tion:

Mü+Bu̇+Ku = F (2.17)

whereM andB are mass and damping matrices respectively.

2.3 Factors Affecting the Stiffness Matrix

The stiffness of an object, in part, determines the degree of deformation it will

undergo when a certain amount of force is applied to it. This depends on the

elasticity of its constituent material as well as its geometric shape. Therefore,elas-

ticity moduli can be used to measure relative stiffness for objects of approximately

the same geometric shape. Another factor that affects the amount of deformation

taking place irrespective of the shape of the object is the compressibility of the

constituent material. Compressibility determines the volume change in an object

as a result of application of stress. A perfectly incompressible object retains its

volume in the state of deformation.

We saw in Section 2.2, Young’s Modulus and Poisson’s ratio are used to calcu-

late material stiffness matrixC and thus elemental stiffness matrixKe. A perfectly

incompressible object has a Poisson’s ratio of 0.5.

2.3.1 Inhomogeneity of Material

The elasticity properties of the constituent material of tissue is rarely homoge-

neous. Elasticity mapping from elastography show a wide range [32, 33, 46]

within a organ, depending on the tissue type (muscular vs. glandular [46])and

the presence of a tumor or calcification [33, 48]. If the elasticity map of an organ is

present, the stiffness matrix for each element of the mesh can be formed by using

the average material properties of the volume of tissue occupied by that element.

The global stiffness matrix can then be constructed in the manner describedin

Section 2.2. In case the elasticity map is not available, then homogeneous stiffness

can be assumed for simplicity.
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2.3.2 Stiffness from Elastography

As mentioned above, if an elasticity map of an organ is available, the stiffness

matrix can be constructed using this map. Elastography is the technique used for

determining the stiffness of a tissue from strain images obtained by application of

some form of stress. The stress is usually mechanical compression or vibration

with the application of which the softer regions of the tissue deform more and

stiffer regions deform less. The strain images show the extent of deformation at

each point (limited by the resolution of device used) and can be used to determine

relative elasticity at each pixel in a strain image.

Using realistic relative elasticity values is important for registration accuracy

especially for areas inside the mesh because for the same amount of force, two

regions of different stiffness will deform differently. This can be explained by

the following example. Consider a piece of soft tissue with a stiff tumor in it. If

pressure is exerted on this tissue, the soft tissue will deform and probably displace

the tumor from its position but might not change the shape of the tumor. If this

tissue is modeled as an elastic mesh using a homogeneous stiffness and the same

amount of pressure is applied to the mesh, the result will be a deformed tissuewith

a deformed tumor. A more accurate displacement map can be obtained by using

relative elasticity values derived from elastography (please see Section4.1).

Once the elastic model for the source surface has been created, the nexttask is

to determine boundary conditions that explain the deformation from the source to

the target surface.

2.4 Boundary Conditions

By performing registration of two surfaces using the linear elasticFEM model, we

try to find boundary conditions for which one object deforms to match the other.

These boundary conditions are surface forcesF in Equation 2.16 that produce de-

formation indicated by the nodal displacement vectoru. Most of the work done in

the literature uses some sort of distance measure between the surfaces for driving

surface forces (see Section 1.3.2). The goal of these methods is to minimize dis-

tance between the surfaces. We have proposed a method of registration that takes

into account the overall surface misalignment and maximizes the overlapping vol-
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ume, or in other words, minimizes the non overlapping volume. While at a glance

our method of force calculation might not look significantly different from the dis-

tance based methods, there is a big difference. Consider the state of two surfaces

that exist so that some parts of them are close to each other and some parts are quite

far. In the case of distance based methods, the parts of surface with smallmisalign-

ment will experience small surface force while the parts with large misalignment

will experience large forces. In our method, all areas of the surfacesget similar

forces. This can result in the development of a more significant torsionaleffect.

As the method uses overlapping volume to drive forces, the first step in our

calculation is finding the overlapping volume which is also used for calculating

our registration error.

2.4.1 Overlapping Volume

The term Overlapping Volume (OV) as used from now onwards refers to the vol-

ume of the region overlapped by two surfaces. It is calculated by forming an in-

tersection surface from the two surfaces (see Section 2.4.2). Once the intersection

surface is formed, the Non-Overlapping Volume (NOV) is calculated by subtracting

OV from the union of the source surface volume (VolSource) and the target surface

volume (VolTarget). This OV is our similarity measure (see Section 1.1) that we try

to maximize.

NOV = (VolSource−OV)+(VolTarget−OV)

= VolSource+VolTarget−2·OV (2.18)

The volume of source, target and intersection surfaces are calculated using the

divergence theorem. TheNOV can also be represented as a percentage:

NOV(%) =
NOV

VolSource+VolTarget
×100 (2.19)

We use Equation 2.19 as cost of registration and minimize it through an iterative

process. To find theOV it is essential to find the intersection of the two surfaces.
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(a) Two surfaces (b) Intersection surface (c) Union surface

Figure 2.2: Intersection and union surfaces shown for two prostate surfaces

2.4.2 Intersection and Union of the Surfaces

The programming routines based on Computational Geometry Algorithms Library

(CGAL)[2] provided by Orcun Goksel are used to calculate the union and intersec-

tion surfaces. TheCGAL routines create a Selective Nef Complex (SNC) from the

input triangulated surfaces [28]. TheSNC are generalized Nef-polyhedra, obtained

from partitioning space by various planes, with labels attached to them. Thesela-

bels are boolean (in, out) and are calledset selection marks. TheSNCdata structure

can be used to perform binary boolean set operations such as complement and in-

tersection. These operations can be used to deduce results for other set operations

such as union, difference, and symmetric difference. Details of this procedure can

be found in [28].

If A andB are two surfaces, and their intersection surfaceSA∩B and relative

complement surfacesSB\A andSA\B are known then union is given by:

SA∪B = SA∩B+SB\A+SB\A (2.20)

The intersection and union surfaces for two prostate surfaces are shown in

Figure 2.2.

2.4.3 Calculation of Surface Force

For the calculation of forces, we assume the presence of a negative pressure (called

thepressurefrom now onwards) that exists in the non-overlapping regions of the

surfaces relative to the overlapping volume and the complement of the union the
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Figure 2.3: Overlapping volume and non-overlapping region are shown in
white and gray colors respectively. Consider A as the target surface
and B as the source. The forces produced as the result of the negative
pressureP -vein the gray regions are shown by the arrows.

two surfaces. This pressure results in surface forces on the sourcesurface that

increases the overlapping region while reducing non-overlapping region. Please

see Figure 2.3 for an illustration of direction of surface forces due to this pressure.

As described in Section 2.2.1, the surface of the mesh is formed by the outward

facing triangles of the tetrahedra. We call them surface triangles. Each surface

triangle experiences a force due to the presence of the pressure. Themagnitude of

this force depends on the area of the triangle. The direction of the force isalong

the normal to the face and can be outwards or inwards with respect to the mesh

depending on whether that face lies in the region enclosed by the target surface or

not. These directions will be such that the force increasesOV and decreasesNOV.

This force will be distributed equally to the surface nodes that form that surface

triangle. Every node receives contribution from its neighboring surface triangles.

If n(f) is a vector representing the face normal of a triangular face ’f’ in the out-

ward direction to the surface, andA(f) is the area of the face andP is the pressure,

then the force on the faceFt( f ) is given by:

Ft( f ) = D×A( f )×P×n(f) (2.21)

where directionD is determined by whether the face is part of intersection

surfaceSint or union surfaceSuni:
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Figure 2.4: A number of connected surface triangles. The tetrahedral struc-
ture is ignored for ease of visualization. The pressure results in force
on a triangular face with direction normal to it (direction shown with
dashed lines). The force at the node (direction shown with solid line)
connected to all these faces is the sum of these forces.

D =

{

+1 if t ∈ Sint

−1 if t ∈ Suni

This force is then divided equally to the nodes forming the triangular face.

Every node is connected to several faces and therefore the total force on the node

is the sum of forces on all the faces. See Figure 2.4 for an illustration. If anode is

surrounded byn faces then:

Fn(p) = ∑
n

1
3
×Ft( fn) (2.22)

The vector of nodal forces can be formed from Equation 2.22 such that:

F = [ f nx1, f ny1, f nz1, ...., f nxm, f nym, f nzm]T (2.23)

wherem is the total number of nodes andf nx, f ny and f nzarex, y andz compo-

nents ofFn. Figure 2.5 shows distribution of nodal forces in a mesh.
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Figure 2.5: Force distribution in a mesh from real patient data. The mesh is
color-coded with the magnitude of nodal forces. The direction of forces
can be seen from the arrows originating from the surface node of the
mesh.
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2.5 Computational Model

The solution of a differential equation is found by integration. The termtime inte-

gration is used to discretize time in order to solve an equation such as 2.17. There

are two popular time integration methods used for simulation of elastic models:

explicit and implicit. The explicit and the implicit methods differ in whether the

deformation is calculated by applying internal forces estimated at the previous or

at the current iteration. Thus, at iterationk+1 the displacementuk+1 is estimated

by applying internal forces calculated at iterationk for explicit iterative methods

and atk+1 for implicit or semi implicit methods.

The implicit and explicit methods use forward and backward Euler finite differ-

ence methods respectively to estimateü andu̇. Implicit and semi-implicit methods

offer better stability at the expense of high computation time. The high computa-

tion time is due to the calculation of the inverse of the stiffness matrix. However,

implicit methods can handle larger time steps as they are unconditionally stable.

At this point in our research we have chosen a semi-implicit method for time dis-

cretization of our dynamic model which is described below. The advantage of

semi-implicit over standard Euler is that it conserves energy.

Consider the Equation 2.17 again:

Mü+Bu̇+Ku = F

For simplicity’s sake we ignore the mass and set damping to identity we get:

u̇+Ku = F (2.24)

Using backwards Euler finite difference method, ifτ is the time step:

uk+1−uk

τ
+Ku k+1 = Fk

⇒ uk+1−uk+ τ Ku k+1 = τFk

⇒ (I + τ K)uk+1 = uk+ τFk (2.25)

28



Use a backward time step:

(I + τ K)uk = (uk−1+ τFk−1) (2.26)

whereuk is the array of nodal displacements at iterationk, Fk−1 is the driving

force calculated at iterationk−1, I is identity matrix andτ is the time step. The

time step should be small enough to realize the system through finite differences.

We assume no initial strain and therefore the initial conditionu(0) is a zero vector.

The iterations end when convergence criteria is met.

2.5.1 Chattering of Forces

Our registration scheme involves repeated iterations as explained above. During

the registration process, as the source and the target surfaces becomeclose to each

other, chattering of forces can be observed as the surfaces cross over and the forces

change directions abruptly.

This was noticed in our preliminary experiments with registration of two cylin-

drical. The surfaces had equal volumes and were aligned in the manner similar

to a piston inside a cylinder. The goal of the registration was to bring the piston,

or the moving cylinder, inside the fixed cylinder so that the two surfaces overlap

completely. High stiffness parameters (Young’s Modulus of 100KPa) were used

to simulate rigid registration. If the sides of the cylinders are completely aligned,

the net amount of force that moves the piston depends on the area of the circular

face of the piston inside the cylinder and therefore remains the same no matter how

near the surfaces are to equilibrium. As our model has no collision detection and

the surface is penetrable, if the time step is not small enough, this results in sur-

face crossing over so that part of the piston is outside the fixed cylinder.Now the

amount of force on the piston will be the same as before, however the direction

would have changed to opposite. The next iteration will bring the piston backin-

side the fixed cylinder and the one after it back outside. These sudden changes in

direction of force and resulting oscillations were addressed by filtering.

Low pass filtering of the forces produces sufficient averaging to insure oscillation-

free convergence of our dynamic model. The following finite impulse response

filter is used:
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Fk = Fk−1+0.9×Fk (2.27)

wherek is the iteration at which force is being calculated.

2.5.2 Convergence Criteria

Ideally the algorithm converges when equilibrium is achieved i.e., when the mesh

stops deforming. The change inNOV(%) is an indication of any changes in the

mesh and therefore can be used as a convergence criteria. Our algorithm stops

when the change inNOV(%) is less than a pre-specified value we call thelimit.

2.5.3 Time Step Reduction

As the system is iterative, the time step should be small enough for stability and

large enough for speed. The NOV(%) decreases almost linearly at the start and

therefore a larger time step can be used. However near convergence,as the surfaces

come close to each other, this time step can be too large to find the equilibrium

and therefore a smaller time step should be used. We use a scheme to reduce

the initially large time step that follows the following simple rule: The NOV(%)

should always decrease. With a large time step, as surfaces come close and cross

over, NOV(%) can increase and therefore indicate that the time step was toolarge.

In this case, the algorithm steps back to the last iteration and decreases the time

step by half. The time step can be further decreased if the NOV(%) still increases.

2.6 Discussion

This chapter provided the details of the registration model and algorithm usedfor

registration. We have chosen a linear elastic mesh instead of a nonlinear mesh

due to consideration of speed. In future non-linear elastic models can be evaluated

for any improvement in the registration. Time integration is an important issue.

Implicit methods have an inherent global truncation error which makes them in-

accurate especially for large time steps. Better numerical methods can be used in

future.

It should be noted that the pressure and stiffness are relative to each other. This
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means that no matter how soft a body is, if the force is too low it will not be able

to deform it. Therefore the right amount of pressure is important and should be

chosen carefully. This topic is covered in Section 3.3.

The basis of linear elastic model is Cauchy’s infinitesimal strain tensor (see

Section A.2) which is not rotation invariant. The assumption of small deformations

is therefore key to the accuracy of the model. In cases where large deformations

are involved, rotation compensation should be performed [13, 43]. Not doing so

results inghostforces which can inflate the elements and have an overall effect of

increased volume of the surface [41]. To understand ghost forces,one must realize

that pure rotation of an element with no change in shape should not produce strain.

However, as our model right now has no way of knowing whether displacement of

nodes is due to rotation or change in shape of an element therefore, internal forces

based on position change of the nodes are produced not taking into account any

rotation involved. These forces are unrealistic and are called ghost forces. This

is certainly a shortcoming of our model in cases where the mesh undergoes large

rotations during registration.
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Chapter 3

Implementation

There are various implementation considerations for the model described in the

Chapter 2. The image data is available usually in the form of a stack of uniformly

spaced 2-D images. These images are segmented to mark the boundary of the organ

of interest and landmarks. The contours resulting from segmentation are used to

create surfaces. These surfaces are then used by the registration algorithm which

creates a mesh from the source surface. An overview of our algorithm isgiven in

Figure 3.1. This chapter describes these steps in detail.

3.1 Surface Generation

Physicians form a 3-D image volume of the prostate anatomy by scanning 2-D

images equally spaced along a third dimension. This forms a 3-D array of 2-D

images. Please see Figure 3.2 for an illustration of how the prostate image vol-

Moving
Surface

Model as
Elastic Solid

Find Intersection
and Union of

Surfaces

Calculate
External Force
from Pressure

Deform Elastic
Solid

Calculate Non
Overlapped

Volume
Stop?

Deformed
Surface

Yes

No

Figure 3.1: Block diagram showing deformable registration algorithm
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ume is obtained using aTRUS probe. Physicians then segment the organs and

areas of interest in medical images for treatment planning and surgery purposes.

Once the segmentation is done, the contours can be interpolated to form 3-D sur-

faces. We have used the software “Stradwin” [58, 59] for this purpose. The initial

image data is available as a set of 2-D images in Digital Imaging and Communica-

tions in Medicine (DICOM) format. TheDICOM images are converted to Stradwin

compatible format using a tool developed in house by Orcun Goksel. Stradwin

opens the images as a 3-D array and can create surfaces with various resolutions

and smoothing strength from the contours. We generally use the lowest resolution

option available with low smoothing strength. The created surfaces are made up

of triangular elements and can be visualized in Stradwin through surface render-

ing. The surfaces are saved on the hard drive of the computer in VirtualReality

Modeling Language (VRML ) file format directly from Stradwin. A screen shot of

Stradwin with images containing the segmented contours of the prostate, the ure-

thra and the rectum is shown in Figure 3.3. The surfaces created by Stradwin are

also shown in the figure.

3.2 Mesh Generation

The saved surfaces can be opened in “Matlab” using another function developed in-

house by Orcun Goksel. The surface is represented in Matlab by two parameters:

a list of positions in Cartesian coordinates of nodes or vertices of the triangles that

make up the surface and a list of arrangement showing how they are connected to

form triangular faces. The surface can be visualized using the “patch”command

in Matlab (see Figure 3.4).

The volume enclosed by the surface designated assourceis then meshed using

a software called “TetGen” [52]. Tetgen uses Delaunay tetrahedralization to divide

the volume of the surface in tetrahedral elements. The Delaunay tetrahedralization

ensures that the mesh is conformal i.e., that the elements do not intersect each other.

This process introducesinternal nodeswhich are distributed in the volume of

the mesh. The outward appearance of the surface is the same as before the meshing.

The triangular elements of the surface become the outward faces of the tetrahedra

that lie close to the surface. Please see Figure 3.5 for an illustration. The created
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Figure 3.2: Prostate imaging using TRUS probe. This image shows acquisi-
tion of transverse images spaced along axial direction.

mesh is represented in Matlab by a list of nodes presented by their positions in

Cartesian coordinates. The list consists of surface nodes and internalnodes, and a

connection matrix that describes how nodes are connected to form tetrahedra.

3.3 Stiffness Parameters and Amount of Pressure

Once the mesh is created, suitable stiffness parameters are use to create a corre-

sponding stiffness matrixK . As described in Section 2.3, the stiffness parameters

and the boundary forces are used determine the deformation. We have used realistic

values for both. For prostate surface registration, the mean shear modulus for pe-

ripheral zone reported in [32] was used for homogeneous stiffness.In cases where

Vibro-elastography (VE) data was available, we used Young’s modulus estimated

from Transfer Function (TF) estimated from motion of tissue.
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Figure 3.3: A screen shot of Stradwin. The screen shows four different view.
The top left view shows a transverse image pelvic anatomy with seg-
mented contours. This image is part of a series of images that are spaced
in the axial direction. The top right view shows surfaces created from
the segmented contours. The bottom left shows the interpolated coronal
plane view and bottom right shows the interpolated sagittal plane view

3.3.1 Stiffness from Transfer Function Images

The transfer functions are available as series of 2-D images in which intensity is

assumed to be directly proportional to the stiffness. As absolute values of Young’s

modulus from elastography can not be extracted at present, we used a linear rela-

tionship that gives the Young’s modulus in the range of that reported [32]for the

peripheral and central zones.

In VE, the axial strain is computed from one radio frequency (RF) data frame

to the next using a correlation based method. In cases where the correlation coef-

ficient is low, the data is deemed unreliable. This unreliable or “bad” data appears

as bright patches in the transfer function image which, when mapped linearlyto

Young’s Modulus can result in false low stiffness areas in the mesh. We remove

theTF image data corresponding to low correlation coefficients and replace it with

values based on inverse-distance weighted interpolation. In addition to thatwe also
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Figure 3.4: Triangulated surface in Matlab

smooth the 3-D TF image array with 5x5x5 box filter.

The prostate has been segmented inTF images [38]. From the contours we

first create a surface and then a mesh using the techniques described in Section 3.1

and Section 3.2. We consider the mesh to be embedded in the 3-D TF image array.

We assign to each pixel within each tetrahedron of the mesh the average value

of intensities inside the tetrahedron. We find the average value of intensities of

pixels present inside each tetrahedron of the mesh and assign them that value. The

Young’s modulus for the tetrahedra is estimated using these average values.

We visualize the range of stiffness in the prostate by color-coding the mesh with

the magnitude of estimated Young’s moduli. Such a color-coded mesh is shown in

Figure 3.6b. We find the mapping which shows the color in the peripheral and

central zones corresponding to the values from [32] in the color bar. The following

relationship was found to give the Young’s modulus values in the range found in

literature:
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(a) Exterior of a mesh (b) Interior of a mesh

Figure 3.5: Exterior and interior of a mesh (a) shows an opaque mesh with
triangular facets of tetrahedra forming the surface (b) shows a mid plane
cutting the mesh to reveal the tetrahedra inside

Young′s Modulus= 106×Trans f er Function Image Intensity (3.1)

This mapping is applied to average intensity calculated for each tetrahedra.

We assumed that the tissue is nearly incompressible and therefore used a Pois-

son’s ratio of .499 for all cases. This might not be the case if there is a fluidoutflow

from the organ in the time between the two sets of images are taken. However, as

volume preservation is one of the goals of registration, the high incompressibility

of the mesh is desirable.

3.3.2 Amount of Pressure

The amount of pressure is set so that the net force resulting from it on the mesh

is of the same order of magnitude as the weight of the organ being modeled. An

average prostate has a mass of 11gms [34] and a weight of 0.11N. For all of the

cases of prostate surface registration we have performed, a pressure of 1KPa was

enough to produce a force in the order of 10−1N. An increase inTRE was observed
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(a) VE transfer function image (b) Corresponding Young’s Modulus

Figure 3.6: Young’s modulus from transfer function images (a)VE transfer
function prostate image re-sliced at coronal plane. The plane passes
through the center of mass of the surface. (b) The mesh is color-coded
to Young’s modulus to show the variation of stiffness inside the prostate.
Please note the range of Young’s modulus on the colorbar.

when for higher pressure in our early results as shown in Appendix E.

3.4 Registration Algorithm

We start the registration by aligning the centers of mass of the two surfaces tobring

them in the same Cartesian frame. Next we perform Principal Axis Alignment

(PAA) to recover the deformation due to rotation. The overview of algorithm is

given in Algorithm 1. We used homogeneous stiffness where elastography data

was not available. As the computation of the inverse term in Equation 2.26 is a

time consuming task, we compute it only once for every time stepτ. Thelimit (see

Section 2.5.2) for change inNOV(%) for convergence was kept at 1×10−4. Once

the surfaces are registered, the positions of the landmarks in the deformedmesh

are obtained by using the natural coordinates of points on segmented landmarks.
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Algorithm 1 The registration algorithm

Let the target organ shape be represented as a triangular surfaceSt with its center
of mass at the origin
Let the source organ shape be represented as a triangular surfaceSs with its
center of mass at the origin
Align principal axis ofSs to that ofSt

Let theSs be represented as a tetrahedral mesh with nodes at positionsp
0

Calculate stiffness matrixK for the source mesh.
Let time stepτ, pressureP and standard for convergencelimit be known.
Calculate the intersection and union of surfacesSt andSs

CalculateNOV0

Calculate external forceF0

A= (I + τ K)−1

k← 0
repeat

k← k+1
uk−1 = p

k−1
−p

0
uk = A· (I uk−1+ τ FK−1)
p

k
= p

k−1
+uk

Get surfaceSsk from p
k

Calculate intersection and union of surfacesSt andSsk

CalculateNOVk(%)
Calculate external forceFk

Fk = 0.9×Fk−1+Fk

if NOVk > NOVk−1 then
k← k−1
τ ← τ/2
A= (I + τ K)−1

end if
until (NOVk−1(%)−NOVk(%))≤ limit
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3.5 Finding the Position of Landmarks in the Deformed
Mesh

As the source surface deforms, the volume interior to the surface deformstoo.

Thus, in the registered surface, the landmark has moved and has a new position. For

determining this position, we use the natural coordinates of the points contouring

the landmark. For every pointpo = (xo,yo,zo) on the landmark contour(s), we find

the tetrahedral elemente from theoriginal source surface mesh that contains that

point and find its natural coordinates by using:
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nodes forming the tetrahedra inside which the pointpo lies. We use the same rela-

tionship to find the Cartesian coordinates of the landmark pointpd = (xd,yd,zd) in

the deformed mesh:
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4) are the new positions of

the corners of the same tetrahedra. Once the positions of all the landmark contour

points in deformed mesh is known, the registration error (see Section 3.7) can be

calculated.

3.6 Displaying the Result in 2-D Images

While the registered surface can be enough for use in the volume studies likequal-

ity assurance for brachytherapy, 2-D images are often better suited for observing

the results of registration. In order to obtain 2-D images, the images from which
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the source surface was derived can be deformed according to the displacement

field obtained from registration. This is done in a manner very similar to the one

described in Section 3.5. The undeformed source mesh is brought into the image

coordinate frame and the natural coordinates of all the pixels of the images with

respect to the tetrahedron they are present inside are calculated. As themesh exists

only inside the surface, all the pixels outside the surface are ignored and assigned

a constant value. Using 3.2 and 3.3, the new position of each pixel in the deformed

image is calculated. These new scattered pixel positions are linearly interpolated

to find a 3-D grid which is a stack of 2-D deformed images.

3.7 Validation Measures

The validation measures for determining the accuracy of our registration are chosen

in accordance with our goals as described in Section 1.4:

1. Dice Similarity Coefficient (DSC)

2. Target Registration Error (TRE)

3. Volume Change (%) (VC)

TheDSC can be used to measure overlap of the two surfaces. In context of our

problem, it can be defined by:

DSC=
2×NOV

VolSource+Voltarget
(3.4)

A DSCof 1 indicates complete overlap. This measure tells how well the bound-

aries of the two surfaces match.

A surface with thousands of degrees of freedom can match another surface in

various ways. To determine accuracy of registration, the concept ofTRE is very

commonly used. This is done by finding a landmark i.e., a feature that is visible in

both sets of images and calculating the distance between the landmarks as visible

in target images and registered source images. The lower theTRE, the better a

registration is.

Volume preservation is often desired in registration specially for cases where

the volume of an organ is not known to change in between the time it is imaged by
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the modalities involved. In our registration we use a nearly incompressible elastic

model and therefore the volume of the source surface should not change after the

registration. To test if it has changed we use theVolume Change (VC)(%) defined

simply as:

Volume Change(%) =
Volsource(a f ter)−Volsource(be f ore)

Volsource(be f ore)
×100 (3.5)

whereVolsource(be f ore) andVolsource(a f ter) are volumes of the surfaces before and

after registration. For a perfectly preserved volume, this value should bezero.

3.8 Discussion

Image and mesh quality and resolution can influence registration in terms of ac-

curacy as well as computational performance. These issues are discussed in detail

below.

3.8.1 Error in Marking Boundary and Landmarks

The segmentation errors in outlining the organ can be caused by low visibility

in the images or inexperience of the person performing the segmentation. The

boundary of the organ thus marked inaccurately results in a surface thatis not true

to the surface of organ. This directly affects the accuracy of any surface based

registration method.

As described in Section 3.7, the accuracy of registration is measured withTRE

which is a distance measure between the marked landmarks after registration.The

segmentation error in marking the landmarks can results in a value not representa-

tive of the accuracy of registration.

3.8.2 Error Due to Difference in Slice Thickness

Slice thickness or image spacing in thez direction (which is axial direction for

transverse images) is different in every modality. Therefore there cannot be exact

correspondence in the position of a specific landmark seen in 2-D images of two

different imaging modalities. The error resulting from these is related to the sim-

ilarity of the slice position alongz axis. To avoid this 3-D structural landmarks
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(surfaces, curves etc.) can be used.

3.8.3 Difference in Volume

One of the goals of our deformable registration is volume preservation. If accom-

plished along with the goal of accurate registration, this requires surfacevolumes

to be similar. Errors in segmentation and/or loss of fluids from the tissue can result

in difference in volumes of surface obtained from different modalities at different

times. If such difference exists, the two goals cannot be achieved at the same time

and some kind of compromise is necessary to obtain a result.

3.8.4 Discretization Error

When a continuous object is approximated by discrete elements, an error called

discretization error arises which accounts for the differences betweenthe actual

shape and theFEM model. The discretization error can be reduced by using a

higher number of elements. However using highly refined meshes increases com-

putational burden and therefore a compromise must be found.

3.8.5 Computational Performance

We implementated of our algorithm in Matlab where it took 20-45 minutes for

a registration to complete. The computation speed depends on the resolution of

mesh. It can be made quicker using optimized coding in C++. This might also

allow the use of high resolution meshes for increased registration accuracy.
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Chapter 4

Evaluation and Application

In this chapter, we first study impact of using non-homogeneous stiffness on our

registration method. Then we evaluate our registration technique using prostate

surfaces derived fromTRUS and MR. After we establish it as an effective de-

formable registration method, we use it to register prostateVE images to pathology

images using stiffness from the former. We find another application of our algo-

rithm in registration of Kidney surfaces which is covered in Section 4.4.

4.1 Advantage of Using Non - Homogeneous Stiffness

We performed a series of simulations to evaluate the importance of using the stiff-

ness values close to that of tissue for registration accuracy. The tissue deforms

under an external force according to stiffness distribution in the tissue. We create

this scenario by deforming an ellipsoid by registering it with an ellipsoid of differ-

ent shape. The registration is carried out by using an elasticity map createdfor the

ellipsoid which contains the average elasticity value for the peripheral zone[32]

everywhere inside the surface except for a blob which was four times stiffer than

its surroundings.

The registered or deformed ellipsoid surface is then registered to its unde-

formed version in an attempt to remove the deformation. This process is carried

out first with homogeneous stiffness and then with stiffness from the elasticity map

(one with stiff blob). The results are evaluated on three basis: mean distance be-
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tween surface nodes, mean distance between internal nodes corresponding to the

stiff blob and the NOV(%). For a perfect deformation recovery, all three should be

zero. We performed this test for three cases:

1. Ellipsoid surface containing stiff blob in the center of the surface deformed

to a different shape.

2. Ellipsoid surface containing stiff blob off the center of the surface deformed

to a different shape.

3. Ellipsoid surface containing stiff blob off the center of the surface rotated

and deformed to a different shape.

The results are shown in Table 4.1. The results clearly show that non-homogeneous

stiffness performs better in deformation recovery specially for internal stiffer nodes.

4.2 ProstateMR and TRUS Surface Registration

We tested our registration algorithm on four pre-operative and fourteenpost-operative

MR andTRUS transverse prostate image data sets.

The pre-operative images have segmented prostate. We were able to identify

and segment common structures such as calcifications and the urethra on theim-

ages. These were used as landmarks for validation of the registration. Allthe

post-operative images have the prostate and urethra segmented. AsVE data was

not available for these images, we used homogeneous stiffness (see Section 2.3.1)

with Young’s modulus of 10KPa. This is the mean Young’s modulus for the periph-

eral zone of prostate reported in [32]. The Poisson’s ratio of ideally incompressible

material is 0.5. Using this value however causes instability in our model and there-

fore we use a Poisson’s ratio of 0.499. TheMR surface was used as target and the

US surface was used as the source. Once the surfaces were registered, the land-

mark or urethra position in the deformedUS was obtained in the manner described

in Section 3.5. We used a pressure of 1KPa which resulted in a force in the order

of 10−1N.
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Pressure Case Non-homogeneous Stiffness Homogeneous Stiffness
Surface Distance(mm) Blob Distance(mm) NOV(%) Surface Distance(mm) Blob Distance(mm) NOV(%)

5000
1 0.015±0.008 0±0 0.25% 0.502±0.738 0.009±0.013 6.39%
2 0.015±0.008 0.000±0.000 0.25% 0.502±0.738 0.015±0.023 6.39%
3 0.043±0.018 0.000±0.000 0.15% 0.717±0.619 0.003±0.003 0.48%

1000
1 0.002±0.001 0±0 0.11% 0.484±0.79 0.009±0.014 6.82%
2 0.002±0.001 0.000±0.000 0.12% 0.491±0.794 0.014±0.023 6.81%
3 0.146±0.027 0.002±0.001 0.43% 0.135±0.019 0.002±0.001 0.40%

Table 4.1: Results for deformation recovery test using homogeneous and non-homogeneous stiffness
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4.2.1 Patient Data

We have two separate sets of prostateMR andTRUS images obtained for two differ-

ent studies. The images in the two sets belong to different patients going through

different procedures. The pre-operative images are taken from patients going for

LDR brachytherapy. The images were taken a few weeks prior to the procedure.

In these images, the slice thickness inMR and US is 4mm and and 5mm respec-

tively and the in-plane resolution ofMR andUS images is 0.27 mm/pixel and 0.16

mm/pixel respectively.

We have fourteen sets of post-brachytherapy prostateMR and TRUS images.

These were collected from patients that went through prostate brachytherapy at the

BC Cancer Agency. The original purpose of data collection was to study the fea-

sibility and comparability of post-implantUS/CT image fusion withMR/CT image

fusion for the purpose of post implant dosimetry [47]. TheTRUSdata was collected

at the end of the treatment and theMR images were collected the same day. A Fo-

ley catheter was placed in the urethra to ease image fusion. The prostate andthe

urethra were segmented in all of the images. In these images, the slice thickness

in MR andUS is 3mm and and 5mm respectively and the in-plane resolution ofMR

andUS images is 0.55-0.70 mm/pixel and 0.17-0.18 mm/pixel respectively.

In US, the prostate is observed to be deformed due to the presence of theTRUS

probe and change in the patient position. Our registration attempts to recover the

prostate surface from this deformation.

4.2.2 Landmarks

In pre-operative images, we found common intra-prostatic structures like the ure-

thra and calcifications visible in both the modalities as landmarks. The landmarks

were segmented and the position of landmarks after registration was determined

using the method described in Section 3.5. It must be noted that due to the slice

difference, the position of landmarks seen in two image planes fromMR and US

cannot be the same along the z-axis. Considering this, theTRE reported is the

distance in the x-y plane between the centers of the landmarks.

In post-operative images, due to the presence of the Foley catheter, the urethra

is visible in bothMR andUS. The segmented urethra in both sets of images was
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used as the landmark. The segmented contours of the urethra from both sets of

images were read into a Matlab function. The points on these contours are often

sparse, therefore, we fit ellipses on each of the contours and found the centers of

these ellipses. These centers represent the center of the urethra in the corresponding

image planes. We fit a 3-D spline passing through the centers of the ellipses for

both theMR and theTRUS surfaces to form the urethral path. After theTRUS

surface is registered to theMR surface, the position of each point on the ellipse

corresponding to theTRUS urethra is found in the deformedTRUS mesh using the

method described in Section 3.5. This gives “deformed” ellipses corresponding to

the urethra in the deformed mesh. The center of each deformed ellipse is found

and a 3-D spline is fit to find the urethral path. TheTRE reported is the mean and

maximum distance between urethral paths calculated forMR images and registered

TRUS mesh.

4.2.3 Results

We performed registration for all the sets first without and then withPAA as the

initial step before performing deformable registration to test the sensitivity ofour

registration technique to initial alignment.

Table 4.2 shows the results of registration for the four pre-operative image sets.

TheTRE improved from 2.1±0.9mm to 1.7±0.8mm whenPAA was used and from

2.9±2.3mm to 1.3±0.8 whenPAA was not used. In both cases the DSC improved

from 0.90±0.02 to 0.96±0.01. The maximumVC in the source surface was 1%.

Case VD(%) PAA DSC TRE(mm) VC(%)
Before After Before After

1 0.3
Yes 0.88 0.95 3.4 2.5 -0.9
No 0.89 0.96 6.2 2.5 -1.1

2 -8.3
Yes 0.90 0.95 2.0 1.2 -1.0
No 0.90 0.95 2.5 1.2 -1.0

3 -4.1
Yes 0.92 0.97 1.8 2.3 -0.2
No 0.93 0.97 1.6 0.7 -0.7

4 -3.6
Yes 0.90 0.97 1.2 0.9 -1.0
No 0.89 0.97 1.2 1.0 -0.9

Table 4.2: Results for the four pre-brachytherapy images.
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Case VD(%) PAA DSC TRE Before (mm) TRE After (mm) VC(%)
Before After Mean Max Mean Max

1 2.7
No 0.81 0.95 0.8±0.5 2.7 0.7±0.5 1.9 1.4
Yes 0.81 0.95 1.6±1.4 4.9 0.8±0.6 1.9 2.0

2 2.5
No 0.89 0.95 1.0±0.7 2.6 1.7±1.4 4.5 0.0
Yes 0.89 0.95 1.0±0.7 2.6 1.8±1.5 4.8 0.5

3 0.8
No 0.89 0.94 0.7±0.5 1.7 0.9±0.8 2.6 2.4
Yes 0.89 0.94 0.7±0.5 1.7 0.9±0.8 2.6 2.5

4 2.7
No 0.94 0.98 1.1±0.9 3.0 0.9±0.8 2.9 1.2
Yes 0.93 0.98 1.4±1.2 3.4 0.8±0.9 2.9 2.3

5 3.2
No 0.85 0.95 2.3±1.6 6.4 0.7±0.6 2.0 3.7
Yes 0.88 0.94 0.7±0.5 2.2 0.5±0.4 1.6 -0.9

6 3.8
No 0.92 0.96 1.3±0.9 3.0 0.5±0.4 1.8 -0.3
Yes 0.92 0.96 1.2±0.8 3.4 0.6±0.5 2.3 -0.3

7 1.9
No 0.92 0.98 4.4±2.4 7.7 3.8±1.0 5.5 2.3
Yes 0.93 0.97 4.5±1.5 6.3 3.7±1.0 5.2 1.5

8 2.6
No 0.81 0.91 2.9±2.3 8.8 1.0±1.1 4.4 1.2
Yes 0.80 0.91 2.0±2.4 7.6 1.2±1.2 5.0 4.6

9 4.8
No 0.86 0.95 1.9±1.5 4.7 3.0±0.4 3.9 4.8
Yes 0.86 0.94 3.5±1.9 7.5 3.5±0.7 4.7 5.7

10 -2.1
No 0.90 0.96 0.9±0.7 2.5 1.1±0.7 2.0 -1.2
Yes 0.90 0.96 0.9±0.7 2.5 1.0±0.6 1.9 -1.2

11 -2.6
No 0.88 0.96 1.6±0.9 3.4 1.4±0.8 2.9 -0.2
Yes 0.85 0.95 2.6±1.7 6.0 1.8±1.0 3.7 3.4

12 -4.1
No 0.94 0.97 1.6±1.0 4.4 1.7±0.7 3.4 -0.3
Yes 0.93 0.96 2.6±1.2 4.9 1.9±1.0 4.2 0.3

13 2.6
No 0.93 0.97 2.3±1.2 3.7 1.3±0.7 2.1 -0.3
Yes 0.94 0.98 1.9±0.9 3.0 1.6±0.8 2.6 1.1

14 -4.4
No 0.91 0.96 2.9±2.2 6.6 3.0±2.1 6.3 0.4
Yes 0.91 0.95 3.3±2.4 7.4 2.9±2.1 6.2 1.0

Table 4.3: Results for the fourteen post brachytherapy images.

The results for post-operative data sets are presented in Table 4.3. When PAA

was used, after registration, theDSC improved from 0.89±0.05 to 0.95±0.02 and

TRE improved from 2.0±1.8mm to 1.6±1.4mm and the change in volume of source

surface was 1.9±1.4%. WhenPAA was not used, after registration, we saw an

improvement inDSC from 0.89±0.04 to 0.96±0.02 and an improvement inTRE
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(a) Before Deformable registration (b) After deformable registration

Figure 4.1: Result of our deformable registration on patient data case num-
ber 5. The pink and green meshes represents the target and the source
surfaces respectively. The urethra from both the volumes are shown by
the fitted splines of the corresponding colors. PAA was not performed
in this case.

from 1.8±1.7mm to 1.5±1.4mm. TheVC in source surface during registration

was 1.5±1.4%. The Volume Difference (VD) between source and target surfaces is

shown as a reference. Please see Figure 4.1 for registration result ofone case.

4.2.4 Discussion

In three cases out of fourteen post-operative images and in one case out of four pre-

operative images, the (maximum)TRE changes by more then a millimeter when

PAA is not used. This shows that our registration method can be sensitive to initial

orientation.

The main contribution of our model is the novel determination of boundary

conditions. We, therefore, compare our registration method with a method pre-

sented in [23] that also uses linear elastic model and semi implicit time integration.

This method has been evaluated by registering ten pairs ofMR prostate surfaces [7].

It uses gradients on distance map created for two surfaces to drive itsFEM elastic

model. We implemented this method by using the same computational model as
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(a) (b) (c)

Figure 4.2: Case 9. The pink and green meshes represent the target and
source surfaces respectively. The urethras from both volumes is shown
by the splines of the corresponding colors. (a) shows unregistered sur-
faces, (b) shows surfaces registered using our approach, and (c) shows
surfaces registered using [23]

our method. The boundary conditions were calculated using a Matlab function cre-

ated by Orcun Goksel that used Matlab’s built in binary distance map and gradient

functions. We did not use low pass filtering as there was no need for it. Forthe

fourteen patients, we obtained aTRE of 1.7±1.6 mm whenPAA was not used and

1.8±1.7mm whenPAA was used. TheDSC was 0.97±0.01 and change in source

volume was 2.0±1.6% whenPAA was used. These values were 0.97±0.01 and

1.7±1.4% respectively when it was not used. Please see Figure 4.2 for differences

in registration results for one case. The detailed results are presented in Table 4.4.

In terms ofTRE we see that our method performs equally or slightly better than the

distance based method.

4.3 Pathology and Vibroelastography Registration

We used our registration algorithm to register five pairs ofVE transfer function im-

ages obtained from vibroelastography of the prostate to pathology images.The

prostate was segmented in both. In pathology, the cancer contours were also

segmented. The prostate surface from transfer function images was used as the

source surface and the surface from pathology was used as the target surface. The

51



Case VD(%) PAA DSC TRE Before (mm) TRE After (mm) VC(%)
Before After Mean Max Mean Max

1 2.7
No 0.81 0.96 0.8±0.5 2.7 1.3±1.1 3.3 -4.3
Yes 0.81 0.95 1.6±1.4 4.9 1.2±1.0 2.9 -5.2

2 2.5
No 0.89 0.98 1.0±0.7 2.6 0.7±0.4 1.4 -0.1
Yes 0.89 0.98 1.0±0.7 2.6 1.0±0.8 2.4 -0.9

3 0.8
No 0.89 0.98 0.7±0.5 1.7 0.9±0.4 1.6 -1.2
Yes 0.89 0.98 0.7±0.5 1.7 0.9±0.4 1.6 -1.2

4 2.7
No 0.94 0.98 1.1±0.9 3.0 1.1±1.0 3.2 -0.2
Yes 0.93 0.98 1.4±1.2 3.4 1.6±1.4 4.1 -0.3

5 3.2
No 0.85 0.97 2.3±1.6 6.4 1.1±0.5 1.8 -0.3
Yes 0.88 0.97 0.7±0.5 2.2 0.5±0.3 1.0 -1.9

6 3.8
No 0.92 0.98 1.3±0.9 3.0 0.5±0.4 2.3 0.1
Yes 0.92 0.97 1.2±0.8 3.4 0.8±0.5 2.4 -0.1

7 1.9
No 0.92 0.98 4.4±2.4 7.7 4.2±1.7 6.8 -0.5
Yes 0.93 0.98 4.5±1.5 6.3 3.8±1.2 5.4 -0.7

8 2.6
No 0.81 0.95 2.9±2.3 8.8 1.9±1.7 6.1 -4.3
Yes 0.80 0.95 2.0±2.4 7.6 1.0±1.2 4.8 -4.4

9 4.8
No 0.86 0.96 1.9±1.5 4.7 3.2±2.0 6.0 -1.6
Yes 0.86 0.96 3.5±1.9 7.5 3.8±2.2 7.0 -2.4

10 -2.1
No 0.90 0.98 0.9±0.7 2.5 1.2±0.8 2.5 -3.0
Yes 0.89 0.98 0.9±0.8 2.5 1.2±0.8 2.2 -2.5

11 -2.6
No 0.88 0.96 1.6±0.9 3.4 1.7±0.7 3.1 -3.0
Yes 0.85 0.96 2.6±1.7 6.0 2.7±1.7 5.6 -3.8

12 -4.1
No 0.94 0.98 1.6±1.0 4.4 1.6±0.6 2.9 -1.9
Yes 0.93 0.98 2.6±1.2 4.9 1.9±0.9 3.8 -1.9

13 2.6
No 0.93 0.99 2.3±1.2 3.7 1.0±0.5 1.9 0.7
Yes 0.94 0.98 1.9±0.9 3.0 1.1±0.5 2.1 -0.2

14 -4.4
No 0.91 0.98 2.9±2.2 6.6 3.3±2.3 7.1 -2.4
Yes 0.91 0.97 3.3±2.4 7.4 3.2±2.3 6.9 -2.5

Table 4.4: Results for the fourteen post brachytherapy images using distance
gradients based boundary conditions.

badly correlated data was removed and replaced by interpolated data and stiff-

ness matrix was created from the transfer function data using methods described

in Section 3.3.1. We used a higher amount of pressure (5KPa) than that used

in prostateMR and TRUS surface registration. After the surface registration, the
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source images were deformed according to the displacement field obtained using

method described in Section 3.6. Slices are cut from 3-D deformed image matrix at

the same depths as pathology images and cancer contours from pathology images

were overlaid on them.

4.3.1 Patient Data

TheVE image data used here were acquired from patients going through the radical

prostatectomy at the Vancouver General Hospital. The B-modeUS andVE were

collected intra-operatively, just prior to the actual prostatectomy intervention. De-

tail on the data acquisition and processing of this patient data set can be found in

[38]. TheVE transfer function images have in-plane resolution of 5mm/pixel and

slice spacing of 0.4mm.

The pathology slices were obtained from the prostate extracted from radical

prostatectomy. Using a multi-bladed device, as descibed in [21], 4mm thick sec-

tions are cut from prostate. From these sections, a fine slice is cut and mounted on

a glass slide for hematoxylin and eosin staining. From each prostate, 9-13 slides,

depending on the size of the gland, are produced on which cancer regions are de-

tected and marked by a certified pathologist. The photographic images of these

slices are used to create 3-D image volume which is segmented using Stradwin.

The cutting of fine slice from the section can be done from anywhere in the 4mm

section therefore exact slice position or slice spacing is unknown. However, we

used slice spacing of 4mm to produce the 3-D images.

4.3.2 Landmarks

No visible common landmarks could be seen in pathology and strain images.

4.3.3 Results

We obtained 2-D deformed transfer function images for five pairs of patient data.

The cancer contours were overlaid on the deformed images to study if the intensity

differences can be used to predict the presence of cancers. Pleasesee Figure 4.3

for example of a deformed 2-D transfer function image. Results are laid out in

Appendix C.
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(a) (b) (c)

Figure 4.3: A typical result of VE and pathology registration (a) shows a
pathology image with segmented prostate boundary and cancer contours
(b) shows a VE transfer function image at approximately the same depth
with segmented prostate boundary and (c) shows a registered VE trans-
fer image at the same depth with cancer contours from pathology

4.3.4 Discussion

These are preliminary results. As we can not find any common landmarks, the

results cannot be validated for internal accuracy. We saw an improvement in DSC

from 0.89±0.0 to 0.98±0.01.

4.4 Kidney CT and US Registration

We used our registration method to register Kidney surfaces. We have fivepatient

Computed Tomography (CT) and US image data sets with the kidney segmented

in all of them. The registration was carried out in the same way as for the prostate

problems. Due to the absence of elastography data, we use homogeneousstiffness

using the same parameters as described in Section 4.2. The amount of pressure

used results in a force in the order of 1 N.

4.4.1 Patient Data

The CT andUS data was collected from the patients about to go through nephrec-

tomy. US was taken from the patient’s side with the patient in the flank position on

theCT table (affected kidney up). Patients were told to hold their breath during the

acquisition of theUS volume. Patients were then told to hold their position during

CT imaging. TheCT image was taken approximately 5 minutes after theUS vol-
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ume. A contrast agent was injected prior toCT imaging, but this was not observed

to affect kidney shape/volume.

4.4.2 Landmarks

Due to the low contrast and resolution inUS, no common landmarks were identi-

fied. We were unable to calculateTRE in this case.

4.4.3 Results

We used our algorithm on five sets of patient images. Due to the absence of land-

marks, DSC, Hausdorff distance andVC are reported. Please see Table 4.5 for

results. The registered kidney surfaces are shown in Appendix D.

Case VD(%) DSC Hausdorff Distance (mm) VC(%)
Initial After PAA Final Initial After PAA Final

1 -1.2 0.63 0.81 0.94 24.9 17 16.6 3.6
2 1.7 0.66 0.83 0.96 18.7 9.6 6.4 3.1
3 -1.0 0.60 0.77 0.94 27.3 14.5 10.8 1.4
4 -4.8 0.68 0.81 0.94 21.5 14.6 13.9 -1.3
5 3.0 0.65 0.78 0.91 27.4 22.7 14.5 11.41

Table 4.5: Results of kidney surface registration

For the five patient data sets, the DSC improved from 0.80±0.02 to 0.95±0.01

after deformable registration. The change in source surface volume during the

registration was 2.1±2.3%. Please see Figure 4.4 for registered surfaces of case 1.
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(a) Before Deformable registration (b) After Deformable registration

Figure 4.4: Result of our deformable registration on kidney patient data (case
1). The pink and green meshes represents the target (CT) and the source
(US) surfaces respectively.
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Chapter 5

Conclusions

5.1 Summary of Contributions

We proposed a new 3-D surface based deformable registration technique that was

evaluated for eighteen patient data sets and showed reasonable results.The specific

contributions and achievements of this project are:

• Use of boundary conditions derived from a global non-overlap in vol-

umes: We presented an innovative method of calculating boundary condi-

tions which maximizes overlap between the surfaces by assuming a negative

pressure in non-overlapping regions of the surfaces. We observeda torsional

effect in some cases which could eliminate the need to perform a principal

axis alignment prior to performing deformable registration.

• Comparison with distance derived finite element based registrationmethod:

We implemented a distance based boundary conditions function and carried

out registration for fourteen post-operative prostate data sets first withinitial

PAA and then with out initialPAA. We compared the results to those from

our registration.

• Achieved a compromise between high surface fit and lowTRE to com-

pensate for segmentation errors:Our registration method found a com-

promise between the surface match and internal accuracy in the presenceof
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image quality related errors. This was demonstrated by highDSC and low

TRE. In comparison, the other registration method found lowerDSC and

higherTRE especially for the cases where rotation was involved.

• First reported use of stiffness parameters from the elastography for reg-

istration: In literature, the bio-mechanical models used for prostate regis-

tration use either fixed stiffness values [11, 44] that remain same for all types

of registrations or stiffness values obtained through an optimization process

[5, 7, 31]. To our knowledge, we are first to report the use of stiffness value

reported in literature for the prostate in a biomechanical model used for reg-

istration. In addition, we used relative stiffness parameters derived directly

from elastography transfer function images for registering prostate surface

from transfer function images to prostate surface from pathology images.To

the best of our knowledge, this is the first time this has been reported. This

shows the potential of our technique for using real stiffness values derived

from elastography.

• Use of 3-D curve distance between urethra for the purpose of evaluation:

We used 3-D continuous curves representing urethras as landmarks. Use of

such 3-D landmarks evaluate internal registration accuracy better despite of

the differences in slice thickness. This unique method for calculatingTRE

has been reported for the first time.

• Registration of elastography transfer function images to histo-pathology

images: We performed prostate surface registration with surfaces from elas-

tography transfer function images to histo-pathology images for five patient

image sets. This work can be used for studying the relationship of stiffness

in a region (obtained from elastography) to the presence of tumors in that

region.

• Finding deformed image from a deformed mesh:We obtained 2-D de-

formed transfer function images after the registration of 3-D prostate sur-

faces from the elastography transfer function and histo-pathology. Thiswas

done by using our finite element mesh which was used to determine posi-

tion of every pixel of the underformed images in the deformed mesh to form
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warped images. Using this method, warped images can be produced after

any 3-D FEM registration.

Perhaps its most promising aspect of our registration method is the ability to

combine the approach with elastography, so the Young’s modulus used in our reg-

istration is the actual one obtained in-vivo in one or both of the imaging modalities.

Due to anatomical correctness of this registration, this work has immense po-

tential in quality assurance of brachytherapy, treatment planning ofHDR therapy

and localized biopsy.

5.2 Future Works

• Use with other surfaces and modalities:This registration technique is not

limited to a specific modality and anatomy. As long as surfaces of organ of

interest are available, this method can be used. Therefore there is potential

of using this technique for registration of surfaces of other organs.

• Implementation of rotation compensation: As discussed in Section 2.6

our linear elastic model might be improved by addressing the issue of rota-

tion compensation. The impact of rotation compensation and difference in

efficiency of algorithm resulting from it should be explored in future.

• Better time integration: The implicit time integration methods accumulate

error over time. Therefore, computational performance might be improved

in future by implementing better time integration and optimization methods.

• Use of optimized C++ code: One draw back of our registration method is

the computation speed which can be improved in future through optimizing

the algorithm for speed and potentially using C++ or other programming

languages. Achieving better computational performance can enable us to

use higher resolution meshes and therefore increase accuracy of registration.

• Presence of FEM mesh outside the surface: Another drawback when

creating a deformed 2-D image from deformed 3-D volume is that due to

the presence of finite element mesh only on the inside of the prostate surface

we cannot determine the positions of pixels outside it. While this might be
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adequate for most of the applications, the use of a multi-organ mesh might

be better to create a deformed 2-D image.

• Mathematical basis for comparison: We know that our method performs

better when rotation is involved as compared to the other registration method

we implemented. This comparison needs further analyzing.

• Use of stiffness from elastography: In this thesis we have used homo-

geneous stiffness for registeringMR andTRUS prostate surfaces. In future,

elasticity values from elastography can be used to perform registration with

better results.

• Registration of histo-pathology images toMR images: We leave this reg-

istration to future work. This can be done with stiffness derived from elas-

tography transfer function images. The result will show the correspondence

between cancer tumors as they appear in MR images and pathology slices.

• Volume scaling for pathology surfaces: Prostate volume shrinkage after

it is mounted for pathology is a well known issue. We did not notice much

difference in volumes of the surfaces from elastography transfer function

images and from histo-pathology images. This is probably due to tighter

margins of segmentation in elastography. However, this should be investi-

gated in future.
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Appendix A

Stress and Strain

The linear elastic model used in this thesis is based on infinitesimal stress and

strain. This appendix describes these terms in details.

Consider a non-rigid 3-D elastic body at rest. The body is comprised of par-

ticles with position coordinatesX = (x,y,z)T with respect to Coordinate frame

C0. This body deforms with the application of boundary conditions such that

the positions of constituent particles change toΦ(X) whereΦ is the deforma-

tion function. This deformation can be explained by a displacement vectorU =

(u(X),v(X),w(X))T which states the variation between the position of particles at

rest and deformed state of the body. Please see Figure A.1 for an illustration.

A.1 Stress

When a body is deformed by applying external forces, as a reaction, internal forces

develop inside the elastic material. A body under these internal forces is saidto be

in the state of stress. A first order stress tensort is described as the forcef acting

on an infinitesimal area∆A oriented in a certain direction with a surface normaln.

t = lim
∆A→0

f
∆A

(A.1)

The state of stress of a particle inside the 3-D elastic body can be defined us-

ing three first order stress tensors[tx, ty, tz] oriented in three orthogonal directions

aligned with the coordinate frame [20]. The second-order stress tensordescribing
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Figure A.1: Illustration of deformation and displacement between an at rest
and deformed body

the state of stress of that particle is given by:

Σ(X) =







αxx αxy αxz

αyx αyy αyz

αzx αzy αzz






(A.2)

whereαxx, αxy andαxz are the components oftx. The components ofty andtz
are defined similarly. Assuming the couple stress and body moment do not exist, it

can be shown thatΣ(X) is symmetric and therefore, the state of stress on a particle

inside an elastic body:

ααα = [αxx αyy αzz αyz αzx αxy]
T (A.3)

whereαxx, αyy andαzz arenormalandαyz, αzx andαxy areshearcomponents

of stress.

A.2 Strain

A normalized measure of the deformation produced as a result of applicationforces

is calledstrain. Just as stress described in Section A.1, a strain is in general a

tensor quantity and can be decomposed intonormal andshearcomponents. The
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normal components correspond to stretch and compression and shear components

correspond deformation due to sliding of planes against each other. Thestate of

strain of a point on a continuum body can be described by these components on

a set of three mutually independent directions[20]. A strain tensor can bethus

written as:

εεε = [εxx εyy εzz εyz εzx εxy]
T (A.4)

whereεxx, εyy and εzz are normal andεyz, εzx and εxy are shear components.

Expressing engineering strain tensor in terms ofu [26, 27] while applying quadratic

strain [68], we have:

εεε =
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whereΘx =
[

δu
δx ,

δv
δx,

δw
δx

]T
andΘy andΘz are defined similarly [20]. The strain

tensor in the above form is calledGreen-Lagrangestrain tensor. It is non-linear

and rotation invariant. The linear form can be obtained ifu is small enough for the
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quadratic terms in Equation A.5 to be neglected:

εεε =
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= Bu (A.6)

This is calledCauchy’s infinitesimal strain tensor. This linear strain tensor enables

us to use linear system of equations assuming that the deformations are small.

However, unlike Green-Lagrange strain tensor, Cauchy’s strain tensor is not rota-

tion invariant [68].
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Appendix B

Prostate Registration Results

We present the results of our deformable registration on prostate patient data in this

appendix. The pink and green meshes represents the target (MR) and the source

(TRUS) surfaces respectively. The meshes color-coded to the surface displacement

(in meters) resulting from registration are also shown for every case.

B.1 Results of Pre-Operative Prostate Surfaces

In this section we show images of unregistered and registered surfaces from the

post-operative images. The landmarks from both the volumes are shown bythe

filled points. Red points represent the centers of segmented landmark fromMR

images. The black and blue filled markers represent center of landmark contour in

unregistered and registeredTRUS images respectively.
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(a) Before Deformable registration (b) After Deformable registration
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Figure B.1: Registration result for pre-op case 1.
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(a) Before Deformable registration (b) After Deformable registration
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Figure B.2: Registration result for pre-op case 2.
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(a) Before Deformable registration (b) After Deformable registration
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Figure B.3: Registration result for pre-op case 3.
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(a) Before Deformable registration (b) After Deformable registration
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Figure B.4: Registration result for pre-op case 4.
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B.2 Results of Post-Operative Prostate Surfaces

In this section we show images of unregistered and registered surfaces from the

pre-operative images. The urethra from both the volumes are shown by the fitted

splines of the corresponding colors.
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(a) Before Deformable registration (b) After Deformable registration
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Figure B.5: Registration result for post-op case 1.
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(a) Before Deformable registration (b) After Deformable registration

−0.02 −0.01 0 0.01
−0.025

−0.02

−0.015

−0.01

−0.005

0

0.005

0.01

0.015

0.02

 

Y

 

Z

1

2

3

4

5

6
x 10

−3

(c) Deformation field

Figure B.6: Registration result for post-op case 2.
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(a) Before Deformable registration (b) After Deformable registration
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Figure B.7: Registration result for post-op case 3.
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(a) Before Deformable registration (b) After Deformable registration
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Figure B.8: Registration result for post-op case 4.
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(a) Before Deformable registration (b) After Deformable registration
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Figure B.9: Registration result for post-op case 5.
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(a) Before Deformable registration (b) After Deformable registration
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Figure B.10: Registration result for post-op case 6.
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(a) Before Deformable registration (b) After Deformable registration
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Figure B.11: Registration result for post-op case 7.
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(a) Before Deformable registration (b) After Deformable registration
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Figure B.12: Registration result for post-op case 8.
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(a) Before Deformable registration (b) After Deformable registration
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Figure B.13: Registration result for post-op case 9.
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(a) Before Deformable registration (b) After Deformable registration
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Figure B.14: Registration result for post-op case 10.
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(a) Before Deformable registration (b) After Deformable registration
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Figure B.15: Registration result for post-op case 11.
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(a) Before Deformable registration (b) After Deformable registration
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Figure B.16: Registration result for post-op case 12.
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(a) Before Deformable registration (b) After Deformable registration
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Figure B.17: Registration result for post-op case 13.
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(a) Before Deformable registration (b) After Deformable registration
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Figure B.18: Registration result for post-op case 14.
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Appendix C

Pathology and VE Registration

Results

We present the results of our deformable registration on prostate surfaces from

pathology and elastography fransfer function images in this appendix. Weobtained

deformed 2-D images to study the results which are shown below.
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Figure C.1: Case 1. Registered transfer function images. Colored contours
are cancers contours marked on histo-pathology images overlaid on
registered transfer function images.
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Figure C.2: Case 2. Registered transfer function images. Colored contours
are cancers contours marked on histo-pathology images overlaid on
registered transfer function images.
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Figure C.3: Case 3. Registered transfer function images. Colored contours
are cancers contours marked on histo-pathology images overlaid on
registered transfer function images.
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Figure C.4: Case 4. Registered transfer function images. Colored contours
are cancers contours marked on histo-pathology images overlaid on
registered transfer function images.
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Figure C.5: Case 5. Registered transfer function images. Colored contours
are cancers contours marked on histo-pathology images overlaid on
registered transfer function images.
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Appendix D

Kidney Registration Results

We present the results of our deformable registration on kidney patient data in this

appendix. The pink and green meshes represents the target (CT) and the source

(US) surfaces respectively.
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(a) Before Deformable registration (b) After Deformable registration

Figure D.1: Registration result for case 1.

(a) Before Deformable registration (b) After Deformable registration

Figure D.2: Registration result for case 2.
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(a) Before Deformable registration (b) After Deformable registration

Figure D.3: Registration result for case 3.

(a) Before Deformable registration (b) After Deformable registration

Figure D.4: Registration result for case 4.
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(a) Before Deformable registration (b) After Deformable registration

Figure D.5: Registration result for case 5.
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Appendix E

Amount of Pressure and TRE

We perform registration for all the cases except forVE and pathology registration

with the amount of pressure 1KPa. It can be argued that higher pressure can result

in better surface fit. We claim that increased pressure can reduce the tortional effect

observed in certain cases. To test this claim, we performed registration with higher

pressure withoutPAA for five cases where rotation was involved in deformation and

observed a greaterTRE when higher pressure was used. Please see Table E.1 for

results. The results show that a good surface match does not translate intoequally

good internal registration.
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Case Pressure 1KPa Pressure 10KPa
DSC Mean TRE (mm) VD(%) DSC Mean TRE (mm) VD(%)

1 0.95 0.7±0.5 1.4 0.97 1.4±1.2 -4.3
4 0.98 0.9±0.8 1.2 0.98 1.2±1.2 -0.4
5 0.95 0.7±0.6 3.7 0.96 0.9±0.6 -2.2
8 0.91 1.0±1.1 1.2 0.93 2.1±1.7 -5.2
9 0.95 3.0±0.4 4.8 0.96 3.2±1.9 -1.5

Table E.1: Results for first five cases with two levels of pressure.
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