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Abstract

This research investigates the use of laser scanners to provide fast and accurate workspace information on excavators. The thesis first evaluates the use of laser scanners to track a mining shovel’s dipper position, in order to extract its arm geometry variables in real-time. The low spatial resolution of laser scanners and the need for accurate initialization challenge the reliability and accuracy of laser-based object tracking methods. The first contribution of this work is in introducing a dipper tracking algorithm that provides an accurate, reliable and real-time performance. To accomplish this task, the proposed algorithm uses the shovel dipper’s kinematic constraints and pose history in a Particle Filter to perform an efficient global search in the workspace. The result is then used to initialize an Iterative Closest Point algorithm that uses a geometrical model of the dipper to perform a local search and increase the accuracy of the positioning estimate. In the experiments performed on a mining shovel, the algorithm reliably tracked the dipper in real-time, and obtained a mean dipper positioning error of 6.7cm – 0.3% of the dipper range.

In contrast to arm geometry, most workspace information cannot be extracted using a single laser scanner since it cannot scan the entire scene at a real-time frame-rate. In addition to having a real-time frame-rate, 3D images have to be accurate and reliable to be useful for workspace variable extraction. Hence, this work investigates whether and how such images can be provided using a laser scanner and an intensity camera.

The slow and sparse results of depth sensors (e.g., laser scanner) make them ineffective when used alone. This work proposes a method for fusing depth sensors with an intensity camera to capture accurate and dense 3D images. The proposed fusion uses a super-resolution algorithm based on bilateral filtering to upsample small depth sensor images, with the help of high-resolution images from an intensity camera. The proposed method obtains more accurate results compared to the literature – an error reduction of up to 6.8x based on the Middlebury benchmark – with sharper and more realistic edge definition.
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Chapter 1

Introduction

This research investigates the use of laser scanners to provide excavator workspace information. Current algorithms in the literature are discussed, and new ones are proposed, to extract joint-space and workspace information from laser data, as well as to enhance laser scanner images in order to produce suitable images for extracting a broad range of workspace variables. The Introduction chapter presents the motivation and general background for the work.

1.1 Motivation for This Work

The mining industry, such as coal, oil sands, and diamonds, rely heavily on trucks and excavators for material transfer. Rope shovels (Figure 1-1) are used extensively in open pit mining to extract material from the earth and load it into haul trucks. The rate at which they are able to extract and load the material is often the limiting factor in a mine’s throughput, and as such, the shovels need to be run continuously in order to meet production targets. When the bucket is filled, the machine is rotated about a vertical “swing” axis to position the dipper bucket over the truck box and dump the load into it. Unfortunately, the truck loading process is not without risk: the bucket can collide with the haul truck during loading and self-collisions are possible between the dipper and the caterpillar tracks. To avoid collisions with trucks, the relative position of the bucket with respect to the truck must be known. To obtain this, at each point in time, the position and orientation (i.e., pose) of the truck with respect to the base coordinate system of the shovel is required, and the values of each of the joint variables of the machine are also required. The above assumes that the kinematic parameters of the machine have been determined through

1 Parts of this chapter has been published in [1].
documentation or measurement in advance. Although collisions do not typically occur on a daily or even weekly basis, when they do occur they can result in serious injury to the truck driver and expensive downtime and machine repairs for the mine.

![Figure 1-1: P&H Electric Rope Shovel](image)

To maintain competitiveness, larger machines have been introduced to the industry. The introduction of larger trucks and shovels has led to many consequences on the overall mining operation:

- Larger trucks require larger shovels to allow them to be loaded in an economical fashion. Shovels currently exist that can load a 300 ton truck with 3 passes, each pass involving digging or loading the shovel, swinging the load to the truck, dumping the load and returning the empty bucket for the next cycle.

- Compared to smaller excavators, the operator of a large mining shovel is located further away from the end-effector, causing small absolute distances to be more easily misjudged. Moreover, larger machines have higher inertia due to their mass, and therefore their operation is more challenging since it takes them longer to slow down or stop. Thus, the increased size of the shovel introduces potential safety concerns during machine operations. This leads to more contact with the truck (hitting the truck while swinging), and in machines without a modern workspace limiter,
with the shovel itself (hitting and breaking track pads). Further, given the size of the shovel, the consequences of a truck-shovel or shovel-shovel collision are more severe.

The increased size of mining trucks and shovels has given rise to safety issues with the operation of the shovel [2]. Given the size of the shovel, collisions can cause truck driver injury, damage to infrastructure, and excessive wear and tear on the machines [3]. Our survey of the US Department of Labor mine accidents database [4] revealed over 500 recorded truck loading accidents in the past 25 years in the US. The survey reveals that up to 30% of all truck loading accidents can be addressed by an operator assist system that warns the shovel operator of potential collisions and untimely bucket dumping. Therefore, this work is motivated by the desire to introduce either impending collision warnings, or partial automation, by using image-based truck pose and machine geometry sensing in mining operations.

1.2 Background on Excavator Automation

Several studies have examined the automation of excavators of various sizes in the literature [5–10]. Stentz et al. [5] fully automated a hydraulic construction excavator using laser scanners to construct a full environment contour model. Winstanley et al. [6] instrumented a dragline with the goal of assisting operators in moving the bucket through free space with a suitable sensing and control system. Recently, the automation of excavators has turned towards electric rope shovels. Dunbabin and Corke [7] automated a 1:7 scale-model rope shovel and Wallis et al. [8] present a dynamic model of an electric rope shovel with the goal of automating the shovel. Furthermore, a laser scanner-based bucket tracking system for mining excavators was proposed by Duff [11]; however, implementation details are not publicly available. In addition to safety improvement, shovel automation can enhance productivity and lower maintenance cost [3].

Cameras, or intensity cameras (the terms used here to refer to a computer-interfaced video camera), laser scanners and radars have all been used as sensors towards the development of automation on mining
excavators [5], [7], [12], [13]. The depth accuracy of a laser scanner is relatively constant with range and it has been shown ([6], [12]) to return useful data in the presence of environmental factors such as rain, dust, shadows and varying ambient light levels which can be more of a challenge for intensity cameras [6]. Moreover, radar can provide reliable long range measurements as well, but it is slow and expensive compared to laser scanners [14], [15]. Thus, this work focuses on the use of a cab-mounted laser scanner or a combination of a laser scanner and an intensity camera, for monitoring the machine geometry and the workspace.

1.3 Background on Laser Scanners

Laser scanners provide information in the form of “point-clouds” – a set of points that lie on the external surface of objects to represent geometry. Each data point represents a vector from the scanner origin (mounted in this case on the cab) to the intersection of the laser beam and the surrounding objects. Hence, the output can be described as a 2D slice of the environment [16]. An example point-cloud is shown in Figure 1-2 where each point in the set is sequentially obtained as the laser beam, scanned by a mirror rotating on a horizontal axis, reflects from points on the boom first, then the stick and then the bucket. The boom, stick and bucket are evident in the point-cloud.

Laser scanners have proven to be robust in outdoor applications [6–8], [13], [16], having a visibility range of up to 150m [13], and an accuracy of a few centimeters over their full operating range [17]. Boehler and Marbs [18] and Stone et al. [19] present detailed analyses of various parameters causing error in laser scanners. The parameters include angular accuracy, surface reflectivity, precipitation and sunlight. Laser scanners such as the one used in this work are shown to have a primarily constant error over their operating range [18]. Note that laser scanner measurement error cannot be represented by a unimodal Gaussian distribution. Gaussian distributions have been used to independently model laser measurement error caused by surface reflectivity, angle of beam incidence or other similar parameters. But the
parameters influencing measurement accuracy are too numerous [18], [19] to be able to model laser error accurately using a Gaussian or a similar unimodal distribution. Thus the error distributions reported by laser manufacturers are based on statistical analysis of calibration testing, but they do not address a whole host of issues. For instance, when a laser beam is reflected off more than one object (i.e., the beam splitting problem on object edges), the generated distance value is often significantly erroneous [18], [19]. Such errors are not considered in manufacturer specifications, but can affect application performance.

Figure 1-2: Laser Point-Cloud of an Excavator Arm

2D scan planes taken while rotating the plane by a series of incremental angles can be used to construct a full 3D point-cloud of the scene. This can be achieved by rotating or “swinging” the laser scanner about an axis (e.g., the vertical axis in Figure 1-2), to capture different planes of the scene, and then integrating the point-clouds into one complete point-cloud set. Many applications can benefit from 3D point-clouds generated by a swinging laser scanner. Some examples include object detection, 3D video, and robot navigation. To distinguish between 2D and 3D laser imaging in this work, we refer to non-rotating 2D laser scanners as a planar laser scanner, and to the rotating one as a 3D laser scanner.
1.4 Objectives and Approach of This Thesis

Given the motivation of reducing the machine/truck collisions by warning the operator of impending collisions or temporarily automating control of the machine, it was deemed necessary to gain real-time truck pose variables and bucket position variables (which, through inverse kinematics, can be used to obtain arm joint variable estimates). In addition to a predictive warning system, the above information could be used to monitor the dig-face and assist the operator using optimal path planning and shovel base positioning systems. Based on previous work as outlined previously, it appeared that laser scanner could be used alone or in combination with an intensity camera to make measurements of the above variables. This would have the advantage of a measurement system mountable at a single point on the machine that can be retrofitted to a variety of machines (in contrast to fitting sensors at each machine joint).

**Thesis Objective:** Building upon, and extending existing computer vision techniques in the literature, the objective of this thesis is to evolve technologies suitable for cab-mounted, laser-only measurement of bucket position and joint variables, and for laser-enhanced image camera measurement of the location of workspace objects (e.g. trucks) with adequate accuracy for obstacle avoidance.

**Context of the Overall Team Project:** The overall design of a rope shovel collision avoidance system is described in Appendix A. It includes systems to measure the dipper pose and shovel arm geometry, the truck pose, and the shovel swing angle. But this thesis only focuses on the use of laser scanners to estimate dipper pose and arm geometry, and monitor the workspace. Figure 1-3 highlights the components of a rope shovel, and identifies the sensor placements for the collision avoidance system proposed in Appendix A. The laser scanner is mounted vertically underneath the boom (L) viewing the dipper. In this position, the laser scanner maintains a consistent view of the dipper and occlusions are minimal.
A1) accelerometers placed on the rotary joints, A2) rangefinder placed on the saddle block prismatic joint, C) central computing system located in house underneath operator cab, L) laser scanners placed below boom foot; one planar laser scanner for arm geometry extraction, and one 3D laser scanner along with camera for workspace monitoring, S) stereo camera placed underneath house looking inwards, and T) truck localization stereo camera mounted on boom.

1.4.1 Approach to Laser-Based Joint Variable Extraction

Arm geometry variables consist of the angle of the boom (a revolute joint), the extension of the dipper handle ($d$, a prismatic joint), and the angle of the dipper handle ($\theta_s$, a revolute joint) as shown in Figure 1-4. The boom angle is set by adjusting the length of the boom suspension ropes whose length is kept constant during operation but can change slightly after the boom has been lowered for maintenance and later raised (joint $B$ in Figure 1-4). The angle at which the dipper is attached to its handle is also adjustable, but stays constant during operation (joint $T$ in Figure 1-4).

During typical operation the arm geometry is controlled by the crowd and hoist functions. The arm geometry can be represented in two ways. The hoist rope length and the dipper handle extension can be used to specify the arm geometry. One difficulty that arises with using the hoist rope length is estimating the stretch in the hoist rope as it depends on the load and arm geometry. Alternatively, the angle of the
dipper handle with respect to the boom ($\theta_2$ in Figure 1-4) can be used along with the dipper handle extension ($d$ in Figure 1-4) to identify the dipper bucket (also known as the “dipper” or the “bucket”). By using the angle of the dipper handle with respect to the boom the uncertainty associated with stretch in the hoist rope can be avoided.

![Figure 1-4: Rope Shovel Geometry Variables](image)

The electric rope shovel's swing angle ($\theta_1$), dipper handle angle ($\theta_2$), and dipper handle extension ($d$) are outlined. Variables $\theta_2$ and $d$ are referred to in this work as the *arm geometry variables*. Traditionally, joint angle or extension sensors are used to determine the arm geometry variables. *Forward kinematics* is subsequently applied to the joint variables, which computes the workspace location of the shovel end-effector (the bucket) [20]. This approach may not be practical for many excavators since:

- Certain machines measure some but not all joint variables (e.g., hydraulic excavators measuring actuator extensions, and not joint angles).
- In some excavators, the bucket is not rigidly connected to the body (e.g., Dragline excavators), making forward kinematics inapplicable [21].
- Linkage singularities can cause numerical instabilities in the inverse kinematics solution [20].
- Joint sensors may not be available on the machine, and retrofitting a series of joint sensors can be a difficult task with different challenges on each machine make and model.

- Joint sensors are vulnerable to mechanical damage [6], and maintenance of several joint sensors can be difficult and time consuming.

Overall, custom retrofitting of distal joint sensors to different machines is more costly than mounting a single proximal sensor at the base of the machine to measure all joint variables. As well, repair and maintenance of multiple distal sensors is arguably more challenging than that of a single proximally-mounted sensor, leading to additional on-going costs to the mine operation.

Thus, rather than using joint sensors in the research reported here, a non-contact cab-mounted laser scanner has been used to measure the position of and track the bucket. This is then used to calculate the joint variables. We estimate that to prevent a bucket from hitting the truck, a bucket-positioning safety zone of 30cm would be required (see Section 3.2.1). This is consistent with Brooker et al. [14] who used 1% of the maximum range as the required accuracy. A number of challenges are inherent in a laser scanner-based tracking algorithm. These include laser noise, occlusion of the object of interest, and aliasing of the object’s shape appearance due to laser scanner’s low spatial sampling. These cause a loss of geometric information (see Section 2.2.1), and since the tracking algorithm relies heavily on geometry to locate the bucket, they undermine the reliability and accuracy of the algorithm. For instance, Duff [11] reports unreliability in tracking an excavator bucket using a laser scanner, primarily due to loss of geometric features. Additionally, while real-time performance is an important requirement for many tracking applications, there is often a trade-off between accuracy and speed. In Chapter 2 and 3 a laser-based bucket tracking algorithm is proposed that addresses the above problems and extracts arm geometry variables useful for collision avoidance.
1.4.2 Approach to Laser-Based Workspace Monitoring

As discussed earlier, collision avoidance also requires the pose of the truck. While Chapter 2 and Chapter 3 provide a solution for extracting arm geometry information using a planar laser scanner, most workspace information including the truck pose cannot be reliably obtained from a planar laser point-cloud. Rather than a planar scanner, a 3D depth sensor is required to provide the necessary information for workspace monitoring. This work aims to propose a single cab-mounted 3D sensing solution that can monitor the workspace information such as truck pose, while also providing imagery for arm geometry variable extraction discussed earlier.

Depth sensors (e.g., laser scanner, stereo-camera, TOF camera) capture depth images – an image in which pixel values represent distance to the sensor. A depth image can be transformed into a 3D point-cloud – and vice versa. Accurate and efficient depth sensing can benefit many applications such as robot navigation, scene segmentation, object recognition/tracking, 3D video, and human-computer interaction. In recent years, significant progress has been made on depth sensing using stereo-matching [22], [23]. Stereo algorithms have been improved to better handle image ambiguity [24], and global optimization algorithms with smoothness constraints have been proposed that are computationally expensive but improve accuracy [25–27]. Nevertheless, image ambiguity caused by textureless regions, repeated patterns or occlusions degrades the stereo accuracy and limits its application. Moreover, stereo accuracy degrades quadratically with depth, practically limiting its use to short distances such as indoor environments [28].

Compared to stereo’s passive depth sensing (i.e., no light source), active sensors that project their own light, such as laser scanners and Time-of-Flight (TOF) cameras, offer a more reliable and accurate alternative. Laser scanners provide accurate long-range results, but are slow for capturing dense real-time data and for handling dynamic scenes compared to stereo cameras (e.g., ~10-100K laser points/sec, versus ~10M for stereo camera). But unlike stereo cameras, laser scanners have a primarily constant depth error.
at larger distances from the laser origin. TOF cameras are also more accurate than stereo, but are low-resolution, poorly calibrated and noisy, due to the difficulty in modelling their error caused by the complexity of the underlying measuring principle [29]. The accuracy of TOF cameras degrades in dynamic scenes, since faster motion requires faster shutter speed which adds more noise to the data [30].

Towards the goal of shovel workspace monitoring, the final part of this thesis (Chapter 4), explores whether and how the sparse, slow but accurate measurements of a laser scanner (i.e., an active sensor) can be complemented with fast high-resolution images from a single passive intensity camera to generate high-resolution 3D images. This is accomplished through the development of an active-passive fusion algorithm to produce high quality images that cannot be generated using each sensor individually. These images can be used in future works to extract mining workspace variables, including the future possible estimation of truck pose for obstacle avoidance.

Basic interpolation can be used to upsample low-resolution laser or TOF images, but only smooth surfaces are recovered properly. It fails when dealing with fine details such as sharp edges because there is not enough information [28], [31]. Alternatively, a popular active-passive fusion method is super-resolution: low-resolution laser or TOF images are upsampled with the help of a high-resolution intensity camera image [30–32]. The advantage of super-resolution over basic interpolation is that it is capable of recovering high-frequency details (e.g., edges) using information from the higher-resolution camera image.

Chapter 4 investigates the use of super-resolution for integrating a depth sensor and an intensity camera. An algorithm is proposed that uses bilateral filtering to upsample small laser images with the help of a high-resolution camera [32], [33]. The proposed approach builds upon Yang et al. [30], but it applies the bilateral filter to a different formulation of a cost-volume. The novel formulation developed in Chapter 4 is designed to be suitable for sparse and unevenly-distributed depth measurements from active depth
sensors such as laser scanners. The comparative evaluation of the proposed algorithm against the literature [30–32], [34–37] demonstrates that the proposed method improves upon the current state of the art. The quantitative comparisons to demonstrate this fact are presented in Chapter 4. Finally, our method is shown to require minimal parameter adjustment across different scenes with varying conditions (e.g., lighting, range, etc.). Chapter 4’s focus is on generating high-resolution and accurate 3D images. The algorithms needed to extract workspace information from the 3D images have already been documented in the literature. Thus, they are not addressed in this work.

1.5 Outline and Contributions

1.5.1 Chapter 2: Basic Bucket Tracking on a Mini-Excavator

In the first part of the work, a planar laser scanner is used to develop an effective bucket-tracking method for extracting arm geometry variables. Chapter 2 describes a basic algorithm for bucket tracking of a hydraulic mini-excavator. The proposed algorithm is a variant of the Iterative Closest Point algorithm (ICP) [38]. The algorithm was tested on a hydraulic mini-excavator, which was used as a test-bed for preliminary performance evaluations.

Contributions: The algorithm proposed in Chapter 2 succeeds in tracking the excavator bucket and extracting its arm geometry information. Unlike joint sensors, the proposed non-contact arm geometry extraction system is easily retrofittable to existing machines, is less vulnerable to mechanical damage, requires minimal maintenance, is not prone to numerical instabilities in the kinematics solution, and is capable of handling buckets that are not rigidly connected to the body (see Section 1.4.1). Another practical impact of Chapter 2 is in addressing the laser scanner-based tracking challenges, and obtaining accurate results when faced with occlusion and aliasing.
1.5.2 Chapter 3: A Complete End-Effector Tracking Algorithm on a Rope Shovel

Chapter 3 expands upon the bucket tracking algorithm of Chapter 2, to make it suitable for a mining rope shovel with a larger workspace and a geometrically less distinctive end-effector. The ICP approach used in Chapter 2 is found to fail when used on the rope shovel due to the added complexity, and thus a refined algorithm is developed in Chapter 3 that provides reliable and accurate results when used on the rope shovel. The refined algorithm uses the shovel dipper’s kinematic constraints and pose history, in conjunction with the dipper’s geometrical model, to track the dipper accurately and reliably.

Contributions: Chapter 3 proposes a novel integration of Particle Filtering (PF) and the ICP algorithm. The PF is used to introduce the kinematic constraints and pose history of the end-effector into the tracking algorithm. The novelty of the proposed integration approach is in using PF to significantly reduce the search space before utilizing ICP to accurately locate the shovel’s dipper. Moreover, this work proposes an optimization step in the particle filtering algorithm, by using Distance Transformation to reduce the computational time which achieves real-time performance. Experiments performed on a mining shovel demonstrate the reliability, accuracy, and low computational cost of the proposed algorithm. The practical impact of Chapter 3 is in improving upon the laser-based tracking algorithm of Chapter 2, to better handle aliasing, and reliably track geometrically indistinctive shapes in larger scenes.

1.5.3 Chapter 4: Fusion of Laser Scanner and Intensity Camera for 3D Imaging

While Chapter 3 provides a solution for extracting arm geometry information using a planar laser scanner, most workspace information cannot be obtained from a planar laser point-cloud (e.g., position of obstacles, pose of the truck, surface geometry, etc.). A 3D laser scanner can provide the necessary information for a more comprehensive workspace monitoring, but it is slow in capturing the entire 3D scene and it creates very sparse point-clouds. In recent years, fusion of laser scanners and cameras has shown potential for addressing this problem. Chapter 4 proposes a super-resolution algorithm using a
bilateral filter to upsample small 3D laser scanner depth images, with the help of a high-resolution camera image.

**Contributions:** The proposed method is shown to obtain considerably more accurate 3D image results compared to the literature, with sharper and more realistic edge definition. For instance, the Yang algorithm [30] – among the most accurate upsampling algorithms reported in the literature – shows an average “bad-pixel” error of 7.7% on four benchmark scenes (see [22] for details on the error metric). On the other hand, the method proposed in Chapter 4 obtains an average error of 2.4% in the same experiment. The improved accuracy of the proposed method is shown quantitatively using the Middlebury benchmark, as well as a set of laser-scanned scenes that includes mine site images taken using sensors mounted on a rope shovel.

The potential impact of the Chapter 4 is in providing a 3D imaging system that can capture accurate images for applications such as workspace variable extraction on mining excavators.
Chapter 2

Laser Scanner-Based Bucket Tracking and Joint Variable Extraction on a Mini-Excavator

This chapter focuses on the non-contact arm geometry measurement system described in Chapter 1. This chapter describes a feasibility study of arm joint variables extraction using a laser scanner. For this purpose, a proof-of-concept is deployed on a small excavator, which uses a basic laser-based tracking algorithm to track the bucket, and applies inverse kinematics to the result to obtain arm joint variables. The calculated results are then compared against measurements from a set of joint sensors, to evaluate the accuracy of the system. The system is deemed suitable for further investigation on mining machines if its accuracy is comparable to joint sensors currently used in mines. Note that depending on the application, both the bucket pose and the arm joint variables may be needed. For example, machine dynamics modeling requires knowledge of the joint variables, whereas truck collision avoidance requires knowledge of the bucket pose variables. Therefore, this work estimates the bucket position and orientation using the laser-based system and calculates the joint variables from that.

A hydraulic mini-excavator has been used to validate the proposed algorithm. With a maximum reach of 3.5m, the mini-excavator has a significantly smaller workspace area than a rope shovel that has a reach of over 20m. The mini-excavator is used as a test-bed for the development of a proof-of-concept algorithm and a preliminary evaluation of its performance. In Chapter 3, the approach introduced here is expanded upon and deployed on a rope shovel.

This chapter is based on a paper published in the Proceedings of IEEE Conference on Automation and Logistics [10].
2.1 Introduction

This chapter describes a customized Iterative Closest Point (ICP) algorithm for bucket pose estimation and joint angle evaluation of a hydraulic mini-excavator using a laser scanner. The proposed ICP variant handles point-cloud tracking problems such as noise and occlusion. The novelty of this work is in demonstrating the feasibility of laser scanner-based arm geometry extraction, and the adaptation of the ICP algorithm to laser scanners to track the bucket.

The present algorithm identifies the bucket in the laser scanner reading (laser point-cloud) and estimates the pose of the bucket along with the corresponding joint angles. Real-time joint variable extraction of an excavator requires an accurate and time-efficient bucket pose-estimation algorithm.

The method has been tested on a Takeuchi mini-excavator and was demonstrated to be reliable with small workspace error – the Euclidean distance between the estimated bucket position and its actual position. A typical laser scanner point-cloud is provided in Figure 2-1 where the boom, stick and bucket are evident.
2.2 Methodology

2.2.1 Pose Estimation in Laser Scanner Point-Clouds

Given a laser point-cloud of an excavator during operation, such as the one shown in Figure 2-1, the task is to detect the bucket in the point-cloud and estimate its position and orientation (i.e., pose) with respect to a known point on the excavator body (e.g., the laser sensor location). In order to detect the bucket, a 2D contour model of the bucket is defined and used as a template to find its match within the excavator point-clouds. The contour model (model point-cloud) can be manually extracted from a laser point-cloud of the bucket. The defined model is used to find the bucket within the subsequent laser point-clouds in real-time. If the bucket is detected within a point-cloud, a transformation matrix can be constructed for describing the position and orientation of the bucket.

Point-cloud registration algorithms are proposed in the literature to determine the displacement between two matching point-clouds, and evaluate the matching quality. In this work, a registration algorithm can be used to find the correct subset of the laser point-cloud that most precisely matches the bucket model. To find the best alignment of the model and the laser point-cloud, a distance measure between the two is defined. Subsequently, the distance value is minimized using various rotations and translations to find the best pose [16], [38].

Various registration methods for identifying an object and its pose have been proposed for laser point-clouds. A few examples are a probabilistic approach [39], Fourier-based registration [40], plane curve matching using lower order derivatives [41] and Iterative Closest Point (ICP) algorithm [38]. Salvi et al. [42] offers a thorough review of point-cloud registration algorithms, and compares them using experimental results. Salvi et al. shows ICP and ICP-variants to have lower registration error in most conditions compared to alternative algorithms [42]. That is why ICP variants have been a dominant method for point-cloud registration [43], and have been considered by many as the benchmark algorithm.
for such applications in the literature [42–45]. Although there was no prior direct evidence that ICP was the most effective method for bucket localization in this work, due to the above evidence a variant of the ICP algorithm [38] is used for bucket tracking.

The novelty of the present work is in the adaptation of the ICP algorithm to laser scanners to produce robot arm geometry. Producing reliable and accurate tracking results is difficult due to:

- **Laser Noise:** The laser range error results in noisy and erroneous point-clouds (see Section 1.3). This can degrade the results of algorithms that employ tangent lines [46] and derivatives [47]. Thus, the use of noise-sensitive measures such as derivatives is avoided in this work. Figure 2-2 shows a laser point-cloud of a smooth planar surface that appears as a jagged line.

![Figure 2-2: 2D Laser Point-Cloud of a Smooth Planar Surface](image)

Captured by a laser scanner, this point-cloud represents a cross-section of a smooth plane. The laser scanner used had a mean systematic error (i.e., measurement bias) of 5cm, with a standard deviation of 1cm.

- **Aliasing:** Due to the laser scanner’s low angular resolution causing loss of high-frequency spatial information (i.e., aliasing), a small displacement of an object can cause significant shape variation in its point-clouds (see Figure 2-3). Shape variations introduce challenges to many registration algorithms [48]. This problem is more severe when the object does not have distinctive geometric features to differentiate it from an environment containing similar geometries.
Figure 2-3: Variation of Object Shape Appearance in Laser Point-Clouds Due to Aliasing
a) The laser point-cloud of a moving object at times $t_1$ and $t_2$. b) The movement of the object causes shape variation in its point-cloud appearance due to aliasing. The changed segments are highlighted.

- **Occlusion**: Surrounding objects can occlude parts of the bucket during operation. For instance, the bucket gets partially occluded by the truck during the dumping stage (see Figure 2-4). Moreover, self-occlusion is also possible when rotation causes a part of the bucket to block other parts. Tracking algorithms relying heavily on geometry are susceptible to error when faced with occlusion.

Figure 2-4: Bucket Occlusion During Excavator Operation
a) An electric rope shovel is shown with the bucket positioned above and outside the mining truck. b) The bucket is lowered inside the truck canopy. The laser scanner is located underneath the boom (marked by letter L). The lowering of the bucket causes the laser scanner to lose sight of a portion of the bucket.
- **Partial-overlapping**: If all the points in the model point-cloud have a corresponding point in the laser point-cloud, the two point-clouds fully overlap. However, if the laser point-cloud contains more than just the target object points, the laser point-cloud would only partially overlap with the model point-cloud (see Figure 2-6). Algorithms that are designed for fully-overlapping problems cannot be utilized for partially-overlapping problems [16], [49], [50] as the non-overlapping segments can cause confusion.

### 2.2.2 Iterative Closest Point Algorithm

Proposed by Besl and McKay [38], the Iterative Closest Point (ICP) algorithm is the benchmark registration algorithm for point-clouds [42], [44]. ICP is a general-purpose, accurate and efficient method that is capable of point-cloud registration with unknown correspondence between each point in one set and a point in the other. ICP is an iterative approach that starts with two point-clouds and an initial estimate of their relative rigid-body transformation [50]. It then refines the transformation by finding point-to-point correspondence between the laser point-cloud and the model point-cloud, and minimizes the distance between the two. A priori correspondence between the laser points and the model points is unknown; hence, depending on the current relative position of the two point-clouds, varying correspondences might be found at each iteration step. Thus, the advantage of using an iterative approach is that the point-to-point correspondence is refined at each step, which improves registration and subsequently generates a better pose estimation [51].

Many variations of ICP have been developed in the past decade to improve its accuracy and computation time complexity. Due to the sparseness of planar laser point-clouds, the computation time complexity is not a concern for bucket pose estimation; thus, in this work, the methods proposed for computation time complexity enhancement are not considered.
The ICP algorithm has been divided into six steps, and ICP variants affect one or multiple of these steps to achieve better results [50]: selection, matching, weighting, rejecting, assigning an error metric, and minimizing the metric, as seen in Figure 2-5. The following sections describe each ICP step.

After each ICP iteration, the reduction in the error metric is measured, which represents the magnitude of pose estimation refinement. ICP stops when the refinement is smaller than the desired pose estimation precision, meaning that the required precision has been obtained [38].

2.2.2.1 Selection

The selection step has been introduced in ICP variants in order to obtain better computational cost by reducing the size of the point-clouds. The original ICP [38] does not propose a Selection step. The use of a Selection step is limited to applications with large point-clouds, and therefore it is unnecessary for this work.

2.2.2 Matching

Matching is the process of seeking point-to-point correspondence between the point-clouds. For each point in the model point-cloud, the corresponding point within the laser point-cloud is found through the use of closest point method [38]. This is accomplished by matching each point in the model point-cloud
with the closest point in the laser point-cloud. The distance between a model point, \( m = (x, y, z) \), and point-cloud \( P \) is:

\[
d(m, P) = \min_{p_i} d(m, p_i)
\]

(2-1)

where \( p_i = (x_i, y_i, z_i) \) is the \( i \)th point within \( P \), and \( d(m, p_i) \) is the Euclidean distance between the two points. The corresponding point within \( P \) for \( m \) is defined to be the closest point \( p_j \) that satisfies the following equality [38]:

\[
d(m, P) = d(m, p_j)
\]

(2-2)

Another matching approach uses normal lines [47]; however, Rusinkiewicz and Levoy [50] show that such methods cause instability and do not always converge. Hence, the original closest point matching technique by Besl and McKay [38] is utilized for the bucket pose estimation.

The matching function, \( C \), finds the set of closest points in \( P \) for every point in the model point-cloud \( M \), using Equation (2-2):

\[
Y = C(M, P)
\]

(2-3)

where \( Y \) is the set of matching points for the model point-cloud.

2.2.2.3 Weighting

Some ICP variants have proposed a Weighting step to model varying uncertainty in the point-clouds. For instance, if a depth sensor’s measurement error increases with distance, the distant points in the point-cloud can be assigned smaller weights. Laser scanners such as the one used in this work have a primarily constant error over their measuring range [18]. Therefore, in the absence of uncertainty variation within the laser scanner point-cloud, the Weighting step was deemed unnecessary for this work. Similarly, the original ICP [38] did not perform Weighting.
2.2.2.4 Rejecting

A pair of point-clouds may not have a one-to-one correspondence, and it is possible to have multiple points in $M$ matched to a single point in $P$. This is likely to occur in the laser point-clouds due to the sampling variation caused when the laser discretizes continuous object surfaces, with the object moving to different poses. However, the original ICP algorithm assumes that for each point in the model point-cloud, there is a corresponding point in the laser point-cloud. This is an invalid assumption in the majority of applications. Incorrect correspondence degrades the original ICP’s performance.

A rejection step is introduced to discard corresponding points that do not actually match. In order to enhance ICP’s performance when dealing with laser point-clouds, this work studied various rejection approaches. Corresponding points that do not actually match can be rejected when the distance between them is greater than a threshold [38], [47], [49], [50], by rejecting boundary points [49], or by rejecting ‘invisible’ points [16]. Based on the performed experiments in this work, the distance-based rejection was found to be unsuitable as it degraded the performance of the bucket-tracking algorithm by rejecting valuable corresponding points.

Turk and Levoy [49] suggest that their boundary correspondence rejection poses advantages by removing points with high risk of matching-error. Boundary points are the laser measurement at or near edges of an object. Boundary points have a high chance of being incorrectly associated with points that have no valid correspondence in the point-cloud due to partial overlapping or occlusion. By excluding all model points that are assigned correspondence with a boundary point in the laser point-cloud, erroneous pairings that cause a systematic bias in ICP’s pose estimation can be avoided.

For example, Figure 2-6.a demonstrates the bucket model on the left with its correspondences to the occluded bucket point-cloud on the right. The correspondences for the occluded areas have all been
assigned to the boundary points of the occluded point-cloud. In Figure 2-6.b, however, excluding the boundary associations has eliminated the majority of such flawed correspondences.

Lu and Milios [16] offer another useful rejection methodology. After applying the estimated rigid-body transformation on the model point-cloud, the visibility of each point to the laser scanner can be verified. As the object moves, parts of the object become invisible to the laser scanner due to self-occlusion. Thus, the model points associated with the invisible segments will have no correspondence in the laser point-cloud [16]. Taking up the suggestion of Lu et al., it is possible to find out which points in the model point-cloud become self-occluded when the model is located at various poses during the estimation process.

![Figure 2-6: Boundary Rejection](image)

a) Partial overlapping between the two bucket point-clouds has caused invalid point-to-point assignments. b) By eliminating the boundary points, the majority of the invalid correspondences are rejected.

The present work proposes an algorithm termed projection-based rejection for detecting and rejecting the occluded points, as suggested by Lu and Milios [16]. An ordering constraint is used for identifying the occluded points. The following pseudo-code demonstrates the proposed method:

1. Project the model point-cloud $M$ onto a given pose $v$, $M^T = T(M,v)$, using a transformation function $T$ that rotates and translates each point in $M$ to its new position in $M^T$. 


2. For every point $m^T_i$ in $M^T$, calculate $\theta_i = \text{atan}(y_i/x_i)$ with $y_i$ and $x_i$ being the point’s coordinates. This is the angle of the ray from the laser scanner origin, measuring point $m^T_i$.

3. Sort the point set $M^T$ based on $\theta$’s: $M^p = \text{sort}(M^T, \theta)$.

4. Do the following until set $O$ is empty:
   
   a. Compare $M$ and $M^p$ and find laser points that are “out of order”: $O = \{m_i \in M^p, \}$
   
   b. In set $O$, find the farthest laser point – the point with the highest $\sqrt{x_i^2 + y_i^2}$ value.
   
   c. Remove it from $M$ and $M^p$.

The iterations stop when the order of the points is identical in both $M$ and $M^p$. Figure 2-7 and Table 2-1 illustrate this approach. In the example, points $A_3$ and $A_4$ would be removed before the iterations stop. The removed points are the ones that are occluded to the laser, in the right hand image.

Figure 2-7: Projection-Based Rejection for Occlusion Detection

An ordering constraint can be used for detecting and rejecting occluded points within a point-cloud. a) Laser point-cloud of object A is shown. The order of appearance of the points is written underneath them (from left the right). b) The object’s point-cloud is translated to a new position in the workspace. The laser-measured points appear in a different order ($A_3, A_4$ and $A_5$). Note that $A_3$ and $A_4$ are occluded.
Table 2-1: The Order of Appearance of Points in Figure 2-7

<table>
<thead>
<tr>
<th></th>
<th>A₁</th>
<th>A₂</th>
<th>A₃</th>
<th>A₄</th>
<th>A₅</th>
<th>A₆</th>
<th>A₇</th>
<th>A₈</th>
</tr>
</thead>
<tbody>
<tr>
<td>M</td>
<td>1ˢᵗ</td>
<td>2ⁿᵈ</td>
<td>3ʳᵈ</td>
<td>4ᵗʰ</td>
<td>5ᵗʰ</td>
<td>6ᵗʰ</td>
<td>7ᵗʰ</td>
<td>8ᵗʰ</td>
</tr>
<tr>
<td>M’</td>
<td>1ˢᵗ</td>
<td>2ⁿᵈ</td>
<td>4ᵗʰ</td>
<td>5ᵗʰ</td>
<td>3ʳᵈ</td>
<td>6ᵗʰ</td>
<td>7ᵗʰ</td>
<td>8ᵗʰ</td>
</tr>
</tbody>
</table>

The order of appearance, from left to right, of the points in Figure 2-7. Points A₃, A₄, and A₅, are highlighted as “out of order,” given that their order of appearance changes.

The use of projection-based rejection poses an advantage because it removes laser points that have become invisible and hence are causing invalid correspondence. Figure 2-8 demonstrates projection-based rejection by adjusting the model point-cloud into a point-cloud that is very similar to the laser point-cloud. In the top row, the laser point-clouds are presented and it demonstrates how a segment of the bucket point-cloud becomes invisible after the bucket is displaced. The bottom row shows the original bucket model point-cloud (Figure 2-8.c) and the model after displacement and projection-based rejection (Figure 2-8.d). As shown, the modified model (Figure 2-8.d) looks very similar to the actual laser point-cloud (Figure 2-8.b). The enhanced similarity improves the ICP registration output.

The rejection step in this work includes both the boundary-rejection and the projection-based rejection. The boundary-rejection is an $O(n)$ operation, and the algorithm proposed here for projection-based rejection is an $O(n \log(n))$ operation. Overall, the rejection step takes a pair of matched point-clouds $M$ and $Y$, and produces new point-clouds $\overline{M}$ and $\overline{Y}$ in which the rejected points are excluded. The rejection operation in this work is denoted as:

$$\left(\overline{M}, \overline{Y}\right) = R\left(M, Y\right)$$ (2-4)
2.2.2.5 Assigning an Error Metric

Besl and McKay’s original ICP algorithm calculates the ICP registration error, $e$, by a sum of squared distances between corresponding points in point-clouds $\overline{M}$ and $\overline{Y}$ [38]:

$$ e(\overline{M}, \overline{Y}) = \sum ||m_i - y_i||^2 $$  \hspace{1cm} (2-5)

where $||m_i - y_i||$ is the Euclidean distance between a point within the model point-cloud, $m_i$, and its corresponding point in the laser point-cloud, $p_i$. Note that the error metric calculation is performed on the resulting point-clouds from the previous ICP steps, $\overline{M}$ and $\overline{Y}$. 
Other error metric assignment methods have been suggested by Zhang [47], and Chen and Medioni [46]. Both methods use derivatives and tangent lines that are unreliable for noisy point-clouds. The *Hausdorff distance metric* can also be used, but its sensitivity to outliers limits its applicability [52] here due to large number of potential outliers. Robust variations of Hausdorff distance have also been proposed [52] which require parameter adjustment in varying scenes. Thus, for this application, ICP’s original error metric evaluation was used for the bucket tracking algorithm.

While our ICP implementation uses Equation (2-5) for error metric reporting, for reporting purposes in this chapter we define a more intuitive registration error metric named the average matching distance, $e_M$:

$$
E_M(M, Y) = \text{average} \left( \| m_i - y_i \| \right)
$$

(2-6)

We use the above equation to report ICP registration accuracy in the results section, because the average matching distance is more intuitive than a total sum of errors squared.

### 2.2.2.6 Minimizing

Besl and McKay’s [38] quaternion-based algorithm is employed for the minimization step, as described below. Using the distance between corresponding points, a transformation is calculated that guarantees a lower error metric. Given the matching point-clouds, $M$ and $Y$, the objective function to be minimized is defined as [38]:

$$
f = \frac{1}{n} \sum_{i=1}^{n} \left\| y_i - R \left( q_R \right) m_i - q_T \right\|^2
$$

(2-7)

where $n$ is the number of points in $M$, $m_i$ is the $i$-th point in $M$, $y_i$ is its corresponding point in $Y$, and $q_R = (q_0, q_1, q_2, q_3)$ and $q_T = (q_4, q_5, q_6)$ are the vectors for rotation and translation respectively.

Function $R \left( q_R \right)$ calculates the following 3x3 rotation matrix based on the quaternion rotation vector:
The cross-variance matrix of $Y$ and $M$ are obtained using:

$$
\Sigma_{ym} = \frac{1}{n} \sum_{i=1}^{n} (y_i - \mu_y)(m_i - \mu_m)^T
$$

(2-9)

where $\mu$ is the “center-of-mass” of the point-cloud:

$$
\mu_y = \frac{1}{n} \sum_{i=1}^{n} y_i, \quad \mu_m = \frac{1}{n} \sum_{i=1}^{n} m_i
$$

(2-10)

The eigenvectors of the matrix $Q$ are needed for finding the optimal $q$ to minimize the cost function $f$ [38]:

$$
Q = \begin{bmatrix}
\Sigma_{ym}^T \\
\Delta \\
\Sigma_{ym}^T + \Sigma_{ym}^T - \Sigma_{ym}^T I
\end{bmatrix}
$$

(2-11)

where $\Delta = [A_{2,3} \quad A_{3,1} \quad A_{1,2}]^T$, $A_{i,j} = (\Sigma_{ym} - \Sigma_{ym}^T)_{i,j}$, with $A_{i,j}$ being a matrix element in $A$, and $I$ being a 3x3 identity matrix.

The eigenvector of $Q$ corresponding to its maximum eigenvalue is the optimal quaternion rotation vector $\vec{q}_R$. The optimal translation matrix is then calculated using [38]:

$$
\vec{q}_T = \mu_m - R(\vec{q}_R)\mu_y
$$

(2-12)

Based on the $\vec{q}_T$ and $\vec{q}_R$, the registration pose variables $v = (x, y, \theta)$ are $\theta = q_4$, $x = q_4$, $y = q_5$. The above formulation is for the generic three-dimensional search-space (three translation and three rotation...
variables), whereas due to the planar nature of the laser scanner used in this work, a two-dimensional search-space (two translation and one rotation variable) is sufficient.

The point-cloud \( \overrightarrow{M} \) is translated and rotated using the resulting pose \( v \), and the ICP registration error is calculated using Equation (2-5) as follows:

\[
e(\overrightarrow{M}, \overrightarrow{Y}) = \sum \| m_i - y_i \|^2
\]  

(2-13)

The quaternion operation discussed in this section is denoted as:

\[
(\nu, e) = Q(\overrightarrow{M}, \overrightarrow{Y})
\]  

(2-14)

To summarize, the ICP algorithm is performed as follows:

- Initialize the iterations:
  - Set pose variables, \( v_0 \), to the last known bucket position,
  - Move the model point-cloud by \( v_0 \) using the transformation function \( T \) which performs the rotation and translation operations: \( M_0 = T(M, v_0) \).

- Apply the following steps iteratively – \( k \) being the iteration variable – until convergence:
  
  - **Matching Step**: Using the matching function, \( C \), find the set of matching points \( Y_k = C(M_{k-1}, P) \) between \( P \) and \( M_{k-1} \).
  
  - **Rejection Step**: Perform the projection-based rejection and the boundary rejection, \( (\overrightarrow{M}, \overrightarrow{Y}) = R(M_{k-1}, Y_k) \).
  
  - **Error Metric Assignment, and Minimization Steps**: Compute registration by calculating the pose variables that minimize the error metric: \( (\nu_k, e_k) = Q(\overrightarrow{M}, \overrightarrow{Y}) \).
  
  - Move the model point-cloud by \( v_k \): \( M_k = T(M, v_k) \).
  
  - Terminate iterations when the change in error metric between consecutive iterations is less than the desired registration precision threshold \( \tau \):

\[
|e_k - e_{k-1}| < \tau.
\]
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The ICP iterations are proven to converge [38], though it is possible, and often likely, for ICP to converge to local minima. The implications of ICP’s local minima convergence are discussed in Chapter 3.

2.2.3 Joint Angle Extraction

Once the bucket position and orientation are estimated, inverse kinematics provides the joint angles. Based on the laser data, the bucket position is given by (see Figure 2-9):

\[ \mathbf{v}_B = \mathbf{v}_L + \mathbf{R}_L \mathbf{v}_L^L \tag{2-15} \]

where \( \mathbf{v}_B \) is the position of the bucket with respect to the excavator (origin O), \( \mathbf{v}_L \) is the position of the laser scanner based on excavator coordinates, \( \mathbf{v}_L^L \) is the estimate of the bucket position relative to the laser scanner in the laser’s coordinates, and \( \mathbf{R}_L \) is a rotation matrix from the laser scanner coordinates into the excavator coordinates.

The inverse kinematics for the excavator can be found in [53]. The boom angle is calculated by:

\[ \theta_1 = \arccos \left( \frac{a_1^2 + \|\mathbf{v}_B\|^2 - a_2^2}{2 \cdot a_1 \cdot \|\mathbf{v}_B\|} \right) - \xi \tag{2-16} \]

where \( \theta_1 \) is the boom angle, \( a_1 \) is the boom length, \( a_2 \) is the stick length, and \( \xi \) is the angle of the vector from the excavator frame to the bucket frame. Additionally, the stick angle is found using:

\[ \theta_2 = \pi - \arccos \left( \frac{a_1^2 + a_2^2 - \|\mathbf{v}_B\|^2}{2 \cdot a_1 \cdot a_2} \right) \tag{2-17} \]

It should be noted that while the range of \( \theta_1 \) and \( \theta_2 \) are limited by the mechanics of the machine, the range limitations were not taken into consideration in the present work.
Finally, using the orientation of the model point-cloud at the estimated pose, the excavator’s bucket angle can also be determined. Since the primary objective of this work is arm geometry extraction of rope shovels, and given that a rope shovel bucket cannot pivot during operation, this work does not report and evaluate the bucket angle.

![Diagram of excavator joint angles](image)

**Figure 2-9: Joint Angle Calculations**

### 2.3 Experimental Results

#### 2.3.1 Setup

A SICK LMS221 laser scanner was used for the experiments. The laser’s scanning plane is vertical, and it outputs a contour of the bucket using point-clouds consisting of 361 points. The LMS221 laser has a 180-degree field-of-view, a resolution of 1cm, and a mean ($\mu$) accuracy of 5.0cm with a standard deviation ($\sigma$) of 1.0cm as reported by the manufacturer. As discussed earlier in Section 1.3, the reported laser accuracy is based on statistical analysis of calibration testing, and while it reports a Gaussian distribution, a unimodal distribution cannot represent all parameters influencing measurement accuracy [18], [19].
Experimental readings were taken on a Takeuchi TB034 mini-excavator. Figure 2-9 shows a side view of the excavator arm and the laser scanner. Over 400 laser point-clouds were captured to examine the reliability of the bucket-pose estimation. Joint-angle measurements were obtained with accelerometer-based sensors [54] in order to compare the laser-based joint angle calculations. The joint angles obtained with the accelerometer-based sensors have a worst-case error of 1.6°.

2.3.2 Obtained ICP Results

The customized ICP algorithm was reliable in all 400 test cases on the mini-excavator, with no reported registration failure – matching the model point-cloud to incorrect points in the laser point-cloud that do not actually belong to the bucket. In case of poor bucket model selection (e.g., very few points, or few distinctive features), it is possible to observe registration misalignment – matching most but not all of the model point-cloud to the points representing the bucket in the laser point-cloud (see Figure 2-11.d). Figure 2-10 plots the error metric of the performed experiments.

Figure 2-11 demonstrates three successful registrations and one case of misalignment due to an indistinctive choice of bucket model. The images on the left show the raw data with the laser point-cloud as small dots and the bucket model as larger dots, at its original position. Right side images show the result of ICP registration in which the model point-cloud has been transformed to the estimated position. The rejected points of the model point-cloud are not displayed; hence, it is possible to observe the strength of the rejection step in making the model point-cloud closely portray the laser observation (i.e., the laser point-cloud).

ICP succeeds in finding the correct bucket position in Figure 2-11.a through Figure 2-11.c with an average matching error, $e_M$, of 0.67, 1.61 and 1.05 cm, respectively -- see Equation (2-6). Figure 2-11.d shows a misalignment with an error of 4.89 cm, caused by a poor choice of model point-cloud.
The average matching error – Equation (2-6) – for the laser point-clouds obtained on a hydraulic mini-excavator.

Figure 2-10: The Error Graph for Test Point-Clouds

The images on the left show the original images, laser point-cloud as small dots and bucket model point-cloud as larger dots. Right side images show the ICP outcome. a) through c) show successful registrations and d) shows a misalignment.
In terms of processing requirement, the ICP implementation in this work was performed in real-time and was able to locate the excavator bucket at the laser scanner’s frame rate of 40Hz. This is not surprising since all the steps of the ICP algorithm, including matching and rejection, have a computational complexity less than or equal to $O(n \log (n))$, and the size of the laser point-clouds in this work are rather small at $n=351$ points. On average, ICP required less than 8 iterations to converge within $\tau = 0.1$cm, while the maximum iterations ever needed was 30.

### 2.3.3 Joint Variable Extraction

After verifying the ICP algorithm, the excavator joint variables are extracted from the pose estimation. The results are compared with the measured angle readings from the joint angle sensors. Figure 2-12 shows the boom angle ($\theta_1$) and stick angle ($\theta_2$) measurement errors. The set of test cases reported here includes both joint angles being positioned at their boundary conditions, as well as the bucket being positioned at the limits of its workspace.

The mean absolute error ($\mu$) is 0.493° and 0.608° for the boom and stick respectively, while the standard deviation ($\sigma$) is 0.295° and 0.388°. The maximum absolute error is 0.926° for the boom angle and 1.416° for the stick angle. Given that the joint angle sensors used for evaluation have up to 1.6° of error, it is not possible to evaluate the contributing factors to the obtained error results.

![Figure 2-12: Joint Angle Measurement Errors](image)

**Figure 2-12: Joint Angle Measurement Errors**

Estimated errors are reported for the laser-based arm geometry variable estimations. The errors are calculated by taking the absolute difference between the joint sensor value and the estimated angle by the laser-based bucket tracking system.
2.4 Conclusions

A system for hydraulic excavator bucket localization and arm geometry has been developed using a laser scanner. A new variant of the ICP algorithm was applied to determine the location of the bucket in the workspace and the corresponding joint angles were determined. On average the extracted joint angles agreed with the measured joint angles within 0.5° with the worst-case being 1.4°. Since the joint angle sensors were accurate to only 1.6°, one can only say that the worst case error of the proposed system is no greater than 3°. If the average joint angle sensor error\(^2\) is 0 (i.e., no systematic bias), then the average error for our laser-based joint angle estimation would be 0.5°. Thus, the arm geometry extraction system proposed in this work would be a viable replacement for the present joint variables.

In this work, the extrinsic calibration of the laser scanner’s coordinate frame – the exact distance vector between \(L\) and \(O\) in Figure 2-9 – was obtained using manual measurements and with the help of the manufacturer drawings of the laser scanner and the hydraulic excavator. Future works can investigate a general approach for estimating the extrinsic calibration parameters of the laser scanner (e.g., through a series of pre-designed calibration experiments).

Since the inside of the bucket faces the operator, when the bucket is filled, it changes its shape in the laser point-cloud. Therefore, the ICP algorithm proposed here was not capable of tracking the bucket as accurately when it is filled. A possible solution for this is mounting a distinct geometrical “marker” on the excavator arm and using that instead for laser-based end-effector tracking. The mini-excavator experiment in this chapter is mainly a preliminary study on non-contact arm geometry extraction. This work demonstrates some potential for the proposed approach; however, the system must be verified on and adapted to more complex scenes (e.g., larger workspace area, less distinctive end-effector shape).

\(^2\) The actual average error in joint angle sensors is not specified by the manufacturer.
Chapter 3

Laser Scanner-Based Dipper Tracking and Joint Variable Extraction on a Rope Shovel

In this chapter, a novel approach is presented for estimating a mining shovel’s dipper pose to obtain its arm geometry in real-time utilizing a planar laser scanner. The low spatial resolution of laser scanners and the need for accurate initialization challenge the reliability and accuracy of laser scanner-based object tracking methods. Experimentation in this work showed the ICP algorithm introduced in Chapter 2 fails to perform reliably when applied to a rope shovel. This is because the rope shovel’s end-effector has few geometrically distinctive features, and it is often farther away from the laser scanner thus having relatively fewer laser scanner measurements than the mini-excavator bucket. This chapter addresses these issues by using the shovel dipper’s kinematic constraints and position history, in conjunction with the dipper geometrical model, to track the dipper in space. The proposed method uses a Bootstrap Particle Filter (a.k.a., Condensation) with a Distance Transformation in order to perform a global search in the workspace. The particle filter’s result is then used as the initial pose for a local search using an ICP algorithm that increases the accuracy of the pose estimate.

Experiments performed on a mining shovel demonstrate the reliability, accuracy, and low computational cost of the proposed approach. Moreover, using a single cab-mounted non-contact sensor can simplify mounting, reduce maintenance costs and machine down time – which will make it adaptable to various machines – and enhance tracking reliability.
This chapter is based on a published paper\textsuperscript{3} [55].

3.1 Introduction

This chapter presents a novel integration of Particle Filtering (PF) and an Iterative Closest Point (ICP) algorithm. To address the reliability challenges of point-cloud tracking, ICP and PF are integrated to limit the tracking search space using complementary information to the geometrical data. The proposed method first utilizes the dipper’s kinematic constraints and temporal data (i.e., history of its previous poses) in a particle filter to perform a global search to significantly limit the search space. Then, using the dipper’s geometrical shape, the ICP algorithm performs a regionally constrained (i.e., local) search to locate the dipper accurately. The use of a PF-based global search followed by an ICP-based local search represents the primary contribution of this chapter. In practice, the significance of this approach is that it can consistently track an object with only a small number of range samples and few geometrical features.

ICP provides more accurate estimation results than PF [56], though it is found to occasionally lose track of the dipper due to the local nature of its search. Thus, when used in conjunction with ICP, the PF’s global search compensates for ICP’s limitations and makes tracking more reliable.

Methods have been proposed to integrate ICP and PF for improved reliability. Some integrations of ICP and PF require parameter adjustments for best performance [44], [57], but the parameters are hard to estimate and vary for different configurations. Instead of integrating ICP and PF, some methods switch between the two based on each algorithm’s performance [57]. However, the tracking accuracy of such methods can be inconsistent due to the alternating behaviour. Finally, Sandhu et al. [44] used ICP to weight and update PF particles, which is a different integration method than the work presented here.

Their method results in greater computational cost. The comparison of previous literature to the presented PF and ICP integration method is further discussed in Section 3.3.6.

The second contribution of this chapter is the use of a distance transform to weight the particles during PF, instead of carrying out an exhaustive point correspondence search or a more optimized approach such as kd-trees. This approach enables the operation to be carried out in real-time since the weight of each particle is evaluated in $O(n)$.

The third contribution of this chapter is a comparative evaluation of ICP, PF and an integrated ICP and PF method. The advantages and drawbacks of laser-based tracking using each of the three methods are presented and numerically compared in terms of accuracy and reliability using laser point-clouds. A discussion of the comparisons of the three methods is provided in Section 3.6.1 which demonstrates ICP's lack of reliability in shovel dipper tracking, PF's lack of accuracy, and our integrated method's ability to improve in both of those areas.

The final contribution of this chapter is that a full implementation of an end-effector tracking algorithm has been installed and quantitatively validated on a full-sized rope shovel by comparing it with the direct measurements of joint variables using joint sensors. This work provides a generic solution for retrofitting a single-sensor non-contact arm geometry extraction system that can be utilized on different excavators. The performance results for experiments on a mining shovel demonstrate the ability of the system to meet the speed, accuracy, and tracking-reliability criteria.

### 3.2 Background

#### 3.2.1 The Use of Laser Scanner on Rope Shovel

A house-mounted laser scanner sensor is proposed here to track the shovel's dipper. To be operational on a rope shovel, the sensor must be extremely reliable with a Mean Time Between Failure (MTBF) greater
than 1 year [14]. Moreover, the sensor must be capable of range measurements up to 30m to monitor the dipper in its entire workspace. Finally, the necessary accuracy of the sensor depends on the accuracy needed by the dipper tracking system. In turn, the required dipper tracking accuracy depends on the application at hand and the control requirements. We estimate that to prevent a bucket from hitting the truck, a bucket-positioning safety zone of 30cm would be required. This is similar to Brooker et al. [14] who used 1% of the maximum range as the required accuracy, which in a rope shovel workspace translates into 30cm.

Laser scanners have proven to be robust in outdoor applications [6–8], [13], [16], having a visibility range of up to 150m [13], and an accuracy of a few centimeters over their full operating range [17].

A typical laser scan of the rope shovel is provided in Figure 3-1.b where the shovel boom, dipper, ground, and truck are evident in the point-cloud. To obtain this point-cloud, the laser scanner is mounted underneath the shovel boom and has a vertical scan plane.

![Figure 3-1: P&H Electric Rope Shovel](image)

a) A P&H 2800 Electric Rope Shovel. b) A sample laser point-cloud superimposed on equipment diagrams. The laser scanner is mounted vertically underneath the shovel boom. The laser scanner’s point-cloud, shown by a series of dots, represents a contour of the environment. Note that the above point-cloud is not taken during a normal digging cycle. Here, the laser sees the back of the truck, whereas during a normal loading sequence, the truck is located sideways and the laser only sees its side.
The base of the boom is an easy location to access for installation and maintenance of the laser sensor. Dunbabin and Corke [7] installed their laser scanner on the upper portion of the boom. While that enabled them to see inside the bucket, for this application the base of the boom is more appropriate since we are not interested in the bucket content, and the base of the boom is an easier location to access. Moreover, a laser sensor at the top of the boom can find the dipper mostly occluded by the boom when the dipper comes close to the shovel tracks. When the laser sensor is installed underneath the boom, however, a significant portion of the dipper stays constantly visible to the sensor. Constant visibility of the dipper is necessary for a reliable dipper tracking solution. Due to the ease of installation and constant dipper visibility, the base of the boom was used to mount the laser scanner for this work. The risk of installing the laser scanner at the base of the boom, however, is in its vulnerability to falling rocks.

3.2.2 Dipper Pose Estimation in Laser Scanner Point-Clouds

Similar to Chapter 2, given a laser point-cloud of a rope shovel (see Figure 3-1.b), the task is to detect the dipper in the point-cloud and estimate its pose.

While the ICP algorithm performed well in the experiments on a hydraulic mini-excavator (see Chapter 2), dipper tracking on a rope shovel is a more difficult problem. Firstly, the maximum reach of the mini-excavator is 3.5m, whereas a rope shovel can reach over 22.5m, making the dipper tracking search space larger. The larger shovel workspace also means that at farther distances, the shovel dipper is sampled by fewer laser points compared to the excavator bucket in Chapter 2. Finally, the rope shovel dipper is less geometrically distinctive than the excavator bucket; the dipper’s discontinuities and edges (i.e. its geometric features) often disappear or change form due to the aliasing caused by the laser’s low angular resolution. Therefore, the less distinctive dipper in a larger workspace area is more difficult to identify and track with the ICP algorithm.
For a rope shovel, a suitable dipper tracking algorithm must first approximately find which segment of the laser point-cloud corresponds to the dipper – a *global search* – before it can accurately estimate the dipper's pose. This adds complexity to the registration problem. A *coarse* registration algorithm is needed to perform a global search over the entire workspace [42]. Once coarse registration provides a rough estimate of the object pose, *fine* registration can be used to obtain an accurate pose estimate [42]. Fine registration performs a *local search* (similar to ICP) by limiting the search space using an initial estimate of the object pose -- provided by the coarse registration algorithm. If the initial estimate is poor, fine registration can result in erroneous registration. By using coarse registration to estimate the dipper pose within the entire scene, and then using fine registration to improve the accuracy of the estimate, the proposed approach addresses the partial-overlapping problem (see Section 2.2.1).

The dipper tracking algorithm presented here is designed to maintain accuracy and reliability in the dynamic environment of the mine and in the presence of noise, aliasing and occlusion.

### 3.3 Proposed Method for End-effector Tracking

Dipper tracking requires an accurate pose estimate of the shovel’s dipper from the real-time laser point-clouds. Taken from underneath the shovel boom, a vertical laser point-cloud contains a cross-section of the dipper at its current position in space (see Figure 3-1.b). The task is to detect the dipper within the point-cloud.

As shown in Figure 3-2, cross-sectional point-cloud of the shovel dipper consists of two segments: the upper segment, which represents the *torsion bar* that connects the left and right portions of the dipper handle, and the lower segment which represents the back of the dipper itself. The dipper is attached to the dipper handle at a fixed angle, and thus the torsion bar and the dipper move as a rigid body.
Dipper pose estimation on 2D laser scanner point-clouds of the torsion bar and dipper is a three-dimensional search for $x$, $y$, and $\theta$ variables – as illustrated in Figure 3-1.b. This 3D search space correlates to three arm geometry variables: the extension length of the dipper handle (i.e., the crowd length), the length of the hoist rope (i.e., hoist length), as well as the angle at which the dipper is mounted on its handle since the angle varies on different mining shovels.

### 3.3.1 Point-Cloud Distance Metric

During the course of a search, a metric is required for comparing the poses and finding the best one. A common evaluation metric is the point-cloud distance, $d(P, M)$, between the current laser point-cloud, $P = [p_1, p_2, ..., p_n]^T$, and the model point-cloud, $M = [m_1, m_2, ..., m_n]^T$, where $m_i$ and $p_j$ represent points in the laser scanner’s 2D coordinates $(x, y)$. A common way to find the distance between two point-clouds, $d(P, M)$, is to calculate the average of the Euclidean distances between every point in the model $(m_i)$ with a point in the laser point-cloud $(p_j)$ closest to $m_i$:

$$d(P, M) = \frac{1}{n} \sum_{i=1}^{n} \min_{j \in P} \|p_j - m_i\|$$  \hspace{1cm} (3-1)
where \( n \) is the number of points in \( M \), and \( \| p_j - m_i \| \) is the Euclidean distance between points \( p_j \) and \( m_i \).

Once one places the model point-cloud at a pose \( s_i = (x_i, y_i, \theta_i) \), its distance to the laser point-cloud is calculated. Among all possible poses, the pose with the closest distance is considered as the dipper pose, \( s_d \):

\[
\left\{ s_d \left| d(P, M^{s_d}) = \min_{v_k}(d(P, M^{s_k})) \right. \right\}
\]

\( (3-2) \)

where \( M^{s_k} \) represents the model point-cloud placed at pose \( s_k \).

Before the point-cloud distance evaluation can be performed in (3-1), a matching step is required in which for every point in \( M \), the closest point in \( P \) is found. Using a kd-tree, the matching step is an \( O(n \cdot \log n) \) operation on average. Since searching requires \( d(P, M^{s_k}) \) to be calculated for different \( s_k \), matching is performed numerous times for every laser point-cloud. Therefore, calculating \( d(P, M) \) can be the most time-consuming component of a registration algorithm. In this work, over a thousand such operations were found to be needed every second. Thus, each \( d(P, M) \) calculation must be done in less than 1ms in order to achieve a real-time performance. Section 3.3.5 discusses the computational times achieved by different implementations of \( d(P, M) \).

### 3.3.2 Dipper Tracking using Iterative Closest Point

As shown in Chapter 2, the ICP algorithm can be used for end-effector tracking. Section 2.2.2 describes the ICP variant introduced in this work for end-effector tracking. In Figure 3-3 and Figure 3-5, the proposed ICP method is applied to the laser point-cloud of the rope shovel.

**Boundary Rejection** [49]: Figure 3-3.a shows a laser point-cloud without the dipper being occluded. Figure 3-3.b is a laser point-cloud obtained after the dipper is lowered into the truck bed, causing a part of
the dipper to be occluded by the truck. By comparing consecutive frames, the occlusions can be identified. As shown in Figure 3-3.b, the correspondences for the occluded areas in the laser point-cloud have all been assigned to a boundary point – the point adjacent to the discontinuity. Applying the boundary rejection method, introduced in Section 2.2.2, eliminates the incorrect assignments (see Figure 3-3.c).

**Projection-based Rejection** [16]: Figure 3-4 shows the apparent change in the shape of the dipper as it moves in the workspace. Figure 3-5 shows the result of the projection-based rejection method, introduced in Section 2.2.2, on the rope shovel point-clouds. The modified model point-cloud (B') looks more similar to the laser point-cloud at time A. The enhanced similarity improves the ICP registration [16].

![Figure 3-3: Boundary-Rejection on Dipper Point-Clouds for Occlusion Handling](image)

a) Points in the model point-cloud (enclosed in a box) are connected to the points in the laser point-cloud with no occlusion. b) The truck has partially occluded the dipper in the laser point-cloud, which causes incorrect point matching. c) Using Turk's boundary rejection [49], incorrect matches are rejected.
Figure 3.4: Shape Variation of the Shovel Dipper

a) The laser point-cloud of the shovel at times \( t_1 \) and \( t_2 \). b) The movement of the dipper causes shape variation in its point-cloud appearance. The changed segments are highlighted.

Figure 3.5: Projection-Based Rejection on Dipper Point-Clouds

The above dipper shape variation is due to the dipper movement, as shown in Figure 3.4. Using the projection-based rejection on the model point-cloud (B), the \( B' \) point-cloud has been obtained which is considerably more similar to the laser point-cloud of the object (A).

One drawback of the ICP algorithm is that as a fine registration algorithm, it requires a reasonably accurate initial estimate of the pose before calculating a more accurate result. Moreover, ICP is highly susceptible to local minima [44]. In our experiments, the ICP algorithm introduced in Chapter 2 was
found not suitable for dipper pose estimation on a mining rope shovel, though it is a critical component of the proposed approach in this chapter.

### 3.3.3 The Need for a Global Search

A major strength of the ICP algorithm is its low computational cost [57]. ICP can perform point-cloud registration in real-time for sparse point-clouds generated by the laser scanner. Moreover, it normally takes only a few iterations (on the order of 5 to 10) before ICP converges. Using the described rejection step increases the reliability of ICP when dealing with partially overlapping point-clouds.

Due to ICP’s local search nature and its susceptibility to local minima, this work found that ICP’s performance when tracking a rope shovel dipper degrades in two ways: first, tracking can fail if the initial pose estimate given to ICP is not accurate enough, which causes ICP to match the model point-cloud to a wrong section of the laser point-cloud. Second, even when initialized accurately, as the dipper moves in space, the gradual accumulation of error in ICP estimations causes the ICP's estimated dipper pose to gradually ‘slide’ off the actual dipper and start tracking parts of the laser point-cloud that do not actually correspond to the dipper. This happens more often if the model does not contain highly distinctive geometric details to differentiate it from the surroundings, which is the case for the dipper point-clouds. The above two problems are frequently observed when using the ICP algorithm to track rope shovel dipper, which make ICP unreliable when used alone.

Due to the lack of distinctive features in dipper point-clouds and their apparent shape-varying nature illustrated in Figure 3-4, geometric information alone (i.e., the dipper model) is insufficient for reliably locating the dipper in laser point-clouds. Two other types of information can also be used for tracking purposes: the kinematic constraints of the moving object and end-point temporal data. The kinematic constraints are a set of constraints on the velocity and acceleration of the object of interest (i.e., the dipper), and temporal data is pose as a function of time (i.e., the pose at previous instances of time).
To elaborate, a dipper pose estimation $s_i$ at time $t$ is valid only when the velocity and acceleration are within the ranges defined by the dipper’s kinematic constraints. Calculating the velocity and acceleration requires the dipper pose at previous instances of time, $\{s_0, ..., s_{i-1}\}$ – the temporal data. Utilizing the kinematic constraints and the above temporal data significantly limits the pose estimation search space, leading to better search performance.

The ICP algorithm is not capable of incorporating kinematics and temporal data. Thus in this work, a coarse registration algorithm is used that utilizes the kinematic constraints and the temporal data to address the two problems and make ICP more reliable. Due to its global search nature, the coarse registration method does not gradually lose track of the object due to shape variations, and it does not require an initial pose estimate to locate the dipper.

### 3.3.4 Global Search using Particle Filtering

Tracking of shape and motion is commonly achieved using Kalman filters [58–63]. While for many applications Kalman filters are efficient and reliable, they are based on linear and unimodal Gaussian processes, which makes them inadequate for applications with non-linear, non-Gaussian or multimodal probability densities [63–67]. For example, laser measurement error cannot be represented by a unimodal Gaussian distribution. Gaussian distributions have been used to independently model laser measurement error caused by surface reflectivity, angle of beam incidence or similar parameters. But the parameters influencing measurement accuracy are too numerous [18], [19] to be able to model laser error accurately using Gaussians or similar unimodal distributions. Error distributions reported by laser manufacturers are based on statistical analysis of calibration testing, but they are often inadequate because they do not address a whole host of issues (see Section 1.3).

Furthermore, at times the probability distribution of the dipper in space can be multimodal – and thus, non-Gaussian – because the global localization problem may require simultaneous modeling of multiple
hypotheses. This is because apparent shape-variations in the dipper point-cloud may cause uncertainty in the location of the dipper, resulting in more than one likely dipper pose. Through time, subsequent laser point-clouds are used to evaluate those hypotheses, and eventually the probability distribution narrows down to a single hypothesis. Kalman filters cannot represent alternative hypotheses due to their use of a unimodal Gaussian distribution, and are therefore less suitable for this global localization problem [63–65].

The Extended Kalman Filter (EKF) and Unscented Kalman Filter (UKF) deal with non-linear processes while still assuming Gaussian noise, and the Gaussian Mixtures method combines a series of Gaussian distributions to model non-Gaussian processes [63], [64]. However, these methods can become computationally expensive particularly in cluttered scenes [63]. Moreover, they continue to have drawbacks since they assume process distributions can be modelled using one or more Gaussians, and the resulting distribution may still not be sufficiently accurate [63].

Isard and Blake [63] demonstrate an experiment in which the unimodal Kalman filter tracker was distracted by scene clutter and lost track of the object of interest, because a false peak produced by the clutter caused the Kalman filter to mistakenly discard the lower peak that in fact represented the object of interest. Isard and Blake [63] then applied a multimodal particle filter tracker to the same problem. The particle filter carried several hypotheses simultaneously and hence recovered rapidly from clutter distractions [63]. Similar results were obtained in [68] where an EKF lost track completely whereas a Particle Filter provided excellent tracking results.

Particle filters (PF) are efficient algorithms commonly used for tracking purposes, because they can appropriately simulate non-Gaussian and multimodal probability distributions associated with sensor observations and object dynamics in tracking processes [63–67]. Particle filters estimate a set of hidden variables based on consecutive observations. For dipper tracking, the hidden variables are the dipper pose
variables, and the observations are the laser point-clouds of the shovel. Using a set of random particles to represent the probability distribution of the hidden variables, a PF appropriately simulates complex distributions [65], [68]. Rather than using analytical functions, the PF’s sampling approach ensures its low computational cost and real-time performance [15], [68]– an important requirement for the dipper tracking application. It is shown that if a sufficient number of particles are used, the PF generates an equivalent probability distribution to the analytical representation [68]. Thus, this work applied particle filtering to global localization of the dipper.

A commonly used variation of particle filtering is Sequential Importance Resampling, commonly known as the Bootstrap Particle Filter (BPF) [68] or the Condensation Particle Filter [63], which has been designed for tracking objects moving within cluttered environments based on their contours [41], [51], [63], [67–70]. The BPF utilizes weighted particles. The i-th particle of the set at time $t$ is denoted by $\langle s_{i}^{(t)}, w_{i}^{(t)} \rangle$, with $s_{i}^{(t)}$ representing its pose variables from the set $s_{t}$ at time $t$, and $w_{i}^{(t)}$ representing its weight. A new laser point-cloud obtained at time $t$ is represented by $r_{t}$. Based on a new laser point-cloud, the BPF updates each particle of its set using $p(r_{t}|s_{i}^{(t)})$, the probability of $r_{t}$ given $s_{i}^{(t)}$. Once the particle set is updated, the algorithm’s resulting estimation of the dipper pose is calculated, which is represented by $\hat{s}_{t}$ (see Figure 3-6).

The BPF introduces an importance resampling step in order to avoid degeneracy: the state in which all but one particle has a weight close to zero [68]. A degenerated particle filter spends most of its processing resources on particles of no value [68]. The importance resampling step helps the particle filter simulate the probability distribution more accurately and more efficiently [68]. The implementation of the Bootstrap Particle Filtering and its resampling step is shown in Figure 3-6. A detailed analysis of BPF can be found in [68]. The following discusses each step of the BPF in the context of dipper pose estimation:
Step 1: Initialization

The first step in the BPF is to initialize the particle set. The particles are drawn from the initial probability distribution of the pose variables, \( p(s_0) \):

\[
s_0^{(i)} \sim p(s_0)
\]  

(3-3)

where \( \sim \) represents the draw operation in which new samples are generated based on the given distribution – \( p(s_0) \) in this case. Note that since the initialization step occurs at the system start up, no
previous information is available regarding the dipper pose, and therefore \( p(s_0) \) is an even probability distribution across the dipper’s accessible workspace. Thus, in this work, the sample draw operation during initialization generates a set of particles evenly distributed across the dipper workspace.

**Step 2: Prediction**

Every time a new point-cloud is available from the laser scanner, a new BPF iteration starts with the prediction step: a new set of particles, \( s_t \), are drawn based on the distribution of the previous particle set, \( s_{t-1} \). To draw each of the new particles \( s_t^{(i)} \) in the prediction step, a particle \( s_{t-1}^{(k)} \) is randomly selected from the previous particle set, with the selection chances being proportional to the particle weights in the set \( s_{t-1} \). Consequently, using randomization based on the probability distribution of the transition prior \( p\left(s_t^{(i)}|s_{t-1}^{(k)}\right) \), the new particle \( s_t^{(i)} \) is generated from the old particle \( s_{t-1}^{(k)} \). In the case of dipper tracking, the kinematic constraints of the dipper are used to obtain a prediction’s probability distribution to be used as the transition prior.

In summary, the prediction step considers the possible previous poses of the dipper – which is represented by the set \( s_{t-1} \) – and predicts where the dipper might currently be based on the dipper’s kinematic constraints.

**Step 3: Updating**

The weights of the new particle set needs to be updated based on the recent laser scanner point-cloud, \( r_t \). For any particle, \( s_t^{(i)} \), the importance weight is proportional to the image distance between the dipper model at pose \( s_t^{(i)} \), and the new laser scanner image:

\[
\hat{w}_t^{(i)} = \tilde{w}_t^{(i)} p(r_t|s_t^{(i)})
\]  

(3.4)
where $p \left( r_t \mid s_t^{(i)} \right)$ is calculated using the point-cloud distance (see Section 3.3.1) between the laser point-cloud $r_t$ and the dipper model point-cloud at pose $s_t^{(i)}$. Subsequently, each particle weight is divided by the sum of all particle weights to normalize the weights (i.e. the sum of all weights adds up to 1):

$$w_t^{(i)} = \frac{\hat{w}_t^{(i)}}{\sum_{k=1}^{n} \hat{w}_t^{(k)}} \Rightarrow \sum_{i=1}^{n} w_t^{(i)} = 1 \quad (3-5)$$

Step 4: Resampling

A common problem with importance sampling algorithms is the depletion of the particles [68]. Due to the nature of particle filtering, the variance in the particle set increases with time. This makes the particle weights degenerate, causing the situation where the weights of all but one particle approach zero. Other than reducing the PF’s accuracy, this problem also degrades efficiency since a considerable amount of time is spent on particles that are practically negligible [68].

The BPF is a Sampling Importance Resampling (SIR) algorithm [63]. The SIR algorithms solve the degeneracy problem by performing a Resampling step once the particle set is found to be degenerate. A measure of the degeneracy is the effective sample size value defined in [71]:

$$N_{\text{eff}} = \frac{1}{\sum_{i=1}^{n} (w_t^{(i)})^2} \quad (3-6)$$

If $N_{\text{eff}}$ is smaller than a defined threshold $N_{\text{thresh}}$, SIR generates a new set of particles. The new particles, $\hat{s}_t$, are sampled proportional to the weights of the current particles, $s_t$: the particles with smaller weights are removed while the particles with larger weights are multiplied [63]:

$$\hat{s}_t^{(i)} \sim s_t^{(i)}, \quad s_t^{(i)} \leftarrow \hat{s}_t^{(i)} \quad (3-7)$$

Once the new particle set is generated, the weights must be updated uniformly:
Step 5: Pose Estimation

Finally, the PF’s resulting estimation of the dipper pose, $\bar{s}_t$, is calculated based on the expectation value of the particle distribution:

$$\bar{s}_t = \frac{1}{N} \sum_{i=1}^{N} s^{(i)}_t w^{(i)}_t$$

Particle filters have been used often for tracking purposes on laser scanner data [15], [65], [66] as they can potentially incorporate the observational data (i.e., the dipper’s geometric model), temporal data, and the kinematic constraints, all at once. Ma and Ellis [56] used a PF for point-cloud registration in computer-assisted surgery. Yaqub and Katupitiya [65] used a PF and a laser scanner to track robot motion. Sandhu et al. [44] propose a generic pose estimation algorithm that integrates PF and ICP. Finally, Kim and Kim [57] propose a PF and ICP integration to track human body motion. Both Sandhu et al. and Kim et al. demonstrate that the integration of ICP and a PF enhances the reliability of the registration algorithm by consistently producing successful registration [44], [57]. The differences between previous works and the present proposal are described in Section 3.3.6.

Accuracy vs. Speed

For the dipper tracking application, the particle filtering step performs a coarse registration: a global search on the entire workspace to locate the dipper consistently but not very accurately. In terms of localization accuracy, BPF’s performance is limited by the size of the particle set, given that it represents the distribution of the pose variables by particles [68]. While a large particle set simulates the probability distribution of the search variables accurately and reliably, it requires more processing power and it can make the particle filter computationally expensive. Since the dipper tracking is a real-time application, the
size of the particle set must remain relatively small (few hundred). Thus, the BPF used in this work lacks the accuracy of a fine registration algorithm such as ICP which was discussed in Section 2.2.2.

**Adaptivity**

An advantage of particle filtering is the possibility to adjust the size of the particle set at run-time. Depending on the accuracy requirement and the processing power available, the size of particles can change from time to time. For example, during the initialization phase where the dipper pose is completely unknown, a larger particle set can be used in order to help the PF converge quickly. Once the dipper pose is found with a high degree of accuracy, the size of the particle set can be reduced to speed up the algorithm. The run-time adjustability makes the PF an adaptive algorithm – it can change its behaviour based on available resources. Such adaptivity makes particle filtering suitable for real-time applications such as dipper tracking.

### 3.3.5 Integration of the BPF and ICP

In this work, a BPF implementation is proposed that utilizes a Distance Transformation [72] and an ICP algorithm to obtain accurate and reliable tracking results in real-time. Distance Transformation (DT) is utilized in the BPF to reduce computational cost and obtain real-time performance.

#### 3.3.5.1 Updating Particle Weights using Distance Transformation

Updating the particle weights after obtaining a new laser point-cloud is an expensive computational step because it requires repeated use of the \(d(P, M)\) operation. To obtain the likelihood probability \(p(r_i | s_i^{(t)})\), the distance of the laser point-cloud \(r_i\) to the dipper model point-cloud at pose \(s_i^{(t)}\) can be calculated (see Section 3.3.1 for a discussion on point-cloud distance calculation). The Euclidean distance of the point-clouds has been found to provide a reliable measure for weighting the particles [65]. The most common distance evaluation, such as Equation (3-1) used in ICP, requires matching each point in
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the model point-cloud to its closest point in the laser point-cloud. As described in Section 3.3.1, a kd-tree can speed up the search by making it an $O(n \cdot \log n)$ operation. Since matching is performed for every particle of the BPF, its repeated use makes it the most time consuming part of the algorithm.

To reduce the processing time, the matching step can be eliminated by using a DT. By calculating the distance map of a laser point-cloud, every $d(P, M^{\ast})$ calculation can be performed in $O(n)$ as the matching step will no longer be required. By eliminating the matching step, weighting all BPF particles can be done without significant computational cost. A distance map of the laser point-cloud must be calculated once per laser point-cloud, which can be done efficiently without jeopardizing the system's real-time performance. Therefore, the added efficiency of the proposed BPF makes the real-time performance of the system possible.

3.3.5.2 Distance Transformation and Its Advantages

A distance transform of a point-cloud $P$, is a two-dimensional image, $T$. Each pixel in $T$ represents its distance to the closest point in the point-cloud $P$. Figure 3-7.a shows the DT image, also known as a distance map, for a small point-cloud represented by the dots. The number within a cell (i.e. pixel) represents the distance of that pixel to the closest dot, measured in pixels. Note that the white cells have a distance value of zero. Figure 3-7.b illustrates the distance map for an actual laser point-cloud of a rope shovel. The darker cells are further away from the laser points.

In order to perform a DT, the workspace has to be discretized. The size of each distance map pixel (the square cells of Figure 3-7.a defines the accuracy of the DT. High resolution discretization – smaller cell size – results in higher accuracy, while requiring more computation.
Using the algorithm introduced in [48], the DT can be obtained in real-time [72]. Once the distance map of the point-cloud \( P \) is acquired, calculating the point-cloud distance between \( P \) and \( M \) can be done quickly in \( O(n) \): First, \( M \) is overlaid on the distance map, making each point, \( m_i \), fall within a pixel, \( t_i \), in \( T \). Thus, the pixel \( t_i \) corresponds to the point \( m_i \). Thus, the distance between \( P \) and \( M \) can be calculated as the average of the pixels in \( T \) that correspond to points in \( M \).

\[
\frac{1}{n} \sum_{i=1}^{n} T(m_i) \tag{3-10}
\]

where the mapping function, \( T(x) \), returns the pixel, and thus a distance value, in the image \( T \) that corresponds to the point \( x \).

Based on experimentation with different number of particles, it was found that our particle filter requires at least 100 particles to obtain consistently reliable tracking results. Thus, to update the weight of thousands of particles per second in real-time (40 laser point-clouds/sec * 100 particles), the computational cost of the point-cloud distance calculation method is critical. Since DT performs point-cloud distance calculations in \( O(n) \), it is computationally less expensive compared to the kd-tree's \( O(n \log \)
n) operation for a point-cloud size of \( n = 361 \) generated by the laser scanner used in this work. In our experiments, the kd-tree-based distance calculation for 100 particles required 121.2ms on average, which significantly improved the 2,186ms required by an exhaustive \( O(n^2) \) matching implementation for the same number of particles. The DT-based operation suggested in this work further reduces the required computation time to 18.6ms – a constant ~4.8ms required to calculate the distance map, and ~0.138ms to calculate \( d(P,M) \) for each of the 100 particles using the distance map. With a target processing frame-rate for a real-time application considered to be greater than 10 frames/sec [19], the DT approach is a feasible solution for obtaining the desired performance, and given the constant overhead in calculating the distance map, it is also a scalable method in case more particles are needed.

It must be noted that a kd-tree would provide a more accurate point-cloud distance calculation than DT, given that DT’s workspace discretization affects its accuracy. However, through experimentation, it was found that the particle filter's tracking accuracy when using a DT is very close to that of an accurate distance calculation method like a kd-tree. We believe this is due to the use of ICP to enhance the accuracy of the PF pose estimate, and hence eliminating potential estimation inaccuracy caused by the use DT. Therefore, with similar tracking performance as with a kd-tree, very small memory requirements (KBs), and lower computational cost than a kd-tree, DT was chosen for point-cloud distance evaluation.

### 3.3.5.3 Refined Pose Estimation using the ICP algorithm

As described earlier, to increase the accuracy of the BPF’s coarse registration without using a large particle set, a refinement step is introduced at the end of the BPF’s operation. The refinement step uses the highly accurate ICP algorithm to minimize the error through fine registration.

As described in Section 3.3.2, ICP requires a good initial pose estimate since it only performs a local search. If the initial dipper pose is not accurate enough, ICP can fail to find the dipper. The BPF’s estimated pose, though, is an adequate initial estimate for ICP. The \textit{ICP-Aided BPF}, thus, enjoys an
estimation accuracy similar to that of ICP while compensating for ICP’s biggest drawback – the lack of a global search. Figure 3-8 shows the overall system design.

![Flowchart of the ICP-Aided BPF](image.png)

**Figure 3-8: The Flowchart of the ICP-Aided BPF**

### 3.3.6 Comparison of ICP-Aided BPF to Previous Work

A number of PF-based point-cloud registration papers were briefly discussed in Section 3.3.4. Having explained the ICP and PF integration proposed in this work, in this section the differences between these algorithms and the proposed method are further discussed.
Yaquab and Katupitiya [65] use scan-matching and a particle filter to track robot motion. Scan-matching algorithms are designed for fully overlapping point-clouds, which makes them unsuitable when dealing with partially overlapping point-clouds in object tracking.

The proposed PF-based range image registration method by Ma and Ellis [56] requires a large set of 5000 particles to achieve reasonable accuracy. This leads to high computational cost [56] and thus lack of real-time performance. The proposed ICP-Aided BPF, on the other hand, uses ICP to perform high-accuracy fine registration. Thus, with a sample size of 100 particles, it can achieve accuracy with low computational cost.

Kim and Kim [57] propose an integration of ICP and PF to track human body motion. The proposed integration is based on a threshold criterion: if ICP’s registration error increases beyond a set threshold, PF is used instead to track the target. While better reliability is reported, the registration accuracy is not consistent as the system switches between ICP and PF. Furthermore, this integration approach requires a threshold parameter to be set, which can be hard to estimate and can vary in different configurations. No method was provided for obtaining a desirable threshold.

Finally, the ICP and PF integration algorithm proposed by Sandhu et al. [44] use ICP on each particle to update and weight it. The updating is done by moving each particle according to its ICP pose estimate. Subsequently, the ICP’s registration error is used to weight the particle. An important drawback of this method is that it uses ICP on every particle, which can be computationally expensive for real-time applications. Moreover, as pointed out by the authors, the number of ICP iterations on particles has to be carefully adjusted; while too few iterations would not move the particles to regions of interest, too many iterations can move all particles to local minima [44]. The consequences of this fine-tuning problem are twofold. First, finding the appropriate number of iterations can be difficult, and the number can vary in different configurations. Second, since the number of ICP iterations has to be limited, the accuracy of the
final pose estimate is limited as well. In contrast, in our work the ICP algorithm runs only once after the particle filter provides an estimate. Hence, high accuracy is obtained with a low computational cost.

3.4 Shovel Arm Geometry Extraction

Arm geometry extraction is achieved by considering the rope shovel to be a robot and by applying inverse kinematics to the reference point on the dipper arm. Once the pose of the dipper is known, appropriate digging and dumping trajectories could be planned and executed using the crowd extension and hoist rope length as control variables.

3.4.1 Reference Frames and Forward Kinematics

Figure 3-9 provides a schematic of the reference frames on the rope shovel. Each frame, \( F_i \), includes \( x_i, y_i, z_i \) axes. To prevent the figure from being overcrowded, the third axis for the frames has not been drawn but can be obtained by following the right hand rule for coordinate systems. Notable frames of reference are the base frame, \( F_b \); the laser scanner, \( F_L \); the boom foot-pin, \( F_p \); Joint 1, \( F_1 \), which is centered on the shipper shaft; Joint 2, \( F_2 \), which is located at the contact point between the shipper shaft and the dipper arm; the torsion bar that is tracked by the laser scanner, \( F_3 \); the bail connection where the rope is attached to the dipper, \( F_{bc} \); the dipper teeth, \( F_t \); and the centre of the boom sheave, \( F_{bs} \). The base frame is arbitrarily located at the same elevation as the boom foot-pin frame. Locating the base frame at ground level is not optimal since track wear changes the Denavit-Hartenberg parameters.
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The Denavit-Hartenberg [73] parameters are provided in Table 3-1. Following convention, $\theta_1$ is the rotation of the shovel about $z_b$; $\theta_2$ is the rotation of Frame 3 with respect to Frame 2 about $z_1$, i.e., the rotation of the dipper arm about the shipper shaft and is controlled by the hoisting of the cable attached to the bail connection on the dipper; and $d_3$ is the extension of the dipper arm along $z_2$. The extension of the dipper arm is determined by two variables: $d_c$, which represents the amount of extension or retraction by crowd motor, and $a_2 \times \theta_2$, which is the change in dipper extension value caused by the rotation of the dipper arm about the shipper shaft. These variables are shown in Figure 3-10.

Table 3-1: DH Parameters for the Rope Shovel

<table>
<thead>
<tr>
<th>Joint $i$</th>
<th>$\theta_i$</th>
<th>$d_i$</th>
<th>$a_i$</th>
<th>$\alpha_i$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>$\theta_1$</td>
<td>$r_2 \sin \beta$</td>
<td>$r_1 + r_2 \cos \beta$</td>
<td>$\pi/2$</td>
</tr>
<tr>
<td>2</td>
<td>$\theta_2$</td>
<td>0</td>
<td>$a_2$</td>
<td>$\pi/2$</td>
</tr>
<tr>
<td>3</td>
<td>0</td>
<td>$d_c + \theta_2 a_2$</td>
<td>$a_3$</td>
<td>0</td>
</tr>
</tbody>
</table>

Figure 3-9: Reference Frames on the Rope Shovel
Figure 3-10: Crowd Extension Variables

a) Dipper handle is shown on shipper shaft. The crowd extension, $d_3$, changes based on two inputs: crowd motor and hoist rope. b) The dipper handle is shown being retracted by the crowd motor turning the shipper shaft. The retraction by the crowd motor, identified as $\Delta \mathcal{m}$, changes the value of $d_c$. c) The hoist rope (not shown) changes the angle of the dipper handle. This changes the point-of-contact between dipper handle and shipper shaft, which is the reference point for measuring $d_c$. Thus hoisting changes the dipper extension by $\Delta \mathcal{h} = a_2 \times \theta_2$. Note that $d_c$ is measured between center of the torsion-bar (on the right) and the point-of-contact between dipper handle and shipper shaft when $\theta_2 = 0$ (on the left).
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As shown in Figure 3-9, \( a_1 \) is the distance from \( F_b \) to \( F_1 \) along \( x_i \); \( r_1 \) is the distance from \( F_b \) to \( F_p \) along \( x_p \); and the distance from \( F_b \) to \( F_1 \) is \( r_2 \) and the angle of this vector from the horizontal is \( \beta \). The radius of the shipper shaft is \( a_2 \) (not shown) and \( F_3 \) is separated from \( F_2 \) by a distance of \( d_3 \) along \( z_2 \) and offset by \( a_3 \) (not shown) along \( x_3 \).

Using forward kinematics, the pose of the torsion bar, \( F_3 \), with respect to the shipper shaft, \( F_1 \) can be determined as,

\[
\mathbf{r}_{1,3} = \begin{bmatrix}
(a_2 + a_3) \cos \theta_2 + d_3 \sin \theta_2 \\
(a_2 + a_3) \sin \theta_2 - d_3 \cos \theta_2 \\
0
\end{bmatrix}
\]

(3-11)

where \( \mathbf{r}_{i,j} = [x_{i,j}, y_{i,j}, z_{i,j}]^T \) is the vector from Frame \( i \) to Frame \( j \) referenced from Frame \( k \), where the notation from [74] has been used.

### 3.4.2 Inverse Kinematics

The laser scanner is mounted under the boom-foot pin. Measurements are taken to determine the location of the torsion bar with respect to the laser, referenced from the laser’s frame, \( F_L \).

\[
\mathbf{r}_{L,3} = [x_{L,3}, y_{L,3}, z_{L,3}]^T
\]

(3-12)

where \( x_{L,3} \), \( y_{L,3} \), and \( z_{L,3} \), are the measurements obtained from the laser. Since the laser takes planar measurements, \( x_{L,3} = 0 \). This vector is transformed into a vector referenced from the shipper shaft, \( F_1 \),

\[
\mathbf{r}_{1,3} = (\mathbf{T}_1^L)^{-1} \mathbf{r}_{L,3}
\]

(3-13)

where \( \mathbf{T}_1^L \) is the homogeneous transformation matrix of Frame \( F_1 \) with respect to \( F_L \).
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\[
T_1^L = \begin{bmatrix}
0 & 0 & -1 & x_{L,1}^L \\
0 & 1 & 0 & y_{L,1}^L \\
1 & 0 & 0 & z_{L,1}^L \\
0 & 0 & 0 & 1
\end{bmatrix}
\] (3-14)

where \(x_{L,1}^L, y_{L,1}^L, \) and \(z_{L,1}^L\) are the distances from \(F_L\) to \(F_i\) along the axes of \(F_L\). Based on careful installation, the laser scanner and Frame 1 are aligned, giving \(x_{L,1}^L = 0\). The other distance parameters are manually measured during installation. Carrying out the transformation from Equation (3-13) yields,

\[
r_{i,3}^1 = \begin{bmatrix} z_{L,3}^L - z_{L,1}^L, & y_{L,3}^L - y_{L,1}^L, & 0 \end{bmatrix}^T
\] (3-15)

Once the vector \(r_{i,3}^1\) is known, inverse kinematics can be used to determine the joint angles, \(\theta_2\) and \(d_3\).

Squaring and adding the first two terms of Equation (3-11) and Equation (3-15), setting them equal to each other, and solving for \(d_3\) yields,

\[
d_3 = \sqrt{\left(z_{L,3}^L - z_{L,1}^L\right)^2 + \left(y_{L,3}^L - y_{L,1}^L\right)^2 - (a_2 + a_3)^2}
\] (3-16)

The rotation of the dipper arm is obtained by considering the geometry of the dipper, Figure 3-11.

\[
\theta_2 = \alpha + \psi
\] (3-17)

where

\[
\alpha = \tan^{-1}\left(\frac{d_3}{a_2 + a_3}\right)
\] (3-18)

and

\[
\psi = \tan^{-1}\left(\frac{y_{L,3}^L - y_{L,1}^L}{z_{L,3}^L - z_{L,1}^L}\right)
\] (3-19)
Once \( d_3 \) and \( \theta_2 \) are obtained, the extension (retraction) of the dipper arm, \( d_c \), controlled by the crowd motor can be determined as

\[
d_c = d_3 - a_2 \theta_2
\]  

(3-20)

The motion of the dipper arm can then be related to the crowd motor via the crowd gear train with a gear ratio of \( n_{cm} \),

\[
\theta_{cm} = \frac{d_c}{n_{cm}}
\]  

(3-21)

The inverse kinematics to determine the length of hoist rope has previously been published [7]. However, their calculations assumed the rope to have a constant wrap around the boom sheave; from Figure 3-11, \( \hat{a}_{bs} \) is constant. As they pointed out, the rope wrap around the boom sheave depends upon the configuration of the dipper arm. The following new analysis takes the configuration into consideration and adjusts \( \hat{a}_{bs} \) by \( \alpha_{bs} \).

In order to determine the wrap of the rope around the boom sheave, two vectors of interest are the distance between the centre of the boom sheave and the edge of the sheave where the rope departs from the sheave,

\[
\mathbf{r}_{bs,r}^{bs} = [x_{bs,r}, y_{bs,r}, 0]^T
\]  

(3-22)

and the distance from the bail connector to the edge of the sheave where the rope departs,

\[
\mathbf{r}_{bs,rc}^{bs} = \mathbf{r}_{bs,r}^{bs} - \mathbf{r}_{bs,c}^{bs}
\]  

(3-23)

where \( \mathbf{r}_{bs,c}^{bs} \) is the location of the bail connector with respect to the center of the boom sheave. All three vectors are referenced from the frame located at the centre of the sheave. The fixed length of an equalizer bar that is located between the bail connector and the rope is absorbed into the length of the rope. It is
assumed that the equalizer bar and the attached rope are aligned, although high friction at the equalizer bar-bail connection can prevent perfect alignment.

The location of the bail connector can be determined from the laser point-clouds as the transformation from the torsion bar to the bail connector, $T_{bc}^1$, is fixed, as is the transformation between the shipper shaft and the centre of the boom sheave, $T_{bs}^1$. The homogeneous transformation relating the bail connector frame to the boom sheave can then be determined,

---

**Figure 3-11: Geometry of the Dipper Arm for Inverse Kinematics**

The location of the bail connector can be determined from the laser point-clouds as the transformation from the torsion bar to the bail connector, $T_{bc}^1$, is fixed, as is the transformation between the shipper shaft and the centre of the boom sheave, $T_{bs}^1$. The homogeneous transformation relating the bail connector frame to the boom sheave can then be determined,
\[ T_{bc}^{bu} = (T_{bc}^{u1})^{-1} T_{bc}^{u1} \quad (3-24) \]

From this relation, the location of the bail connector with respect to the boom sheave can be extracted,

\[ r_{bu, bc} = \begin{bmatrix} x_{bu, bc}^{bu} & y_{bu, bc}^{bu} & 0 \end{bmatrix}^T \quad (3-25) \]

and \( r_{bc, r} \) from (3-23) is written as,

\[ r_{bc, r} = \begin{bmatrix} x_{bc, r}^{bu} - x_{bu, bc}^{bu} & y_{bc, r}^{bu} - y_{bu, bc}^{bu} & 0 \end{bmatrix}^T \quad (3-26) \]

Two equations are developed to solve for the two unknowns in Equation (3-22) and Equation (3-26). First, an assumption is made that the rope departs the sheave at a right angle, mathematically this can be expressed as the dot product of \( r_{bc, r} \) and \( r_{bc, r} \) being equal to zero,

\[ x_{bc, r}^{bu} (x_{bc, r}^{bu} - x_{bu, bc}^{bu}) + y_{bc, r}^{bu} (y_{bc, r}^{bu} - y_{bu, bc}^{bu}) = 0 \quad (3-27) \]

A second equation is formed by considering that the magnitude of \( r_{bc, r} \), denoted as \( r_{bs} = \|r_{bc, r}\| \), is fixed,

\[ r_{bs}^2 = (x_{bc, r}^{bu})^2 + (y_{bc, r}^{bu})^2 \quad (3-28) \]

Solving Equations (3-27) and Equation (3-28) for \( x_{bc, r}^{bu} \) and \( y_{bc, r}^{bu} \) yields,

\[ x_{bc, r}^{bu} = \frac{r_{bs} \left( r_{bs} x_{bc, r}^{bu} + y_{bc, r}^{bu} \sqrt{(x_{bc, r}^{bu})^2 + (y_{bc, r}^{bu})^2 - r_{bs}^2} \right)}{(x_{bc, r}^{bu})^2 + (y_{bc, r}^{bu})^2} \quad (3-29) \]

and

\[ y_{bc, r}^{bu} = \frac{r_{bs} \left( r_{bs} y_{bc, r}^{bu} + x_{bc, r}^{bu} \sqrt{(x_{bc, r}^{bu})^2 + (y_{bc, r}^{bu})^2 - r_{bs}^2} \right)}{(x_{bc, r}^{bu})^2 + (y_{bc, r}^{bu})^2} \quad (3-30) \]
Two solutions are obtained. Observing that the boom sheave is located to the left of the rope, choose the solution that satisfies,

\[ r_{bs,.s}^{bs} \times r_{bs,.r}^{bs} \leq 0 \]  

(3-31)

From here \( \alpha_{bs} \) can be determined as,

\[ \alpha_{bs} = \tan^{-1} (y_{bs,.r}^{bs}, x_{bs,.r}^{bs}) \]  

(3-32)

and the rope length, \( h \), between the sheave and the bail connector can be determined as,

\[ h = \sqrt{(x_{bs,.r}^{bs} - x_{bs,.bc})^2 + (y_{bs,.r}^{bs} - y_{bs,.bc})^2} \]  

(3-33)

The total rope length is then

\[ L = L_i + (\alpha_{bs} - \alpha_{bc})r_{bs} + h \]  

(3-34)

### 3.5 Experiments

#### 3.5.1 Comparison of ICP, BPF and ICP-Aided BPF

A study was initiated on a mining shovel to compare three algorithms: ICP, the BPF, and the ICP-Aided BPF.

**Setup:** A SICK LMS221 laser scanner was mounted beneath the shovel boom of a P&H 2800 rope shovel at a mining operation in British Columbia (Figure 3-12). The laser scanner has a mean systematic error of 5.0cm over its operating range, with 1cm of standard deviation. Figure 3-1.b shows the relative position of the laser scanner to the dipper and truck. The laser scanner acquired 20,000 frames during 20 minutes of shovel operation.
Accurate measurements of the dipper pose in the workspace were not available at the time of our first experiment. However, based on the laser point-clouds, a comparison between manually assessed dipper pose and computer estimated dipper pose was made and the error between these was calculated.

The dipper pose was manually identified on all laser point-clouds. The manual assessment process used an ICP algorithm to track the dipper in all recorded laser frames, while a user observed the result for every frame. As soon as the ICP result was not perfectly aligned with the dipper, the user manually adjusted the estimated dipper pose. To adjust the pose, the user moved a dipper model point-cloud over the laser point-cloud in order to find the location that best matches it. The user was able to adapt quickly to the common problems such as shape variation and occlusion.

To evaluate the manual assessment process, a perturbed point-cloud of the dipper model was located at a series of random positions in the workspace and the locations were recorded. The user was then asked to identify the dipper positions. Comparing 100 position identifications with the actual recorded positions,

4 The perturbing of the point-cloud was done to simulate laser measurement noise: each laser measurement value in the point-cloud was changed by a random amount based on the laser’s normal error distribution reported by the manufacturer.
the manual assessment error was found to be a Gaussian distribution with a mean ($\mu$) of 4.7cm and a standard deviation of 2.9cm ($\sigma$).

**Results:** To evaluate each algorithm’s performance, its pose estimations were compared to the manually identified pose values by computing the Euclidean distance between the two.

The ICP algorithm obtained a mean error of 47.8cm with a standard deviation of 156.4cm. The BPF was better than ICP with a mean error of 6.8cm and a standard deviation of 8.3cm. Finally, the ICP-Aided BPF, the proposed pose estimation method in this research, obtained a mean error of 1.4cm and a standard deviation of 2.5cm (see Table 3-2). The 1.4cm is not the error between the ICP-Aided BPF’s and the true dipper pose because there is an inherent error in the manual assessment data of 4.7cm. Note that the error reported for the ICP algorithm is high because of its frequent tracking failures. The term “reliability” is used to mean freedom from tracking failures.

**Table 3-2: Error Between ICP, BPF, and ICP-Aided BPF Algorithms, and Manual Pose Assessments**

<table>
<thead>
<tr>
<th></th>
<th>ICP</th>
<th>BPF</th>
<th>ICP-Aided BPF</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean Error (cm)</td>
<td>47.8</td>
<td>6.8</td>
<td>1.4</td>
</tr>
<tr>
<td>Std. Dev. (cm)</td>
<td>156.4</td>
<td>8.3</td>
<td>2.5</td>
</tr>
</tbody>
</table>

Performance comparison between ICP, a BPF with no ICP, and an ICP-Aided BPF, based on laser scanner data representing 15 dig-dump cycle. The errors represent the Euclidean distance between the manually assessed ($x$, $y$) dipper positions, and the positions obtained by each algorithm.

### 3.5.2 ICP-Aided BPF vs. Joint Angle Sensors

**Setup:** Given the indication that the ICP-Aided BPF would be the fastest and most accurate, the P&H 2800 shovel was instrumented with arm geometry sensors to evaluate the laser-based joint variable estimations. A linear range finder (SICK DT500) with a worst-case accuracy of 3mm was used to measure the crowd extension ($d_3$), and the accelerometer-based angle sensor of [54] with a worst-case accuracy of 1.6˚ was used to obtain the crowd angle ($\theta_2$).
Inverse kinematics was applied to the ICP-Aided BPF’s dipper positioning results to obtain the shovel joint variables, and a comparison was made between the laser-based joint variable results and the sensor-based joint variable readings.

**Results:** The crowd and hoist lengths calculated from the inverse kinematics are shown in Figure 3-13.a. The dig-dump cycle in the figure started with the operator dumping into the truck at time $t_1$, followed by hoisting the dipper up during the $t_1$-$t_2$ time interval. The shovel is then swung over to the ore face while lowering and retracting the dipper during the $t_2$-$t_3$ interval. Subsequent to time $t_3$, the dipper is extended and hoisted into the ore face and then swung back for dumping at time $t_4$. The dipper position is illustrated in Figure 3-13.b for $t_1$, $t_2$, and $t_3$.

![Figure 3-13: Inverse Kinematics Results of the ICP-Aided BPF on a Rope Shovel](image)

Figure 3-13: Inverse Kinematics Results of the ICP-Aided BPF on a Rope Shovel

A) The inverse kinematic results for the crowd extension ($d_3$) and the hoist rope length ($L$). B) A graphical representation of the dipper at times $t_1$, $t_2$, and $t_3$. The operator dumps into the truck at $t_1$, hoists the dipper up ($t_1$-$t_2$ time interval), swings over to the ore face while lowering and retracting the dipper ($t_2$-$t_3$ interval), and extends the dipper into the ore ($t_3$-$t_4$ interval).

Figure 3-14 presents a comparison between the arm geometry variables extracted from the ICP-Aided BPF’s dipper positioning, and the readings from the arm geometry sensors. The correspondence of the sensor values and the algorithm results validates the proposed approach.
Table 3-3 presents the accuracy of the arm geometry estimation results with respect to the arm geometry sensors. Moreover, forward kinematics is applied to the readings from the arm geometry sensors to estimate the dipper pose. The result is compared to the ICP-Aided BPF’s dipper pose estimates to determine its accuracy (see Table 3-3).

**Figure 3-14: Error in Inverse Kinematics Results of the ICP-Aided BPF on Rope Shovel**

a) Comparing the algorithm’s crowd angle estimates ($\theta_2$) with the accelerometer readings. b) Comparing the algorithm’s crowd extension estimations ($d_3$) with the range finder readings. c) The error graph showing the difference between the sensor data and the algorithm’s crowd extension values. d) The error graph for the algorithm’s crowd angle values.

**Table 3-3: ICP-Aided BPF vs. Joint Variable Sensors**

<table>
<thead>
<tr>
<th></th>
<th>Dipper Position</th>
<th>Crowd Extension</th>
<th>Crowd Angle</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean Error</td>
<td>6.7 cm</td>
<td>2.9 cm</td>
<td>0.6°</td>
</tr>
<tr>
<td>Std. Dev.</td>
<td>4.8 cm</td>
<td>2.2 cm</td>
<td>0.4°</td>
</tr>
<tr>
<td>Max Error</td>
<td>21.5 cm</td>
<td>13.3 cm</td>
<td>1.6°</td>
</tr>
</tbody>
</table>

The ICP-Aided BPF’s dipper pose and joint variable estimations compared to the readings from the arm geometry sensors. The dipper pose error is the Euclidean distance between the ICP-Aided BPF’s dipper pose estimation, and the dipper pose determined by forward kinematics acting on joint variable sensors.
3.6 Discussion

3.6.1 Value of Integrating BPF and ICP

The manually-assessed results presented in Section 3.5.1 compare the dipper tracking performance of the ICP algorithm, the BPF, and the ICP-Aided BPF. When used on a rope shovel without a global search, ICP demonstrates considerable inaccuracy (mean error: 47.8cm) and instability (standard deviation: 156.4cm). ICP's error is very high because of its frequent tracking failures. The failures are due to problems such as occlusion and aliasing that cause a loss of geometric features in dipper point-clouds.

The BPF method is significantly more accurate (mean error: 6.8cm) and stable (standard deviation: 8.3cm). It can be seen that the BPF's global search has a significant advantage over ICP's local search approach.

Finally, the integration of BPF and ICP obtains the best results with a mean error of 1.4cm and standard deviation of 2.5cm. While the BPF provides reliable results – no registration failures – the ICP-Aided BPF considerably improves the tracking accuracy by using ICP to perform a fine registration based on the BPF's result. The improvements in accuracy and reliability support the decision to integrate the ICP algorithm and the BPF.

3.6.2 Performance of the ICP-Aided BPF

The performance of the proposed method can be evaluated based on three factors: real-time processing, accuracy, and reliability.

3.6.2.1 Real-time Processing

Running a single-threaded process on a 1.86GHz CPU, the ICP-Aided BPF performed each estimation in 51.2ms, thus obtaining a real-time performance of 19.5Hz. Further implementation optimization is possible.
3.6.2.2 Accuracy

ICP-Aided BPF's average bucket positioning error of 6.7cm is 0.3% of the dipper's reach, which is close to the laser scanner's mean error of 5.0cm. However, the maximum error of the system is higher at 21.5cm. An important cause for the higher maximum error is likely partially due to the limitations in the joint sensors used for accuracy evaluation. The joint angle sensors have a worst-case accuracy of 1.6˚, which could lead to a dipper position error of up to 26.0cm at the maximum crowd length of 9.3m. This means that due to the limitations of the arm geometry sensors selected for evaluating the laser-based ICP-Aided BPF, the obtained 21.5cm maximum positioning error is as good as one can expect. Other sources of dipper positioning error are the point-cloud tracking challenges introduced in Section 2.2.1 such as occlusion and aliasing.

The laser-based bucket tracking system proposed by Duff is reported to be accurate within 10cm [11]. Duff’s system was installed on a Hitachi EX36000 hydraulic excavator with an arm reach of 12m. The experimentation in this work was performed on a P&H2800 rope shovel with an arm reach of 22.5m. While the laser scanner error does not increase significantly as the bucket moves away from the sensor, the number of laser points on the bucket decreases linearly. A decrease in the number of laser points on the bucket causes aliasing and thus a loss of geometric detail. Therefore, when tracking the dipper of a shovel with a long arm reach, a higher positioning error is expected. Additionally, occlusion has been observed to be a cause for the occasional high error values. For example, the worst case error of 21.5cm occurred when the torsion bar was partially occluded by the boom.

3.6.2.3 Reliability

In the publicly-available reported summary of their work, Duff [11] reports a lack of reliability in bucket tracking caused by a loss of geometric features on the bucket. When ICP is used alone, we observed similar unreliability and frequent tracking failure. When using the ICP-Aided BPF, a decrease in accuracy was observed when facing occlusions. However, our experiments demonstrate that the proposed bucket
tracking algorithm is consistently capable of reliable bucket tracking, notably during the digging cycle or when faced with occlusion. Further work would be required to determine long-term reliability.

Depending on the location of the dipper in space, the laser point-clouds can represent the entire dipper in as few as 20 laser points, half of which correspond to the portion of the dipper used for tracking. Thus, because of the proposed algorithm’s capability to reliably track such small and non-distinctive point-clouds, the presented approach can be used for tracking various other robot end-effectors, such as the buckets of smaller hydraulic excavators used in construction.

3.6.3 Estimation of Dipper Tracking Uncertainty

In the real world, severe cases of occlusion and aliasing can occur, raising the uncertainty in the dipper tracking results. The tracking uncertainty can be estimated by two measures in the ICP-Aided BPF algorithm: first, the distribution of the BPF particles presents a reliable measure for the confidence level of the tracking results. Lack of particle concentration or multiple concentrations in different regions represent high uncertainty in the outcome.

A second measure for estimating the tracking uncertainty is the registration error obtained from the ICP algorithm. Although a small ICP error value does not represent high confidence in the tracking result (mainly due to ICP's susceptibility to local minima), a large ICP error value undoubtedly represents a poor result. In the past, Kim and Kim have used the ICP registration error to gauge the uncertainty of the results [57].

BPF particle distribution and ICP registration error provide potential means to estimate the tracking uncertainty and inform the operator when the uncertainty is high. However, this was not implemented in this work as it was not necessary for fulfilling the objective of the project at this stage.
3.6.4 Model Point-Cloud Selection

Choosing an adequate dipper model is important for obtaining a reliable dipper tracking performance. In this work, the dipper was first positioned in the scene without occlusions by other objects. The dipper model was then extracted from the laser point-clouds, using the segment of the point-cloud that corresponds to the torsion bar and the dipper (see Figure 3-15).

![Figure 3-15: Segments of the Shovel Dipper](image)

The dipper point-cloud divided into two segments each representing a rigid body. Model A consists of the torsion bar and the top of the dipper, and Model B consists of the dipper door.

The point-cloud in Figure 3-15 is divided into two sections: A) the upper section consisting of the torsion bar and the top of the dipper that moves with the dipper handle, and B) the lower section representing the dipper door that has an extra degree of freedom – the door’s rotation about the door joint. A model point-cloud must be a rigid body. Thus, it can only be either of the two segments, since the two do not form a rigid body when put together due to the dipper door opening up.

Table 3-4 presents the performance of the ICP-Aided BPF algorithm when using both the torsion-bar model (Model A) and the dipper-door model (Model B), when compared with the joint variable sensor readings. The performance degrades when Model B is used since the dipper-door becomes considerably occluded by the truck during the dumping stage. The torsion-bar model, on the other hand, suffers from
less shape variation and occlusion. Hence, due to its better performance, this work used the torsion-bar model for dipper tracking.

### Table 3-4: Performance Comparison of the Two Model Point-Clouds

<table>
<thead>
<tr>
<th></th>
<th>Torsion-Bar Model (A)</th>
<th>Dipper-Door Model (B)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean Error (cm)</td>
<td>6.7</td>
<td>40.1</td>
</tr>
<tr>
<td>Std. Dev. (cm)</td>
<td>4.8</td>
<td>62.0</td>
</tr>
</tbody>
</table>

### 3.7 Conclusions

This work presents a novel approach for tracking a mining shovel’s dipper in its workspace, which can be used to extract the shovel’s arm geometry. The novelty of this work resides in its integration of a coarse registration algorithm – BPF – and a fine registration algorithm – ICP – to obtain fast, accurate and reliable performance.

The proposed Bootstrap Particle Filter provides a global search and uses a geometrical model of the dipper that is defined from a laser point-cloud of the shovel. Temporal data and the dipper's kinematic constraints reduce the size of the search space. To achieve required system performance, the inclusion of the Distance Transformation for particle evaluation enables the algorithm to run in real-time. The output of the BPF is passed to an ICP local search step to improve the accuracy.

The proposed system is a generic end-effector tracking solution that addresses a number of critical problems in laser-based tracking applications: the partial overlapping problem, the need for accurate initialization for fine registration, the challenges of tracking non-distinct and highly varying object point-clouds in a dynamic scene, and problems with occlusion and aliasing.

With the laser scanner utilized in this project, the mean dipper positioning error is shown to be within 6.7cm (0.3% of the dipper’s effective reach). For applications requiring dipper tracking and arm geometry
extraction, the ICP-Aided BPF algorithm is capable of producing this accuracy in real-time. To the best of our knowledge, the presented approach obtains the most accurate and reliable real-time laser-based end-effector tracking achieved to date. Moreover, compared to the joint variable sensors, the laser scanner is simpler to mount and could potentially reduce maintenance costs and machine downtime.

The work presented here shows promising results for proximal joint variable extraction on large excavators. However, additional work is required before this can be utilized on a mine site. In this work, the extrinsic calibration of the laser scanner’s coordinate frame – the distance vector between the base frame $F_b$ and the laser scanner $F_L$ in Figure 3-9 -- was obtained using manual measurements and with the help of the manufacturer drawings of the laser scanner and the shovel. Future work needs to investigate a general approach for estimating the extrinsic calibration parameters of the laser scanner, using a series of pre-designed calibration experiments for instance. For the proposed approach to be used in mining operations as a safety system, manual installation may be unreliable, especially when done by personnel not familiar with computer vision. A simple and accurate calibration procedure is required for installation, and once the installation is completed, field procedures are needed to ensure the collision avoidance system operates within the required accuracy tolerance.
Chapter 4

Active and Passive Sensor Fusion Using Bilateral Filtering on Depth Probability

Depth perception is a fundamental problem in computer vision with many applications such as robot navigation and 3D video. Depth sensors capture depth images – an image in which pixel values represent distance to the sensor. A 3D laser scanner point-cloud can be transformed into a depth image – and vice versa. Significant progress has been made on depth sensing using passive (e.g., stereo) and active (e.g., laser, TOF) sensing. However, inaccurate results of stereo imaging caused by the ambiguity problem in stereo matching, and the slow, noisy and sparse results of laser scanners and time-of-flight (TOF) cameras fail to meet the requirements of many applications. For instance, as described in Introduction, the planar laser scanner used in Chapter 3 cannot be used to extract certain workspace information such as surface geometry and dipper load profile.

In recent years, fusion of an active 3D depth sensor (e.g., 3D laser scanner or a TOF camera) with a passive sensor (i.e., intensity cameras) has shown potential for addressing the limitations discussed. For fusion, the two sensors are positioned next to each other and have a similar viewing angle so that they simultaneously capture the same scene. The choice of the 3D depth sensor depends on the application. Indoor applications can use TOF cameras that have a higher frame-rate than 3D laser scanners, whereas outdoor applications require the use of laser scanners that have a longer measurement range and are better suited for handling environmental factors.

---

5 A version of this chapter has been submitted for publication [75].
Super-resolution algorithms are commonly used for integrating images from an active sensor and a passive sensor (i.e., “active-passive sensor fusion”) [30–32], [76], [77]. Super-resolution is a technique for obtaining a high-resolution image by enhancing information from a low-resolution system. In effect, it attempts to upscale a smaller image while intelligently adding high-frequency information to it in order to avoid blurring. Super-resolution methods can take advantage of multiple image sources. In the case of active-passive fusion, small images from an active depth source are upsampled with the help of high-frequency data extracted from a high-resolution (passive) camera.

This chapter proposes a super-resolution algorithm for integrating a 3D laser scanner and camera images. The proposed algorithm is referred to as Super-resolution on Depth Probability (SDP). SDP is a computationally efficient method that uses bilateral filtering – an edge-preserving smoothing filter – to upsample small laser depth images with the help of a high-resolution camera. The proposed method obtains considerably more accurate results (an error reduction of up to 6.8x) compared to the literature, with sharper and more realistic edge definition. This is shown quantitatively using a standard set of benchmark camera and depth sensor images (Middlebury Stereo [78]) as well as a set of laser-scanned scenes obtained in this work. The proposed method is well-suited for the active depth sensor’s sparse depth measurements which are not evenly-distributed in the $x$-$y$ image coordinates. Moreover, experiments show that the proposed method requires minimal parameter adjustment across different scenes, which contributes to making it practical for real-world applications.

4.1 Background

Active depth sensing has been integrated with camera images in many applications such as environment modelling and robot navigation. Many works in the literature [17], [79], [80] propose decision-level integrations in which data from individual sensors are processed separately, and used together during the decision-making process [81]. For instance, in [17], [79], a real-time obstacle detection system is
proposed for autonomous vehicles that uses a camera to find road boundaries, and a laser scanner to find the obstacles within those boundaries. Other works [82–84] perform feature-level integration which means combining features extracted separately from each sensor data [81]. Examples include [82] that maps the robot’s environment by extracting 3D features from laser and stereo-cameras separately, and places them in a single map.

The focus of this work, however, is on data-level integration, which directly integrates the data from the sensors prior to processing, rather than extracting and integrating features by processing each sensor image separately [81]. Data-level integration of a depth sensor and a camera is proposed to obtain enhanced depth images in terms of depth accuracy and spatial resolution. Many works in the literature have proposed data-level fusion methods [28], [30–32], [34–36], [76], [77], [85–104]. In applications such as Geographical Information System (GIS) mapping and environment modelling, texture-mapping algorithms are proposed that register depth measurements with color information to create a virtual model of the scene [85–93]. These algorithms provide color values for every depth measurement, but do not improve the spatial resolution of the depth sensor image and therefore require many minutes for the depth sensor to capture a dense 3D image [86], [105]. On the other hand, super-resolution algorithms – as introduced in Section 1.4.2 – integrate data from a depth sensor with an image from a camera by upsampling the low-resolution depth sensor image with the help of the high-resolution camera image [28], [30–32], [34–36], [94–96], [106]. The upsampling approach has also been applied to the integration of a depth sensor with two or more intensity cameras [76], [77], [96–102], [104]. This chapter proposes a super-resolution method for a single camera and a depth sensor, in this case a laser scanner, in order to obtain 3D images with high accuracy (similar to the laser) and high spatial resolution (similar to the camera).

By extracting high-frequency information from the camera’s $x$-$y$ image plane and introducing that into an upsampled laser image, super-resolution generates depth estimates at pixel locations without a depth
sensor measurement. To demonstrate the value of this, consider the following: At a 30 meter range, a typical laser scanner with 0.5° angular resolution takes depth measurements that are 26.2cm apart horizontally. Thus the laser measurements representing object edges may be up to 26.2cm off the actual edge. The depth measurement error of the laser scanner as well as its unreliability on edge measurements (i.e., the laser beam-splitting effect causing edge averaging), further add to the above to make applications such as object localization and tracking inaccurate when using laser data alone. Fusing a camera with the sparse laser data, however, can address the above problem. An 800x600 camera image with a 66° HFOV, for instance, lowers the horizontal distance between neighbouring pixels at a similar 30 meter range, from 26.2cm to only 4.3cm. Higher resolution cameras can also be employed to further improve the spatial x-y resolution. The performance of this method is dependent on the camera’s ability to capture the high-frequency information of interest (e.g., the edges), which may be limited by issues such as lighting and visibility.

In super-resolution, it is generally assumed that depth and color discontinuities coincide [31], [34], [36], [94], [97], although no experimental work was found to validate this assumption. While this is most often the case, there are exceptions: 1) In highly textured areas, color edges do not correspond to depth edges. This can cause “texture-copying” artefacts [34] in which textures from a camera image translate into incorrect geometries in the upsampled depth image. 2) When neighbouring objects are similarly colored, or when lighting is not suitable (e.g., saturated, dark, etc.), color edges may not exist where depth edges are located. This causes blurring of the depth edges when upsampling [34]. 3) Intrinsic sensor calibration errors and extrinsic calibration errors in sensor alignment cause the correlated color-depth discontinuities to appear at slightly different locations. This, too, can cause edge-blur in the upsampled depth image.

Two classes of super-resolution algorithms have been widely discussed in the literature of active-passive sensor fusion: a probabilistic approach using a Markov Random Field (MRF) model, and a bilateral filtering approach.
4.1.1 The Markov Random Field (MRF) Method

The MRF approach was first suggested by Diebel and Thrun [31]. They introduce two cost functions: 1) a depth measurement potential, used to make sure the upsampled depth image matches the original laser depth image, and 2) a depth smoothness prior, used to interpolate the depth values on uniform color textures and create smooth surfaces. The objective is then to find an upsampled depth image that best minimizes the sum of the two cost functions. Conjugate gradient is used to perform the MRF optimization [31]. In this chapter, we refer to Diebel and Thrun’s approach, as the MRF method.

Figure 4-1 shows the Markov Random Field network designed by Diebel and Thrun in [31]. On the top layer, sparse laser depth measurements (L) are provided, and in the bottom layer, dense camera image pixels (I) are given. The middle layer is the depth image (D) that is being created using this super-resolution technique. Note that the density of the reconstructed depth image is similar to the camera image in the bottom layer. The gradient nodes on the bottom and middle layer – image intensity gradient \( \delta I \), and depth discontinuities \( \delta D \) – connect the two layers together, and serve to provide the camera image information to the depth image that is being reconstructed.

Two potentials are defined within the cost function: depth measurement potential, and depth smoothness prior. An optimization technique is then used which iteratively estimates the depth pixels \( D \) in order to minimize the cost function.

Depth measurement potential is as follows:

\[
\Psi = \sum_{i \in L} k (D_i - L_i)^2 \tag{4-1}
\]

where \( k \) is a constant weight placed on depth measurements [31]. This potential evaluates the distance between the reconstructed depth image and the laser measurements where they are available.
The network consists of five types of nodes: laser measurements \(L\), image pixels \(I\), image pixel gradients \(δI\), reconstructed depth pixels \(D\) and depth discontinuities in the reconstructed depth image \(δD\). As shown laser measurements are sparse, compared to the image pixels.

The depth smoothness prior is defined as:

\[
\phi = \sum_{i \in I} \sum_{j \in N(i)} w_{ij} (D_i - D_j)^2
\]

(4-2)

where \(N(i)\) is the set of all pixels adjacent to \(i\) [31]. This potential introduces a smoothness constraint in the reconstructed depth image. The weighting factors, \(w_{ij}\), are the variables that link the bottom and middle layer of the Markov network together:

\[
w_{ij} = e^{-c \| I_i - I_j \|^2}
\]

(4-3)

where \(\| I_i - I_j \|\) is the Euclidean distance between the RGB values of two image pixels. Constant \(c\) defines how much the algorithm tolerates depth smoothing across color edges: higher values make the system less forgiving of color variations, thus less depth smoothing will occur across a color edge.
The Markov Random Field network is then defined based on $\Psi$ and $\Phi$:

$$p(D|I,L) = \frac{1}{Z} e^{-\frac{1}{2}(\Psi + \Phi)}$$ (4-4)

where $Z$ is a normalizing factor [31]. Diebel and Thrun suggest the well-known conjugate gradient (CG) algorithm [107] to estimate the posterior of the network within seconds. Other methods such as a loopy belief propagation are computationally expensive for a Markov network with millions of nodes [31].

Gould et al. [36] improve the above MRF formulation by removing its implicit preference for fronto-parallel planes. Zhu et al. [77], on the other hand, use a different MRF model to integrate a TOF camera with disparity data from a stereo-camera. Thus, texture information is not directly used for super-resolution. Belief propagation is applied to solve the optimization problem [77].

### 4.1.2 The Yang Method

**Bilateral filtering** [33] is a smoothing filter similar to a weighted-average filter that reduces intensity variation among neighbouring camera pixels to remove noise. This is done by using a convolution matrix to set the value of each pixel to the weighted average of values in its surrounding pixels. The kernel in a weighted-average filter is a Gaussian distribution that weights each surrounding pixel based on its Euclidean distance to the original pixel – the higher the distance, the lower the weight. In bilateral filtering, however, the filter kernel is also based on color variation in the surrounding region, with similar color pixels being assigned a higher weight. Thus, while a standard weighted-averaging filter applies a constant kernel to all image pixels, a bilateral filter calculates a new kernel for each pixel based on the color variations of the neighbouring pixels. The term bilateral filter is coined due to the fact that the filter is constructed based on two parameters: Euclidean distance of pixels, and color variation across neighbours.
The following equation represents how a bilateral filter constructs unique convolution kernels for each pixel [30], [32]:

\[ f_c(x) = e^{-\lambda_c}, \quad f_s(x) = e^{-\lambda_s} \]

\[ F_{i,k} = f_e \left( \frac{1}{3} \sum_{c=RGB} |\hat{I}_i^c - \hat{I}_k^c| \right) \cdot f_s(\|i-k\|) \]  \hspace{1cm} (4-5)

where \( f_c \) is the color component and \( f_s \) is the spatial component of the filter. The constants \( \lambda_c \) and \( \lambda_s \) are used to configure the sensitivity of the filter to color and spatial variations, and \( i \) and \( k \) are the 2D coordinates of the pixel. \( F \) is the bilateral filter and \( \hat{I} \) is the camera image. Also, \( \|i-k\| \) represents the Euclidean distance between pixels \( i \) and \( k \) in the image’s x-y coordinate frame.

Figure 4-2 compares the results of a standard weighted-average filter to a bilateral filter, when used for image smoothing and noise removal. The idea behind bilateral filtering is to adaptively form a smoothing kernel at each pixel based on the intensity information of the neighbouring pixels, in order to preserve edges while smoothing. Bilateral filtering does not blur object edges because pixels that do not belong to the same object are less likely to affect each other due to their often larger color difference.
Figure 4-2: Bilateral Filter as an Edge Preserving Weight-Average Filter

a) Original image. b) A weighted-average filter is applied to the original image. Blurring of edges are visible. c) A bilateral filter is applied to the original image. While the textures have been smoothened, the edges remain intact.
Joint bilateral upsampling (JBU) [32] is a modification of the bilateral filtering algorithm used for 3D super-resolution applications. In JBU, the filter kernel is created using the camera image. The edge-preserving filter is then applied to the low-resolution depth image from a laser or TOF sensor, in order to upsample it to the size of the camera image. This way, the texture information from the camera image guides the upsampling process of the depth image, by preserving edges and only interpolating depth values within distinct surfaces. As shown in [34], JBU achieves upsampling results comparable to the MRF method in [31].

Yang et al. [30] construct a cost-volume – a 3D matrix representing cost as a function of depth for all pixels – and iteratively apply a bilateral filter to each slice (cost image) of the cost-volume. Figure 4-3 shows the structure of a cost-volume, and Figure 4-4 shows an example of it. The result of bilateral filtering on cost-volume is then converted into a depth image using the ‘winner-takes-all’ approach and a quadratic subpixel resolution equation [30], described later in this chapter. We refer to this method as the Yang method.

![Figure 4-3: 3D Cost-Volume](image)

Cost-volume is a 3D matrix representing cost as a function of depth ($d$) for all pixels at ($x, y$). As shown in the image, each vertical slice of the cost-volume represents a cost image in which $d$ is constant.
This figure displays the cost-volume for the Tsukuba image in the Middlebury dataset. Each row shows the cost-volume at a specified depth level \((d)\). On the right, the cost image at each \(d\) is shown. And on the left, the construction of the 3D cost-volume is demonstrated: at each depth level, the 3D cost-volume is a stack of cost images from the lower levels (i.e., starting from \(d=1\) up to the current \(d\)).
Bilateral filtering of the cost-volume as opposed to the depth image leads to sharper edge definition compared to JBU [32]. This is because filtering a depth image inevitably causes some blurring of edges since it is the depth values that are being averaged. When filtering a cost-volume, it is the cost values – or in our algorithm, the depth-probability values – that are being averaged instead.

Yang’s method can be outlined in the following steps:

1. Upsample the low-resolution depth image using basic interpolation, to the same resolution of the high-res camera image. This is stored as $D_{(1)}$.

2. Iterate through the following steps – $k$ being the iteration number:
   2.1. Construct a cost-volume using a truncated quadratic model:

   $$C_{(k)}(i, j, d) = \min \left( \xi, \left( d - D_{(k)}(i, j) \right)^2 \right)$$  \hspace{1cm} (4-6)

   where $i$ and $j$ represent the $x$-$y$ location of a pixel in the image plane, and $d$ is a candidate depth value. Also, $D_{(k)}$ represents the depth image generated in the latest iteration. Note that to construct a cost-volume, depth is discretized into $Z$ depth values. $\xi$ is a truncation constant.

   2.2. A bilateral filter is then applied to the cost-volume: $\tilde{C}_{(k)} = BilateralFilter(C_{(k)})$ . Section 4.2.3.2 describes how a bilateral filter is constructed and applied to a cost-volume.

   2.3. A new depth image $D_{(k+1)}$ is generated using sub-pixel resolution calculations on $\tilde{C}_{(k)}$. Section 4.2.3.3 describes the equations for subpixel resolution.

   2.4. Iterations stop when a maximum number of iterations are reached or the changes in consecutive depth images, $sum(D_{(k+1)} - D_{(k)})$, is less than a desirable threshold.

The upsampling of a low resolution depth image in Yang method (step 1) makes an inherent assumption that the depth measurement pixels are evenly distributed in the $x$-$y$ coordinate frame of the high resolution image. This is not the case for depth images generated by sensors such as laser scanners, which makes the
upsampling step more complex. Furthermore, Yang reconstructs a new cost-volume at each iteration (step 2.1). As we explain later in Section 4.4.1, this approach throws away potentially useful information and helps erroneous depth estimates propagate in the image. Finally, the method proposed by Yang et al. does not consider sensor calibration error and occlusion problems, which can degrade accuracy of the outcome if not properly dealt with. This is because most papers with reported results, including Yang et al. [30], use the Middlebury [78] stereo images and create a synthetic TOF image by downsampling the ground-truth images, thereby avoiding problems such as noise and calibration error present in sensors.

Chan et al. [34] take a similar approach to JBU by applying a joint bilateral filter to the depth image itself, but use a TOF camera and improve the filtering equation to model its noisy depth measurements. The result reduces the texture-copy artefacts introduced by TOF noise. Moreover, Chan et al. [34] use a GPU implementation to achieve real-time computation.

Other papers also propose optimizations such as hierarchical filtering and parallelization to achieve real-time performance [28], [37], [108]. Moreover, in recent work a temporal dimension was added to the super-resolution process in order to obtain 3D video [98].

### 4.1.3 Goals of the Proposed SDP Work

The present work focuses mainly on accuracy of active-passive super-resolution. The goal was to improve the depth accuracy at all points in the high-resolution image close to that achieved by the active depth sensor. While the proposed work is highly parallelizable, no attempts are made to achieve parallelization, or to add a temporal dimension.

The approach to this requires that two basic problems be solved:

1. One must handle calibration errors that cause mismatched color and depth edges. If ignored, calibration error significantly degrades edge definition in the upsampled result.
2. A new formulation is needed for constructing the cost-volume and applying the bilateral filter. As well as improving accuracy, this formulation needs to be better suited for uneven point distributions obtained from active sensors, compared to similar works in the literature.

The solution to the above two problems will be seen to enhance edge definition by removing blurring observed in much of the literature, which led to the SDP algorithm.

The following section describes the three SDP algorithm steps: projection, rejection, and propagation. Section 4.3 presents quantitative results from the Middlebury [78] benchmark, as well as various outdoor scenes. Section 4.4 discusses the results and evaluates each step of the algorithm to show the contributions made by the method proposed in this chapter.

4.2 Methodology

Figure 4-5 shows the dataflow diagram of the proposed super-resolution algorithm. The projection step uses the calibration data (e.g., relative sensor pose) to project laser measurements into the camera image coordinates: \( x, y \) pixel locations.

Calibration errors may cause laser measurements to be projected onto wrong surfaces in the camera image. Therefore, a rejection step is introduced to identify and remove the projected laser pixels that may be erroneous. This is achieved by removing laser measurements lying near object edges, and in regions that are occluded in the camera image.

Afterwards, the propagation step is used to construct a cost-volume and perform iterative bilateral filtering on it to generate the upsampled depth image. Our cost-volume is a discretized depth-probability function of the image, and therefore, the proposed upsampling method in this work is referred to as Super-resolution on Depth Probability (SDP).
4.2.1 Projection

Multi-sensor calibration techniques such as the Camera Calibration Toolbox for MATLAB [109] can be used to obtain the sensor alignments (i.e., extrinsic parameters), as well as the intrinsic sensor calibration parameters – See Appendix B. These parameters are used to assign each laser measurement to its corresponding camera pixel (i.e., projection).

Before projecting laser pixels into the camera image plane, the image is rectified to remove lens distortions. Laser measurements are then translated into the camera coordinate frame, which presents the same laser point-cloud as if the laser is located at the camera position instead:

\[ l^{\text{cam}} = R_T \cdot l + T_T, \quad l \in L \quad (4-7) \]

where \( l : (x, y, z) \) is a laser measurement in the laser coordinate system, \( l^{\text{cam}} \) is a laser measurement in the camera coordinate frame, \( L \) is the laser point-cloud, and \( R_T \) and \( T_T \) are the rotational and translational components of the laser-camera alignment obtained through calibration. Subsequently, the laser points are projected onto the camera’s 2D image plane; in other words, each laser measurement is assigned to a camera pixel:
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\[
\begin{align*}
    x' &= f \cdot x_{\text{cam}} / z_{\text{cam}} + x_c \\
    y' &= f \cdot y_{\text{cam}} / z_{\text{cam}} + y_c \\
    z' &= \sqrt{(x_{\text{cam}}')^2 + (y_{\text{cam}}')^2 + (z_{\text{cam}}')^2}
\end{align*}
\]  \hspace{1cm} (4-8)

where \(x_{\text{cam}}, y_{\text{cam}}, z_{\text{cam}}\) are the x-y-z coordinates of laser points in the camera coordinate frame \((l_{\text{cam}})\), \(x'\) and \(y'\) are the x-y coordinates of each laser point in the image plane, \(z'\) is the distance of the laser points to the camera (i.e., the pixel’s depth value), \(f\) is the camera’s focal length, and \(x_c, y_c\) are the coordinates of the camera’s principal point. Figure 4-6 shows the projection results for a single laser scanline. The lines represent the laser rays, connecting the laser scanner positioned above the camera, to the points measured on object surfaces.

To verify the projection results, an infrared sensitive camera is used to view the laser spots (Figure 4-7.a). The x-y coordinates of the laser points in the image are calculated using the estimated calibration parameters – identified using cross marks in Figure 4-7. As seen, the cross marks appear in the center of the laser spots, which demonstrates a satisfactory calibration.

A single laser spot in Figure 4-7 covers hundreds of camera pixels. However, since the size and orientation of laser spots vary at different parts of the scene, for simplicity the projection step assigns each laser measurement to a single camera pixel only – the one at the center of the laser measurement spot. Later on and during the propagation step, the depth information from the center pixel is passed on to its neighbouring pixels. Alternatively, a laser measurement value could be assigned to all its corresponding pixels within the region occupied by the laser spot, as shown in in Figure 4-7.c. This work did not observe an advantage when using this alternative approach. Thus, in this work the laser measurement values are assigned to a single pixel at the center of their laser spot.
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Figure 4-6: Project Results for a Laser Scanline
The projection results for a single laser scanline are displayed. The lines represent the laser rays from a scanner positioned above the camera.

Figure 4-7: Laser Measurement Spots Viewed by Infrared-Sensitive Camera
a) The white horizontal stripe shows a series of overlapping laser scanner spots in the scene shown in the previous figure. b) Two adjacent laser spots are highlighted. The laser spots are square-shaped with a width of ~3cm. c) The laser stripe has been extracted from the above image. Cross marks identify the x-y coordinates of the center of each laser spot, calculated by projecting the laser measurements using the estimated calibration parameters.
4.2.2 Rejection

Due to lack of high-frequency information in laser depth images (i.e., the laser’s low resolution and its inherent error in measuring edges), it is difficult to estimate the sensors extrinsic calibration parameters (the two sensors relative position and orientation) accurately. Thus, the projection step may result in laser points being assigned to incorrect camera pixels. This may cause the depth edges in the laser depth image and the color edges in the camera image to be misaligned. As discussed earlier, super-resolution algorithms rely on the assumption that edge and color discontinuities coincide. Thus, misalignment of the edges degrades the result by causing poor edge definition and introducing edge-blurring artefacts.

Inaccurate calibration is not the only source of invalid laser-camera pixel assignment. Occlusion is another significant issue. Since the sensors are in different positions, certain regions visible to the laser will be made hidden from the camera by another foreground surface. When laser measurements are projected onto the camera image, the measurements from the hidden regions are mistakenly projected onto the foreground surface. Detecting and removing the occluded measurements improves the upsampled depth image and removes sawtooth artefacts seen in Figure 4-8.

In this section, two algorithms are introduced to identify invalid laser pixels: foreground edge detection and occlusion detection. The invalid laser pixels are excluded from the upsampling process.

4.2.2.1 Foreground Edge Detection

When identifying edge measurements from the laser, it is important to minimize the rate of false-positives. High-accuracy information provided by the laser is a scarce and valuable resource, and if the edge detection algorithm is overly aggressive, it can result in entire high-frequency details such as narrow objects being lost. Therefore, it is important for the edge detection algorithm to define edges sharply and accurately. Canny edge detection [110] is used in this work because its edge definition is accurate and narrow. Edge detection is applied to the original laser depth image $L$ – prior to projection (see Figure 4-9).
Figure 4-8: Saw-Tooth Artefacts

Sawtooth artefacts: a) the camera image of the scene, b) the upsampled depth image; note the sawtooth artefacts on the edges of the truck.

Figure 4-9: Canny Edge Detection of the Laser Depth Image in Figure 4-8
A depth edge is where a foreground and a background surface meet. With Canny edge detection\(^6\), an edge is defined by labeling a pixel on either side. Thus, some edge pixels will belong to background surfaces, and others will be on foreground surfaces.

In camera images, changes in the camera position shift nearby points – points that belong to surfaces closer to the camera – further than distant points. Therefore, error in estimating the respective position of the two sensors (i.e., *calibration error*) causes larger misplacement in projected laser pixels of foreground (i.e., closer) surfaces. This means it is more likely for the sparse laser pixels from foreground objects to be placed on the wrong surfaces in the camera image. Thus, when removing edge pixels, it is better to remove the foreground side of an edge since its projection is more likely to be erroneous.

A simple algorithm can be applied to the Canny edge results, to identify and remove the edges measurements on foreground surfaces only. For every edge pixel \(i\) on surface \(A\), a neighbouring pixel \(k\) exists that belongs to the adjacent surface \(B\). The task is to first identify the neighbouring edge pixel, and then determine which of the two depth pixels, \(i\) or \(k\), is on the foreground surface (i.e., has the smallest depth value). The first step can be performed by:

- Consider the four directions in the image plane: the vertical, horizontal, and the two diagonals (see Figure 4-10):
  - Calculate the depth gradient \(\delta_{i,n}\) between pixel \(i\) and its neighbour \(n\), and \(\delta_{i,n}\) between pixel \(i\) and the opposite side neighbour in that direction \(\hat{n}\). Depth gradients are calculated as follows:

\[
\delta_{i,j} = z_j^f - z_j^i \tag{4-9}
\]

where \(i\) and \(j\) are indices of adjacent pixels in the depth image.

\(^6\) Parameters used for Canny edge detection: \(\sigma = 1\), threshold range = \(5 \times 10^{-4}\) to \(1 \times 10^{-3}\).
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- If the ratio between $\delta_{i,n}$ and $\delta_{i,n}$ is greater than a threshold $\tau_e$, then there is a depth edge between pixels $i$ and $n$.

\[
\begin{array}{cccc}
  d_1 & v & d_2 \\
  h & i & h \\
  d_2 & v & d_1
\end{array}
\]

Figure 4-10: Directions Considered in Foreground Edge Detection

Four directions are shown in the image plane: horizontal (pixels $h-i-h$), vertical (pixels $v-i-v$) and the two diagonals horizontal (pixels $d_1-i-d_1$ and pixels $d_2-i-d_2$).

Once all directions are considered, all neighbouring pixels of $i$ that are on the adjacent surface $B$ are identified. The second step to identify the foreground depth pixels is as follows:

- If any of the identified neighbours have a depth value less than that of pixel $i$, then they are marked as a foreground pixel.
- Otherwise, if $i$ has the smallest depth value between them all, then pixel $i$ itself is a foreground depth pixel.

The above algorithm can be summarized in the following equation:

\[
\hat{E} = \begin{cases} 
  \delta_{i,n} > \tau_e & \rightarrow n \\
  \delta_{i,n} < 0 & \rightarrow i \\
\end{cases} \quad i \in E, \forall n \in N 
\]

where $E$ is the set of all Canny edge pixels, $\hat{E}$ is the set of foreground edge pixels, $N$ is the set of pixel $i$'s neighbours, $\delta_{i,n}$ is the difference between the depth at pixel $i$ and its neighbouring pixel $n$, and $\hat{n}$ represents a neighbour on the opposite side of the pixel $n$ (i.e., $n$ and $\hat{n}$ are one of the matching pixel pairs in Figure 4-10). The threshold $\tau_e$ is set to 1.5.
As we will show in Section 4.4.3, foreground edge removal substantially improves edge definition in the upsampling image.

### 4.2.2.2 Occlusion Detection

An efficient way of detecting occluded measurements is by comparing the order they appear in a laser scanline before and after projection onto the camera image plane (4-8). Figure 4-11.a shows the laser measured points A₁-A₄ on one surface, and B₁-B₄ on another surface. In Figure 4-11.b, points A₃, A₄, and B₁, are “out of order.” That is because their order of appearance in the laser’s view is different than the order of appearance of the same laser measured points when seen in the camera’s view (i.e., after projection; see Table 4-1). Note that points A₃ and A₄ are occluded in the camera’s view.

![Diagram showing laser and camera views of surfaces with ordered and out of order points.](image)

**Figure 4-11: Ordering Constraint for Occlusion Detection**

An ordering constraint can be used for detecting occlusions in the projected laser points. a) Laser measurements of two surfaces (A and B) are shown. The order of appearance of the points is written underneath them (from left to right). b) The same points, when observed from the camera’s view. Some appear in a different order (A₃, A₄ and B₁). Note that A₃ and A₄ are occluded.
Table 4-1: The Order of Appearance of Points in Figure 4-11

<table>
<thead>
<tr>
<th></th>
<th>A_1</th>
<th>A_2</th>
<th>A_3</th>
<th>A_4</th>
<th>B_1</th>
<th>B_2</th>
<th>B_3</th>
<th>B_4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Laser</td>
<td>1^st</td>
<td>2^nd</td>
<td>3^rd</td>
<td>4^th</td>
<td>5^th</td>
<td>6^th</td>
<td>7^th</td>
<td>8^th</td>
</tr>
<tr>
<td>Camera</td>
<td>1^st</td>
<td>2^nd</td>
<td>4^th</td>
<td>5^th</td>
<td>3^rd</td>
<td>6^th</td>
<td>7^th</td>
<td>8^th</td>
</tr>
</tbody>
</table>

The order of appearance, from left to right, of the points in Figure 4-11. Points A_3, A_4, and B_1, are highlighted as “out of order,” given that their order of appearance in camera’s view is different than in laser’s view.

In this work, an ordering constraint is proposed for identifying occluded points. The following pseudo-code demonstrates the proposed occlusion detection method:

1. Compare the order of appearance of the laser points in both sensor views, and label the points that appear in different positions as “out of order” (similar to Table 4-1).
2. Iteratively remove the most distant laser pixels (highest \(z^i\) value) among the out-of-order points.
3. Stop the iterations when the order of appearance of the points is identical in both sensors. In the above example, points A_3 and A_4 would be removed before the iterations stop. The removed points are *occluded* in the camera view.

In a naïve implementation, occlusion detection is an \(O(n^2)\) problem, since every pair of points must be examined for possibly occluding one another. On the other hand, the above occlusion detection method using ordering constraint can be implemented in \(O(n \log(n))\).

4.2.2.3 Weighting the Laser Measurements

Rejection of unreliable laser measurements is achieved by weighting the edge map and removing occluded pixels using:

\[
W = 1 - e^{-\frac{d_{ir}}{\lambda}}
\]

\(W_i = 0, \ i \in \text{occluded} \)
where $DT$ is a *Distance Transformation* [111] of the edge map – a binary image in which foreground edge pixels found in Section 4.2.2.1 are marked with 1’s. Equation (4-11) removes all edge and occluded pixels by setting their weights to 0’s. Furthermore, laser pixels that are in proximity of an edge can be weighted down by adjusting $\lambda_e$ – the higher the value, the lower the weights.

Figure 4-12 demonstrates the SDP rejection step by showing the intermediate results. The depth image created using a laser point-cloud is shown in (a). Canny edge detection is applied to the laser depth image and the result is shown in (b). Edge pixels identified by Canny may belong to either side of an edge – its foreground surface or its background surface. Thus, in (c) the foreground edge pixels are found to replace the Canny edge pixels that belonged to the background surfaces – see Equation (4-10). The distance transform ($DT$) of the foreground edge map is shown in (d). Next, the first line of Equation (4-11) is applied which weights each laser depth pixel using the $DT$ of the foreground edge map. The result is $W$ shown in (e). Finally, the occluded laser pixels detected in Section 4.2.2.2 are also rejected (i.e., their weights in $W$ are set to zero), as shown in (f). This is done by the second line of Equation (4-11).
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Figure 4-12: SDP Rejection Step-by-Step Results

a) A laser depth image is shown where brighter pixels represent farther distance. b) A binary image representing the Canny edge detection result. c) A binary image of foreground edges; this is once Equation (4-10) is applied to the Canny edge map. d) Distance transformation is applied to the foreground edge map. This is $DT$ in Equation (4-11). The brighter pixels are farther away from any edge pixel. e) The weights calculated using the first step of Equation (4-11). The grayscale represents weights 0 to 1 using colors black to white respectively. Thus, black pixels represent the ‘rejected’ pixels. f) The final image shows the result of rejecting occluded pixels as well (i.e., coloring them black), which is the second step of Equation (4-11). This image is the final weights ($W$) assigned to each laser depth pixel.
4.2.3 Propagation

After projection, a subset of image pixels has an associated laser measurement. The rejection step calculated a weight for each of those laser measurements. In the propagation step, these laser pixels are used to estimate depth at pixels without laser data.

Similar to the Yang algorithm, in this work a bilateral filter is applied to a cost-volume. Other works in the literature apply the filter to the depth image directly instead [32], [34]. Filtering the depth image causes blurring of the edges, which cost-volume filtering avoids.

4.2.3.1 Cost-Volume

For every pixel in the upsampled image, a normal distribution is used to represent probability as a function of depth. This depth-probability represents how likely it is for a pixel to be at any given depth. In the absence of more advanced error models for laser sensors, the utilized normal distribution best represents the sensor error reported by the manufacturer.

At a given depth, bilateral filtering [32], [33] has been used to pass the depth-probability value of one pixel to its neighbours with similar texture. Thus, laser pixels can propagate their depth-probability distribution to neighbouring regions.

The depth-probability distributions are discretized so that the filter can be applied to each depth slice across the image. Through experimentation, the number of discrete levels can be suitably selected to reduce computation. The discretization of the depth-probabilities constructs a cost-volume similar to the one in [30]: for each image pixel, a vector of size $Z$ (the number of depth slices) is used to define its depth probability distribution. This creates a 3D matrix in which the $x$-$y$ dimensions represent pixel locations and the $z$ dimension represents the depth probability vector. This matrix is known as the cost-volume, and initially, all its elements are set to zero.
For each laser pixel $i$, the laser depth value in the image plane $I$ is represented by $z_i^l$. In the pixel’s depth probability vector, the two elements whose depths are closest to $z_i^l$, are $\hat{d}_w$ and $\hat{d}_{w+1}$ (see Figure 4-13).

In the SDP algorithm, a quadratic curve is used to set the values of $\hat{d}_w$ and $\hat{d}_{w+1}$, so that the curve reaches its maximum value at $z_i^l$, as seen in Figure 4-13.

![Discretized Depth Space](image)

**Figure 4-13: Cost-volume Initialization Using Quadratic Estimation**

Cost-volume initialization is done by quadratic estimation of the probability values at discrete disparity levels adjacent to the laser-measured depth.

SDP uses the following equations to calculate the adjacent values that define the quadratic curve:

$$\Delta_i = \left| z_i^l - \text{round} (z_i^l) \right| \quad (4-12)$$

$\Delta_i$ is defined as the absolute difference of pixel $i$’s laser depth and its closest discrete value. The cost at the closest discrete value is set to $(2 \cdot \Delta_i + 1)/4$, and the cost at the farther one is set to $\Delta_i$:

$$C_i(d) = \begin{cases} \frac{\Delta_i + 1}{2}, & d = \hat{d}_w \\ \Delta_i, & d = \hat{d}_{w+1} \\ 0, & \text{others} \end{cases} \quad \{i : i \in L\} \quad (4-13)$$

where $C$ is the cost-volume, $C_i(d)$ is the cost at depth $d$ for pixel $i$. 
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The use of a quadratic equation ensures that the resolution of the laser depth measurements is not lost due to discretization. Subpixel resolution estimation is performed at the end of the propagation step to effectively reverse the discretization process and maintain the original laser depth resolution. The subpixel resolution step – Equation (4-17) – reconstructs the quadratic curve from three points in the discretized probability space. The use of a quadratic equation makes that process easy to implement with low computational cost. It is possible that a Gaussian distribution may better represent depth probability at each pixel. But due to the simplicity in use of the quadratic equation and the fact that it has been used effectively in the literature for subpixel resolution [30], this work also uses the quadratic equation.

4.2.3.2 Bilateral Filtering of the Cost Volume

Using Equation (4-5), a bilateral filter is constructed: unique kernels are computed for each pixel using the camera image. In this work the CIELAB image space is used in \( \tilde{I} \). It is suggested that measuring color difference using CIELAB color-space correlates strongly with human perception and color discrimination [24]. A minor error reduction of approximately 3% was observed when using CIELAB rather than RGB.

The bilateral filter is then applied to every slice of the cost-volume individually:

\[
C'_i = \frac{\sum_{k \in \Omega} C_k \cdot F_{i,k} \cdot W_k}{\sum_{k \in \Omega} F_{i,k} \cdot W_k}
\]

(4-14)

where \( C' \) is the filtered cost-volume and \( \Omega \) represents the set of all pixels within the filter support window of pixel \( i \).

Using a forgetting-factor of \( \alpha = 0.8 \), the new cost-volume \( (C^{t+1}) \) is calculated based on \( C' \) and the previous cost-volume \( (C') \):
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\[ C_{i+1} = \begin{cases} (1 - \alpha) \cdot C_i' + \alpha \cdot C_i' & i \notin L \\ C_i' & i \in L \end{cases} \]  

(4-15)

Note that for reliable laser pixels \((w > 0.5)\), the cost vectors stay constant.

The iterative application of bilateral filtering propagates the information from pixels with high-confidence laser data to those with less, while ensuring the information is not passed beyond object edges. To observe this process, a dataflow image can be constructed by applying the same iterative bilateral filter to a single binary image in which the reliable laser pixels \((w > 0.5)\) are set to 1 (white color). The iterative filtering of this binary image propagates the white color of the laser pixels into the neighbouring pixels. Thus, the result of this filtering process identifies the image pixels that receive significant information from neighbouring pixels by giving them light colors. In an ideal algorithm, it is expected that the pixels on object edges receive considerably less information from neighbours, and thus they must have darker colors. Figure 4-14 shows the dataflow image of the proposed algorithm in this work. It can be observed that the edge pixels are identified successfully and distinctively (dark pixels), and thus, the image shows a visually accurate object segmentation of the scene. This example shows that the algorithm in this work is able to segment surfaces, and propagate information within surfaces, not across them.
4.2.3.3 Subpixel Resolution

Once the cost-volume is refined through filtering, the upsampled depth image is created based on the new cost-volume using a winner-takes-all method: at each pixel, the depth with the highest probability is selected:
\[ v_i = \arg \max_d \ (C_i(d)) \]  

(4-16)

where \( v_i \) is the depth candidate with highest probability.

In order to improve depth resolution and remove staircase artefacts introduced by depth discretization, a quadratic subpixel resolution equation is used, similar to [30]:

\[ D_i = v_i - \frac{C_i(v_i + 1) - C_i(v_i - 1)}{2 (C_i(v_i + 1) + C_i(v_i - 1) - 2 C_i(v_i))} \]  

(4-17)

where \( D \) is the upsampled depth image. A median filter can then be applied to the depth image to remove the occasional noisy estimates.

To summarize, the following pseudo-code describes the SDP algorithm:

- **Projection:** Project the laser measurements onto the camera plane, using Equations (4-7) and (4-8).
  
- **Rejection:**
  - Identify the occluded pixels using the process in Section 4.2.2.2.
  - Perform Canny edge detection on the laser depth image to find the edge pixels.
  - Identify foreground edge pixels using Equation (4-10).
  - Based on the identified occluded and foreground pixels, calculate the weights of laser pixels using Equation (4-11).

- **Propagation:**
  - Calculate a cost-volume based on laser depth pixels, using Equation (4-13).
  - Calculate a bilateral filter based on the camera image, using Equation (4-5).
  - Iteratively apply the bilateral filter to the cost-volume, using Equation (4-14), until convergence or maximum iterations is reached.
- Use the subpixel resolution method – Equations (4-16) and (4-17) – to estimate SDP’s resulting depth image based on the filtered cost-volume.

4.3 Results

In [34], Kopf et al.’s JBU [32] is shown to provide similar results to the MRF method in [31]. Andreasson et al. [35] also compare a number of algorithms to the MRF, and at best obtain similar results. Chan et al.’s NAFDU [34] produces slightly better results than the MRF. The Yang algorithm, on the other hand, is a considerable improvement. Therefore, the MRF method and the Yang algorithm are used in this work to compare the upsampling results against. Two sets of experiments were performed: first using the Middlebury benchmark [78], and then using scenes captured by a laser scanner and a camera.

4.3.1 Middlebury Benchmark

Middlebury stereo datasets have been used extensively in the literature as a benchmark for stereo algorithms [22], [78]. Since a number of active-passive super-resolution methods report their results on the Middlebury dataset, this work also reports experimental results on Middlebury to compare the relative accuracies of the three methods. To use it for depth super-resolution, the ground-truth images are downsampled by a factor of 2, 4 or 8 in each image dimension. The resulting downsampled image imitates an accurate low-resolution depth sensor such as a TOF camera. Using that along with the reference camera image from the stereo pair, depth super-resolution can be performed (see Figure 4-15). The results are compared against the original ground-truth image in the benchmark to evaluate the super-resolution algorithm.

Since both input images are in the same camera coordinates, SDP’s projection and rejection steps are not required (i.e., no edge detection and occlusion removal). Thus, our Middlebury results only compare our filtering formulation (propagation step) to the other methods.
Figure 4-15 shows the reference camera image of the Middlebury’s Tsukuba scene, as well as the ground-truth image downsampled by a factor of 8 in each dimension. The two images are used as inputs to our SDP algorithm to generate the upsampled image in Figure 4-16.

Figure 4-15: Inputs of the Super-Resolution Algorithm
Tsukuba dataset from the Middlebury dataset. a) The camera image. b) The ground-truth image downsampled by a factor of 8x8. c) The ground-truth image enlarged. The camera image and the downsampled ground-truth image are inputs to our super-resolution algorithm.

Figure 4-17 compares the errors obtained by the SDP algorithm, the Yang method and the MRF algorithm. The reported errors represent the percentage of “bad pixels” [78] in the resulting depth images. Bad pixels are those that have a distance error greater than a threshold. The reported results in this work have a threshold of 1 disparity pixel. For the MRF and Yang methods, the errors reported in [30] have been used. For SDP, the following parameters have been used: 15 filtering iterations with a filter window size of 11x11, $\lambda_s = 15$, and $\lambda_c = 1$. The parameters have been selected by experimentation. The effect of parameter variation is shown in Figure 4-18, Figure 4-19 and Figure 4-20, which display a subset of the experiments performed for parameter selection. In each figure, the error performance of SDP is plotted against the variation in one of the three bilateral filter parameters (kernel size, $\lambda_c$ and $\lambda_s$), while the other parameters are kept constant.
As shown in Figure 4-17, SDP presents significant improvement in upsampling error. Particularly, SDP shows better performance at higher upsampling rates. For the 8x8 upsampled results, on average SDP improves the results of Yang and MRF by factors of 4.0 and 6.8 respectively.

![Figure 4-16: Upsampling Result of the SDP Algorithm Applied to the Tsukuba Image](image)

a) The results of upsampling the Tsukuba images in Figure 4-15 using the SDP method. b) The ground-truth image is shown in (b).
Figure 4-17: Results of the Super-Resolution Algorithms Applied to the Middlebury Benchmark

Middlebury Benchmark: SDP vs. Yang vs. MRF [31]. The x-axis is the upsampling ratio, and the y-axis is the percentage of bad pixels (error > 1 disparity) as defined in [22].

- **a)** Tsukuba dataset.
- **b)** Venus dataset.
- **c)** Teddy dataset.
- **d)** Cones dataset.
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Mean absolute error in depth values (a) and bad-pixel percentage (b) are reported for Teddy and Cones, as the size of the bilateral-filter’s kernel window is changed. Other parameters remain constant: $\lambda_s=15$ and $\lambda_c=1$.

Mean absolute error in depth values (a) and bad-pixel percentage (b) are reported for Teddy and Cones, as the value of bilateral filter’s $\lambda_c$ – color sensitivity parameter in Equation (4-5) – is changed. Kernel window size = 11x11 and $\lambda_s=15$.

Mean absolute error in depth values (a) and bad-pixel percentage (b) are reported for Teddy and Cones, as the value of bilateral filter’s $\lambda_s$ – spatial sensitivity parameter in Equation (4-5) – is changed. Kernel window size = 11x11 and $\lambda_c=1$. 
4.3.2 Laser Scanner Data

4.3.2.1 Setup

To test our algorithm with real sensor data, a 3D swinging laser scanner (manufactured by RoPro Design, using a SICK LMS 291) and a camera (Point Grey Research’s Bumblebee XB3) were utilized to capture a number of indoor and outdoor scenes (see Figure 4-21). Scenes were captured on the campus of the University of British Columbia, and at a mine site. The 3D laser scanner has a scanning angular range of 180° horizontally, 60° vertically, a horizontal step-size of 0.5° and an average vertical step-size of 1.2°. The laser scanner captures 13k points/sec, and the camera provides color images with 800x600 resolution. It is recommended for the passive camera to have an infrared filter to make the laser light invisible. If visible, the active sensor’s light can degrade SDP’s performance by introducing texture edges that do not correlate to actual depth edges. The Bumblebee XB3 camera used in this work was not infrared sensitive.

![Figure 4-21: Laser Scanner and Camera Setup on a Mining Rope Shovel](image)

A mining rope shovel is shown on the left. The sensor suit (a swinging laser scanner and a camera) is mounted underneath the boom, as shown in the center image. The sensor suit can be seen on the right image, which is a zoomed in image of the highlighted box in the center image.

To calibrate the two sensors, an image was constructed using the laser scanner’s reflectivity readings for each depth measurement. The laser reflectivity image along with the camera image were then used in a calibration algorithm similar to [109] (see Appendix B).
At each scene, the laser scanner first captured a full 3D scan of the scene in an approximately one second sweep. This sparse laser depth image is used as the input to the super-resolution algorithm. Since in this experiment the laser scanner requires one second to capture the entire scene, the scenes must be static — no moving objects during the laser sweep. To handle dynamic scenes, faster depth image acquisition is required either by using better laser sensors, or utilizing temporal information (see Section 5.2 for a discussion about dynamic scene capturing).

A second scan of the scene was captured afterward at a slow sweep rate, in order to generate a dense laser depth image of the scene. The dense laser depth image provides laser measurements for more image pixels, and therefore can be used to evaluate the performance of the upsampling result.

To construct a ground-truth image, the dense laser depth image is projected onto the camera plane (see Section 4.2.1). The laser measurements that are deemed unreliable (e.g., the edge measurements) are then removed (see Section 4.2.2), since a ground-truth image needs to be an accurate representation of the scene. On average, ground-truth images that are constructed using dense depth laser images contain more than 5 times the number of laser pixels of a sparse laser depth image. Therefore, the proposed ground-truth images can evaluate the performance of the upsampling algorithm on the additional pixels for which they have laser measurement values.

An upsampled image can thus be evaluated by comparing it against the laser pixels in the ground-truth image. The error in the upsampled image is calculated using the average of the absolute depth difference between the laser pixels in the ground-truth image and their corresponding pixels in the upsampled image. When comparing the sparse laser depth image — before upsampling — against the ground-truth image, a mean error of 3.0cm to 5.0cm is observed, depending on the scene. This is due to the mean systematic error of 5.0cm in the laser scanner used here.

Four of the captured laser scanned scenes are shown in Figure 4-22:
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- **Office** (Figure 4-22.a) is a complex indoor scene with many high frequency details. The maximum range is 10m.

- **Mine** (Figure 4-22.b) is a haul-truck being loaded by a rope-shovel. The bucket can be seen above the truck. The camera image is dark due to sunlight exposure. Figure 4-8.a is the same image, adjusted to appear brighter and clearer. The maximum range of this scene is 40m.

- **Building** (Figure 4-22.c) is for examining the super-resolution performance when dealing with poor camera images. The building structure and the bushes in front of it appear very dark and are hardly distinguishable. The camera image is heavily distorted with sunray artefacts. The maximum range of this scene is 30m.

- **Library** (Figure 4-22.d) is a long-range image of a complex multi-surface building structure with windows and reflective elements. This scene has a depth range of 55m.

For comparison, the MRF and the Yang algorithm have also been implemented. For the MRF and Yang methods, algorithm parameters were configured to obtain the best results in the laser scenes. This required running hundreds of experiments while varying one parameter at a time. No coupling of parameters was immediately observable, and as seen in Figure 4-19 and Figure 4-20, the output was relatively insensitive to parameter variations. Thus, the parameter combination that worked best in this experimentation was selected for each method.

The parameters for the MRF algorithm are set to $c = 0.1538$ and $k = 500$ [31]. Note that the RGB colors range from 0 to 255 and depth measurements are in meters. The parameters for the SDP algorithm and the Yang algorithm in this experiment are set as follows: 15 filtering iterations, 20 depth discretization levels ($Z$), $\lambda_v = 11$, $\lambda_c = 1$, and $\lambda_r = 1$. A filter window size of 7x7 is used for the outdoor scenes and a 13x13 window is used for the indoor scene. The filter sizes were chosen experimentally. Note that the window size and $\lambda_v$ are linearly dependent on the size of the upsampling image, which in this case is 800x600.
Camera images of the four scenes: a) Office: complex indoor scene with a lot of high frequency details. b) Mine: A haul-truck being loaded by a bucket; the truck image is dark due to sun light exposure. c) Building: an extremely dark image heavily distorted with sunray artefacts and saturated by a bright sky. d) Library: a multi-surface building structure; this scene has up to 55m of depth range.
4.3.2.2 Results

Figure 4-23 shows the average error in depth images produced by each algorithm in the scenes shown in Figure 4-22. The reported values are for a 50x upsampling factor: 7,000 laser measurements are turned into an image with more than 350k pixels.

*Improved Accuracy:* As shown, SDP’s performance improves upon both the Yang and MRF method. On average, the mean error obtained by the Yang and MRF methods is reduced by a factor of 1.9 and 2.8 respectively. We should note that both the Yang and MRF methods were tuned to work as well as possible in the given scenes.

The laser scanner’s 5.0cm mean error contributes to the reported upsampling errors. In the above four scenes, on average SDP reports a mean error of 10.7cm. The mean error is lowest in the short-range indoor Office scene (6.0cm) and highest in the Building scene with a highly distorted and dark camera image (18.4cm).

In MRF, information from a laser pixel propagates to its neighbouring pixels by minimizing depth discontinuities (i.e., smoothing the depth image). This process inadvertently smoothens the actual depth edges in the scene. An evidence of this issue can be observed in MRF’s loss of accuracy in high-range images such as the Library scene, as shown in Figure 4-23. The two filtering-based methods (Yang and SDP) perform better in long-range scenes because they apply their smoothing filters to a cost-volume that represents probabilities, rather than applying it to the actual depth image itself.

Overall, we believe SDP presents a practical super-resolution approach for large upsampling factors (e.g., 50x), without a considerable loss of accuracy.
Comparison of mean of absolute errors in depth image results obtained by SDP, Yang, and MRF. The results are for an upsampling factor of 50x: 7,000 laser measurements upsampled to generate an image with 350k pixels. Note that the graph has a logarithmic scale on y-axis.

**Better Edge Definition:** Edge data have been removed from the ground-truth images constructed here because they are unreliable due to calibration inaccuracy (Section 4.3.2.1). Thus, the results shown in Figure 4-23 do not properly evaluate the performance of the algorithms in the difficult regions such as the object contours. It is possible, however, to visually evaluate and compare the algorithms’ results.

As shown in Figure 4-25, the Yang method provides visibly better results than MRF. This can be observed on the contours of objects. However, both methods produce edges that are blurred, and object contours that are uneven. SDP, however, does not create edge-blur and shows contour definitions that are smoother and more realistic.

**Better Handling of Poor Quality Camera Images:** As seen in Figure 4-23, relative to other scenes the upsampling errors of all three algorithms are higher for the Building scene. This is because of the saturation and lack of contrast in the camera image caused by sun exposure. This makes image details such as edge features difficult to distinguish. Considering the poor quality of the input image, the SDP’s error is within a reasonable range to make a practical case for its use in real world outdoor applications.
Minning Scenes: In order to evaluate the accuracy of the 3D images generated at a mine site, five static mining scenes were captured using the laser scanner and the camera mounted on a rope shovel (as discussed in Section 4.3.2.1). The scenes were captured during the shovel’s operation. Figure 4-24 shows the results of all five scenes. Similar to previous results, the SDP algorithm shows considerably better accuracy than the other two methods. The mean error of all algorithms increases, as the average depth of the scene increases from Scene #1 to Scene #5. On average, SDP obtains a mean depth error of 10.5cm for its mine site point-clouds. Note that the mine site images have a range of up to 40m.

![Mining Performance](image)

**Figure 4-24: Mean Error Obtained by SDP, Yang and MRF in Laser Scanned Scenes of a Mine Site**

Comparison of mean errors in depth image results obtained by SDP, Yang, and MRF in the mine site images. The results are for an upsampling factor of 50x: 7,000 laser measurements upsamples to generate an image with 350k pixels.
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d) SDP – Mine:

e) Yang – Mine:

f) MRF – Mine:
Chapter 4: Active and Passive Sensor Fusion Using Bilateral Filtering on Depth Probability

g) SDP – Library:

h) Yang – Library:

i) MRF – Library:
j) SDP – Building:

k) Yang – Building:

l) MRF – Building:

Figure 4-25: Results of the Super-Resolution Algorithms on Laser Scanned Scenes

Depth image results from SDP (top), the Yang method (centre), and MRF (bottom) in the Office scene (a, b, c), Mine scene #2 (d, e, f), the Library scene (g, h, i), and the Building scene (j, k, l). The Yang method shows better edge definition than MRF, and SDP shows better edge definition than the Yang method. This can be observed by sharpness of SDP edges as well as the smoothness of object contours.
4.4 Discussion

4.4.1 Improvement over the Yang Method

The calculation of cost-volume in SDP (Section 4.2.3) differs from the Yang method. As the Yang method iteratively refines its upsampled depth image by filtering its cost-volume, it reconstructs the cost-volume using the latest upsampled depth image at each iteration. Since the latest depth image contains error, this inevitably feeds that error into the system causing loss of accuracy. Meanwhile, SDP incrementally updates its probability volume at every iteration rather than constructing a new one as in the Yang method. In SDP, the depth probability distribution for a given pixel often contains multiple peaks representing more than one hypothesis. These peaks evolve as more iterations are applied and new information is introduced through neighbouring pixels. At the end of the process, the highest peak in the depth probability distribution determines the depth at that pixel. In the Yang method however, multiple hypotheses are not maintained since the cost-volume is reconstructed at every iteration based on information only from the best peak at that particular iteration (see Section 4.1.2). We believe this is a major factor that differentiates the performance of SDP and Yang.

When projected onto the camera image, laser pixels are sparse and unevenly distributed. In the Yang method, constructing a cost-volume requires an upsampled depth image, and thus in order to initialize the algorithm, an interpolation of the low-resolution laser depth image is required to match the size of the high-resolution camera image. Given the uneven distribution of the pixels, the interpolation step is not trivial. The choice of the interpolation algorithm influences the accuracy of the Yang method.

The proposed SDP algorithm, on the other hand, requires no interpolation. It constructs its cost-volume with a sparse laser depth image, and it is not sensitive to the spatial distribution of the sparse pixels. Thus, it is better suited for active depth sensors with low spatial resolution, such as lasers and TOF cameras.
4.4.2 Algorithm Performance in Edge Definition

The ground-truth images created in Section 4.3.2.1 do not evaluate the performance of the upsampling algorithms in defining object edges. That is because laser measurements of edges are unreliable due to calibration errors, and thus they are removed from the ground-truth image.

To evaluate the performance of the upsampling algorithms in edge definition, a visual inspection of the upsampled depth images can be done. In Figure 4-25, it is possible to observe blurring of depth edges in the results of the Yang and MRF methods. Figure 4-26 shows one example of a blurred edge on the Mine image: Notice the bottom half of the right tire of the truck.

![Figure 4-26: An Example of the Edge-Blur in a Depth Image Obtained by the Yang Method](image)

The depth image of the right hand truck-tire obtained by the Yang method. The bottom half of the tire has blurry edges.

To better appreciate the problem with edge blur, Figure 4-27 shows the resulting 3D point-clouds by both SDP and the Yang method. In the result of the Yang method, the blur causes the tire to merge with the ground in one continuous surface. This is not the case for SDP. Blurring edges and thus merging objects have a negative impact on applications that require accurate object segmentation/classification.
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Figure 4-27: Comparison of the Edge Definition in 3D Point-Clouds of the Mine by SDP and Yang

a) The point-cloud of the truck tire, obtained by SDP, is viewed from the right-side of the scene. Note how well the tire is separated from the ground. b) The same angled-view of the point-cloud of the truck tire is shown, this time obtained by the Yang method. Due to the blur in edge definition of its upsampled depth image, the tire and the ground merge in one continuous surface (see the section highlighted by arrows).

The white box seen on the right hand table in the Office image (Figure 4-22.a) can be seen in the point-clouds obtained by the MRF and the SDP methods shown in Figure 4-28. In the MRF result, the box merges with the background wall, and the MRF algorithm fails to separate the two objects. In the SDP result, on the other hand, the objects are separated properly. Thus, the visual inspection of the 3D results suggests that SDP performs better in edge definition.
Figure 4-28: Comparison of the Edge Definition in Point-Clouds of the Office by SDP and MRF

a) The white box on the right hand table, in the Office scene. b) A synthetic geometric model of that segment of the scene is shown; the scene is viewed from an upper-left angle. c) The same angled view of the point-cloud obtained by the MRF algorithm, d) as well as the point-cloud obtained by the SDP algorithm. A separation is expected between the wall in the background, and the foreground objects: the box and the partition panel on the right. The MRF result merges the foreground objects with the wall, while the SDP result offers the expected separation. Please note that the white areas represent regions that are occluded in the laser view, and hence no laser measurements are available.
It must be noted that the ground-truth images in the Middlebury datasets quantitatively evaluate the upsampling performance on both the continuous surfaces as well as the object edges. Therefore, the upsampling results presented in Section 4.3.1 show that SDP is more accurate overall, when edge regions are included as well.

4.4.3 Importance of the Rejection Step

The numerical results in Figure 4-23 mainly evaluate the performance of the upsampling formulation in the propagation step (Section 4.2.3). It does not, however, evaluate the benefits of our rejection step (Section 4.2.2). This is because laser measurements of edge regions were removed from our ground-truth images (see Section 4.3.2.1) using the same edge-detection method proposed in SDP rejection step, since they were found to be unreliable due to calibration errors (Section 4.2.2). On the other hand, the edge regions in the upsampled image contain depth values that are generated by the data propagation step. The rejection step only improves these edge regions, and thus, its benefits are not evaluated using our ground-truth images (that do not contain edge regions). This also means that the numerical results presented in Figure 4-23 do not depend on whether the rejection step is performed.

Figure 4-29 shows the result of the SDP algorithm when the rejection step is not included. A visual comparison with Figure 4-25.d reveals the improvements introduced by the rejection step: in Figure 4-29, the edges are poorly defined and the object contours are not even and realistic. Particularly, observe the right tire, the left edge of the bucket (shown at the top), and the right edge of the canopy.
Figure 4-29: The Result of SDP on the Mine Scene, With and Without the Rejection Step

a) The result of the SDP algorithm without the rejection step. b) The result of the SDP algorithm with the rejection step. The edges on the right tire, the truck box and the bucket are not as well-defined in the top image.

Another way to demonstrate the importance of our rejection algorithm is by including it in another super-resolution method. Figure 4-30 shows the depth image result obtained by the Yang method when the rejection step is introduced. The edge definition improves considerably, compared to the same algorithm without the rejection step (see Figure 4-25.e). For instance, notice the improvement in the contour of the bucket shown at the top. As described above, the numerical results of the Yang method reported in Figure 4-23 would not improve if the rejection step is applied, even though the result is more visually similar to the SDP result in Figure 4-25.d.
4.4.4 Error Distribution

To better evaluate the performance of each super-resolution algorithm discussed in this work, the histograms representing the error distribution for each algorithm are presented for a number of experiments. Figure 4-31 and Figure 4-32 show the histograms for Teddy and Cones images in Middlebury. The histograms plot percentage of depth pixels (y axis) having a given depth error (x axis).
Note that in Middlebury datasets, depth images represent disparity value rather than distance value, with disparity being inversely proportional with distance.

Along with the histograms, gray-scale error images are presented that show the amount of absolute depth error at each pixel. These images help show where the errors occur, spatially. Darker pixels have a higher error value. To make the spatial distribution of the errors in the images visually presentable, color adjustments have been made to each image separately. That means error images that on average contain less error had to be amplified (i.e., all values multiplied by a constant factor) to make the spatial distribution of their depth errors visible. Therefore, the overall intensity in each image is not representative of the overall algorithm performance, and must not be compared against error images from other algorithms. It can be seen from the images that, as expected, depth errors mostly occur near object edges for all algorithms.

Figure 4-33 and Figure 4-34 show histograms and error images for SDP, Yang and MRF in the laser scanned scenes. It can be observed from the histograms that MRF tends to have more pixels with larger depth errors, which is why its mean error presented in Figure 4-17 and Figure 4-24 is higher than Yang. Yang, on the other hand, has a higher frequency of pixels with lower error value, compared to MRF. Finally, SDP’s error distribution shows an overall improvement over both Yang and MRF.
Figure 4-31: Error Images and Histograms in Middlebury’s Teddy Image

a,c,e) Error histograms for MRF, Yang and SDP respectively. The histograms plot percentage of depth pixels (y axis) having a given depth error (x axis).

b,d,f) “Error images” for MRF, Yang and SDP respectively. Error images show the absolute depth error at each pixel – darker pixels have higher errors. Images have been adjusted make the spatial distribution of depth errors better visible in print. Therefore, the images must not be compared with each other for evaluating error performance of the algorithms.
Figure 4-32: Error Images and Histograms in Middlebury’s Cones Image

a,c,e) Error histograms for MRF, Yang and SDP respectively. The histograms plot percentage of depth pixels (y axis) having a given depth error (x axis).

b,d,f) “Error images” for MRF, Yang and SDP respectively. Error images show the absolute depth error at each pixel – darker pixels have higher errors. Images have been adjusted make the spatial distribution of depth errors better visible in print. Therefore, the images must not be compared with each other for evaluating error performance of the algorithms.
Figure 4-33: Error Images and Histograms for the Office Scene

a,c,e) Error histograms for MRF, Yang and SDP respectively. The histograms plot percentage of depth pixels (y axis) having a given depth error (x axis).

b,d,f) “Error images” for MRF, Yang and SDP respectively. Error images show the absolute depth error at each pixel – darker pixels have higher errors. Images have been adjusted make the spatial distribution of depth errors better visible in print. Therefore, the images must not be compared with each other for evaluating error performance of the algorithms.
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Figure 4-34: Error Images and Histograms for the Library Scene

(a,c,e) Error histograms for MRF, Yang and SDP respectively. The histograms plot percentage of depth pixels (y axis) having a given depth error (x axis).

(b,d,f) “Error images” for MRF, Yang and SDP respectively. Error images show the absolute depth error at each pixel – darker pixels have higher errors. Images have been adjusted make the spatial distribution of depth errors better visible in print. Therefore, the images must not be compared with each other for evaluating error performance of the algorithms.
4.4.5 Upscaling Ratio

In Figure 4-17, we showed using the Middlebury datasets how SDP is capable of maintaining its accuracy when the upsampling ratio increases. Figure 4-35 shows the increase in error as the upsampling ratio changes from 5x to 50x. It can be observed once again that the increase in SDP error is small, even though the upsampling ratio increases significantly.

![Figure 4-35: SDP’s Mean Error vs. Upsampling Ratio](image)

The SDP’s upsampling error for five different upsampling ratios varying from 5x and 50x. The increase in error is reasonably small given the increase in upsampling ratio.

4.4.6 Computational Requirement

The number of iterations required for SDP to converge depends on the application at hand. The overall accuracy is obtained in 10 to 15 iterations, while fine-tuning the edge definition in complex scenes may require up to 50. Figure 4-36 shows the error in the Building scene decrease as more iterations are applied. The error does not change significantly after 10 iterations.

Other than the number of iterations, another parameter that affects the computational requirement of SDP is the number of depth discretization levels. Fewer depth discretization levels means fewer filtering operations. It was found through experimentation that 20 levels of discretization are sufficient for obtaining best accuracy (see Figure 4-37).
Figure 4-36: SDP’s Mean Error vs. the Number of Iterations
Decrease in error for the Building scene is shown as more iterations of SDP are performed. After 10 iterations, the change in error is minimal.

Figure 4-37: SDP’s Mean Error vs. Number of Depth Discretization
Mean error vs. the number of depth discretizations levels, for all four scenes. It can be seen that the change in mean error is marginal above 20 discretization levels; so no more than 20 levels is required.

The processing cost of SDP increases linearly with respect to the number of iterations, the number of discretization levels, and the upscaling ratio defined as the number of upsampled image pixels over the number of laser depth pixels. This is because the computational cost for calculating the SDP filter for each pixel stays constant with respect to the mentioned three parameters.

Figure 4-38 shows the average processing time for a MATLAB implementation of SDP along with some C++ (MEX) optimization. The processing times are plotted against the upsampling ratio, to show the
increase in time as the size of the output depth image increases. The processing times along with the size of the upsampled depth image are listed in Table 4-2 for a number of the experiments.

Due to the small size of the input depth image from the laser scanner, the processing cost of the SDP’s rejection step is marginal compared to its propagation step. The computational cost of SDP’s propagation step is similar to the Yang method given the same number of iterations, kernel size, and number of discretization levels in this work. This is because both algorithms run a bilateral filter iteratively, even though each algorithm uses a different set of equations to initialize and update its cost-volume.

A number of super-resolution methods are currently capable of performing in real-time [28], [32], [35], but in terms of accuracy, it is shown in this work that SDP improves upon the current state-of-the-art algorithms. Optimization methods such as parallelization have been suggested to improve efficiency of bilateral filtering [28], [108]. While we believe it is possible to obtain real-time performance for smaller upsample ratios, further work needs to be done to find ways for real-time computation of higher ratio upsampling.

Figure 4-38: Processing Time vs. SDP Upsampling Ratio

The processing time (in seconds) required by a MATLAB implementation of SDP, plotted against the upsampling ratio.
Table 4-2: Average Processing Time of SDP With 10 Iterations and 20 Discretization Levels.

<table>
<thead>
<tr>
<th>Upsampling Ratio</th>
<th>Image Size (pixels)</th>
<th>Time (seconds)</th>
</tr>
</thead>
<tbody>
<tr>
<td>5x</td>
<td>250x188</td>
<td>1.46</td>
</tr>
<tr>
<td>9.8x</td>
<td>350x263</td>
<td>3.74</td>
</tr>
<tr>
<td>19.9x</td>
<td>500x375</td>
<td>8.90</td>
</tr>
<tr>
<td>33.7x</td>
<td>650x488</td>
<td>19.04</td>
</tr>
<tr>
<td>51.1x</td>
<td>800x600</td>
<td>38.38</td>
</tr>
</tbody>
</table>

### 4.5 Conclusions

The probability-distribution-based super-resolution algorithm proposed in this paper (SDP) offers more accurate results compared to previous works: less than $\frac{1}{4}$ of the error obtained by the MRF and Yang methods in the Middlebury datasets (Section 4.3.1), and less than $\frac{1}{2}$ the error obtained by the same methods in the laser-scanned datasets gathered for this thesis and reported in Section 4.3.2. Furthermore, as shown in Figure 4-35, SDP is capable of maintaining its accuracy with larger upsampling ratios. These are achieved by the handling of sensor calibration error using the proposed rejection step (i.e., foreground edge removal and occlusion rejection), and a new formulation of the cost-volume initialization and data propagation.

The proposed SDP algorithm is a practical method for real-world applications of depth imaging since it requires minimal parameter adjustment across varying scenes (i.e., larger filter size needed in indoor environments). Moreover, compared to existing algorithms, it obtained sharper and more realistic edge definitions making it better suited for applications such as object segmentation and classification (as shown in Figure 4-25). It is also visually superior to other methods, which presents an advantage for 3D modelling and visualization applications. Additionally, it is especially suited for fusion of a camera image with an active depth sensor, because it can initialize itself using a sparse and unevenly distributed depth image.
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Using the sensors mounted only at the boom of the shovel and the SDP algorithm, it is possible – although not actually demonstrated in this thesis – to obtain all necessary workspace variables outlined in Appendix A: the shovel’s arm geometry, the location of the truck [112], the location of other obstacles, and the swing angle of the shovel. Moreover, depending on the position of the sensor, other information such as the truck load profile and the dig-surface profile could also be extracted from the high-resolution depth images obtained by the SDP algorithm. With an obtained average depth error of less than 10.5cm in mining scenes, and the x-y spatial resolution of 4.3cm above, the SDP generates depth images that are within required accuracies for each of the workspace parameters (e.g., 30cm for dipper tracking, 25cm for truck localization).

Further work needs to be done to obtain real-time performance for higher upsampling ratios. Moreover, the addition of video information (i.e., temporal dimension) is another way to improve this technology and compensate for the slow laser scan-rate. In this case, older depth image frames can be used in the construction of a new depth image. Thus, the system would not need a time-consuming full 3D laser scan to generate each frame of its upsampling result: it can utilize new partial laser measurements of the scene along with the past laser measurements for the rest of the scene to generate a new upsampled image. For instance, while the laser is busy scanning the truck tires, older depth information of the rest of the truck can be utilized in constructing a new depth image of the scene. Motions in the scene can be monitored using the camera images, and the previously obtained depth information can be updated accordingly to reflect the scene changes. Thus, the addition of temporal information could present a solution for capturing dynamic scenes.
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Conclusions

5.1 Summary of Contributions, and Conclusions

This work was motivated by the need to introduce collision detection to mining operations, in order to improve their safety and efficiency. The needs of this application led to the development of techniques to extract arm geometry variables and enhance 3D imaging for workspace monitoring.

Non-Contact Arm Geometry Extraction

Based on bucket pose measurements using a planar laser scanner and inverse arm kinematics, arm geometry variables were estimated and compared with joint sensor measurements. A preliminary bucket-tracking algorithm was first tested on a hydraulic mini-excavator. The results were further developed and made applicable to an electric rope shovel with a larger workspace area and less distinctive bucket geometry. The results showed that the laser scanner-based method produced worst case errors of 1.4° degrees for joint angle estimations on the excavator and 1.6° on the rope shovel, compared to the Motion Metrics joint angle sensors mounted on the machines. The Motion Metrics joint angle sensors themselves were specified to have a worst-case error of 1.6° degrees.

The developed ICP-Aided BPF algorithm had a mean error of 6.7cm on the rope shovel (i.e., less than 0.3% of the dipper’s effective reach) and a maximum error of 21.5cm. It tracks the excavator end-effector and calculates its arm geometry variables with a low computational cost suitable for real-time performance. The ICP-Aided BPF offers solutions to deal with tracking problems such as occlusion and shape variations.

The three main contributions of the proposed ICP-Aided BPF include:
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- The development of a retrofitable cab-mounted laser-based arm geometry extraction system.
- A novel integration of BPF and ICP algorithms that locates the shovel end-effector within 0.3% of its range. To achieve this, the proposed ICP-Aided BPF algorithm utilizes three sources of information: temporal data, the dipper’s kinematic constraints, as well as the dipper’s geometrical model.
- Achieving real-time performance – processing 19.5 scans per second – by utilizing Distance Transformation in the BPF algorithm.

3D Workspace Monitoring

A 2D laser scanner proved suitable for arm geometry extraction, but it is unable to provide full 3D images of the scene which is needed for workspace monitoring applications such as truck pose estimation and dig surface profiling. An accurate, slow and sparse laser scanner can be complemented by a fast high-resolution camera to create images suitable for dynamic scene monitoring in outdoor environments. This motivated the development of a 3D imaging technology that utilizes a swinging laser scanner and a camera. The objective of the proposed sensor fusion approach is to obtain 3D images with accuracy similar to the laser scanner and spatial-resolution similar to the camera.

The proposed probability distribution-based super-resolution algorithm (SDP) achieves accurate results and improves upon previous super-resolution algorithms in the literature [30], [31], producing less than ¼ of the error obtained by the MRF and Yang methods in the Middlebury benchmark datasets (Section 4.3.1), and less than ½ the error obtained by the same methods in the laser-scanned datasets collected in field tests for this thesis (reported in Section 4.3.2). Moreover, the SDP method is shown to be capable of maintaining its depth accuracy with larger upsampling ratios (e.g., up to 50x ratio as shown in Figure 4-35) while increasing the spatial x-y resolution of the laser scanner from 26.2 cm to 4.3 cm (as shown in Section 4.5). Compared to the literature, SDP’s improvement in edge definition makes it visually superior and better suited for applications such as object segmentation and classification.
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The three major contributions of the proposed SDP algorithm are:

- Introduction of a foreground edge removal method.
- Proposing the rejection step to deal with sensor calibration error, which was shown to improve the quality of the resulting depth image (see Figure 4-29 and Figure 4-30).
- Improved formulation of cost-volume calculation and iterative bilateral filtering, which on average produced depth images that were 4.0 times more accurate than Yang’s alternative formulation when tested using the Middlebury benchmark.

Other Sensors for SDP

While a 3D laser scanner was used in the fusion approach in this work for capturing 3D depth images, any active sensing technology that produces depth imagery can be utilized instead. The choice of the depth sensor depends on the application in hand. For instance, indoor applications could utilize a TOF camera instead. Structured lighting could also be utilized for faster depth image acquisition. Independent of the choice of the depth sensor, integration with a camera is a valuable technique for obtaining high resolution 3D images, given that passive cameras produce higher resolution images than active depth sensors such as laser scanners, TOF cameras and structure lighting.

Promise of SDP for Future Mining Applications

The proposed super-resolution algorithm has been tested on images obtained on a rope shovel. The algorithm constructs high-resolution 3D images of the scene with an average depth error of less than 10.5cm. The high-resolution 3D images produced by SDP can potentially be used to extract all necessary workspace variables for a rope shovel collision avoidance system (see Appendix A):

- The shovel’s arm geometry can be extracted by tracking the dipper (see Chapter 3).
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- The truck can be located using the algorithm in [112]. Point-clouds from a stereo-camera are used in [112] to locate the truck. It is reasonable to assume that replacing the stereo-camera with a considerably more accurate laser-based system could improve the accuracy of the algorithm.

- The rope shovel swing angle could be measured using a point-cloud matching algorithm to track the sensor motion by registering consecutive point-clouds of scene. Scan-matching is an algorithm used for this purpose in [16], [113].

Furthermore, other workspace information such as obstacle locations, load profile and dig-surface profile could also be extracted from the high-resolution 3D images produced by the SDP algorithm. Using a single cab-mounted sensor package to extract all necessary workspace variables can be very beneficial to mining operations. It makes the system easily retrofittable with minimal down-time required for installation and maintenance. The proposed SDP algorithm demonstrates potential for this purpose.

5.2 Limitations and Future Work

More field experiments are required to evaluate the durability of the proposed systems on a rope shovel, and the effects of environmental factors such as fog and dust on the algorithm performance. It should be noted that currently the rope shovels are not operated when the operator has limited visibility (e.g., severe weather conditions), and therefore the proposed system is not required to operate in the most severe conditions. Moreover, this work was applied to two machines – a hydraulic mini-excavator, and a rope shovel; further work would be required to evaluate the algorithm on other excavators such as a hydraulic excavator or a dragline.

The work presented in this thesis shows promising results for proximal workspace monitoring of mining machines. However, additional work is required before the proposed systems can be utilized on a mine site. In addition to the need for reliable extrinsic sensor calibration procedures discussed in Section 3.7, periodic calibration procedures are also needed to adjust for gradual changes in sensor position and orientation caused by machine vibrations. One way to address this issue is to record and observe sensor
images over time, in order to monitor for such changes by identifying reliable and constant features on the machine. Furthermore, risk mitigation techniques need to be investigated, including the use of two or more laser sensors at different locations on the machine to address potential problems caused by direct sun exposure or occlusion. The dipper tracking uncertainty estimation methods discussed in Section 3.6.3 can be used to evaluate risk and inform the operator when the dipper tracking confidence is low. These methods include the use of particle distribution as well as the ICP registration error to estimate dipper tracking uncertainty.

The SDP algorithm was shown to improve upon edge definition compared to other works in the literature, though some artefacts are still visible in object outlines (see Figure 4-25). Further investigation is required to identify the cause and find ways to remove these artefacts. In addition, one drawback of the proposed approach is that laser measurements of edge regions are eliminated during the rejection step, while such laser measurements can present valuable high-frequency details of the scene. Thus, removing them can cause loss of important details in the scene. It has been shown that the removal of edge laser measurements has improved the quality of the SDP depth images compared to the other works in the literature. However, in the future, alternative methods can be sought to replace the current rejection step, so that information from edge laser measurements can be made useful and incorporated into the resulting depth image.

Another limitation of the SDP algorithm is that it is not performing in real-time (1.5 – 40 sec, depending on upsampling ratio, as seen in Table 4-2). Many applications of depth-imaging require real-time performance (e.g., obstacle avoidance). Using parallelization to achieve real-time SDP performance is an appropriate step to follow this work. Parallelization has been shown to significantly improve the time efficiency of bilateral filtering [28], [108]. Beyond parallelization, other optimizations can also be investigated for reducing the computational complexity of the algorithm and obtaining real-time performance for large upscaling ratios.
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The slow scan-rate of the laser sensor used in this work means that a 3D laser point-cloud of the scene cannot be acquired in a real-time frame rate. In this work, each 3D laser point-cloud was obtained in approximately one second. Thus, with this particular configuration, dynamic scenes that contain fast moving objects cannot be captured accurately. One way to address the slow laser scan-rate is to use faster (and more expensive) 3D laser scanners, such as a 3D Flash LIDAR, that obtain up to 500,000 measurements/sec compared to the 13,000 measurements/sec obtained by the laser sensor in this work. A high performance 3D Flash LIDAR generates 128x128 images at 30Hz, thus using a one megapixel camera image, SDP can upsample the Flash LIDAR images by a factor of 60x. Alternatively, the addition of video information (i.e., temporal dimension) could be used to compensate for the slow laser scan-rate and broaden the range of potential applications for this technique.

Finally, while this work discussed the potential applications for the SDP algorithm in rope shovel collision avoidance, the implementation of the proposed applications is yet to be done. Algorithms have been proposed that can be used for dipper tracking and arm geometry extraction (Chapter 3), load profiling and truck localization [112], as well as swing angle measurement [16], [113]. Further work is required to implement and evaluate the above methods. The workspace monitoring instrumentation described in Appendix A can be used to provide ground-truth data for validation and performance evaluation of the resulting technology.
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Appendices

Appendix A: Rope Shovel Collision Avoidance System\textsuperscript{7,8}

Introduction

Rope shovels are used extensively in open pit mining to extract material from the earth and load it into haul trucks. The rate at which they are able to extract and load the material is often the limiting factor in a mine’s output, and as such, the shovels need to be run continuously in order to meet production targets. Unfortunately, the truck loading process is not without risk, as the dipper can collide with the haul truck during loading and self-collisions are possible between the dipper and its caterpillar tracks. Although collisions do not typically occur on a daily or even weekly basis, when they do occur they can result in serious injury to the truck driver and expensive downtime and machine repairs for the mine. A system that is capable of warning the shovel operator when the dipper is on a collision course with a haul truck or with the shovel tracks could significantly reduce the likelihood of collisions, and therefore be of significant value to a mine.

System Overview

During the loading process, we assume that the truck is parked beside the shovel and that the shovel’s tracks are stationary. In order to avoid collisions during loading, we must determine the exact state of the shovel and the exact pose of the truck. The task of determining the configuration of the shovel and the truck has been divided into three subsystems: shovel arm geometry, shovel swing angle, and truck location. Figure 5-1 illustrates the shovel components such as the boom and the dipper handle, the swing

\textsuperscript{7} A version of this section has been published in [1].
\textsuperscript{8} This appendix presents an overview of the project that motivated this thesis. The shovel collision avoidance system discussed here consists of a number of other components that are not in the scope of this thesis.
angle ($\theta_1$), and the arm geometry variables consisting of the dipper handle angle ($\theta_2$), and the dipper handle extension ($d$).

![Diagram of rope shovel geometry variables]

**Figure 5-1: Rope Shovel Geometry Variables**

The electric rope shovel's swing angle ($\theta_1$), dipper handle angle ($\theta_2$), and dipper handle extension ($d$) are outlined. Variables $\theta_2$ and $d$ are referred to in this work as the *arm geometry variables*.

This is not the first attempt to instrument an excavator or mining shovel [5], [7], [114] or to locate a haul truck [5], [115], [116]. It is, however, to the best of our knowledge, the first published work describing a sensing system for a real-time collision avoidance system for a full-scale electric rope shovel.

In order to reduce the costs associated with installation and maintenance, the collision avoidance system is designed such that all the subsystems are installed on a shovel. This allows the data collected by each subsystem to be easily gathered by a central computer where collisions will be predicted. The information collected could be used to warn the operator of an impending collision, and if no corrective action is taken, briefly override the operator's controls to prevent a collision. The following sections describe the
hardware components and the data collected by each of the three subsystems. An overview of the hardware layout comprising all subsystems is shown in Figure 5-2.

**Arm Geometry**

Obtaining arm geometry variables is an important step towards building the collision avoidance system. The arm geometry of the shovel is determined by the angle of the boom, the extension of the dipper handle, and the angle of the dipper handle. The boom angle is set by adjusting the length of the boom suspension ropes whose length is kept constant during operation but can change slightly when the boom is lowered for maintenance and raised (joint $B$ in Figure 5-1). The angle at which the dipper is attached to its handle is also adjustable, but stays constant during operation (joint $T$ in Figure 5-1).

During typical operation the arm geometry is controlled by the crowd and hoist functions. The arm geometry can be directly measured in two ways. The hoist rope length and the dipper handle extension can be used to determine the location of the dipper. One difficulty that arises when measuring the hoist rope length is estimating the stretch in the hoist rope as it depends on the load and arm geometry. Alternatively, the angle of the dipper handle with respect to the boom can be used with the dipper handle extension to locate the dipper ($\theta_2$ in Figure 5-1). By measuring the angle of the dipper handle with respect to the boom the uncertainty associated with stretch in the hoist rope can be avoided.

The angle of the dipper handle with respect to the boom can be measured between the saddle block and the boom. The saddle block ($S$ in Figure 5-1) encapsulates the rack and pinion drive that connects the dipper handle to the boom, and keeps the dipper handle on the shipper shaft. As the dipper is moved, the saddle block pivots with the dipper handle, making it ideal for measuring the angle of the dipper. One problem related to measuring the dipper handle angle on the saddle block is that the saddle block can twist back and forth on the dipper handle as the hoisting direction changes or as the direction of the torque
applied to the shipper shaft changes. The way the saddle block moves on the dipper handle is shown in Figure 5-3.

Figure 5-3: The Saddle Block

The saddle blocks are not rigidly connected to the dipper handle and can rotate back and forth depending on how much space is left between the dipper handle and the saddle block slide bars.

Figure 5-2: Shovel Movements and Hardware Locations

A1) accelerometers placed on the rotary joints, A2) rangefinder placed on the saddle block prismatic joint, C) central computing system located in house underneath operator cab, L) laser scanners placed below boom foot; one planar laser scanner for arm geometry extraction, and one 3D laser scanner along with camera for workspace monitoring, S) stereo camera placed underneath house looking inwards, and T) truck localization stereo camera mounted on boom.
We estimate that to prevent a bucket from hitting the truck, a bucket-positioning safety zone of 30cm would be required (see Section 3.2.1). This is consistent with Brooker et al. [14] who used 1% of the maximum range as the required accuracy.

Traditionally in mining machines, joint angle or extension sensors are used to measure joint variables, which in turn are used for forward kinematics to determine the workspace location of an end-effector [20]. In this work, the arm geometry was measured both directly and indirectly: Directly by placing joint angle and extension sensors at each joint, and indirectly by tracking the position of the dipper with a depth imaging sensor (e.g. a laser scanner) and using inverse kinematics to determine the dipper handle angle, dipper handle extension, and hoist rope length. Advantages of using joint sensors are:

- Complex algorithms are not required for obtaining the arm geometry.
- The processing simplicity makes the required computing power minimal.
- Visibility of the dipper is not required as it is with an imaging sensor where occlusion can degrade the arm geometry measurements. Occlusion can occur, for instance, when the dipper is lowered into the truck canopy during dumping.
- Joint sensors may be less sensitive to environmental factors such as dust and lighting, compared to non-contact imaging sensors that often require clear line of sight.

Advantages of using a cab-mounted non-contact imaging sensor are:

- Cab-mounted non-contact sensors are less vulnerable to mechanical damage [6].
- Linkage singularities cannot cause numerical instabilities in forward kinematics calculations when using a laser scanner, as they can for joint sensors [20].
- In some excavators, the dipper is not rigidly connected to the body, making forward kinematics impossible [21].
### Joint Sensor-Based

The first method for measuring the arm geometry used sensors placed at each of the joints. Pairs of biaxial accelerometers were used to measure the angles of the rotary joints (boom and dipper handle angles) and a laser rangefinder was used to measure the extension of the prismatic joint. The accelerometer-based angle measurement system used is part of a payload measurement system for hydraulic shovels called LoadMetrics, designed and manufactured by Motion Metrics International [117]. To measure the joint angle one biaxial accelerometer is placed on the proximal link of the joint and the other is placed on the distal link of the joint. Figure 5-4 shows the accelerometers installed on the boom joint. A second pair of accelerometers was installed on the saddle block joint to measure the dipper handle angle. The accelerometers are connected to a Motion Metrics International LoadMetrics computer that runs an algorithm which determines the difference in angle between the two sensors with a worst case error of 1.6°. An offset is used to adjust the measurement according to the placement of the sensors.

The laser rangefinder used to measure the extension of the dipper handle was a SICK DT 500. It has a worst case error of 3mm between 0.2m and 18m on a surface with 6% reflectivity (black). The rangefinder was mounted on the saddle block aiming along the dipper handle, away from the dipper. A target was mounted on the end of the dipper handle opposite the dipper. The rangefinder was connected to the same computer used for the angle sensors via an RS422 serial connection. An offset was used to adjust the distance measured by the rangefinder to make it correspond to the dipper handle extension. Figure 5-5 shows the installation of the rangefinder and target on a shovel.

Even though the measurement error in the joint sensors as well as the twisting issue in the saddle block degrade the quality of the joint measurements, the results can still be used effectively to verify and evaluate the novel non-contact arm geometry extraction system proposed in the next subsection.
Non-Contact Laser Scanner-Based

Rather than using joint sensors, a cab-mounted imaging sensor can be used to track the dipper. Laser scanner-based arm geometry extraction is not affected by problems such as the stretch in the hoist rope or the twist in the saddle block. This subsystem focuses on the development and implementation of a method for estimating the dipper location using a planar laser scanner. To be operational on a mining shovel and be applicable to the problem at hand, the sensor must be: reliable with a Mean Time Between Failures (MTBF) of greater than 1 year [14], accurate within 1% of the measurement range [14], and capable of range measurements up to 50m [3].

Computer vision, radar, and laser scanning have all been used for object tracking as well as dipper localization. While radars can provide the reliability and range, they are often slower (i.e., capture fewer measurements per second) or more expensive than laser scanners [14], [15]. Winstanley et al. [6] successfully utilized a laser scanner for their research after finding cameras to be less reliable than laser scanners when faced with environmental factors such as rain, dust, and shadows.
The laser scanner was mounted vertically underneath the boom facing forward (i.e. towards the dipper). In this position, the laser scanner maintained a consistent view of the dipper and occlusions were minimal. A typical scan plane of the laser scanner at the given position is provided in Figure 5-6.b) where the shovel boom, dipper, ground, and truck are evident in the point-cloud. The laser scanner provides 40 readings per second via an RS422 serial connection with a maximum viewing range of 80m, resolution of 1cm, and a mean (µ) accuracy of 5.0cm with a standard deviation (σ) of 1.0cm.

Figure 5-6: P&H Electric Rope Shovel
a) A P&H 2800 Electric Rope Shovel. b) A sample laser point-cloud superimposed on equipment diagrams. The laser scanner is mounted vertically underneath the shovel boom. The laser scanner’s point-cloud, shown by a series of dots, represents a contour of the environment. Note that the above point-cloud is not taken during a normal digging cycle. Here, the laser sees the back of the truck, whereas during a normal loading sequence, the truck is located sideways and the laser only sees its side.

Swing Measurement

Swing angle, the angle between the house and the lower carbody (shown in Figure 5-2), is one of the measurements required for the computation of the dipper’s 3D position in the workspace. Without swing angle, the collision avoidance system cannot determine the dipper’s position and cannot predict common collisions such as the collision of the dipper with the excavator tracks or external objects such as a truck. Unfortunately, many shovels do not have a swing angle measurement system in place and one must be
designed and retrofitted for this project. The desired swing angle accuracy of the system is 0.25 degrees (worst-case) which corresponds to approximately 10cm horizontal error in dipper localization [118].

**Encoder-Based Swing Measurement**

One method for obtaining the swing angle is to use an encoder to measure the change in rotation angle that the swing motor shaft makes. For this purpose, a 100 line BEI HS35F encoder was attached to the shaft of one of the swing motors. In this configuration each quadrature increment on the encoder corresponds to a house rotation of 0.002°. The encoder was mounted to a stub shaft which was attached to the motor shaft, rising through the brake assembly. The brake assembly was removed to allow the stub shaft to be mounted to the motor shaft. The stub shaft had to be trued to the motor shaft to minimize wobble when the motor was spinning to prevent damage to the encoder. This laborious process would have to be repeated any time motor maintenance was required. A flexible coupling could be used to connect the encoder to the motor shaft but this would require a more complex mounting assembly which would in itself impede maintenance.

**Camera-Based Swing Measurement**

Given the drawbacks of using an encoder, a novel camera-based swing angle sensor which can be easily retrofitted and does not get in the way of regular maintenance was investigated. The proposed swing angle sensor consists of a Point Grey Bumblebee 2 stereo camera mounted on the bottom skirt of the excavator housing, looking down, toward the center of the carbody (Figure 5-7). As the house rotates, the camera will rotate with the house and revolve around the stationary carbody, seeing differing views of the carbody (Figure 5-8). An Ethernet cable carries digital video images from the camera to a computer in the house. The computer analyzes the images in real-time and determines the angle from which the camera is viewing the carbody.
Figure 5-7: Swing Camera Installation
The left image shows the camera attached to bottom skirt of the house, its position indicated by white bounding box. The middle image shows how the camera is aimed downwards, toward the carbody centre. The right image shows a closeup of the camera.

Figure 5-8: Sample Images Taken by the Camera as the House Rotates Clockwise

For easy retrofitting, we are designing a system such that the camera need not be exactly positioned or angled when mounted to the excavator. As long as the lower carbody covers most of the view of the camera, the system will function properly. Further, the swing sensor should not need a prior model of the excavator as there are many variations of shovels. Thus the swing angle sensor automatically learns the 3D features on the carbody and calibrates the camera position and orientation with respect to the swing rotation axis.
**Truck Localization**

Once the shovel is fully instrumented, the task still remains of precisely locating the haul truck to avoid contact. Like the system developed by Stentz et al. [5], we wish to determine the truck’s exact position and orientation (i.e., pose), which can be fully described by six variables – three for translation and three for rotation. However unlike [5], we require the system to work in real-time without imposing new requirements or restrictions on how the shovel operator digs or loads a truck. The system must work in the background to quickly and accurately determine the six pose variables. The truck pose estimation must be accurate to within 25cm in worst case [112].

As stated previously, a goal was to place all equipment for the collision avoidance system on the shovel. This requirement restricts us from installing beacons or specialized GPS equipment on the trucks. As such, the use of a shovel-mounted 3D imaging sensor was seen as the best solution. Several 3D imaging sensors, namely stereo cameras, laser scanners and millimeter-wave radar units, were considered. Laser scanners and radar units were attractive because they deliver highly accurate 3D measurements, but unfortunately, also have slow image acquisition rates and low resolution images [3], [5]. Stereo cameras, meanwhile, deliver high-resolution 3D images with a high acquisition speed. However, stereo cameras suffer from the fact that their depth accuracy falls off exponentially with the distance between the camera and the measured object. This stems from the fact that stereo cameras work using triangulation.

This subsystem was developed using point-clouds obtained from a stereo-camera sensor, but the proposed algorithm can be applied to other depth-sensing technologies as well. Once more accurate depth sensors are available that acquire full 3D images in real-time, the stereo-camera system can be replaced to obtain more accurate truck localization results.

We chose to mount the camera high on the side of the shovel boom, far from potential sources of dust and damage. As the camera is not intended for use in outdoor or rough environments, we constructed a
waterproof, heated camera enclosure and secured the camera on shock mounts. Figure 5-9 shows the camera’s location on the boom, its enclosure, and its view of a haul truck.

Figure 5-9: The Truck Localization Stereo-Camera Installation
The left image shows a white arrow pointing at the location on the boom where the stereo camera is mounted. The middle image shows the stereo camera, mounted on the boom, in its protective enclosure. The right image shows the view of a haul truck delivered by the stereo camera.

The data produced by a stereo-camera is called a “point-cloud”, which is the same as a regular image except that for each pixel the precise (x; y; z) location relative to the camera (and hence the shovel) is known. For the system to function, it must know which areas of the cloud represent the truck, as they must be avoided, and which represent the payload of the truck, as they may be gently brushed against by the dipper. Additionally, the (x; y; z) measurements of the point-cloud will contain errors which must not confuse or overwhelm the system.

What we wish to achieve is to be able to use this data to locate the truck from distances on the order of fifteen meters with a worst-case accuracy of 25cm. Furthermore, this must be accomplished quickly enough to operate within the real-time time constraints of a collision avoidance system. We believe that the described hardware platform and resultant data will provide the basis for such a system.
**3D Workspace Monitoring**

3D imaging of the machine workspace can provide valuable information such as obstacle positioning, and dig surface profiling. A depth-measurement sensor is required that can provide accurate 3D images of the entire scene in real-time. A 3D laser scanner can provide accurate information, but it is slow in capturing the entire 3D scene and it creates very sparse point-clouds. A fusion of a laser scanner and a camera, however, has the potential for creating an accurate system that provides spatially dense results in real-time [31].

A laser scanner and a camera were mounted under the shovel boom. The objective of this subsystem is to fuse the two sensors in real-time to create 3D images that can be used for obstacle positioning and dig surface profiling.

**Discussion and Conclusions**

Four measurement subsystems have been described for a system to prevent collisions between the shovel’s dipper and a haul truck, or between the shovel’s dipper and its own tracks. Together, the four subsystems can provide to a collision avoidance system the position of the dipper, the position of the haul truck with respect to the shovel’s carbody, and the position of other obstacles. The sensing subsystems are for:

- **Arm Geometry**, which measures the dipper pose relative to the revolving frame. Two different approaches to obtain this information have been developed: a joint sensor based method which can be compared to the results from a laser scanner based method.
- **Swing Angle**, which measures the angle between the revolving frame and the fixed frame. This system relates the dipper pose as found from the Arm Geometry subsystem, to the track body frame. We have also developed two approaches here: an encoder-based angle measurement subsystem which can be compared to the camera-based swing angle measurement subsystem.
- **Haul Truck Localization**, which measures the pose of a haul truck with respect to the revolving frame. A point-cloud-based approach to localize the truck has been developed.

- **Workspace Monitoring**, which uses real-time 3D imaging of the workspace to locate obstacles and monitor changes in the digging surface. The sensors used for this subsystem include a swinging laser scanner and a camera.

All the sensors have been developed so that they could be easily retrofitted. They are all attached externally to the shovel without requiring the shovel to be disassembled or extensively modified. A practised team could install all the hardware components in one 12 hour shift.

These sensors have been installed and tested on a shovel at the Highland Valley Copper mine. The current installation described here forms the test bed for determining the most appropriate set of sensors, and for the development of the collision avoidance system itself.
Appendix B: Laser Scanner and Camera Calibration

The MATLAB Calibration Toolbox [109] was used in this work to obtain the alignment parameters between the laser scanner and the camera. The steps of the algorithm are as follows:

1. A checkerboard is presented at different locations and orientations in the scene, and images from the camera and the laser scanner are recorded.

   The 3D laser scanner is configured to scan the scene at small angular increments of 0.1°. Along with its depth image, the laser scanner generates a grayscale reflectivity image which is used in this work for the calibration algorithm.

2. For all images, the outer corners of the checkerboard are manually selected. This guides the calibration algorithm in identifying the corresponding feature-points between the two sensor images.

3. Once the corresponding feature-points are detected, the extrinsic calibration parameters can be estimated using [119].

The above calibration method has been used by others in the literature to register laser scanners and cameras [77], [97], [103]. The variance in the results from each image set shows that the method is not very accurate [97]; the low spatial resolution of the laser scanner, and its unreliability in measuring depth edge (i.e., the beam-splitting effect on edges causing depth averaging), contribute to the lack of accuracy. Thus, in this work, 30 different image sets were captured with the checkerboard at varying positions and orientations, in order to improve the resulting calibration accuracy.

As shown in Chapter 4, without a highly accurate calibration it is still possible to integrate the camera and laser data and obtain accurate high-resolution 3D images [97]. The SDP’s rejection step proposed in Section 4.2.2 addresses the calibration error problem to minimize its impact on the resulting high-resolution 3D images.