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Abstract

There is growing evidence that disruptive selection generated by intraspecific
resource competition may be a common mechanism for generating biological
diversity. Adaptive dynamics models provide a framework describing how
frequency dependent selection drives such diversification, but these models
don’t consider the complexities that arise as a result of gene interactions.
Here, we explore the relative effects of ecological and genetic constraints on
diversification using an experimental system of Escherichia coli in which
diversification is driven by frequency dependence based on resource use.
Diversified populations consist of ecotypes that consume glucose and ac-
etate at different rates, and a mutation in the arcA gene has been identified
that has a large effect on this phenotype. By isolating clones of each eco-
type from a previously diversified population, we find that the effect of the
arcA mutation on rediversification depends on both the ecotype and the
genetic background. While some of these observations are consistent with
predictions made by adaptive dynamics models, others cannot be explained
without also accounting for epistasis and genetic constraints, highlighting
the importance of considering both ecological and genetic factors when pre-
dicting diversification. Adaptation in this system also provides an example
of an interaction between ecological and evolutionary processes, adding to a
growing number of studies that exhibit a clear feedback between these two
processes.
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Chapter 1

General Introduction

“Nothing in evolution or ecology makes sense except in the light of the other.”
[40]

As evolutionary biologists, our attempts to understand adaptive evolu-
tion are driven largely by the desire for foresight; to accurately predict the
future of populations. For a single population in an isolated and controlled
environment (like an evolutionary vacuum), this might be possible. In na-
ture, however, there is no such thing. We are limited by complexity due to
an essentially unlimited number of interdependent variables. For this rea-
son, the frontier of evolutionary biology is fundamentally different than the
frontier of other sciences. There are some evolutionary biologists who claim
that all the interesting questions in evolution have been answered. In some
ways, they have. Certainly many (if not most) of the mechanisms that drive
evolution are well understood. The limitation of biology, however, is not a
limitation in kind (like in many other sciences), but a limitation in scale.
In other words, we may know what the mechanisms are, but our abilities
to make predictions are still weak due to the infinite interactions between
things. These limitations are being broken through. Data is pouring in at a
rate faster than ever, especially at the molecular level, making this a most
exciting time to be a biologist. In my opinion, the discoveries that advance
evolutionary biology in the next hundred years will not be discoveries of un-
known processes or mechanisms, but the prevalence and relative importance
of specific mechanisms.

For a long time, evolutionary biologists have made their lives simpler
by assuming that ecological and evolutionary processes occur on different
time scales and can therefore be treated independently. This has led to a di-
chotomy in researchers of ecologists and evolutionary biologists. It is becom-
ing increasingly clear, however, that these processes do occur on the same
time scale and that one cannot be fully understood without the other. In a
recent and frequently cited review of eco-evolutionary dynamics, Schoener
(2011) states that evidence for ecological change affecting evolution is abun-
dant, but evidence of the reverse is sparse. I suspect that this is due in
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Chapter 1. General Introduction

large part to the complexity and difficulty of mechanistically linking evo-
lutionary and ecological dynamics. For example, it may be easier to see
how species interactions drive changes in allele frequencies, but harder to
see how changes in allele frequencies drive species interactions. In bacterial
populations, however, ecology is much more simple, making it possible to
link these processes mechanistically. The work presented in this thesis adds
to a growing number of studies that show the feedback between ecological
and evolutionary processes on the same time scale.

Though advances in genome sequencing technologies are drastically in-
creasing the information known about the mutations involved in adaptation,
this information is meaningless without ecological context. In other words,
the effect of a given mutation depends on the genetic background in which
it arises, but it also depends on the genetic makeup of the population in
which it arises like the frequencies of alleles involved in resource consump-
tion, for example. Many studies have looked at the effects of mutations on
phenotype and fitness, sometimes including how this effect depends on envi-
ronment and genetic background, but few studies have investigated the effect
of an adaptive mutation on subsequent adaptation or diversification. Here,
I investigate the role of a single mutation affecting resource consumption
on subsequent diversification. Since this mutation alters the rate at which
resources are consumed in an environment in which individuals compete
for resources, there is a direct link between the frequency of this allele and
the selective environment. In other words, the resources available dictate
the selective pressure on the types present, and in turn, the types present
determine which resources are available.

Diversification in resource exploitation is common in microbes. In this
work, Escherichia coli adapts to a two-resource environment by diversify-
ing in metabolic strategy. Interestingly, diversification is also observed in
environments supplemented with only one resource ([46]), often due to cross-
feeding mechanisms. In these cases, at least one of the other types evolves
to consume a metabolic byproduct of the other type. In this situation, it
is easy to see that these types would be maintained by negative frequency-
dependent selection. Because of how common this type of selection seems
to be, insights from the experiment presented here could be applied to a
variety of other organisms.

This thesis contains two core chapters. The next chapter provides the
background for the main body of the thesis. This part begins with a sum-
mary of the contributions of microbial evolution experiments to understand-
ing adaptation, followed by a brief description of the experiments that pre-
ceded the current experiment, which is described in the last chapter. One

2



Chapter 1. General Introduction

main finding of this work is that a mutation with no effect on phenotype
has a profound effect on subsequent adaptation, which has important con-
sequences for predicting evolutionary trajectories.
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Chapter 2

Background

2.1 Generalizations from evolution experiments

Since there already exist many detailed reviews of the merits and limita-
tions of laboratory experimental evolution (including [15], [19], and [27] for
example), I’m not going to provide another one here. Instead, I will briefly
summarize the light that these experiments have shed on our general un-
derstanding and predicting of adaptation. Though evolution experiments
have informed a wide array of topics, many key results fall into three very
broad categories: repeatability, epistasis, and the rate of adaptation. In
short, we have learned that adaptation is somewhat repeatable, epistasis is
rampant, and it seems like the rate of adaptation decreases over time after
introduction to a new environment, but perhaps not.

2.1.1 Repeatability

One question that evolutionary biologists often hear is ‘how repeatable is
adaptation?’ Any understanding of this question informs the ultimate ques-
tion in evolutionary biology: can we predict evolutionary change? In other
words, how much of the adaptation we observe is constrained to follow a cer-
tain path and how much is due to stochasticity? This question can be (and
has been) informed by studies of the parallelism of adaptation, in which
multiple populations are allowed to evolve and adapt to a given environ-
ment or a set of environments and the outcomes are compared. Due to the
ease of growing microbial populations in a controlled laboratory environ-
ment, many of the studies that address this question have been conducted
with microbes (including [32], [51], [47], and [39]). When adaptation is
compared across populations, this question of parallelism can be applied
to either genotypes or phenotypes, as well as the mapping between them.
Decades of observations of natural populations have demonstrated that par-
allel phenotypic evolution is common (including well known examples such
as anolis lizard ecomorhps ([33]) and threespine stickleback traits ([48]), but
it is only recently that evolutionary biologists have been able to address
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2.1. Generalizations from evolution experiments

whether the genetic changes underlying that phenotypic parallelism is also
parallel. Microbial evolution experiments are especially well suited to an-
swer this question because the ‘history of evolution’ can be controlled by
initializing populations that are identical genetically, removing any contin-
gency that adaptation might have on previous adaptation. So far, microbial
studies that compare the mutations that arise during adaptation between
replicate populations (i.e. a measure of genetic parallelism) have revealed
that there is a mix of shared and unique mutations. This includes studies of
adaptation to novel nutrient environments ([25], [37], and reviewed in more
detail in [11]), antibiotics ([17]), and even mutations underlying cancer pro-
gression ([23]). In many of these studies, it is unclear which of the mutations
are adaptive and which are neutral due to the arduous task of investigating
the effects of single mutations on phenotypes. Given what we know about
mapping genotypes to phenotypes (in particular that many genotypes re-
sult in the same phenotype), these results should not be surprising. What
remains to be seen is what factors determine how parallel the mutations
underlying adaptation are, and with the ever-increasing ease of acquiring
sequence data, these factors will begin to be understood.

2.1.2 Epistasis

The second major obstacle in predicting adaptation is the prevalence of
epistasis. Because of epistasis, evolutionary biologists can not simply use
a distribution of fitness effects of specific mutations to predict which ones
will increase in frequency over the course of adaptation. An interaction be-
tween gene products means that many of the predicted fitness effects only
apply to a single mutational step. There exists much empirical evidence
showing that the fitness effect of a mutation (during adaptation) is strongly
dependent on the genetic background in which is arises (such as [45], [9],
[31], [35], and [41], for example). Due to complex interactions between gene
products, predicting the effects of any mutation on phenotype becomes next
to impossible. Microbial evolution experiments have begun to investigate
how different combinations of adaptive mutations affect fitness (including
[7], [28], and [61]), showing that understanding epistasis is a crucial compo-
nent predicting evolutionary trajectories. Since many of these studies have
investigated the interactions between mutations that rose to high frequencies
under strong selection, they may be missing important interactions between
mutations that arose but were selected against because of negative epistasis.
This issue is beginning to be addressed with mutation accumulation exper-
iments, which remove clonal interference from the population by reducing
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2.1. Generalizations from evolution experiments

the population size to one individual at regular intervals. The idea behind
this is to minimize selection so that spontaneous mutations can be stud-
ied without a bias towards those that are beneficial and against deleterious
ones (reviewed in [24]). So far, these mutation accumulation experiments
and studies of the fitness effects of different combinations of mutations have
shown that epistasis is rampant and can dramatically alter evolutionary tra-
jectories, making it very important for predicting adaptation. How exactly
epistasis impacts adaptation (for example by accelerating or slowing adapta-
tion) has been informed by these evolution experiments in microbes, but the
larger-scale experiments that are now becoming possible will provide a much
more general understanding of the role of epistasis in predicting evolution.

2.1.3 Rate of adaptation

Due to many convenient properties of microbes, evolutionary biologists have
been able to answer questions about the rate of adaptation using experimen-
tal evolution. In particular, because populations can be frozen and stored for
long periods of time, direct comparisons can be made between ancestral and
evolved populations or individuals. Most studies that seek to characterize
how quickly populations adapt to novel environments find that the largest
gains in fitness occur upon introduction to the novel environment, and de-
crease over time ([5], [3]). This is consistent with the theory that during an
‘adaptive walk’ up a fitness peak, it becomes increasingly difficult to climb as
the population ascends the peak, because mutations in the direction of the
optimum become less common ([43]). One of the major problems with us-
ing comparisons between ancestral and evolved populations to quantify the
rate of adaptation is in defining and measuring fitness. Often, these studies
use growth rate relative to the ancestor when grown together as the metric
for fitness, but that does not necessarily simulate the environment in which
mutations arose that increased fitness. For example, the observations of de-
creasing fitness gains may only be measuring one aspect of fitness and other
positive fitness effects may go unnoticed. Furthermore, fitness could be fre-
quency dependent, which isn’t usually captured in typical fitness assays. In
some cases, certain types have been found to arise and invade ancestral pop-
ulations repeatedly without any fitness benefit as typically measured ([22]
for example). Fitness aside, rate of adaptation has also been described by
the rate of new mutations being substituted in the population. Sequencing
has revealed that the substitution rate of new mutations usually decreases
over the course of adaptation (reviewed in [11]). One notable exception to
this has been that the rate of genomic evolution in the long-term lines of
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2.2. Model system

the Lenski lab has been relatively constant over about 20,000 generations
([3]). As with repeatability and epistasis, the rate of adaptation in terms
of substitution rate is being explored to new depths with ever-advancing
sequencing technology.

Evolution experiments have informed the impact that each of these topics
has on predicting adaptation. As genomic data for these experiments begins
to pile up (reviewed in [2], [8], [11]), it will be interesting to see how much of
the stochasticity in evolutionary trajectories can be understood. In regards
to the model system used in the work presented here, we know that some
of the genetic changes underlying adaptation are parallel, and some are not
([25]). Interestingly, the degree of parallelism is higher in one ecotype than
the other. Epistasis is evident; the effects of at least one mutation depend
on the genetic background in which it arises ([31]). Lastly, the substitution
rate was found to be higher in some lines than others ([25]), but it’s unclear
if it decreases over the course of the experiment.

2.2 Model system

2.2.1 Motivation for sympatric speciation experiments

For many decades following the modern synthesis, it was thought that speci-
ation occurred most commonly in allopatry; through reproductive isolation
between subpopulations acquired in geographic isolation ([13]). Theoreti-
cally, it was much easier to show how populations that become physically
subdivided could diverge. On the other hand, theory supporting specia-
tion was largely non-existent at the time, leading some scientists ([36] for
example) to remain unconvinced that speciation was even possible without
geographical isolation. Near the turn of the millennium, however, a solid
theoretical framework for predicting sympatric speciation was laid down by
[21], [38] and [12]. This framework helped to alleviate doubts of sympatric
speciation as an observable process in nature, spurring many researchers to
consider the possibility. Some theoreticians remained skeptical that sym-
patric speciation was common, arguing that the conditions under which it
was predicted to occur theoretically were too strict to be found in nature
([10]), though some researchers did find that these specific conditions were
found in natural populations ([59]). Following that, some reviews concluded
that sympatric speciation is theoretically plausible and has been observed
in multiple instances, but that it is still unknown how common it is ([4]).
The experiment presented in this work is based on a near-decade long series

7



2.2. Model system

of experiments that initially sought to understand and explore sympatric
diversification of microbes.

2.2.2 Previous experiments

In the initial experiment, conducted by Friesen et al. (2004), a strain of E.
coli was evolved in 12 replicate populations by growing in a liquid medium
containing glucose and acetate as carbon sources and diluting by 1:100 every
24 hours ([18]). In this experiment, 12 out of the 12 populations were found
to contain two distinct types of colonies after 1000 generations. These two
different types of colonies differed mainly in the size of the colony after about
12 hours of growth on a solid agar medium. This initial study also found
that the two types differed in their diauxic growth patterns; one type grew
faster during the first phase of growth (glucose), and the second type had
a shorter lag time between switching over to the second phase of growth
(acetate). These two types were named FS (for fast-switcher) and SS (for
slow-switcher). Furthermore, they found that these types were maintained
by negative frequency-dependent selection.

Next, competition experiments were performed between clones isolated
from different replicate lines and different evolutionary environments ([57]).
In the initial experiment, populations were propagated in single resource
environments (glucose only and acetate only) as well as the mixed resource
environment. FS and SS clones were isolated from either the same or dif-
ferent environments and competed against each other to determine if the
competitive relationship was dependent on the environment in which the
clone had evolved. Clones that had evolved in the same environment (a
FS from glucose+acetate vs. a SS from a different glucose+acetate line)
demonstrated the same competitive relationships (maintained by negative
frequency dependence), showing that diversification was parallel. Clones
that had evolved in different environments (a FS from glucose only vs. a SS
from glucose+acetate, for example) demonstrated varied competitive rela-
tionships with no evidence of stable intermediate frequencies, showing that
diversification was not parallel.

Measurements of glucose and acetate concentration in the growth medium
over a 24-hr period showed that acetate concentration increased during the
first phase of growth of ancestral and SS strains (since acetate is a byproduct
of glucose metabolism), while acetate did not increase in the first phase of
growth of an FS strain ([53]). This indicated that acetate consumption was
not repressed in the FS strain. To investigate the genetic mechanism behind
this, expression levels of genes known to be involved in acetate metabolism
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2.2. Model system

were measured. An increase in expression of the aceB gene was found to be
associated with an insertion mutation in the iclR gene. PCR screening of
the iclR gene showed that this insertion mutation was present in 8 of 9 FS
clones isolated from the same line, but not present in any of the SS clones,
and not present in any FS clones isolated from different lines, demonstrating
there are other genetic changes underly the FS phenotype.

To further investigate the genetic differences between FS and SS eco-
types, microarrays were used to profile global transcription of an FS clone,
an SS clone, and the ancestral clone ([30]). The FS and SS clones used in
this study were isolated from the 1000 generation time point of a single pop-
ulation. This study found many differentially expressed genes in common
when comparing FS to the ancestor and SS to the ancestor. These changes
were thought to be generally adaptive to growth in serial batch culture and
included genes involved with translational efficiency, glucose uptake capac-
ity, and survival during stationary phase. Genes differentially expressed
between the FS and SS clone were associated with upregulation of the TCA
cycle and acetate consumption in FS and with upregulation of genes involved
in acetate excretion in SS. Most importantly, this study strongly supports
the argument that diversification in this system is driven by competition for
carbon sources, as shown by the metabolic differences between FS and SS
clones.

To test the theory that populations first undergo a phase of directional
selection before diversification becomes adaptive, the next study isolated
SS clones from three different timepoints (before the branching point) and
allowed them to re-evolve ([54]). This was to determine if the likelihood of
diversification changed over time. The re-evolution period was about 140
generations and this experiment found that the clones isolated from 400
generations were much more likely to diversify in that time than clones iso-
lated from earlier, in line with evolutionary branching models predicting
that populations evolve towards a branching point before diversifying. This
study also describes the diverse ecotypes in terms of specialists and general-
ists. Interestingly, instead of populations evolving towards a glucose/acetate
generalist before diversifying into a glucose specialist type and an acetate
specialist type, they evolve towards a glucose specialist before diversifying
into an ever more specialized glucose specialist and a glucose/acetate gen-
eralist.

Since the previously described experiment only investigated the like-
lihood of diversification before the branching point, and only in a single
population, another ‘rediversification’ experiment was conducted using mul-
tiple FS and SS clones isolated from the endpoint of the original evolution
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2.2. Model system

experiment ([56]). This study, lasting for about 200 generations, found that
only SS-initiated populations diversified into populations containing both FS
and SS types. In contrast, none of the FS-initiated populations diversified,
suggesting that a much higher proportion of mutations cause a phenotypic
change from an SS to an FS strain as opposed to the reverse direction. This
study highlights the importance of mutational bias in predicting evolution-
ary outcomes.

Following the experiment that identified differentially expressed genes
between FS and SS clones, one specific mutation was chosen to investigate
its phenotypic and fitness effects ([31]). Since many of the differentially
expressed genes are regulated by the global transcription factor arcA, a
point mutation in this gene was thought to underly the phenotypic differ-
ences between FS and SS. Using allelic replacement techniques, this muta-
tion was inserted into the genomes of both FS and SS clones isolated from
many different timepoints. Interestingly, the arcA− mutation had a large
effect in the SS background, but not in the FS background. In particu-
lar, SSarcA− clones from every timepoint showed a dramatically reduced
lag time between switching from glucose consumption to acetate consump-
tion. Invasion experiments showed that the mutation was adaptive in SS
backgrounds (SSarcA− outcompetes SSarcA+) but not adaptive in FS back-
grounds (FSarcA− does not outcompete FSarcA+). Furthermore, the muta-
tion was no longer adaptive in the presence of the FS ecotype; the mutation
is only adaptive in SS when the FS type is not present, demonstrating an
environment-dependent fitness effect.

The work presented in this thesis combines these last two studies to in-
vestigate the effect of the arcA− mutation on the likelihood of diversification.
Simply, this “rediversification” experiment found that the mutation was as-
sociated with reduced diversification in the SS background and increased
diversification in the FS background.
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Chapter 3

Adaptation in E.coli :
Intraspecific Ecological
Interactions and Genetic
Constraints Determine
Diversification

3.1 Introduction

Diversity is abundant, and there are many mechanisms that can generate
diversity. Some of these mechanisms have been shown to generate intraspe-
cific diversity in sympatry, resulting in the formation of new species, or in
the case of microbes, divergent ecotypes ([16], [1], and [29] for example).
One such mechanism is disruptive selection that is generated by intraspe-
cific competition for resources, resulting in diversification ([12]). With this
mechanism, the combination of negative frequency-dependent ecological in-
teractions and phenotypic evolution can transform an undifferentiated pop-
ulation into a diversified one ([14]). For example, E. coli propagated in a
well-mixed resource-limited environment repeatedly diversifies into two dis-
tinct types ([18]). While this process has been observed several times, it
remains unclear to what degree this divergence is deterministic, and what
factors affect the likelihood of diversification in populations under this type
of selection. Understanding the potential for these populations to diversify
is critical to predicting evolutionary responses to changing conditions.

In populations that are initially isogenic, like a bacterium infecting a
novel host, for example, variation for adaptation is supplied by changes in
DNA sequence. Because of this, we often use mutation rate as a proxy
for evolutionary potential, predicting that organisms with higher mutation
rates will be more successful at adapting to novel environments. Though
there does exist experimental evidence to support this relationship (such as
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3.1. Introduction

[6] and [52]), there are other factors influencing the ability of a population
to adapt. We can group these factors into two broad categories: ecological
factors that shape selective pressures, and genetic factors that provide adap-
tive mutations. Specifically, the evolutionary potential of a population to
diversify depends on whether or not selection is disruptive due to the phe-
notypic composition of the population (ecological factors) and how likely it
is that genetic mutations result in a phenotypic change that is relevant to
resource consumption (genetic factors).

If we temporarily ignore underlying genetic constraints and assume that
the probability of diversification depends only on ecology, we can use an
adaptive landscape to predict evolutionary trajectories. A monomorphic
population occupying a fitness valley between two peaks would have the
highest chance of diversifying, while a population occupying a fitness peak
or ridge would have a lower chance ([62], [20]). If the landscape is static,
when a population that occupies a valley diversifies, the two diverged pop-
ulations would each have a decreased likelihood of further diversifying as
they ascend their respective peaks. Observations in diversifying popula-
tions of Pseudomonas fluorescens are consistent with this expectation, as
they show a reduced propensity to diversify after the initial adaptive split
([44], [5]). When the shape of the fitness landscape is also determined by
the phenotypic composition of the population (i.e., frequency-dependent),
evolutionary change can result in a change in the shape of the landscape.
In this case, a dynamic landscape can make predicting diversification much
more difficult.

Adaptive dynamics models account for changing landscapes, describing
the fitness of a given phenotype and subsequent evolution as a function of
the composition of the population ([21]). While these types of models in-
corporate the context dependence of phenotypic fitness, which are typically
ignored in classical population genetic models, they ignore the genetic de-
tails that determine which phenotypes are and are not accessible. Microbial
evolution experiments have previously been interpreted using the adaptive
dynamics framework ([54], [56]), but it remains unclear whether the predic-
tions made under this framework are robust to the types of evolutionary
constraints imposed by mutational landscapes (like those described in [60]).
The utility of these models in predicting evolutionary trajectories of natural
populations depends on these assumptions, so it is critical to understand how
epistasis and genetic background interact to constrain trajectories predicted
by these models.

Since diversification occurs when new phenotypes arise, the likelihood of
diversification is constrained by the possible genetic changes that can give
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3.1. Introduction

rise to the necessary phenotypic variation. Typically, models of adaptive
evolution assume that mutation effect sizes are symmetrical around a phe-
notype, so that random changes are just as likely to shift a particular trait
in one direction as they are in the other ([34]). Due to complex epistatic
networks, however, this is often not the case in nature ([60], [50]). For ex-
ample, there may be many more ways to generate a null mutation than a
variant with increased enzyme activity. Furthermore, while the probability
of a mutation at any point in the genome is approximately uniform, the
effect of that mutation on phenotype, and therefore adaptation, depends
both on the genomic background in which it arises, and on the environment
that the organism currently occupies. All of these aspects of the biology
of real organisms could limit the utility of abstract models for predicting
evolutionary outcomes.

In the current work, we use populations of Escherichia coli to investigate
the interaction of genetic and ecological factors on the likelihood of diversi-
fication. This follows a number of experiments exploring the diversification
of E. coli in a laboratory environment. When propagated in a well-mixed
environment containing two carbon sources, originally isogenic populations
diversify into two distinct, heritable types ([18]). Typical of bacterial growth
in a medium with two resources, populations exhibit diauxic growth in which
there are two distinct phases of growth separated by a period of little or slow
growth. The first phase is comprised of the consumption of the preferred
resource (glucose), followed by the consumption of the secondary resource
(acetate). The two types observed to coexist after many generations differ
primarily in the amount of time between phases. One type (referred to as
SS for “slow-switcher”) consumes glucose efficiently, but exhibits a long lag
time between depleting glucose and consuming the secondary resource. The
second type (FS for “fast-switcher”) consumes glucose less efficiently than
SS, but has a much shorter lag between phases.

Previous experiments found this diversification to be consistent, arising
in 12 of 12 lines between approximately 200 and 400 generations of daily
batch culture ([18]). Competition experiments determined that the diver-
gent types are maintained by negative frequency-dependent selection due to
trade-offs in resource consumption ([58]). Sequencing of FS and SS clones
from three different divergent populations showed that the metabolic differ-
ences were due to some shared mutations and some unique mutations ([25]).
Interestingly, SS clones were more similar to each other than FS clones were
to each other, in terms of the mutations that were detected. A single point
mutation in the arcA gene (which encodes a transcription factor for anaer-
obic respiration control) was found by [30] to be associated with many of
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the genes that are differentially expressed between FS and SS. To quantify
the fitness and phenotypic effect of this mutation, it was inserted into the
genome of several SS and FS clones isolated from every 200 generations from
the original evolution experiment ([31]), generating strains genetically iden-
tical except for this point mutation. When introduced into the genome of an
FS individual, this mutation has little or no effect on phenotype ([31], this
work). In the SS background, however, this mutation results in an interme-
diate lag time between growth phases (referred to here as MS, for “medium
switcher”). Furthermore, between the clones isolated from different time
points along the original evolution experiment, we found no measureable
difference in the effect of the mutation on switch time (i.e. the arcA− allele
reduced the switch time in an SS individual isolated from gen200 by about
the same amount as in an individual from gen1000). Because of the clear
ecotype-dependent phenotypic effect of this particular mutation, these en-
gineered strains were used to investigate diversification in this system with
a novel set of initial conditions; specifically, the effect of the arcA− muta-
tion, initial ecotype, and number of generations previously evolved on the
likelihood of subsequent diversification.

Here, we take isogenic colonies of these genotypes (SSarcA+, SSarcA−,
FSarcA+, and FSarcA−) from five different time points from the experi-
ment conducted by [31] and expose them to a second bout of evolution,
lasting approximately 220 generations. To determine if populations under-
went diversification, we measure the “switch-time” of several clones from the
population, and from this calculate two parameters: 1) the variance in this
phenotype present in the sample and 2) the range of phenotypes present in
the sample (both measures of diversification). By comparing these statistics
between lines, we can determine how the likelihood of diversification changes
over time, between ecotypes and what effect the arcA− mutation has on this
likelihood. With a full factorial design, we can determine the effects of these
factors individually as well as the interactions between them in an attempt to
understand the relative contributions of ecological and genetic factors to the
process of diversification. Evidence from this experiment shows that both
of these factors play a role in adaptation and that predicting diversification
requires a careful integration of ecological and genetic complexity.
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3.2 Methods

3.2.1 Bacterial strains

The bacterial strains used in this experiment were isolated from a previous
long-term evolution experiment conducted by [58], in which the original
founding ancestor was Escherichia coli B strain REL606. Originally, twenty
replicate populations were propagated for approximately 1200 generations in
a liquid media supplemented with glucose and acetate, in the same manner
as described in [18], and also described in the Rediversification section below.
One of these original populations, pop20, was chosen for further experiments
by [31], and all genotypes selected for this work were from this population.
This particular population was chosen partly because it diversified relatively
early, with both SS and FS ecotypes being present in the population by
200 generations. [31] isolated both FS and SS clones from several different
time points along the original evolution experiment. Then, using a pKO3
plasmid vector carrying a mutated version of the arcA allele, the arcA locus
of the clones was modified (by [31]) to contain a thr81ala point mutation.
The mutation was inserted into the genome by homologous recombination
between the plasmid and genome in the regions flanking the point mutation,
followed by excision of the plasmid DNA by a second recombination event.
After sequencing to ensure that no other mutations had arisen, the allelic
replacement resulted in genotypes that differed only at the arcA locus by the
presence or absence of this point mutation. For the current work, to ensure
that our founding populations were isogenic, we isolated individual FS and
SS clones from five time points along the frozen fossil record, beginning at
200 generations, recurring every 200 generations (illustrated in Figure 3.1,
panel A). As well as these 10 genotypes, we use the modified strains with the
arcA− mutation, for a total of 20 unique genotypes. Before beginning the
evolution experiment, the clones were screened for the presence or absence
of the mutation using restriction enzymes.

3.2.2 Rediversification

The 20 founding genotypes, each replicated four times, were propagated in
serial batch culture for approximately 220 generations, yielding 80 evolved
lines in total (see Figure 3.1 for a schematic of the experimental design).
Since these bacteria have been previously exposed to experimental evolution,
we refer to this second bout of evolution as the rediversification period. The
environmental conditions we exposed the bacteria to were identical to the
one in which the populations were originally evolved; 18-mm diameter tubes
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with 10 mL of Davis Minimal (DM) media supplemented with 0.25 mg/ml
glucose and 1.3225 mg/ml sodium acetate trihydrate (DMGA). Every 24
(+/- 1) hours, 100 µL of culture was transferred to fresh media, and these
were stored in a shaking incubator maintained at 250 rpm and 37oC. Samples
from all 80 lines were taken every four days and frozen in 20% glycerol.
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Figure 3.1: Schematic of experimental design. Individual clones were sam-
pled every 200 generations from the frozen fossil record of the original 1000+
generation evolution experiment (panel A). When transformed with the
thr81ala point mutation in the arcA gene (arcA−), there is a large effect on
the switch time phenotype of the SS type, producing the ”medium-switcher”
phenotype (panel B, top row), while having no observable effect on the phe-
notype of the FS type (panel B, bottom row). All four types (SSarcA+,
SSarcA−, FSarcA+, and FSarcA−) from every 200 generations are subjected
to a secondary bout of evolution (referred to as the rediversification period)
lasting for approximately 220 generations, with each genotype evolved in
four replicate lines (panel C). After the rediversification period, individual
colonies are assayed for switch time, defined as the amount of time (in hours)
between maximum density in the first phase of growth and maximum den-
sity in the second phase of growth, and this parameter is used to determine
diversity present in a population.
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3.2.3 Phenotypic assays

Following the rediversification period, all 80 lines were assayed for pheno-
types present in the population. As a control, the 20 founding genotypes
were also assayed (i.e. the lines before the rediversification period, or non-
evolved). To determine phenotypes, we isolated and measured character-
istics of several individuals within each population. First, 5 mL tubes
of DMGA were inoculated with frozen samples of culture and incubated
overnight. Then, each population was diluted, plated onto tryptone plates,
and incubated overnight. Following that, individual colonies were picked
randomly and transferred via sterile toothpick to 5 mL tubes of DMGA, to
be incubated overnight. Lastly, after 24 hours of growth, 2 µL of culture
was used to inoculate 200 µL of DMGA in a 96-well plate. Using a Biotek
EL808 microplate reader, optical density was measured at 600 nm every 15
minutes over a period of 36 hours, to generate a plot of population size over
time for each colony. We use this growth curve as the phenotype of a colony
for further analysis. From all 80 lines following rediversification, we assayed
10 colonies per line, and from 20 lines prior to rediversification, we assayed
20 colonies, to yield a total of 1200 growth curves.

3.2.4 Statistical analysis

All analysis of the growth curve data was done using the statistical program
R v 2.14.1 ([42]). We defined “switch time” as the distance (i.e. time) be-
tween the maximum optical density in phase 1 of growth and the maximum
optical density in phase 2 of growth. For SS types, this quantity is relatively
large (∼25 hours), while for FS types it is small (∼2 hours, illustrated in
Figure 3.1, panel A). For the curves that did not appear to reach a second
maximum within the 36 hour growth assay, as was the case with a small
proportion of SS types, the end time point was used to ensure a conserva-
tive measure of distance between maxima. To quantify diversification, we
calculated two measures from the switch time data. The first, “diversity by
variance” (Dv), was defined as the variance in switch time between individu-
als within a population. The second, “diversity by range” (Dr), was defined
as the difference between maximum and minimum switch time within each
population. Using a threshold value, populations with Dr ≥ 15.0 hours were
considered to have diversified. To compare diversification between geno-
types, a multi-factor ANOVA was performed, using generation (200, 400,
etc.), ecotype (FS/SS), and mutation (presence/absence) as the explana-
tory variables.
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3.3 Results

3.3.1 Naming convention

To avoid confusion between the evolved phenotypes and the original found-
ing genotypes, we adopt the following conventions. Although SS and FS
have been used to refer to a phenotype in previous papers, here we use these
terms to refer to the founding genotypes. To refer to a phenotype, we call
individuals slow, medium, or fast, according to the time it takes them to
switch between phases of growth. Since the founding clones isolated from
different time points are also distinct genetically, we use gen200, gen400,
etc. to refer to the previous amount of generations they had evolved in the
original experiment.

3.3.2 Phenotypic evolution

To assess phenotypic evolution, we sampled random individuals from each
population and quantified their phenotype (switch time), using the 36 hour
growth profile generated for each clone. To estimate phenotypes before the
rediversification period, we sampled 20 colonies of each of the four types
(SSarcA+, SSarcA−, FSarcA+, and FSarcA−) from all five time points.
After the rediversification period, we sampled 10 colonies of each replicate
population of each type from all five time points. These data are summarized
in Figures 3.2 and 3.3, though it should be noted that since all timepoints
and replicates are pooled together to show general changes in phenotypes,
these two figures do not show information about the diversity present in in-
dividual populations. We found 12 out of the 20 populations initiated with
the SSarcA+ ancestor contained two distinct ecotypes after 220 generations,
while only 1 out of 20 populations initiated with SSarcA− contained more
than one ecotype (Table 3.1, Figure 3.2 bottom panel). Moreover, the pop-
ulations initiated with SSarcA+ that diversified, did so into fast and slow
types, while populations initiated with SSarcA− did not diversify, but in-
stead evolved into fast types. The one SSarcA− initiated replicate that did
diversify was a gen1000 line and was found to be clearly dimorphic. Of the
20 populations initiated with FSarcA+ and FSarcA−, 8 and 11 populations
diversified, respectively (Table 3.1, Figure 3.3).
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Initial genotype Lines with Dr ≥ 15.0

SSarcA+ 12
FSarcA+ 8
SSarcA− 1
FSarcA− 11

All genotypes 32

Table 3.1: Summary of proportion of lines of each genotype that diversified.
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Figure 3.2: Phenotypic evolution within SS types. Density distribution of
the switch time trait in SS arcA+ and SS arcA− both prior to (dotted lines)
and following (solid lines) the rediversification period (∼220 generations,
showing the evolution of switch time within each type. All five timepoints
and replicates are grouped together.
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Figure 3.3: Phenotypic evolution within FS types. Density distribution of
the switch time trait in FS arcA+ and FS arcA− both prior to (dotted lines)
and following (solid lines) the rediversification period (∼220 generations,
showing the evolution of switch time within each type. All five timepoints
and replicates are grouped together.

3.3.3 Effect of arcA− mutation on diversification

To quantify diversity present in each population, we calculated both the
variance in switch time of individuals within that population (Dv) as well
as the range of switch times (Dr). Since the distribution of Dr values was
clearly bimodal, we chose the middle point between the two peaks (Dr ≥ 15.0
hours) as the threshold value to consider a population diversified. Given
this criteria, after 220 generations of evolution, 32 out of the 80 evolution
lines were found to be diversified (Table 3.1). Of these, many populations
showed a clear dimorphism of fast and slow switcher types, while others
showed a clear trimorphism of fast, slow, and medium types. See Appendix
1 (Figures A.1, A.2, and A.3) for examples of these populations. In a small
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proportion of lines, individual curves varied widely, but did not form distinct
clusters, though a lack of clusters could be due to a small sample size. The
effect of the arcA− mutation on the propensity to diversify was found to be
highly dependent on whether it was in an FS or an SS line. To quantify
the effect of the mutation, we took the difference between Dv for arcA+

populations and Dv for arcA− populations and called this ∆Dv (Figure
3.4). Within SS-initiated lines, arcA+ populations were much more likely
to diversify than arcA− populations (Figure 3.4). For all five timepoints, the
mutation dramatically hindered diversification, with a considerably stronger
effect observed for SSgen200. The mutation had the opposite effect in FS-
initiated lines; arcA− populations were much more likely to diversify than
arcA+ populations (Figure 3.4). This was the case for all timepoints with
the exception of FSgen200.

∆Dv = Dv(arcA−) −Dv(arcA+) (3.1)
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Figure 3.4: Effect of arcA mutation on diversity by variance (Dv) in both
FS (green circles) and SS (blue circles). ∆Dv is the difference between types
with the mutation and types without the mutation, so that a positive value
denotes an increase in diversification associated with the arcA mutation and
vice versa. Starred points denote average effect across all timepoints.

3.3.4 Effect of generation on diversification

We also investigated the effect of timepoint, or the amount of generations
previously evolved, on diversification. Within populations without the arcA−

mutation (i.e. SSarcA+ and FSarcA+ genotypes only), timepoint was found
to be a significant predictor of the evolution of diversity. Specifically, in
FSarcA+, we observed a negative correlation between timepoint and Dv

(Figure 3.5, second panel), showing that genotypes isolated from earlier in
the original evolution experiment are more likely to diversify than those
isolated later. Since the founding population diversified around 200 gen-
erations, this finding indicates that diversification is more likely for clones
isolated closer to the original branching point. In SSarcA+, however, the
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relationship between generation and variance was found to be non-linear
(Figure 3.5, first panel), showing that genotypes isolated from early and
late in the original evolution experiment are more likely to diversify than
those isolated from intermediate timepoints. Not surprisingly, we found no
effect of generation on diversification within SSarcA− initiated lines. Since
diversification in these lines was suppressed at all timepoints, no differences
between timepoints could be observed (Figure 3.6, first panel). Despite mod-
erate amounts of diversification in lines initiated with FSarcA−, we found no
effect of generation on diversification within those lines (Figure 3.6, second
panel).
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Figure 3.5: Effect of generation on diversification for both wild type lines.
Each point represents a single replicate population and is the variance in
the switch time phenotype present in that population (diversity by variance,
Dv). The dotted lines separate populations which are comprised of a range
of phenotypes (diversity by range, Dr) ≥ 15.0 hours from those in which
Dr < 15.0 hours.
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Figure 3.6: Effect of generation on diversification for both mutant lines.
Each point represents a single replicate population and is the variance in
the switch time phenotype present in that population (diversity by variance,
Dv). The dotted lines separate populations which are comprised of a range
of phenotypes (diversity by range, Dr) ≥ 15.0 hours from those in which
Dr < 15.0 hours.

3.4 Discussion

Understanding the factors that drive and/or constrain diversification can
inform how populations will adapt to novel environments. Here, using bac-
teria isolated from experimental populations that had previously diverged,
we examined the propensity to diversify in a number of ways. We asked how
founding genotype, founding ecotype, and a specific point mutation affected
diversification. We found that the effect of the arcA− mutation on diversifi-
cation was highly dependent on the ecotype in which it was introduced; the
mutation decreased diversification in SS types and increased diversification
in FS types. We argue that this is evidence that adaptation in this system is
constrained by both genetic and ecological factors and that it is important
to consider the interaction between the two. Recently, investigation of the
complexity of eco-evolutionary dynamics has been gaining momentum ([40],
[49]) and the work presented here adds to a growing number of studies that
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exhibit a clear feedback between ecological and evolutionary processes on
the same time scale.

3.4.1 Genetic and ecological constraints

Our data shows that within lines initiated with the intermediate phenotype
(SSarcA−), very little diversification is observed and phenotypic evolution
occurs in one direction; 19 out of the 20 populations that were initially
medium types evolved to contain only fast types. Since the SSarcA− types
have an intermediate phenotype, we might expect evolution to proceed in
either direction along that phenotypic axis. We find consistent evolution to-
wards a smaller switch time, indicating a constraint on phenotypic evolution,
either genetically or ecologically.

Genetic factors can constrain evolution if there are differences in the
availability of mutations that increase versus decrease the value of a given
trait. Within the context of switch-time studied here, such differences in
mutation availability could arise two ways. First, it could be the case that
given the genes involved in the underlying metabolic network, there are more
mutations that result in a shorter switch time than a longer switch time (for
example, more loss-of-function than gain-of-function mutations). This hy-
pothesis is consistent with results showing that populations initiated by SS
types are more likely to diversify than FS types (Figure 5A), implying a
greater availability of mutations that decrease the switch time. This lower
diversification in FS is unlikely to be constrained by ecology alone, because
FS types can readily invade SS populations ([18], [54]). The second way
that an asymmetry in mutation effect could explain the results is through
epistasis, whereby the arcA− mutation itself changes the distribution of mu-
tation effects available to increase or decrease switch time. Since the protein
made by arcA regulates at least 30 operons ([55]), it seems plausible that
a mutation changing the function of this gene could drastically alter the
distribution of mutation effect. This explanation is consistent with results
showing that the FSarcA− types had greatly increased diversification over
FSarcA+ types (Figures 3.5 & 3.6), despite having phenotypes that were
highly similar ([31]). Since we know that mutations that result in slow types
are beneficial in populations of fast types, this difference suggests that in
an arcA− background, it is more likely that a new mutation will result in a
slow phenotype. This finding demonstrates that a seemingly neutral muta-
tion can turn out to be adaptive in future generations (like those described
in [61]). Even though the interactions between metabolic genes in E. coli
are relatively well understood, since these interactions are environment de-
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pendent, we cannot make predictions about the effects of specific mutations,
even given the underlying network of epistasis. For example, [26] found that
LOF (loss-of-function) mutations in any one of three genes (ppsA, sfcA, and
maeB) resulted in a longer transition lag in a mixed environment, but had
no phenotypic effects when grown in either glucose alone or acetate alone.
It is this environmental dependence that prevents the mutational landscape
from remaining constant after a single mutation and provides yet another
obstacle in predicting evolutionary trajectories.

Though the availability of mutations is an important factor in deter-
mining adaptation, the selective environment determines which mutations
and phenotypes will increase versus decrease in frequency, which modifies
predictions that might be made based on the above discussion of genetic
constraints. For example, while our results suggest that the arcA− mu-
tation causes an increase in the availability of mutations that result in a
slower switch time, all of the SSarcA− populations evolved towards a fast
phenotype (Figure 3.2). In this experiment, the selective environment is
partly determined by the composition of the current population. The dif-
ferent ecotypes have alternative strategies for consuming resources, which
in turn determines which resources (glucose and acetate) will be more or
less abundant. Previous experiments have shown that fast types can invade
a population of slow types, as well as vice versa, and that these types are
maintained at an intermediate frequency ([18]). From the current experi-
ment, it is clear that mutants with a fast phenotype can invade a population
of medium types, but instead of reaching a dimorphic state, medium types
are outcompeted, and the fast types completely replace the ancestral pop-
ulation (Figure 3.2). This is indicative of directional selection, as opposed
to the disruptive selection experienced by populations of either fast or slow
types. We hypothesize that since the medium types (initially SSarcA−)
have an intermediate phenotype, there is only one niche available to occupy.
Initially, the two typical niches (occupied by fast and slow types) are not
available for colonization until the resident population is far enough away
in phenotypic space from the other potential resident morph. This pattern
of directional evolution followed by evolutionary branching was observed in
a single population (initiated by gen1000-SSarcA− and we hypothesize that
if allowed to evolve for longer, more of the SSarcA− initiated populations
would show this same pattern of diversification.

A lack of diversification in SSarcA− initiated lines suggests that medium
types cannot coexist with other types. We did, however, observe that some
of the lines initiated by other strains did have medium individuals present
after the rediversification period. It is unlikely that the occurrence of these
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intermediate types is the result of recurring mutations that are selected
against, because they reach high frequency (>20%) in certain populations.
There are two other possible explanations for the persistence of medium
types: either they have diverged into an open niche along a phenotypic
axis other than switch time that we did not measure, or the slow and fast
types could be phenotypically divergent enough to create an open niche
at an intermediate switch time. We did not find a difference between the
switch time of fast and slow types in populations with medium types present
and the switch time of fast and slow types in populations with no medium
types present, suggesting that the second of these possibilities is less likely,
though it may be the case that the difference occurs on a finer scale than we
measured. It would be interesting to isolate and compete different medium
clones to evaluate which of these explanations is most likely.

The findings of this experiment, especially the evolution of the medium
types, combined with previous experiments suggest that there is a complex
underlying ecology guiding evolution. The interactions between different
phenotypes could be visualized by a pairwise invasibility plot, or PIP ([21]),
shown in Figure 3.7. Previously, [54] showed that the ancestral ecotype first
evolved an increase in switch time before diversifying, indicating a phase
of directional selection towards a branching point. This can be interpreted
on a PIP as an evolutionary attractor (point B, Figure 3.7), meaning that
the branching point would always be reached, irrespective of the starting
phenotype. The finding that medium types evolve in one direction (towards
a fast phenotype only) allows us to infer that there is another important
feature in this PIP. We can include this information by adding an evolution-
ary repellor somewhere between the ancestral and medium phenotype (point
A, Figure 3.7), meaning that phenotypes will always evolve away from that
point in either direction, depending on the starting phenotype. Because we
know that slow types cannot invade populations of medium types, the ini-
tial medium phenotype must lie on the fast side of the evolutionary repellor.
Though the picture could contain more complexity, this PIP summarizes the
invasion fitnesses for which we have evidence. Understanding how selection
regimes change with evolving phenotypes, together with a clear genetic pic-
ture of which phenotypes are attainable is crucial to predicting evolutionary
trajectories.
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Figure 3.7: Pairwise invasibility plot, showing regions of positive invasion
fitness (grey) and negative invasion fitness (white) for all combinations of res-
ident (x-axis) and mutant (y-axis) phenotypes (in this case, ”switch time”).
Invasion fitness is zero on the diagonal (since mutant and resident have the
same fitness), and evolutionary equilibria are the intersection points of the
diagonal and the invasion fitness 0-isocline. The slope of this line at the
intersection determines the evolutionary dynamics, so that point A is an
evolutionary repellor and point B is an evolutionary attractor. Since there
are multiple equilibria, the direction of evolution depends on the initial con-
ditions.
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3.4.2 Effect of timepoint

The decrease in the propensity to diversify with the number of generations
previously evolved in the FSarcA+ initiated types shows that, within this
type, as timepoint moves later from the original branching point (which
was before 200 gens), diversification becomes less likely. This finding is in
accordance with theoretical predictions that attribute this decrease in di-
versification to the increasing phenotypic distance between divergent types.
Though we do not observe an increase in phenotypic distance (i.e. the fast
types from gen1000 do not have statistically shorter switch times than those
from gen200), it is likely that there are differences in other measures. Fur-
thermore, it is possible that the accumulation of mutations has affected this
picture of diversification probability. For example, as evolution proceeds, it
could be the case that the mutations that fix in the population are those
that are redundant with the mutations that decrease switch time. Under
this hypothesis, what changes over evolutionary time is the distribution of
mutation effect in this particular trait dimension, therefore decreasing the
likelihood that a mutation arising will result in a slow phenotype. It is
interesting to observe the opposite, an increase in diversification in later
timepoints within the SSarcA+ lines, and perhaps this is indicative of a
second branching point further along in evolutionary time, though this is
complete speculation.

Though we observed an effect of timepoint on diversification in both
SSarcA+ and FSarcA+ derived populations, diversification did not depend
on timepoint in SSarcA− and FSarcA− derived populations (Figure 3.5 and
3.6). While we did not have an a priori prediction for how the effect of
the arcA− mutation on diversification would depend on the amount of time
previously evolved, this result could make sense in light of expected epistatic
interactions between arcA− and mutations in the different founding clones.
In SSarcA−, an effect of timepoint is not observed, possibly because the
mutation has such a dramatic effect on phenotype, resulting in reduced di-
versification, thus trumping the effect that any genetic differences might
have on diversification. In FSarcA−, however, while the mutation increases
diversification on average, there is no clear effect of timepoint, suggesting
that there may be some interaction between the artificially introduced arcA−

mutation and the unique mutations that are present in the individuals iso-
lated at different timepoints. By inserting arcA− artificially, the lines with
the mutation are exposed to a genetic change that has not been previously
tested in the populations, varying the effect of the timepoint on diversifica-
tion.
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3.4.3 Conclusions

The patterns observed in the experiments described here demonstrate the
importance of the constraints of genetics and the influence of ecology on the
process of adaptation. We have shown evidence that the diversification of
E. coli in a glucose-acetate batch culture environment depends both on the
availability of mutations as well as the selective pressure determined by the
resident population. Since both FS and SS individuals can invade popula-
tions of the other type, the asymmetry in likelihood of diversification shows
that certain mutation effects are more likely than others. Furthermore, a
single point mutation that does not affect phenotype (like arcA− in the
FS background) can strongly influence diversification rates, suggesting that
epistasis also plays an important role. Diversification in this system is also
constrained ecologically because the direction and strength of selection is
determined by the composition of the population: the fitness of novel types
depends on the resident types. Both ecological and genetic constraints play
an important role, and models of adaptation that consider only one type
are insufficient for predicting evolutionary trajectories. While the effect of
ecology can be represented by adaptive dynamics models, predicting the
evolutionary outcomes in real-world systems requires a careful integration
of ecology and genetics.

The effect of the interaction between ecology and genetics on evolution-
ary outcomes shown here highlights the importance of considering both of
these factors simultaneously. Even though all biologists are familiar with
how common and complicating gene interactions can be, we often conceptu-
alize evolution in models as being a linear accumulation of mutations with
independent effects. To simplify the process, we imagine that mutations
arise and are “tested” in the environment in which they arise, and then
are either removed from the population or increase to fixation. As shown
here, a mutation could change the selective environment as it changes in
frequency in a population, creating a feedback loop between changes in al-
lele frequencies (evolution) and the environment (ecology). Because the
particular mutation studied here (arcA) has such a clear affect on resource
metabolism, and therefore on the selective environment, this connection is
less obscure than in many well-studied systems of adaptation. Due to this
mechanistic link between ecology and evolution, this study provides a clear
example of the eco-evolutionary feedback loops that may become increas-
ingly important in understanding evolutionary biology.
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Figure A.1: Growth curves of clones from gen200-FSarcA−-rep2. Optical
density of individual clones measured every 15 minutes over a 36 hour period.
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Figure A.2: Growth curves of clones from gen200-FSarcA+-rep2. Optical
density of individual clones measured every 15 minutes over a 36 hour period.
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Figure A.3: Growth curves of clones from gen800-SSarcA+-rep4. Optical
density of individual clones measured every 15 minutes over a 36 hour period.
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