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Abstract

The success of many orthopaedic procedures relies on the accurate and timely machining of bone, which

can be difficult to achieve. Errors during machining can negatively affect implant placement or cause

neurovascular injury. Bracing can improve the performance of both humans and machines during a

variety of interactive tasks such as writing and grinding. The purpose of this thesis was to assess the

feasibility of braced computer assisted orthopaedic surgery by testing the influence of bracing on the

performance of a surgically relevant task.

We developed a computer assisted orthopaedic surgery research system and experimental bracing

devices for two surgical drilling tasks: navigated targeting and cortical drilling. The performance of

each device was tested in a user study with 25 (13 male, 12 female) non-expert subjects.

In the navigated targeting task, subjects aligned a drill bit with a randomly generated trajectory

while using a rigid brace to support the forearm and two different versions of guidance displays to

provide visual feedback: a 2D axial display and a 3D-perspective display. Bracing reduced variation

within- and between-trials, but did not affect final accuracy or targeting speed. There was a significant

increase in final radial (170 %, 95 % CI: 140–210 %) and angular error (350 %, 95 % CI: 300–400 %)

with the 3D-perspective display.

In the cortical drilling task, subjects attempted to minimize plunge of the drill bit after breakthrough.

An experimental damper-based bracing device was designed by developing a numerical model to predict

drill plunge, extending the model to predict the behaviour with bracing, and estimating an optimal brace

damping range. Subjects drilled through oak workpieces using a standard high speed steel drill bit and

a brad point drill bit at 4 damping levels. At a level of 10 N s/mm, there was a significant decrease in

plunge depth of 74 % (95 % CI: 71–76 %) and no significant difference in drilling duration.

This thesis provides experimental evidence that a simple bracing strategy can improve the perfor-

mance of a clinically relevant task; Applying bracing to computer assisted orthopaedic surgery may be

an effective way to improve performance and warrants further investigation.
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Chapter 1

Introduction

To err is human, but to really foul things up requires a computer.
— Paul Ehrlich

1.1 Motivation for Investigating Influence of Physical Support and
Display Design on Performance of Orthopaedic Surgery

The success of many procedures in orthopaedic surgery relies on the accurate and timely machining of

bone. Planning and performing these machining tasks accurately is challenging due to difficulties in

adequately visualizing the complicated geometry [Langlotz 2003], and coping with the high required

cutting forces [Carter 1978], and heat sensitivity [Karmani 2006] of bone. As a result, the technical

demand of performing these machining tasks manually often exceeds the capabilities of the human sen-

sorimotor system. Although training and practise can improve performance, many motor tasks exhibit

an inverse relationship between accuracy and speed [Bogacz 2010] and there are also absolute limits to

performance due to uncertainty, noise, and delays in our motor control system [Franklin 2011].

To address these physiological limitations, surgeons have conventionally used jigs and guides that

are complicated, time-consuming, invasively fixated, and rely on experience to use accurately [Plaskos

2002]. More recently, a group of technologies referred to as Computer Assisted Orthopaedic Surgery

(CAOS) have been introduced to improve performance by providing some combination of enhanced vi-

sualization and physical support [Jaramaz 2006]. While some of these CAOS systems have demonstrated

improved accuracy, they also incur significant capital and operating costs, which, together with several

other factors, have limited widespread adoption [Chauhan 2004]. There is a need in orthopaedic surgery

for an approach that offers the accuracy of more sophisticated navigation and robotic techniques with

the speed and flexibility of direct, handheld tool use. When faced with other challenging tasks, humans

often brace part of their body against the work surface to increase stability and improve performance.

We believe that applying a similar bracing strategy to CAOS may be a cost effective way to improve

performance.

For example, partial knee resurfacing, or uni-compartmental knee arthroplasty (UKA), is a procedure

for reducing pain and improving function for patients suffering from osteoarthritis. Revision rates of
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10 % to 20 % have been reported [Eickmann 2006], and the correct alignment of the implants has

been identified as a key factor [Kasodekar 2006]. CAOS technologies have been introduced to improve

accuracy, but these systems have considerable capital costs ($150,000-$300,000 for navigation, up to

$800,000 for robotics), per-case disposable costs, and maintenance costs [Mathias 2007].

The RIO® (Mako Surgical Corp., FL, USA) is one such system for UKA. The RIO® is a semi-active

robotic system; the surgeon and the robot both hold the tool. The surgeon actively controls cutting

while the robot limits motion to the resection area, defined with virtual cutting boundaries that are

based on preoperative computed tomography (CT) imaging. In a study of 10 patients, the system was

able to achieve differences between planned and achieved tibiofemoral angle of (0.3±0.4)°, with an

average total operating time of 132 min [Pearle 2010]. The conventional UKA procedure typically has

larger differences and variability of tibiofemoral angle ((−0.84±2.75)°) but a shorter operating time

((88±16)min) [Cobb 2006].

While the RIO® system can increase accuracy, the procedure takes longer than the conventional

method and there are additional limitations. Besides operating time, one of the biggest limitations is

cost: as of August 2010, the platform cost $793,000 and the software for UKA surgery cost $148,000

[Lang 2011]. In addition to these capital costs, per-case disposable costs and maintenance costs, addi-

tional staff are required; the system requires an average of 41 min setup time by a specialized technician

[Pearle 2010]. The system itself is bulky, and takes up valuable space in the operating room. Finally,

the preoperative CT scans are expensive and expose the patient to additional radiation.

These same concerns are echoed across other surgical procedures and may explain why CAOS sys-

tems have not seen widespread adoption. Several other studies, (e.g. Chauhan [2004]) have also demon-

strated that accuracy improvements have come at the expense of increased operating time and higher

capital and per-procedure costs. Craven [2005] analysed a number of factors influencing the acceptance

of CAOS technologies and concluded that there was

“poor validation of accuracy, lack of standardization, inappropriate clinical outcomes mea-

sures for assessing and comparing technologies, unresolved debate about the effectiveness

of minimally invasive surgery, and issues of medical device regulations, cost, autonomy of

surgeons to choose equipment, ergonomics and training.”

To be successful, CAOS systems must have improved accuracy, visualisation, and verification of the

surgical goal while being demonstratively cost-effective, reducing or at least not extending operation

time, and, if possible, not requiring expensive and irradiating imaging. We believe that a bracing strategy

could potentially meet these requirements.

Humans naturally employ bracing strategies to improve the performance of a variety of motor tasks.

For example, bracing is often used during writing (Figure 1.1b). By resting the forearm, wrist, and little

finger against the writing surface, a secondary, parallel load path is formed. Forming this secondary

path reduces the number of joints that must be controlled, which increases stability and precision and

decreases fatigue. Bracing can also be used to enhance force exertion; one recent study found a 43 %

increase in one-hand isometric force exertion capability [Jones 2013]. Further, this strategy is often

employed intuitively, requiring minimal instruction.

2
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(a) Unbraced writing (b) Braced writing

Figure 1.1 Instead of writing with the arm in the air, bracing the little finger, wrist, and forearm
against the work surface is easier and produces better results.

A bracing strategy could improve the performance of orthopaedic tasks with a better tradeoff of

accuracy, speed, and cost than more complicated robotic solutions (Figure 1.2). The following sections

expand these issues in enough detail to motivate our specific research goals.

1.1.1 Challenges in Orthopaedic Surgery

In the previous section we used the example of UKA to illustrate one procedure that may benefit from

bracing. In this section, we begin with a broader discussion of orthopaedics and the underlying need for

innovation in this field.

Orthopaedics focuses on the diagnosis, treatment, rehabilitation and prevention of diseases of the

musculoskeletal system. This system enables a person to bear weight and move, and is comprised of the

skeleton, joints, muscles, ligaments, cartilage, tendons, nerves, and other connective tissue. A variety of

afflictions such as trauma, congenital disorders, and degenerative diseases such as arthritis, infections,

and tumours, can cause pain, physical disability, loss of personal and economic independence, and

sometimes death. These conditions collectively affect hundreds of millions of people worldwide, span-

ning age, gender, socio-economic status and nationality, and are the second greatest cause of disability

behind mental and behavioural disorders [Murray 2012]. Disability due to musculoskeletal disorders is

estimated to have increased 45 % from 1990-2010 compared to a 33 % average across all other disease

areas [Murray 2012]. This trend is expected to continue as the number of older people increases and

more people adopt a sedentary lifestyle with reduced physical activity and increased obesity [Woolf

2010].

The economic burden on society due to direct costs to the health care system and indirect losses to

productivity is substantial. For example, the sum of direct health care costs and indirect lost wages in

the United States for the years 2004-2006 was estimated to be $950 billion dollars annually, or 7.4 % of

the national gross domestic product [United States Bone and Joint Initiative 2011]. Managing this large

and increasing burden will require improvements in both prevention and treatment. The focus of this

thesis is on the latter: improving the effectiveness of orthopaedic surgery.
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Figure 1.2 Potential opportunity of applying a bracing strategy to Computer Assisted Orthopaedic
Surgery (CAOS) using uni-compartmental knee arthroplasty (UKA) as an example. Pro-
cedure time and coronal implant alignment error tradeoff for different approaches to uni-
compartmental knee arthroplasty (UKA). More desirable solutions lie closer to the origin.
The dashed blue ellipse indicates that bracing could potentially offer a better time-error per-
formance than current solutions. (Source: Conventional and Acrobot: Cobb [2006], Mako:
[Pearle 2010])

Although orthopaedic treatments are generally quite effective at reducing pain and improving func-

tion, there is still a need for continuous improvement and the development of novel techniques. For

example, total knee arthroplasty (TKA) is widely used to relieve pain and improve function for patients

suffering from knee osteoarthritis. The procedure is generally successful, with over 85 % of patients

reporting improvements in symptoms [Weinstein 2013]. However, failures can and do occur and some-

times necessitate costly (upwards of $20,000 dollars) revision surgery [Slover 2008]. In the United

States, the number of TKA procedures has doubled in the past decade The financial burden of a 5-10%

revision rate for this many cases is a significant incentive for improvement.

In addition to the primary goals of improving function and reducing pain, there are a number of

additional factors that influence the outcome of an orthopaedic treatment (Table 1.1). To expedite the

patient’s recovery, blood loss should be kept to a minimum, and all attempts should be made to reduce

the chance of infection. Operating room time should also be minimized, both for the patient’s health and

because it is expensive. Other financial considerations include minimizing procedure costs and hospital

stay. These factors are interrelated and sometimes conflict with one another. For example, minimally
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invasive techniques aim to use smaller incisions to help reduce blood loss and disruption of soft tissue,

which is linked to shorter recovery periods. However, smaller incisions make it harder to see, potentially

increasing operating time and decreasing accuracy. Balancing accuracy, speed, and cost is challenging.

Table 1.1 Goals for Optimal Surgical Outcome

maximize post operative function minimize post operative pain

minimize hospital stay minimize recovery period

minimize blood loss minimize chance of infection

minimize operating time minimize procedure costs

Source: summarized from Hodgson [2008].

Depending on the procedure, accuracy is often a key factor. This may be to ensure fractured bones

heal properly, limb length is maintained, function is restored to a joint, or all parts of a bone tumour are

removed. Achieving high levels of accuracy can be challenging due to difficulties in locating the correct

position, and difficulties in actually performing the task: visualization and machining.

Locating the correct position and adequately visualizing the surgical field is often difficult. The

structures being operated on are often located deep within the body and it is difficult to see without

creating large incisions or disrupting large amounts of soft tissue. There is also anatomical variation

between different patients. Medical imaging can be used to enhance visualization, although in addition

to the capital cost of the hardware, they introduce additional challenges depending on the modality.

For example, radiological methods like CT or fluoroscopy lead to undesirable radiation exposure to

the patient and the operating room team [Rampersaud 2001]. A radiation free alternative is magnetic

resonance imaging (MRI) , but this modality is sensitive to metallic objects. When performed before

the surgery, i.e., pre-operatively, differences in patient position might cause discrepancy between the

image and the reality during the operation. It is also possible to perform imaging during the surgery,

i.e., intra-operatively, though these typically require specialized equipment and operating suites. There

are also image-free systems that use statistical models to approximate the anatomy geometry. All these

factors make locating the correct position challenging.

Once the proper structure has been located, accurately machining the bone itself is a second chal-

lenge. Bone is a complex living tissue that is non-homogeneous both in material properties and ge-

ometry and it is possible to damage bone surrounding the area being cut. The density and hardness of

bone requires significant cutting forces. If too much heat is generated during cutting, osteonecrosis (i.e.,

bone tissue death) can occur, which can lead to screw loosening and implant failure [Augustin 2008].

It is also possible to damage surrounding tissue. Bone is always surrounded by soft tissue, so exposure

is required for access, and since one of bone’s functions is to protect other structures, there are often

delicate neurovascular structures in close proximity.

The difficulty in handling these challenges is partially reflected by the amount of training that sur-

geons require. In Canada, an orthopaedic surgeon typically complete 4 years of undergraduate educa-

tion, 4 years of medical school, 5 years of residency, and often 1-2 years of fellowship if they wish to
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specialize [Canadian Medical Association 2012]. Even with this extensive training, it can be difficult for

surgeons to attain the required accuracy. The retirement of a growing number of older surgeons will put

additional strain on our medical system, providing further motivation for developing effective training

tools, and developing techniques that enable less experienced surgeons to take on more cases without

sacrificing performance.

The next section describes several factors that limit human motor task performance.

1.1.2 Limitations to Human Performance

Although humans are able to perform a wide variety of motor tasks, some tasks are so demanding that

performance is limited by the sensorimotor system’s ability to find solutions to inherent physiological

challenges and other factors related to the task and the environment. In this section, we present an

overview of these challenges that limit human motor task performance.

Complicated human motor tasks are enabled by the sensorimotor system. This system is part of the

human motor control system and includes the sensory, motor, and central integration and processing

components involved in bodily movements [Riemann 2002]. Franklin [2011] provide a detailed review

of six inherent challenges that limit performance of the sensorimotor control system, summarized below:

Redundancy: The human body has over 200 joints controlled by around 600 muscles. Since there

are many more muscles than degrees of freedom, the motor system is redundant: there are multiple ways

of achieving the same task. For example, for joints that are controlled by multiple muscles, such as the

elbow, the same motion can be produced by different combinations of muscles and with different levels

of co-contraction.

Noise: Accurate perception and precise action is limited by noise in the nervous system. Further-

more, noise levels increase with fatigue and the level of the motor command [Selen 2007].

Delay: Delays are present in the sensing, processing, and execution stages of the sensorimotor

system. These delays also vary depending on sensory modality, processing complexity, and muscle

location.

Uncertainty: Control decision must often be made based on incomplete information of the envi-

ronment and the results of the task. Humans must also cope with unstable and unpredictable systems.

Nonstationarity: Motor system properties can change over time due to growth, development,

ageing, and fatigue, which makes adaptation important.

Nonlinearity: The motor system is highly nonlinear, so responses to multiple inputs can not simply

be summed together to predict the response to a novel input.

In addition to these physiological limitations, human factors can also lead to errors. The International

Ergonomics Association [2010] defines human factors as

”[t]he scientific discipline concerned with the understanding of the interactions among hu-

mans and other elements of a system, and the profession that applies theoretical principles,

data and methods to design in order to optimize human well being and overall system per-

formance.”
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Modern operating rooms are technologically complex, high-stress environments which require multi-

disciplinary teams to work together in a coordinated fashion [Shouhed 2012]. Surgeon performance is

affected by acute stress which can be brought on by technical complications, time pressure, distraction,

interruptions and increased workload [Arora 2010].

1.1.3 Humans Use Bracing to Improve Performance

As mentioned earlier, people employ a bracing strategy to improve their performance during a variety

of interactive motor tasks, often without the person being consciously aware of what they are doing.

Bracing is often used during precision manipulation (Figure 1.3). In this case, the increased stability

provided by the close contact helps reduce fatigue and increase precision. Bracing is used in a variety

of tasks (Table 1.2) to reduce fatigue, increase precision and generate higher forces.

Figure 1.3 A railroad watch finisher makes an adjustment on a railroad movement. Note how he
braces his hands and face against the table to increase dexterity and precision. (Source: Elgin
National Watch Company, modifications by Wayne Schlitt (Watch Word magazine) [GFDL
(http://www.gnu.org/copyleft/fdl.html)], Wikimedia Commons.)

Table 1.2 Examples of Tasks Where Bracing is Used

writing welding painting (maulstick)

soldering sculpting mousing

typing carving shooting

The bracing strategy involves forming a secondary, parallel load path, which can be accomplished

in several ways. This secondary path can be created by adjusting the posture so that the limb is pressed

against the body (internal bracing) (Figure 1.4a), by positioning the limb against the environment or

some sort of auxiliary bracing device i.e., a brace (external bracing) (Figure 1.4b).

Literature on bracing is limited and is largely divided between two areas: investigating human brac-

ing in the context of ergonomics and applying the behaviour to improve the performance of robotic

arms. There are also a few clinical examples.
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Human Bracing Research

Although there are a variety of examples of humans using a bracing strategy to improve performance,

we have only been able to identify a few formal studies.

Bracing may be a natural extension of how humans often approach manipulation tasks. Many bi-

manual manipulation tasks exhibit asymmetry, where each hand plays a slightly different role. Guiard

[1987] proposed a descriptive model of bimanual control that treats the two hands as a pair of abstract

motors that humans tend to assemble in series, forming a kinematic chain. For example, during hand-

writing a right hand dominant person will use the left hand to control the position of the page relative to

the table while the right hand controls the position of the pen relative to the page. This divides the time

and spatial scales between the two hands: infrequent, gross postural corrections are handled by the left

hand, while frequent, fine manipulations are handled by the right. Further, the right hand operates in the

coordinate system formed by the left. Guiard theorizes that

“the outstanding manipulative efficiency of humans results not only from role differenti-

ation between the two hands but also, and perhaps more significantly, from the fact that

between-hand division of labour is typically hierarchical, with the two hands working in a

coordinated fashion at two contiguous levels of resolution.”

We believe that employing a bracing strategy may facilitate this division of labour by making it easier

to operate in the coordinate system of the workpiece and by dividing the degrees of freedom (DOF) of

the task to the appropriate temporal-spatial scale.

Ergonomics is one field where the effects of bracing has been quantified in some scenarios. During

a series of studies to develop a 3D whole body model to predict posture for standing hand force exer-

tion, Hoffman [2008] noticed that subjects would sometimes tuck their arm against their body during a

(a) (b)

Figure 1.4 Illustration of (a) internal bracing, and (b) external bracing in a pushing task. Internal
bracing involves a change in posture to brace the limb against the body. External bracing uses
an auxillary device or structure. (Source: Sean Gillen ©2013, based on images from Hoffman
[2008] and Jones [2011].
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pushing task. Hoffman [2008] hypothesized that this internal bracing strategy was used to reduce the

moment generated in the shoulder. Jones continued this work and addressed external bracing explicitly

(Figure 1.5). She demonstrated that the availability of surfaces to brace against can increase one-hand

isometric force exertion capability by 43 % [Jones 2013].

Figure 1.5 Research apparatus for assessing effect of bracing availability on one-hand isometric
force exertion capability. (Source: reprinted from Jones [2013] ©2013 Taylor & Francis, with
permission.)

There are a handful of studies that have evaluated the effect of using armrests on muscle activity. Lee

[2006] evaluated muscle activity of a static and dynamic mousing task with the use of a forearm support

using surface electromyography (EMG) and found that the activity of trapezius, deltoid, biceps brachii,

extensor carpi radialis longus, and extensor digito- rum, decreased by 43 % to 67 %. Murphy [2011]

developed a dynamic armrest that passively supports the arm throughout movement of a hydraulic-

actuation joystick, like those commonly used to operate heavy mobile machines such as excavators and

skidders. Their study reported statistically detectable decreases in the mean and peak muscle activations

of the upper trapezius and anterior deltoid when the dynamic armrest was used compared to a static

armrest. There was also a statistically detectable decrease in mean and peak anterior deltoid activation

compared to when no armrest was used. Unfortunately, the study did not report the magnitudes of these

reductions, or standardize the results to maximum voluntary contractions. Presumably, reduced muscle

activation will result in decreased fatigue. While there is evidence to support muscle activity reductions

during static bracing, it is important to note that these tasks involved minimal interaction forces.

Fehlberg [2012] developed and tested an ‘Active Handrest’ that enabled continuous dexterous ma-

nipulation over a larger workspace than what is possible with the arm alone (Figure 1.6). Although the

device was not developed for a specific purpose, the authors suggest that it could be of use in “surgery

and medical tasks, upper limb rehabiliation, artistry, machining, pick-and-place tasks, or any task re-

quiring dextrous control of tools.” Static bracing strategies typically tradeoff improved stiffness and
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precision for a reduced workspace. For example, the finger of an outreached arm can cover a planar,

hemispherical area of approximately 1 m2. If the hand is braced against a static rest, the finger can cover

a circle with a diameter of roughly 0.1 m, an area of approximately 0.01 m2. This represents a change in

area of two orders of magnitude. The Active Handrest automatically adjusts position as the user moves,

providing support over a large area. In the study, the accuracy and time of a circle tracing task were

tested under a variety of support conditions: no support, fixed elbow rest, fixed hand rest, passive hand

rest, and active handrest. Fehlberg found that the active handrest significantly improved accuracy com-

pared to the unsupported and fixed rests, reducing error by 26 %. Their results suggest that the gains in

performance were a result of not only gravity support but also the damping provided by the device.

Figure 1.6 Concept and prototype of Active Handrest. (Source: reprinted from Fehlberg [2012]
©2012 SAGE Publications, with permission.)

The studies above collectively demonstrate that depending on the nature of the task, a bracing strat-

egy can be used to reduce fatigue, improve precision, generate higher forces, or some combination of

the three.

1.1.4 Applying Bracing To Robotics

Over the past 30 years, several researchers have investigated applying the bracing strategy employed

by humans to improve the performance of robotic manipulators. This idea was first proposed by Book

[1984] as a means to increase the precision of lightweight, flexible arms. Typically, ensuring high preci-

sion over a large workspace requires large, heavy manipulators to achieve high stiffness, but movement

speed suffers. Lightweight arms are much faster to move, but are less accurate because of their low

stiffness. Book proposed increasing the precision of these lightweight arms by first grossly positioning
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the arm in the general vicinity of the task, and then bracing the arm against the workpiece or a nearby

surface using secondary links to allow fine motion. The primary goal is to optimize the balance between

stiffness and mobility.

Book proposed a variety of methods for establishing a connection to support the bracing forces

including a simple normal force, mechanical clamping, vacuum attachment, and magnetic attachment.

People typically use a simple contact with a frictional force created through gravity or muscle activation

producing a bias force. Asada [1985a] utilized the normal force strategy to developed the concept of a

‘tool guide’ or ‘jig hand’. By bracing the tool guide against the workpiece, high dynamic interaction

loads are handled by the increased stiffness or bias force that prevents lift-off, which improves accuracy.

This concept was applied to a grinding robot. The grinding wheel is attached to the tool guide which

is held against the workpiece using a preload exerted by the robotic arm (Figure 1.7a). Any reaction

forces generated by the grinding process, as a result of uncertainties in the workpiece, are shielded from

the arm by a spring (Figure 1.7b). Experimental results showed that the stiffness of the grinding tool in

the direction normal to the grinding surface increased by a factor of 50.

(a) (b)

Figure 1.7 Adaptable tool guide for a grinding robot: (a) model and (b) schematic. The spring
suspension mechanism protects the robot arm from vibration and impulsive loads generated
by the grinding tool. (Source: reprinted from Asada [1985b], ©1985, with permission from
Elsevier.)

Fields [1989] used a similar design for a robotic system to automate the fixturing and drilling of

aerospace sheet metal parts. Like grinding, drilling involves significant axial interaction forces that can

affect accuracy. In order to stabilize the tool and reduce high dynamic loading to the end of the compliant

robotic arm, the drill is mounted to the tool guide and actuated by a pneumatic cylinder (Figure 1.8). The

robotic arm applies a preload to the tool guide to brace it against the workpiece. Experimental results

showed that positional accuracy improved from±2.80mm to±0.25mm. This system demonstrates one

of the key concepts of implementing a bracing strategy: allocating degrees of freedom to independent

motions.

In addition to the mechanical design of the bracing mechanism, implementing a bracing strategy for

a robot involves developing an appropriate control strategy to control the manipulator before, during,
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Figure 1.8 The positional accuracy of automated drilling of sheet metal parts can be improved
through bracing by separating the positioning and drilling. The end effector assembly is at-
tached to a robotic arm through the mounting hub and is pressed into the workpiece generating
a normal force. This normal force helps maintain position while the pneumatic cylinder inde-
pendently actuates the drill. (Source: reprinted from Fields [1989], ©1989, with permission
from Elsevier.)

and after bracing is established. Book [1984] identified control issues during each phase:

• Gross Motion

1. Choosing a trajectory that balances speed without exciting vibration;

2. Following the trajectory chosen with a controller that is accurate and stable over large

changes in parameters; and

3. Selecting a destination to allow best use of other degrees of freedom.

• Rendezvous and Inactive phases

1. An accurate, gentle collision with the bracing structure;

2. Passive damping of the high frequency dynamics; and

3. Appropriate control of the statically indeterminate braced structure.

• Fine Motion

1. Sensing the position relative to target; and

2. Fast, probably conventional control of fine motion degrees of freedom.

Researchers have developed the necessary control strategies to apply bracing to a variety of appli-

cations [Chung 1987; Kwon 1988; Book 1989; Fields 1989; Hollis 1992; Delson 1993; Book 1994;

Zupančič 1996; Schimmels 1996; Schimmels 2001a; Schimmels 2001b; Greenfield 2005; Itoshima
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(a) (b) (c)

Figure 1.9 Bracing strategies for a coarse-fine manipulator: (a) real, (b) virtual (workpiece refer-
enced), and (c) virtual (enviroment referenced). (Source: reprinted from Hollis, ©1992 IEEE,
with permission.)

2011]. Although reviewing all of the control algorithms is beyond the scope of this thesis, there are sev-

eral key concepts worth mentioning. Hollis describe two types of bracing for a coarse-fine robot. They

refer to ‘real bracing’ when the coarse manipulator is mechanically braced against a bracing structure

(Figure 1.9a) and ‘virtual bracing’ when the position of the fine manipulator is controlled through a feed-

back loop by sensing the position of the workpiece (Figure 1.9b) or environment (Figure 1.9c). In this

case, a virtual brace is similar to the concept of a virtual fixture used in haptics. Hollis experimentally

implemented a ‘real’ bracing solution for precise assembly of electronics and demonstrated that 98 % of

alignments were within 1 µm, an order of magnitude better than unbraced coarse-fine manipulation and

two orders of magnitude better than coarse manipulation alone.

Zupančič [1998] tested an Asea Irb 6 industrial manipulating robot and three human operators using

a standard repeatability positioning task for industrial robots (ISO 9283)(Figure 1.10). Zupančič found

that static bracing improved positional repeatability. In this study, an Optotrak® optical motion capture

system was used to measure position. The task was to move to each of five points defined within the

workspace a total of 30 times. The robot was programmed to move to the defined points while the human

operator used a wire frame with five rings for reference. The repeatability of the robot was on the order

of 0.2 mm, with about 50 % improvement in the braced case. The human operators’ repeatability was

around 30 mm, two orders of magnitude larger than the robot. When their forearms were braced, the

human operators experienced a 25 % improvement in repeatability. This study showed that both humans

and robots can obtain significant precision improvements from bracing.

The research described above has established that applying a bracing strategy to robots can improve

stiffness and accuracy. Implementing the necessary control schemes, however, is not trivial, and is an

area of ongoing research.

1.1.5 Clinical Bracing Research

There are only a few clinical examples where specific devices have been designed to facilitate bracing

or where performance has been evaluated. These applications include reducing hand tremor and fatigue

in microsurgery, especially neurosurgery, and stabilizing tools using finger rests in dentistry.
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Microsurgery

In microsurgery, minimizing hand tremor is a challenge. Anatomical constraints sometimes force sur-

geons to maintain unnatural postures which causes fatigue that may exacerbate hand tremor. Surgeons

often try to reduce fatigue and increase stability by placing their arms or hands or both on the patient’s

head, or various types of arm and hand rests attached to the head frame (Figure 1.11a), operating ta-

ble, or surgeon’s chair. A variety of such systems have been developed [Sugita 1978; Greenberg 1981;

Kobayashi 1984; Gilsbach 1984; Klein 1984]. Since fixed rests only offer support in one location and

adjustment can be difficult, time consuming, or both, several groups have also developed systems that

are easier to reposition.

One example of a system that is easier to reposition is the freely movable armrest [Ohta 2000].

When a button is pushed, compressed air releases the friction joints, allowing the armrest to move

freely; when the button is released, the arms lock into place. Although they were unable to quantitatively

measure surgeon stability or fatigue, when the freely movable armrest was used clinically the authors

observed “substantial difference in performance”, “markedly improved” stability, and “greatly reduced”

fatigue. Ohta also reported that supporting the wrist was better for higher stability and finer movements,

whereas supporting the forearm was better when greater movement was required. One limitation of

this system is the need to let go of the surgical tool to activate the button, potentially interrupting the

surgeon’s concentration.

Figure 1.10 Experimental setup of study to compare positional repeatability of braced and un-
braced human and robot. (Source: reprinted from Zupančič [1998] ©1998, with permission
from Elsevier.)
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A similar freely movable armrest was developed and evaluated during a simulated microsurgery

suturing task [Yako 2009]. In a study of 6 subjects, Yako found a decrease in task duration from an av-

erage of 873 s to 790 s, a statistically detectable decrease of approximately 10 % (p = .039). Fatigue and

maneuverability were assessed on a subjective scale from 1 to 10. There was a statistically detectable

decrease in fatigue (6.2 versus 4.3, p = .031) and statistically detectable increase in maneuverability

(4.0 versus 6.3, p = .031). This system measurably improved performance, although it still relied on

manual intervention to adjust position.

To address this limitation, the authors developed a passive robotic system called EXPERT [Okamoto

2011; Louis 2012; Goto 2013]. This system adjusts the armrest position automatically in response

to the surgeon’s movements (Figure 1.12). The authors tested the system in a study similar to the

one described above [Goto 2013]. All of the subjects reported decreased fatigue scores and increased

maneuverability scores on a visual analogue scale when using the system versus without (p < .05). Task

time decreased for 4 of the 6 subjects, while 2 subjects showed increases. EXPERT has also been used

without complications during 13 surgeries, although in order to be commercially viable, the authors feel

the system needs to smaller and lighter [Louis 2012]. Another likely advantage for widespread adoption

is cost-effectiveness: since the system simply supports the surgeon and does not touch the patient, there

is no need for clinical trials before commercial production [Goto 2013].

There are several remaining questions regarding armrests. Unfortunately, it is difficult to directly

compare the results of the freely movable arm [Yako 2009] to the EXPERT [Goto 2013] since the

experimental task differs; it is therefore difficult to assess whether the additional cost and complexity

associated with the EXPERT system is justified. The studies to date have all been performed with expert

(a) (b)

Figure 1.11 Two types of support systems used for neurosurgery: (a) headframe-mounted hand rest
system and (b) chair-mounted freely movable armrest. (Source: (a) reprinted from Gilsbach
[1984] Figure 4, ©1984 Springer-Verlag, with kind permission from Springer Science and
Business Media; (b) reprinted from Ohta [2000] Figure 5, ©2000 Wolters Kluwer Health,
with permission.)
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surgeons, so it is unclear whether more junior surgeons would see similar or greater improvements in

performance.

Dentistry

Dentists and dental hygienists are explicitly trained to ‘fulcrum’, or use finger rests, to improve perfor-

mance while performing dental scaling and other procedures. The basic intraoral fulcrum is formed by

resting the ring finger on a tooth near the tooth being instrumented (Figure 1.13). This fulcrum provides

a stable support for the hand, a pivot point for rotation, and a source for leverage which enables precise

instrument control, decreases the likelihood of injury to the patient or clinician if the patient suddenly

moves, and reduces muscle stress in the clinician [Darby 2006].

There are several alternative to the basis intraoral fulcrum. An extraoral fulcrum is formed by resting

against the patient’s chin or cheek. Advanced fulcrum techniques vary where the finger rest is in relation

to the treatment area, or involve the use of more than one finger. The middle finger can be stacked against

the ring finger, of a finger from the non-dominant hand can be used as a finger rest, or to stabilize and

provide additional force to the instrument.

The use of finger rests has been advocated for nearly a century, and while the benefits of using

this technique to improve precision and prevent injuries caused by sudden movements are generally

accepted, only two studies have investigated whether using finger rests reduces muscles stress. Dong

[2005] tested 12 predental students and concluded that thumb pinch force and muscle activity decreased

when using one and two finger intraoral finger rests compared to no finger rest in a simulated dental

scaling task. Cosaboom-FitzSimons [2008] performed a similar study with 32 senior dental hygienist

students and concluded that similar levels of muscle activity were produced across five different types

of fulcrum. Although the Cosaboom-FitzSimons study attempted to address limitations they identified

within the Dong study, it is difficult to directly compare the results. Cosaboom-FitzSimons claim that

the extraoral fulcrum condition (i.e., bracing outside the patient’s mouth, typically against chin or cheek)

in their study is equivalent to the no finger rest condition in the Dong study. Unfortunately, neither study

(a) (b)

Figure 1.12 Automatically adjusting arm rest: (a) EXPERT system and (b) schematic. (Source:
reprinted from Okamoto [2011], ©2011 Springer, with kind permission from Springer Sci-
ence and Business Media.)
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Figure 1.13 A clinician utilizing an introral fulcrum during dental scaling. Their ring finger is
rested against an adjacent tooth to provide support, help stablize the instrument, increase
precision, and minimize the risk of injury. (Source: Sgt. Brian J. Griffin, public domain,
Wikimedia Commons.)

explicitly measured performance in terms of scaling efficiency or time.

Robotically Assisted Procedures

Intuitive Surgical (Sunnyvale, California, US) has recently been granted a couple patents related to

bracing during robotically assisted procedures. The primary patent, titled ‘Bracing of bundled medical

devices for single port entry, robotically assisted medical procedures’ describes a method for stabilizing

the movement of a teleoperated tool during minimally invasive surgery [Mohr 2011].

Summary

Clinically, bracing is used intuitively in some cases and taught explicitly in others; however, in general,

it is understudied and appears to be underutilized as a design element in an engineered system. The next

section describes why we believe a bracing strategy may be an effective way to improve the performance

of orthopaedic surgery, especially CAOS procedures that already rely on computer assistance to enhance

precision.

1.1.6 Applying Bracing to CAOS

We believe that a bracing strategy may offer significant performance gains without suffering from many

of the limitations of current CAOS techniques. Specifically, we believe that bracing can enable a surgeon

to perform many motor tasks quickly and accurately, without the need for expensive robotic hardware.

The potential improvement in the tradeoffs between accuracy, time, and cost is a result of several factors:

Augmented Stability: Forming a closed kinematic chain can lead to increased stiffness, reduced

fatigue, increased precision and more efficient force application. With the appropriate impedance, a
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brace can potentially decrease the response to perturbations in the environment.

Less Invasive Fixation: A bracing connection can be formed by simply apposing the hand or tool

against an appropriate bracing structure or surface without the need for invasive, rigidly affixed pins or

screws. This could in principle save time.

Intuitive: Since humans employ bracing strategies naturally, a properly designed bracing strategy

could likely require minimal training.

Simple and Cost Effective: A bracing strategy does not necessarily require expensive actuators,

sensors, or control hardware, which would reduce costs and setup time compared to existing robotic

devices.

Surgeon Control: The surgeon would remain in control of the cutting process.

1.2 Research Goals
The goal of this thesis was to assess the feasibility of applying a bracing strategy to CAOS by:

G1. Developing a bracing strategy for a surgically relevant task; and

G2. Experimentally assessing whether the bracing strategy improved task performance.

The next section describes how a surgically relevant task was chosen.

1.3 Selection of Surgically Relevant Task
We chose to assess the effects of bracing on two aspects of surgical drilling: navigated targeting and

cortical drilling. In this section, we provide the rationale for selecting these tasks.

The primary motivation was simplicity. During a drilling task, there is a natural separation between

the alignment and machining phases. Once a hole has been started, there is limited opportunity to

change the orientation and it is primarily a single DOF task.

Orthopaedics primarily involves bone-machining tasks as opposed to manipulation or positioning

tasks. A variety of tools are capable of machining different surfaces, and there are differences in the

number of degrees of freedom of the cutting and alignment. Table 1.3 lists tools commonly used in

orthopaedics and their associated machining shapes and degrees of freedom.

1.3.1 Surgical Drilling

In this section we provide an overview of surgical drilling and discuss some of the limitations and com-

plications that make it a likely candidate for improvement through a bracing strategy. A comprehensive

review of bone drilling can be found in a recent review by Pandey [2013].

Drilling is a machining method to produce a cylindrical hole. Material is removed by cutting surfaces

on a rotating drill bit. The cutting force depends on the axial thrust force (N) and torque (N m) applied

to the rotating (rotations per minute (RPM)) drill bit. In a freehand drilling task, a drill motor supplies

the torque while the user exerts and controls the thrust force. In general, the goal of a drilling task is to
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Table 1.3 Tools Commonly Used in Orthopaedics

Degrees of Freedom

Tool Machining Shape Constraintsa Cuttingb Relativec

Broach Linear 5 1 0

Drill Cylinder 4 1 1

Saw Plane 3 3 1

Mill Surface 1 5 1
a Constraints required to align tool in preparation for cut.
b Cutting motions
c Movement of cutting surface relative to handle.

create a hole in the correct location, in the correct orientation, and to the correct depth while maintaining

an appropriate thrust force for efficient drilling.

A typical drilling task can be divided into four phases: planning, targeting, drilling, and withdrawal.

The goal of the targeting phase is to align the drill bit to the desired start point and trajectory. The

drilling phase begins when a torque is applied to the drill bit through the application of an axial thrust

force and the rotation of the drill motor. When the desired depth is reached, the drill bit is withdrawn.

Drilling is commonly performed in orthopaedics since there are a variety of situations that require

a hole in bone. Holes are often drilled in preparation for a screw or other threaded device for rigid

fixation, to form a bony tunnel to route other tissue (e.g., tendons during anterior cruciate ligament

reconstruction), or to relieve pressure (e.g., core decompression for osteonecrosis). Accuracy is often

quite important; an improperly placed hole can have significant consequences in terms of neurovascular

injury (e.g., pedicle screws) or improperly aligned implants.

Surgical Drilling Challenges

There are several challenges to achieving accurate and timely surgical drilling:

• bone density

• bone geometry

• bit walking / skiving

• bit breakage

• bit bending

• heat generation

In general, freehand (i.e., manual) drilling is an unstable task [Rancourt 2001b]. Small perturbations

can cause the thrust force to be applied off axis, generating large moments that lead to undesirable

movement unless the necessary lateral stability can be maintained. This instability increases for longer

drill bits and greater thrust forces, both of which are relevant in bone drilling. Drill bits are reported

to be one of the most frequently broken surgical instruments [Bertollo 2011]. Long, narrow bits, such

as those commonly used in orthopaedics, are especially susceptible to bending and breaking. In many

cases, it is extremely difficult to remove a broken drill bit, so they are often left in situ; since the bits are
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made of biologically inert material, this generally does not result in any biological reaction, but it can

complicate completion of the procedure.

Through consultation with a clinical collaborator, we identified a number of different surgical

drilling tasks that could potentially benefit from bracing (Table 1.4). For each task, we assigned the

relative importance of alignment accuracy, depth control, bit bending, and whether the task relied on

fluoroscopic guidance.

Table 1.4 Surgical Drilling Tasks That May Benefit From Bracing

Task/Procedure Alignment Depth Bit Bending Fluoroscopy

Core decompression H + + +

Sacroiliac screw placement VH + + +

Locking of intramedullary nails M - + +

Pedicle screws VH + (b/t) - +

ACL reconstruction M + (b/t) - -

Hip resurfacing H - - -

Maxillofacial implants H + a - -

TKA tibial jig placement H - - -

CAOS marker placement L + - -

Open fracture reduction L + a - -
a thin bone

With an emphasis on simplicity for this initial exploration, we selected two tasks: navigated targeting

and cortical drilling. The justification is further expanded in the sections below.

1.3.2 Navigated Drill Targeting

Navigated targeting is one of the first steps in a typical CAOS drilling task. The goal of this task is to

align the drill with the pre-determined entry point and trajectory using the feedback provided by the

guidance display of a CAOS system.

We chose navigated targeting drilling as a likely task for improvement through bracing for several

reasons:

1. It applies to a variety of CAOS procedures;

2. It does not involve significant user interaction forces during the targeting phase;

3. Passive rigid braces can improve positional repeatability [Zupančič 1998]; and,

4. The construction of a complex bracing device is not required.

The performance of this task can be measured by analysing the error between the goal trajectory and

the drill bit pose and the time taken to complete the task. The difference is represented using a distance

and an angle. The radial error is the perpendicular distance from the goal axis to the drill bit tip. The

angular error is the angle between the goal axis and the drill bit axis. The components of targeting

20



CHAPTER 1. INTRODUCTION

error are illustrated in Figure 1.14.

Drill Bit

Goal Axis

θ

r

θ

Figure 1.14 The error between the a goal axis and achieved axis is represented with an angular
error, θ , and a radial error, r. Coincident axes will have a radial error of 0. Parallel axes will
have an angular error of 0.

A preliminary study with a single subject showed that an external guide stabilising device can de-

crease navigated drilling time [Kendoff 2007]. In this study, a junior surgeon performed twenty drilling

trials freehand and twenty trials with a clamped alignment guide. Each hole was drilled to a target

80 mm through a foam block that had a density similar to human cancellous bone. There was a statis-

tically detectable difference (p = .009) in drilling time between trials drilled freehand, with an average

of 5.4 min (σ : 1.3 min, Range: 3.0 min to 6.0 min), and trials drilled using the guide, with an average

of 5.8 min (σ : 1.8 min, Range: 4.0 min to 10.0 min). However, there was no difference in accuracy.

Freehand trials had an average error of 0.7 mm (σ : 0.6 mm, Range: 0 mm to 2 mm), while trials with

the guide had an average error of 0.6 mm (σ : 0.6 mm, Range: 0 mm to 2 mm). This study provides

encouraging evidence that providing mechanical support can reduce time without affecting accuracy.

Guidance Display

Although it was not originally the primary focus of this study, during preliminary development of a

simple CAOS system for testing braced performance it became clear that the design of the guidance

display used for visual feedback could have a significant impact on performance.

A variety of medical procedures use visualizations based on medical imaging as an integral part of

planning, execution, and verification. These procedures are collectively referred to as image-guided
surgery or image-guided interventions. A cohesive overview of the technologies and challenges in-

volved is provided by Peters, Terry; Cleary [2008], especially the chapter by Holmes III [2008]. Since

the focus of this study was on the execution phase and it was a preliminary investigation into bracing,

we wanted to avoid the complexity of having to image and register the anatomy and determine the ap-

propriate surgical plan. We assumed that the planning had already been completed, and focussed on

more abstract representation of a particular execution task, which in this case was the alignment of the

drill axis.
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Most commercially available CAOS systems combine a standard top-front-right orthographic view

and a special 2D view for aligning trajectory. For example, the BrainLab® system for femoral hip

resurfacing uses two orthographic views and an axial view to help align the drill for proper pin placement

(Figure 1.15). The two axes are aligned when the circles and cross-hairs in the axial view overlap one

another.

Figure 1.15 Navigation display of the BrainLab® Computer Assisted Surgery (CAS) system for
femoral hip resurfacing. The user needs to align the drill axis, shown in yellow, to the
planned pin axis, shown in blue. (Source: www.brainLab.com)

Although most commercial systems are still based around a static 2D monitor, several researchers

have investigated alternative ways to provide visual feedback. In his thesis work, Kassil [2007] de-

veloped an LCD display that attached directly to a drill and compared targeting performance with a

standard 2D monitor. The tool-mounted LCD display with an axial perspective had statistically less

positional error (2.41 mm vs. 2.81 mm, p = 0.004) and angular error (1.86 mm vs. 2.32 mm, p = 0.001)

but slightly longer completion times (32.5 s vs. 28.6 s, p = 0.02) than the monitor with a standard or-

thographic viewpoint [Kassil 2009]. The study also looked at whether augmented video would improve

performance, but there was no statistical difference in error or completion time compared to the axial

display without video. Despite these promising results, we decided to use the conventional display since

the focus of our study was on bracing.

We developed and experimented with a number of novel guidance displays, but ultimately chose to

use a simple axial perspective display similar to the ones found on several commercial and research sys-

tems and a 3D perspective of the same display. The axial guidance display uses an exocentric viewpoint

aligned with target axis; the target remains centred while the cues attached to the drill move. The 3D

display also uses an exocentric viewpoint, except the position of the camera relative to the target more
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closely represents the position of the subject’s eyes relative to the target. We hypothesized that the 3D

perspective guidance screen that provided better context to the alignment task would be more intuitive

and yield better targeting performance.

1.3.3 Cortical Drilling

Cortical bone, or compact bone, is one of two types of osseous tissue that form bone. Cortical bone

forms the cortex or outer shell of most bones and is much denser than cancellous bone [Carter 1978].

Cortical drilling is a common task in long-bone fracture repair and is employed as a preparatory step

for screw placement in both open and closed reductions (Figure 1.16). A hole is created through one

or both cortices so that a screw can be inserted to reduce and stabilize the fracture directly or with the

use of implants. The goal of cortical drilling is to create the hole in the correct location with minimal

damage to other tissue. This includes damaging surrounding bone through excessive generation of heat,

and potentially damaging nerves, vasculature, and soft-tissue if the drill penetrates, or plunges, too far

after breaking through the far surface of the bone [Alajmo 2012].

Figure 1.16 Cross-sectional view of indirect internal fixation using a plate. Cortical drilling is used
to prepare the holes for the screws in internal fixation of bone fractures. The cortical bone
is shown in grey. (Source: reprinted from Wagner [2003], ©2003, with permission from
Elsevier).

We chose cortical drilling as a likely task for improvement through bracing for several reasons:

1. Performance relies on the manual control of drilling thrust force in an unpredictable system;

2. It is commonly performed;

3. It is often completed under fluoroscopic guidance;

4. The bone geometry is relatively simple; and,

5. Related research by our group in distal locking of intramedullary nails [Beadon 2007].

There are three main aspects of cortical drilling performance: positioning accurately, maintaining

an appropriate thrust force to prevent osteonecrosis, and minimizing unwanted penetration of the drill,
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or plunge depth. Other considerations include the total task time (as it influences operating room costs)

and avoiding drill bit breakage.

We are primarily focussed on the issue of force control. High forces are necessary to drill efficiently

and avoid excessive temperature build up that can cause osteonecrosis. Predicting when breakthrough

will occur is challenging because of anatomical variation in bone thickness and bone density. If break-

through occurs when significant force is still being applied to the tool, the spring-like properties of the

human arm result in rapid advancement of the drill before the user has an opportunity to react and this

can lead to injury (Figure 1.17).

Earlier work in our research group investigated applying computer-assistance to distal locking of

intramedullary nails [Beadon 2007]. Typically, this procedure is performed under fluoroscopic guidance.

Beadon developed a radiation-free technique to determine the location and orientation of holes using an

Aurora Electromagnetic Tracking System (Northern Digitial Inc, Waterloo, ON).

Figure 1.17 Drill plunge depth is the undesirable and uncontrolled penetration of the drill bit be-
yond the far surface of the bone. This is illustrated using a coronal cross section of a distal
femur Sawbones model (Model 3303-3007, Sawbones, Vashon, Washington, USA).

Research regarding surgeon performance in cortical drilling is limited. Dubrowski 2004 were one

of the first to study drill plunge, and did so in the context of surgical education. The main finding was

that plunge was related to pre-breakthrough force (PBF), the thrust force exerted by the user immediately

before breakthrough. They found a statistically detectable increase in drill plunge between experienced

surgeons and residents; practising surgeons plunged (3±2)mm on average. The difference was at-

tributed to an anticipatory versus reactionary force control strategy: experienced surgeons anticipated

breakthrough and reduced their thrust force, whereas less experienced residents drilled with the same

force. The reactive control strategy translates to larger temporal delays between breakthrough and ter-

mination of the drilling action. In a further study, they demonstrated that experienced surgeons use the
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noise produced by the drill as feedback for impending breakthrough [Praamsma 2008].

Recently, Alajmo [2012] evaluated the effects of drill bit sharpness, bone quality, and surgeon ex-

perience on plunge depth. In the study, surgeons drilled a series of holes in a generic and osteoporotic

synthetic bone model using sharp and blunt drill bits (Figure 1.18). The artificial bone was mounted in

a foam bone holder. The authors found a statistically detectable difference of approximately 2.5 mm be-

tween experienced and inexperienced surgeons when using the sharp drill bit. Using the blunt bit, there

was no effect of experience. On average, surgeons plunged over 20 mm in normal bone and 10 mm in

osteoporotic bone. The mean plunge depth of several subjects was over 30 mm, which means that at

least one of their three trials was even higher. Both these factors can likely be attributed to thrust force;

blunt bits require greater amounts of thrust force, while less-dense osteoporotic bone requires less thrust

force.

(a)

(b) (c)

Figure 1.18 A previous study to assess the effect of drill bit sharpness, bone quality and surgeon
experience on drill plunge depth: (a) experimental setup, (a) typical participant, and (c)
plunge depth measuring device. Note how the subject has their right arm braced closely
against their body as they hold the drill. (Source: reprinted from Alajmo [2012], ©2012
Lippincott Williams & Wilkins, with permission.)

The most comprehensive study of drill plunge to date was completed recently by Clement [2012].

A total of 153 surgeons and physicians each performed three bicortical drillings on a generic artificial

bone. The bone was mounted rigidly, with a polystyrene plate on the far side of the cortex to enable

25



CHAPTER 1. INTRODUCTION

the measurement of plunge depth with a depth gauge (Figure 1.19). Average plunge depth was 6.3 mm

(SD: 0.33–18.67 mm); the study found no statistically detectable difference based on surgical speciality

(p > .05) or experience (p > .05).

Figure 1.19 A previous study to quantify drill plunge depth. An artificial bone model was mounted
rigidly against a polystyrene plate to measure plunge depth. (Source: reprinted from Clement
[2012], ©2012, with permission from Elsevier.)

Based on these past studies, we know that plunge depth is primarily related to how much force is

applied immediately before breakthrough. Novices tend to use higher forces and a reactionary control

scheme that result in greater amounts of plunge. More experienced users rely on an anticipatory control

scheme, using drilling sounds and knowledge of the anatomy to predict when breakthrough will occur

and reduce their forces accordingly.

Drill Bit Geometry

Optimizing drill bit geometry is an ongoing area of research. It is well established that drill bit geometry

has a significant effect on drilling force [Jacob 1976; Wiggins 1976; Saha 1982; Powers 2006; Darvish

2009]. Since plunge depth during cortical drilling has been related to applied drilling force [Dubrowski

2004], we hypothesized that different drill bit geometries would result in different plunge depth. In

addition, early pilot testing identified some bit-dependent interactions during breakthrough. Drill bits

with a negative rake angle, such as a standard twist drill geometry, can grab and pull themselves into the

material. This behaviour is referred to as ‘corkscrewing’, and could potentially lead to greater amounts

of plunge depth. To ensure any potential benefits of bracing were not related to a specific drill bit

geometry, a second type was tested. We chose to use a brad point (BP) type drill bit that is unlikely to

experience corkscrewing.

1.4 Hypotheses
For the navigated drill targeting task:

H1.1 A passive rigid forearm brace will enable markedly improved targeting performance compared to

freehand:
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(a) Smaller final radial error;

(b) Smaller final angular error;

(c) Smaller position variation; and,

(d) Faster targeting.

H1.2 A 3D perspective guidance display will enable markedly improved targeting performance com-

pared to a 2D axial guidance display:

(a) Smaller final radial error;

(b) Smaller final angular error;

(c) Smaller position variation; and,

(d) Faster targeting.

For the cortical drilling task:

H2.1 Increased levels of brace damping will markedly reduce drill plunge depth compared to freehand.

H2.2 Increased levels of brace damping, at a level that markedly reduces drill plunge depth, will not

markedly increase drilling duration.

H2.3 A brad point type drill bit will enable markedly reduced drill plunge depth compared to a HSS

drill bit.

In this thesis, we test these hypotheses.

1.5 Thesis Organization
The remainder of this thesis is organized as follows:

In Chapter 2, we describe the development of a CAOS research system for the development and testing

of experimental bracing devices for surgical drilling.

In Chapter 3, we detail a user study with a cohort of 25 non-surgeons designed to test the effect of

a passive brace for forearm support and the CAOS system guidance display on targeting performance .

In Chapter 4, we describe the development of an experimental damper-based bracing device to mini-

mize cortical drill plunge, including pilot testing, modelling, and calibration of the damper.

In Chapter 5, we detail a user study with a cohort of 25 non-surgeons designed to test the effect of

the damper-based brace and drill bit type on drill plunge during a simulated cortical drilling task .

In Chapter 6, we described the contributions of this research, discuss their strengths, limitations, and

implications, and present considerations for future work in the area of braced orthopaedic surgery.
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Chapter 2

Design of a Computer Assisted Surgery
System to Support Experimentation

The trouble with measurement is its seeming simplicity.
— Anonymous

In order to assess the potential benefit of applying a bracing strategy to Computer Assisted Or-

thopaedic Surgery (CAOS), we needed to develop a basic CAOS system to use in developing and testing

experimental bracing devices. This system needed to provide the basic planning and navigation func-

tionalities of a clinical CAOS system as well as the ability to record other relevant information on task

performance.

This chapter describes the development of such a system to support research into braced CAOS pro-

cedures. Our system is based on an NDI Polaris® optical tracker and custom software developed with

LabVIEW. In addition to tracking the position of a drill relative to a workpiece, the system measures

drilling force and drill current. This framework provides the necessary hardware and software for assess-

ing the performance of a static rigid brace for improving targeting and a damping brace for minimizing

cortical drill plunge.

2.1 Braced CAOS Research System
The purpose of a computer assisted drilling system is to provide the surgeon with real-time feedback

on the position and trajectory of the drill bit relative to a planned trajectory. In our case, we are also

interested in recording this information along with other measures of the surgeon’s performance under

different experimental conditions. In addition to measuring the tool pose relative to the anatomy, we

need to measure the force being applied to the workpiece to examine the drilling process, and to measure

the current driving the tool to determine when the user starts and stops drilling. We also extend the

functionality of the system to partially automate the user studies described in Chapter 3 and Chapter 5.
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2.2 System Overview
The CAOS Research System is composed of a computer running custom software and several pieces of

hardware: a drill, an optical tracker for measuring position, a force sensor for measuring drilling force,

and a power supply for powering the drill and measuring current. A schematic overview of the system

is shown in Figure 2.1.

The software is based on a custom LabVIEW (National Instruments, Austin, TX, USA) virtual

instrument (VI), which provides a graphical user interface and the means to interact with the various

hardware used for data acquisition. Our VI is based on the Data Acquisition Reference Application for

LabVIEW1. An earlier attempt to use C++ and the Image Guided Surgery Toolkit (IGSTK) [Enquobahrie

2007] was abandoned due to problems with inconsistent tracker data logging 2.

The system operates on a PC compatible computer (Intel Core 2 Quad CPU 2.40 GHz, internal

storage 4GB, NVIDIA GeForce 9500GT 512MB Video Card), and communicates with an NDI Hybrid

Polaris® Optical Tracking System (NDI, Waterloo, Ontario, Canada) to measure pose and a 50 lb (220 N)

capacity S-type load cell (Intertechnology, INC. Don Mills, Ontario, Canada) to measure drilling force.

The force data is acquired at 1000 samples per second. The position data is limited to an acquisition

rate of 60 samples per second by the tracking system. Three foot pedals (Programmable USB Foot

Switch: StealthSwitch II, H-Mod, Inc., 1954 First Street #513, Highland Park, IL 60035, USA) are

used to acquire input from the user. We modified a commercially available hand-held, battery-powered

drill (Model DW907, DeWalt, Baltimore MD, USA). We replaced the battery with a DC Power Supply

(Sorenson XHR-40-25, AMETEK Programmable Power, San Diego, CA, USA) to supply consistent

power to the drill and provide current measurement. The current and force signals were digitized using

a 16 bit NI USB-9215 analog-to-digital converter (National Instruments, Austin, TX, USA).

2.3 Tracked Drill
Several modifications were made to the drill so that we could track its position, use a power supply

instead of the batteries, and connect it to our experimental bracing device.

Four retroreflective markers were attached to the drill to enable position tracking. Four of the screws

that held the drill together were replaced with standoffs to accept the threaded marker mounting posts.

Once the markers were attached, the tool was characterized using 6D Architect software (NDI, Waterloo,

Ontario, Canada). The definition of the local coordinate frame of the drill is described in Appendix C.2.

One of the power packs was modified to connect with a DC power supply. We removed the battery

cell and connected leads. By using a power supply instead of the battery cells, the power supplied to

the drill could remain consistent over many trials instead of varying as the battery was depleted. This

modification also helped reduce the weight of the drill from 1.66 kg to 1.38 kg, making it slightly easier

to hold. The other advantage of using the power supply was the ability to externally monitor the current,

which provided an indication of when the drill was turned on. Although not required in this study, the

1Available from http://zone.ni.com/devzone/cda/epd/p/id/6438
2We were unable to consistently record data at 60 Hz and effectively limited to 30 Hz. Although this is sufficient for

navigation, it limited our ability to capture drill plunge events.
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Figure 2.1 Schematic overview of the CAOS Research System.

current could also be used to estimate the drilling torque.

2.4 Workpiece Holder
We needed a way to mount the workpiece that would satisfy the following requirements:

• position the workpiece repeatably

• install new workpieces quickly

• accommodate drill plunge

• measure axial force

• track the position of the target

To satisfy these design requirements, we designed and constructed a workpiece holder based on a

flexure design (Figure 2.3). The flexural bearings provide five degrees of support for the holder while

allowing axial force to be transmitted unimpeded to the force sensor (Appendix C.5). The holder itself

is an open box with an opening to allow the drill bit to plunge freely. A raised lip provides an index to

position the workpiece in a repeatable position, and clamps are used to fix it in place. A marker frame (

dynamic reference frame (DRF)) is attached to the workpiece holder to track its position.
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Figure 2.2 A modified DeWalt (Baltimore, MD, USA) Model DW907 cordless drill is fitted with
retro-reflective markers to enable optical position tracking. A bracket was attached to connect
to the experimental bracing device. The accelerometer shown attached to the drill body was
not used in the present study.

The base of the workpiece holder is rigidly attached to a frame to maintain its position with respect

to the work table. The vertical position of the workpiece holder is adjustable to maintain a consistent

posture for subjects of different heights. The workpiece used in each study is described in more detail

in Section 3.2.2 and Section 5.2.2 and illustrated in Figure 5.4.

2.5 Tool, Anatomy, and Target Tracking
The main function of the CAOS system is to track the motion of the tool relative to the patient anatomy

and provide a real-time guidance display for the user. The optical tracker measures the pose of markers

rigidly attached to the relevant bodies. In our study, we wish to measure the pose of the drill tip relative

to a virtual target referenced to the anatomy. In order to calculate the transforms we are interested in,

we need to perform several calibrations and registrations.

2.5.1 Rigid Body Tracking Notation

In order to track the motion of one rigid body with respect to another, we need to know both the trans-

lation and rotation, hereto referred to as pose. We represent this measure as a right-handed trans-

form, TB
A, which represents the position and rotation of coordinate system A with respect to coordinate

system B. Each transform consists of three components of translation (i.e. t = [tx, ty, tz]
T ) and a rep-

resentation of rotation. Although there are several different ways to represent rotation, we chose to

use a quaternion, which is a four element representation of an axis vector and angle of rotation, i.e.

q = qw +qxi+qy j+qzk = [qx,qy,qz,qw]
T .

Other transforms can be composed using the relation:

TC
A = TB

A ◦TC
B.
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Figure 2.3 The workpiece holder provides a means to repeatably mount the workpiece, measure the
force applied by the tool, and measure any relative movement. A frame holds the workpiece
holder stationary relative to the work table.

The composed rotation is found using the quaternion multiplication operation:

qC
A = qB

A×qC
B.

The composed translation is found by adding the translation components rotated into the base frame

using quaternion conjugation:

tC
A = tB

A +qB
A · tC

B · (qB
A)
∗

= tB
A + tB→C

A .

Figure 2.4 shows a scene graph of the CAOS research system. The optical tracker measures the pose

of three bodies directly with respect to the tracker coordinate frame (TCF): the tool (T DRILL
TCF ), the static

reference frame (SRF) (T SRF
TCF ), and the DRF (T DRF

TCF ). The SRF is rigidly attached to the environment, and

acts as a global reference for the other markers in case the camera is accidentally moved. The DRF is

rigidly attached to the workpiece(the simulated anatomy), and is used to track any relative motion of the

“patient”.
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Figure 2.4 This scene graph illustrates the hierarchical arrangement of the coordinate systems in
our Computer Assisted Orthopaedic Surgery (CAOS) research system. A solid arrow between
frame A and B indicates that the transform T A

B was measured directly.

2.5.2 Transform: Drill to tip, T DRILL
T IP

It is not possible to track the pose of the drill bit directly, so we must calibrate the position of the drill

bit tip and the orientation of the drill bit axis with respect to the local coordinate frame of the drill.

Whenever the drill bit is changed, the tip position needs to be calibrated. The primary axis of the drill

will remain nominally the same.

The goal of this calibration is create a new reference frame with the origin located at the tip, and

the z axis aligned along the drill axis. Figure 2.5 illustrates the drill bit coordinate system and the

calibration procedures that represents the calibration. The tip position translation is determined by

performing a pivot calibration procedure. The tip of the bit is placed in a small divot to fix its location

while the drill is pivoted. A least-squares sphere-fitting algorithm is applied to the data to estimate the

tip translation, with an RMS error of 0.3 mm as determined in pilot studies. The tip axis is determined

by performing a rotation calibration procedure and applying a unscented Kalman filter (UKF) based

algorithm (Appendix F). This method has an uncertainty of approximately 0.3° and 0.2 mm in radial

translation. After the tip and primary axis calibrations are combined, there is still one ambiguous degree

of freedom: rotation around the primary axis, the definition of which is arbitrary. Since the drill markers

lie in a vertical plane with respect to the drill, we use them to define the y rotation of the tip coordinate

frame. This ‘up’ direction is used to orient a 3D model of the drill in the guidance display in an intuitive

direction.
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2.5.3 Transform: Anatomy to Target, T DRF
GOAL

This transform defines the position of the target anatomy relative to the attached DRF. In a clinical

setting, preoperative images are typically registered to intraoperative measurements in order to align

the preoperative plan with the anatomy. In this study we define the goal using the tracked drill and

Equation 2.1. The drill calibration, T DRILL
T IP , is known; T TCF

SRF , T TCF
DRF , and T TCF

DRILL are measured by the

tracker at the time of goal definition. The goal definition varies slightly depending on the experimental

task.

T DRF
GOAL = T DRF

T IP

= T DRF
TCF ◦T TCF

SRF ◦T SRF
TCF ◦T TCF

DRILL ◦T DRILL
T IP

= (T TCF
DRF )−1 ◦T TCF

SRF ◦ (T TCF
SRF )−1 ◦T TCF

DRILL ◦T DRILL
T IP (2.1)

For the plunge depth user study described in Chapter 5, we want to know how far the drill tip travels

after breaking through the workpiece. The target is defined with respect to the breakthrough plane of the

workpiece: the origin is on the plane and the z-axis is aligned with the normal vector. The breakthrough

plane was defined by recording the position of three small divots on the surface of the workpiece holder

with the drill bit tip and defining the plane that passes through these three points.

For the targeting user study described in Chapter 3, the goal is a virtual trajectory that passes through

the workpiece. This goal trajectory represents the desired entry point and orientation of a hole to which

the user is trying to align the drill bit. The drill is used to define a reference trajectory approximately

centred on and perpendicular to the surface of the workpiece. Goal trajectories are generated by applying

DRILLTTIP

y x

z

x

z

y

Tip

Drill

(a) Coordinate System (b) Pivot Procedure (c) Rotation Procedure

Figure 2.5 Illustration of the (a) drill bit tip coordinate system and the drill bit calibration. The
unknown transform from the local drill coordinate frame defined by the markers to the drill
bit must be calibrated. A (b) pivot and (c) rotation calibration procedure are combined to
determine the location and orientation of the drill bit tip.
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random rotations and translations to this reference trajectory. We used horizontal distances of ± 25 mm

and horizontal angles of ± 5°.

2.5.4 Transform: Goal to Tip, T GOAL
T IP

The position of the tip frame in the target reference frame is the primary transform used by the guidance

display, and provides a direct indicator of the targeting error. It is calculated for each measurement

using:

T GOAL
T IP = T GOAL

DRF ◦T DRF
TCF ◦T TCF

DRILL ◦T DRILL
T IP

= (T DRF
GOAL)

−1 ◦ (T TCF
DRF )−1 ◦T TCF

DRILL ◦T DRILL
T IP . (2.2)

By choosing the coordinate systems appropriately, individual components of this transform can

provide meaningful error metrics. For example, the z-component represents the perpendicular distance

of the drill bit tip beyond the breakthrough plane during plunge trials, while the x- and y-components

represent the horizontal and vertical components of the tip error during targeting trials.

2.5.5 Transform: View to Goal, T GOAL
V IEW

The guidance display represents a view from a virtual camera. In our case, the camera is attached to the

target in an exocentric arrangement, which means that the view remains fixed relative to the target, and

that the cues representing the tool move as the tool moves in space. These transforms are constant and

are chosen differently depending on the perspective of the display. They are discussed in more detail in

Section 2.6.2 and Section 2.6.3.

2.6 Graphical User Interface
The graphical user interface (GUI) provides information to and receives information from the surgeon.

Typical clinical CAOS systems are designed for a particular procedure, and are set up to guide the surgeon

through each step of planning, navigation, and validation. The focus of our system is on navigation, so

the most important component is a Guidance Display.

2.6.1 Guidance Display

The Guidance Display provides the surgeon with real-time visual feedback of the pose of the tool

relative to the target. For surgical drilling, the position and orientation of the drill bit relative to the

target trajectory are displayed. We designed two different types of display, one with a 2D axial view of

the target, and one with a 3D view of the target.

The guidance display is displayed on a secondary monitor (BENQ FP951, 19 inch LCD SXGA, 1280

x 1024 resolution, 0.294 mm pixel pitch) The monitor used in the study has a resolution of 86.3 pixels

per inch. A near full-screen viewport of 1276 x 895 pixels is used to display the guidance display.
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In addition to the guidance display, a standard orthographic view was implemented with the cameras

fixed to the TCF. These views are commonly used by commercial CAS systems for gross positioning.

These views display 3D models of the drill, the SRF, the DRF and a semi-transparent representation of

the working volume of the tracker. The models were created in 3D computer assisted design software,

then imported into LabVIEW as stereolithographic files (.stl).

2.6.2 2D Axial Guidance Display

The 2D Axial Display is based on a guidance display commonly found in current CAOS system. The

exocentric view is fixed along the goal trajectory. As shown in Figure 2.6, the display consists of a black

crosshair attached to the target and two targeting cues. The red cue represents the position of the drill

bit tip, while the yellow cue represent the position of the rear of the drill. To align the trajectory, both

the red and yellow cue should be aligned to the black cross hair. The frame is 200 mm wide, 150 mm

tall and each of the lines are 2 mm wide (Appendix C.3). The conic or triangular cross hairs have a base

of 20 mm and a height of 30 mm.

For the 2D display, the T GOAL
V IEW transform is calculated based on a camera position of [0, 0, −300]T ,

a camera target of [0, 0, 0]T , and an up direction of [0, 1, 0]T .

2.6.3 3D Box Guidance Display

The motivation behind the 3D box display was to provide the user with a more intuitive view of the

targeting task. The exocentric view is fixed relative to the goal from a point offset vertically from the

trajectory to simulate the perspective of a user looking down on the scene. As shown in Figure 2.7, the

display is based on a rectangular prism that is centred on the target. The drill is displayed as a black

cylinder, with a blue line that projects the current trajectory. The red sphere represents the location

where the drill axis crosses the target plane. The blue sphere represents the location where the drill axis

crosses the offset plane which is parallel to the target plane and offset 300 mm. To align the trajectory,

the red and blue spheres should be aligned to the front and back cross hairs, respectively. This display

also makes is easier to determine how far the tip is from the goal plane. The target frame is 200 mm

wide, 150 mm tall, and 300 mm deep. Each of the lines are 2 mm wide (Appendix C.3). The targeting

spheres have a diameter of 10 mm.

For the 3D display, the T GOAL
V IEW transform is calculated based on a camera position of [0, 300, −300]T ,

a camera target of [0, 0, 150]T , and an up direction of [0, 1, 0]T .

2.6.4 Effective Resolution

Table 2.1 lists the resolution of the guidance displays in mm/pixel. Figure 2.8 shows how the movement

of the targeting cues on the guidance display compares to the real world movement of the tool for the

monitor used in the study. Tip and tail motion is amplified in both directions using the 2D guidance

display. The 3D guidance display is more variable: horizontal tip movement is slightly amplified,

whereas vertical tip and both tail movements are attenuated. Due to the separation of the front and rear

targets in the 3D perspective, the 3D display cues move through a smaller range of the screen for a given
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(a)

(b)

Figure 2.6 2D axial perspective guidance display: (a) offset and (b) on target. The black frame is
150 mm tall and 200 mm wide and centred on the target. The view is fixed at a distance of
300 mm from the target (out of the page). The red cue represents the location of the tool tip.
The yellow cue, for aligning the trajectory, is ‘mounted’ to the rear of the tool, 300 mm from
the drill tip along the drill tip axis. These images are approximately 1⁄4 scale.
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(a)

(b)

Figure 2.7 3D Perspective Box Guidance Display: (a) offset (b) on-target. The red cue represents
where the drill axis crosses the target plane. The blue cue represents the drill angle, and
specifically where the projection of the drill axis crosses the xy plane 300 mm from the target.
The location of the drill tip from the target plane is also indicated by a thick black cylinder,
providing a cue for depth. The black frame is 150 mm tall, 200 mm wide, and 300 mm deep.
These images are approximately 1⁄4 scale.
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distance in real space than the 2D cues. This difference is on the order of 45–65 % or less.

Table 2.1 Effective Guidance Display Targeting Resolution

Display Tip Cue Tail Cue

X (mm/px) Y (mm/px) U (mm/px) V (mm/px)

2D 0.16 0.16 0.16 0.16

3D 0.27 0.53 0.43 0.67

Minimum change in drill position per pixel movement of cue.
Based on guidance display viewpoint and viewport size (1276 px
x 895 px).

Figure 2.8 Corresponding movement of targeting cues on guidance display when drill is moved,
based on the viewpoint, display viewport, monitor resolution (86.3 pixels/inch) and monitor
size. Note that the 2D-perspective guidance display amplifies all motion, whereas the 3D-
perspective guidance display attenuates all motion except horizontal tip movements.

2.6.5 User Input

In addition to the keyboard and mouse, a set of three foot pedals can be used to acquire input from the

user (Programmable USB Foot Switch: StealthSwitch II, H-Mod Inc., Highland Park, IL, USA). This

allows the user to interact with the system while their hands are occupied with the tool. For example,

one foot pedal is used to set a target based on the current drill position, while another pedal is used to

start and stop data recording.
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2.7 Measuring Drill Force
A uniaxial force sensor was used to measure the axial force applied to the workpiece holder at 1000 Hz.

The force sensor was calibrated by suspending masses of known weight to the workpiece holder via

a pulley. The results are shown in Figure 2.9. This sensor has a rated accuracy of 0.037 % full scale

or approximately 0.1 N. Figure 2.10 illustrates the raw and filtered force data for a static trial. We

applied a low pass, fourth order, zero-lag Butterworth filter with a cutoff frequency of 60 Hz. Zero-

phase filtering was implemented using the Matlab function filtfilt after the data were collected.

The cutoff frequency was chosen to obtain a signal-to-noise ratio of approximately one at the cut-off

frequency. The raw and filtered standard deviations of the force signal are 0.04 N and 0.01 N.

Figure 2.9 The force sensor was calibrated by suspending known masses from the workpiece
holder via a pulley. The gain was determined by linear regression.

2.8 Measuring Drill Current
We used the remote current monitoring on the power supply to measure the current from the drill at

1000 Hz. This provided a simple way of determining when the drill was running. The output current

monitor offset potentiometer and output current monitor range potentiometer were adjusted to ensure

the 0 V to 5 V output accurately represented the 0 A to 25 A current range as described in the Operating

Manual. This calibration meant the current gain was simply 5 A/V. We applied a low pass, fourth order,

zero-lag Butterworth filter to the data with a cutoff frequency of 60 Hz. Zero-phase filtering was im-

plemented using the Matlab function filtfilt after the data were collected. The cutoff frequencies

was chosen to obtain a signal-to-noise ratio of approximately one at the cutoff frequency. A threshold

of 0.2 A was selected to define when the drill was considered powered, below the experimentally deter-

mined current draw required to barely start the drill turning (0.31 ± 0.08 A). The free-running, no-load
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Figure 2.10 Raw and filtered force during a static trial.

current was also determined experimentally. Raw and filtered data from a static trial are illustrated in

Figure 2.11. The raw and filtered standard deviations of the current signal are 0.07 A and 0.007 A.

Figure 2.11 Raw and filtered current during a static trial. Note the noise present when the drill is
not powered.

The current trace of a typical plunge trial is illustrated in Figure 2.12. The drill draws approximately

0.31 A when beginning rotation under no load, and 3.6 A when rotating freely. A threshold of 0.2 A was

used to determine when the drill was powered.
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Figure 2.12 Plot of drill current during a typical simulated cortical drilling trial. Free running
current of 3.6 A and and onset threshold of 0.2 A were determined through pilot testing.

2.9 User Study Management
In addition to the real-time navigation and data logging of the CAOS research system, we also developed

and integrated an automated experimental trial management system into our LabVIEW VI for the user

study. For each subject, the task schedule (described in Section 3.2.3 and Section 5.2.3 was entered into

the system. The system automatically changed guidance display type and prompted the user to change

external conditions (e.g., bracing, drill bit type) for each trial.

2.10 System Performance
There are several factors that influence the overall performance of our system. Since our experimental

CAOS research system is primarily a navigation-type application, the primary performance indicators

are the latency and accuracy of the guidance display, i.e., how well does the information on the screen

represent the current surgical state.

To minimize latency, graphical processing was kept simple and there was no perceptible delay be-

tween the motion of the tool and the motion of the cues on the guidance display. The limiting factor is

the maximum 60 Hz acquisition rate of the tracking hardware; however, most of the movements of the

tool are slow enough that this is not an issue.

The spatial uncertainty of a tracking system is typically characterized using target registration error

(TRE), which represents the distance between corresponding points in two registered spaces. The TRE
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depends on the uncertainty of measuring a single marker, (i.e. fiducial localization error (FLE)), the

geometry of the markers that define the rigid bodies (i.e. fiducial registration error (FRE)), and the

spatial arrangement of rigid bodies. Fitzpatrick [1998] developed an expression to estimate the TRE

based on the FLE, and the number of and configuration of fiducial markers,

〈
TRE2(r))

〉
≈
〈
FLE2〉

N

(
1+

1
3

3

∑
k=1

d2
k

f 2
k

)
, (2.3)

where N is the number of fiducial markers, fk is the root mean square (RMS) distance of the fiducials

from the principal axis k and dk is the distance of the target from principal axis k. West [2002] showed

that when a tool is measured relative to a secondary coordinate frame, the overall TRE can be found by

applying Equation 2.3 to each frame independently and adding the resulting values in quadrature:

(TRE3)
2 = (TRE1)

2 +(TRE2)
2 (2.4)

The NDI Polaris® optical tracking system has a rated volumetric uncertainty (i.e. FLE) of 0.35 mm

RMS within the silo-shaped working volume characterized between 1400 mm and 2400 mm from the

camera (Appendix C.1.1). For a typical tip calibration of [-31.86 -27.99 161.07], a target location of

[-68.29 94.14 13.13], and the marker configurations as described in Appendix C, the TRE predicted from

Equation 2.3 is 1.57 mm. This equation assumes an isotropic FLE model, whereas the uncertainty in an

optical tracking system is know to be anisotropic with greater uncertainty parallel to the camera axis.

We recorded a trial while the drill was stationary to experimentally quantify the noise and design an

appropriate filter. Noise in the position data is a result of jitter in the optical tracking system. The signal

noise in each component of the transform is approximately normal. Figure 2.13 illustrates the processed

and filtered pose data for a static trial and Table 2.2 lists the standard deviation for each component.

As expected, the components approximately aligned with the camera axis (i.e., tx and tu) exhibit greater

uncertainty than those in the camera plane (i.e., ty, tz, and tv).

It is important to note that in order to maintain a responsive display, position filtering was only ap-

plied in post-processing – the guidance display for the targeting study was driven by the raw transforms.

Noise in the tracked position — primarily a result of jitter — was directly displayed to the user.

For the drill plunge trials, the primary metric of interest is how far the drill bit tip travels past the

back surface of the workpiece, or the front surface of the workpiece holder. The uncertainty in the

breakthrough plane varies with position due to uncertainties arising from measuring the three plane

definition points. The uncertainty varies from 0.6 mm to 1.6 mm and increases significantly outside the

area bound by the plane definition points (Figure 2.14).

2.11 Conclusions
In this chapter we described the CAOS research system used in the development and testing of an exper-

imental damping brace for minimizing drill plunge during cortical drilling and an experimental brace

for forearm support during navigated targeting.
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(a)

(b)

(c)

Figure 2.13 Raw and filtered position data from a trial with a stationary drill: (a) horizontal, (b)
vertical, and (c) depth.
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Table 2.2 Goal to Tip Tracking Noise

Component Position Velocity

(mm) (mm/s)

x 0.29 (0.11)a 23.4 (2.0)

y 0.12 (0.05) 9.9 (0.8)

z 0.19 (0.08) 15.8 (1.3)

u 0.28 (0.13) 23.3 (2.4)

v 0.12 (0.04) 9.8 (0.7)

rb 0.31 (0.12) 25.4 (2.2)

r2
c 0.31 (0.14) 25.2 (2.5)

a SD Raw (SD Filtered)
b Tip error:

√
x2 + y2

c Tail error:
√

u2 + v2

Figure 2.14 Uncertainty in breakthrough plane. The rectangular box represents the surface of the
workpiece holder with the approximate locations of the three divots (P1,P2,P3) used to define
the breakthrough plane. The contour lines indicate the positional uncertainty of the drill bit
tip relative to the plane. The inner circle represents the hole in the workpiece holder to allow
for drill plunge. In this region, uncertainty increases from 0.6 mm to 1.6 mm towards the
upper right.
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The CAOS research system is capable of tracking the pose of the tool and the workpiece relative to

a SRF at a rate of 60 Hz. We developed a unscented Kalman filter (UKF) based calibration algorithm

and routine to determine the primary axis of the drill bit and combined that with a pivot calibration to

determine the tip location. The uncertainty of a single spatial measurement is approximately 1.6 mm,

with approximately twice as much uncertainty along the axis aligned with the camera axis. The work-

piece holder is capable of repeatably mounting a test workpiece and measuring a maximum axial force

of 200 N at 1000 Hz. The current supplied to the drill can be measured at 1000 Hz to determine when

the drill is powered on.

Based on these results, the CAOS research system should be acceptable for use in the targeting study

described in Chapter 3 to assess a static rigid brace for forearm support and the development and testing

of a damping brace for minimizing drill plunge in cortical drilling described in Chapter 4 and Chapter 5,

respectively.
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Chapter 3

User Study on Influence of Simple Bracing
and Display Design on Navigated
Targeting

Before shooting, one must aim.
— African Proverb

To assess the potential value of using passive rigid forearm bracing, we created a task to simulate

navigated targeting of a surgical drill. The goal of this task is to align the drill bit axis to a pre-determined

trajectory using the visual feedback provided by a guidance display.

We designed and conducted a user study in which subjects performed the drill targeting task while

the drill bit pose and task duration were measured. We compared the effect of static arm brace use and

feedback display design on positional and angular targeting error.

3.1 Hypotheses
In Section 1.4, we hypothesized that:

H1.1 A passive rigid forearm brace will enable markedly improved targeting performance compared to

freehand:

(a) Smaller final radial error;

(b) Smaller final angular error;

(c) Smaller position variation; and,

(d) Faster targeting.

H1.2 A 3D perspective guidance display will enable markedly improved targeting performance com-

pared to a 2D axial guidance display:

(a) Smaller final radial error;
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Participant

Unbraced

T01

2D

T02 T10

Display

Subject

Damping

Target

3D

T01 T02 T10 T01

2D

T02 T10

3D

T01 T02 T10

ForearmBrace

Figure 3.1 Illustration of targeting study design. Each participant was assigned to a task schedule
with a randomized brace order and display order. A set of 10 targets were randomly generated
and repeated for each combination of brace and guidance display. The display order was then
repeated for the second brace condition.

(b) Smaller final angular error;

(c) Smaller position variation; and,

(d) Faster targeting.

The first hypothesis is based on similar work that demonstrated bracing in the form of a static arm

rest could improve precision in a positioning task [Zupančič 1998] and reduce the task completion time

of a simulated micro-surgical task [Yako 2009].

The second hypothesis is based on our belief that a guidance display that shows more details of task

context should be more intuitive and easier to use.

3.2 Materials and Methods

3.2.1 Study Design

We designed a user study to test the effect of forearm bracing and guidance display design on targeting

error and targeting speed. Subjects participated in both this study and the simulated cortical drilling

study described in Chapter 5 during a single session in a randomly assigned order.

We adopted a within-subjects design. The conditions were nested instead of fully randomized be-

cause changing the forearm bracing took time and manual intervention from the researcher, which would

have a significant effect on the total testing time. There were a total of 4 blocks, with two guidance dis-

play levels (2D,3D) nested within two bracing levels (None, Forearm); the same 10 randomly generated

targets were used for each block (Figure 3.1). This 2x2x10 design yielded a total of 40 navigated target-

ing trials per subject. The number of targets was chosen so that subjects could complete both the drill

targeting task and the cortical drilling task in approximately one hour.

3.2.2 Experimental Setup

The experiment was conducted in the Neuromotor Control lab, located at the Point Grey Campus of

the University of British Columbia. Subjects stood in front of a work table, and positioned a drill so

the drill bit was in contact with a piece of wood clamped to the workpiece holder. A computer monitor
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provided visual feedback through a guidance display to help the participant align the drill bit axis to a

pre-determined goal trajectory. The distance from the subject’s eyes to the centre of the monitor was

approximately 1100 mm. A forearm brace was mounted to the rigid frame and used to support the

forearm during certain trials. The overall setup is shown in Figure 3.2.

Monitor

DRF

Start Position

SRF

Brace

Drill

Workpiece HolderForce Sensor

Figure 3.2 Experimental setup of drill targeting task. A real-time guidance display on the com-
puter monitor showed the drill pose relative to the workpiece, which was measured with an
optical position tracker (not shown). A passive rigid brace supported the user’s forearm during
targeting.

Passive Rigid Brace For Navigated Targeting

Early work in braced robotics demonstrated an improvement in positional repeatability in both humans

and robots with a passive rigid brace [Zupančič 1998]. We decided to test if a passive rigid brace could

produce similar improvements in navigated targeting performance.

We modified an arm chair rest to support the forearm of a user while they targeted the drill (Fig-

ure 3.3). The length was extended by replacing the existing pad with a 30 mm x 30 mm x 400 mm piece

of sanded wood. The height of the brace was adjusted before the task so that the forearm would be

supported when the drill was in the vicinity of the target.

By carrying some of the weight of the drill, the brace should reduce muscle fatigue and limit ex-

cursion of the arm in the region of contact, and therefore improve targeting accuracy and speed. Since

the arm rest provides little lateral support, we predicted there will be less error in the more constrained
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vertical direction than in the less constrained horizontal direction.

Figure 3.3 A modified arm chair rest provided a static rigid brace for the forearm.

Drill Bit

Since no holes were actually drilled, the type of drill bit was not important. Each of the drill targeting

trials was completed using a 3/16 inch (4.76 mm) brad point bit (Model 48-15-0185, Milwaukee Electric

Tool Corp., Brookfield, WI 53005, U.S.A). This type of drill bit has a well defined tip so that subjects can

focus on alignment rather than worrying about the bit slipping. A new bit was used for approximately

every 5 subjects, which we deemed a good compromise between wear and cost-effectiveness.

Workpiece

A test workpiece of 5 mm thick oak wood was attached to the workpiece holder described in Section 2.4

with two clamps. The workpiece provided a rigid surface to target against. Oak was chosen as a

convenient and inexpensive alternative to bone.

Goal Trajectories

A set of 10 randomized trajectories were generated for each participant. A reference trajectory was

defined perpendicular to the workpiece and at a height such that the participant’s forearm supported by

the brace. Each goal trajectory was then offset from the reference trajectory by a horizontal distance

and a horizontal angle generated from a uniform distribution of ± 25 mm and ± 5°, respectively. These

values provided some targeting variation while ensuring that the trajectories were approximately centred

on the workpiece holder. An example set of goal trajectories is illustrated in Figure 3.4.
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Figure 3.4 Example goal trajectories. Looking vertically down, this figure shows the workpiece
at the top on edge and a set of goal trajectories generated with a random horizontal offset,
δx ∈ U (−25mm,25mm), and random horizontal rotation, δθy ∈ U (−5°,5°). The height
(into the page) of the reference trajectory was adjusted to match the height of each participant.

Guidance Displays

We tested the 2D and 3D guidance displays illustrated in Section 2.6.2 and Section 2.6.3. The 3D display

provides more context for the targeting task, so we predict that it should improve targeting performance

compared to the 2D axial display.

3.2.3 Experimental Task

The goal of the targeting task was to align the drill bit with the goal trajectory as quickly and as ac-

curately as possible and maintain that orientation until the end of the fixed duration. Even though the

tip was in contact with the workpiece, no hole was drilled. A trial duration of 15 seconds was selected

through pilot testing as a good balance between difficulty and fatigue.

3.2.4 Subjects

Twenty-five subjects (thirteen males; twelve females; age range 25–44; mean age 30) were recruited

from the University of British Columbia Point Grey Campus. The inclusion criteria was an age of 19–

65 years, normal or corrected-to-normal vision, and no history of neuromuscular injury to the upper

extremities. Subjects reviewed the Subject Consent Form (Appendix B.1) and provided informed con-

sent before participation. Each subject completed the drill targeting and cortical drilling studies in a

single session that lasted approximately one hour. A $10 gift card was provided as compensation for the

subject’s time. This study was approved by the UBC Behavioural Research Ethics Board (H09-01080).
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Table 3.1 Example Targeting Testing Schedule

Subject ID Task Brace Guidance Display

1 Targeting, Drilling Unbraced, Forearm 2D, 3D

Each subject was assigned to a predetermined task schedule which dictated the order in which the
task conditions were completed.

3.2.5 Conducting the Experiment

After providing informed consent, subjects were asked to provide their age, gender, and dominant hand.

In order to ensure their safety, subjects were required to wear safety glasses, roll up long sleeves, remove

any jewellery from the hands, and tie back any long hair.

Each subject was assigned a unique subject identification number to anonymise their data and a

corresponding task schedule (Table 3.1). This task schedule dictated the order in which subjects would

complete the two experimental tasks, and the corresponding order of damping levels and drill bit types.

A complete list of testing schedules can be found in Appendix D.1.

The height of the workpiece holder was adjusted in order to maintain similar posture between sub-

jects. The workpiece holder was adjusted vertically so that the subject’s forearm was parallel to the floor

and 90° relative to the upper arm (Figure 3.5). The height of the static arm brace was adjusted so that

the forearm was supported in this position.

Figure 3.5 The height of the workpiece holder was adjusted so the subject’s forearm was parallel
to the floor and approximately 90° relative to the upper arm. The height of the forearm brace
was adjusted to support the forearm in this position.

Subjects were instructed to perform several targeting trials to become comfortable with each guid-

ance display type. Trials were completed according to the task schedule. The researcher installed the

forearm brace, while the guidance display was changed automatically by the experimental CAOS system.

The beginning and end of each trial were indicated with audible beeps. The trial began with the

drill at rest in the start position, with the tip in a small divot on the work table. The researcher manually

initiated the trial through the CAOS research system, which played a set of three audible beeps. On the
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third beep, the guidance display would turn on and the participant moved the drill to align the drill bit to

the goal trajectory. After 15 seconds had elapsed, the CAOS research system would play a single beep to

indicate the end of the trial. The guidance display would turn off, and the subject would return the drill

to the starting position in preparation for the next trial. Subjects were told that if they felt fatigued after

completing a trial, they could take a break by returning the drill to the rest position.

After each block, the research CAOS system automatically changed the guidance display type. After

the second block, the researcher changed the bracing condition. Subjects had an additional opportunity

to rest while these changes were made.

After completing all the targeting trials, subjects were asked to complete the targeting portion of the

Debrief Questionnaire (Appendix B.2).

3.2.6 Acquiring and Processing the Data

Data Acquisition

During each trial, data from the tracker and the force sensor were recorded. The tracker data consisted

of the SRF, the DRF, and the tool measured at 60 Hz and the computed transforms of the drill bit tip in

the target coordinate frame, T GOAL
T IP . Each of these transforms consisted of three Cartesian coordinates,

a quaternion and a measure of uncertainty. The axial force on the workpiece was recorded at 1000 Hz.

Each type of measurement was saved to its own file and organized by a unique trial identification num-

ber.

Data Processing

Data from each trial were processed using custom routines written in MATLAB® (Version 7.14.0.739,

The Mathworks, Natick, MA, USA). After interpolating any missing frames1, the transforms were fil-

tered with a low pass, fourth order, zero-lag Butterworth filter with a cut-off frequency of 5 Hz. The

force and current data were filtered with a low pass, fourth order, zero-lag Butterworth filter with a

cut-off frequency of 60 Hz. Cutoff frequencies were selected to achieve a signal-to-noise ratio of ap-

proximately one at the cutoff frequency. Illustrative examples of the raw and filtered force, current, and

position data can be found in Section 2.7, Section 2.8, and Section 2.10, respectively.

Performance Metrics

In order to quantify task performance and compare experimental conditions, we extracted several met-

rics from the processed data. Accuracy is our primary interest, along with speed and variation within

and between trials.

For accuracy we used the error between the drill bit and the goal trajectory. We chose to use a similar

approach to how the guidance displays were created, and represented the error using the distance from

the goal trajectory to two points along the drill bit. We used the tip of the drill as one point, and defined

1We used the MATLAB® function interp1 to replace missing frames and ensure the data was spaced uniformly in time
using the piecewise cubic spline method. The median percentage of missing frames was 6 % (IQR: 5–10 %, Range: 2–29 %).
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the tail as a point 300 mm along the drill axis towards the back of the drill. The horizontal and vertical

error of the tip were available directly as the x and y components of the composed transform T GOAL
T IP , i.e.,

tx and ty. The horizontal and vertical error of the tail, tu and t f , were calculated from using the position

and rotation of T GOAL
T IP . If the drill bit was perfectly aligned with the goal trajectory, all four components

would be zero. The mean and standard deviation of the last 0.5 s of the trial were calculated to determine

the final error (Figure 3.6b).

Four additional accuracy metrics were calculated: tip radial error, tail radial error, angular
error, and targeting error (Figure 3.7a). The radial errors are simply combinations of the horizontal

and vertical components and the targeting error is the sum of the two radial errors:

eR =
√

t2
x + t2

y , (3.1)

eR2 =
√

t2
u + t2

v . (3.2)

eT = eR + eR2 (3.3)

The angular error (°) is defined as the angle between the primary axis of the drill bit and the

goal trajectory and is ideally zero. The angle between two vectors can be found using the dot product.

Since the z−axis of the GCF is aligned with the goal trajectory, the unit vector of the goal trajectory is

ugoal = [0,0,1]T . The drill bit axis is also aligned with the z−axis of the tip coordinate frame, so the

unit vector of the drill bit axis in the GCF is found by rotating the z−axis with the quaternion of the

composed transform Tgoal
tip ,

ubit = qgoal
tip · [0,0,1]

T ·qtip
goal. (3.4)

The angular error is then found using the dot product:

eA = arccos
(∣∣ubit ·ugoal

∣∣) (3.5)

We defined the final accuracy as the average error value over the final 0.5 s of each trial. The vari-
ability or intra-trial precision represents how well a user maintained the final accuracy; we calculated

this metric using the standard deviation of the error values over the same time period (Figure 3.7b). The

repeatability or inter-trial precision, or how consistent subjects were between trials, was calculated as

the standard deviation of the final errors for each block under a set of conditions.

To assess targeting speed, we analysed how long it took for subjects to transition from the targeting

phase to hold phase.

A gross targeting time (s) was used to correct for any difference in initial target distance. In order

to maintain consistent posture between subjects, the height of the workpiece was adjusted to match the
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(a)

(b)

Figure 3.6 Tip and tail error metrics of a typical trial: (a) the horizontal and vertical distance from
drill bit tip to the goal trajectory are represented by tx and ty. tz represents the normal distance
from the goal plane to the drill bit tip, and tu and tv are the translation of a point projected
300 mm from the tip along the drill axis. (b) the average over the last 0.5 s of the trial are used
to define the the final error metrics.
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(a)

(b)

Figure 3.7 Combined error metrics for typical targeting trial: (a) tip radial error, eR, tail radial
error, eR2, angular error, eA, and targeting error, eT ; (b) the average over the last 0.5 s of the
trial are used to define the the final combined error metrics.

56



CHAPTER 3. NAVIGATED TARGETING USER STUDY

subject’s height; however, since the start position was fixed relative to ground, the distance between the

start and goal varied slightly. In order to correct for any difference in targeting speed, we divided the

task into gross and fine positioning phases using the Euclidean distance of the tip from the trajectory

origin:

d =
√

t2
x + t2

y + t2
z . (3.6)

We chose a distance threshold of 100 mm to separate gross and fine positioning (Figure 3.6a).

Radial targeting time (s) was defined as the time when the drill bit remained in contact with the

workpiece (Figure 3.8b). A contact force threshold of 1 N was determined through pilot testing as the

minimum force when the drill tip was barely in contact with the workpiece.

Angular targeting time (s) was defined as the time when the angular orientation was held relatively

steady (Figure 3.8c) We developed a method using the reverse time integral that is insensitive to the final

angular error (Appendix A.2).

3.2.7 Statistical Analysis

Statistical analyses were conducted with R statistical software (Version 2.15.1, R Foundation for Statisti-

cal Computing, R Development Core Team, 2012). Since our data involved repeated measures on blocks

nested within subjects and the response variables are continuous, we used a linear mixed model (LMM)

for analysis.

Linear Mixed Models

A mixed-effects model is a type of statistical model that contains both fixed effects and random effects.

Fixed effects are parameters associated with an entire population or with certain repeatable levels of

experimental factors, while random effects are associated with individual experimental units drawn at

random from a population [Pinheiro 2000]. Mixed-effects models are particularly useful when data

is grouped, such as longitudinal data, repeated measures, blocked designs, and multilevel data. Mea-

surements grouped within a statistical unit are typically correlated, which violates the assumption of

independent measurements in analyses like analysis of variance (ANOVA). Mixed-effects models are

also capable of handling both balanced and unbalanced data, which prevents the exclusion of subjects

with one or more missed data points.

A LMM approach was used for several reasons:

• We wish to generalize our results to a larger population, so SUBJECT should be treated as a random

effect.

• BRACE and DISPLAY were fixed effects.

• We have a mixture of continuous and categorical covariates.

• The study followed a nested design, so trials within a block could not be considered independent.

• We expected and observed unequal variances between groups.
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(a)

(b)

(c)

Figure 3.8 Targeting time for a typical trial: (a) gross targeting time, tG, is defined using a distance
threshold between drill bit tip and goal origin, (b) radial targeting time, tR, is defined using a
contact force threshold of 1 N, and (c) angular targeting time, tA, is defined using the reverse
integral of angular error and the root mean square (RMS) of the angular error.
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• Some trials were missing or had to be removed, so the data were not balanced.

We based our analysis on the ‘top-down’ modelling approach described in West [2006] for a three-

level LMM and performed the modelling using the R package nlme [Pinherio 2013]. We chose between

models by comparing the values of the Bayesian Information Criterion (BIC) and by calculating likeli-

hood ratio statistics with a significance level of α = .05. A detailed description of the analysis can be

found in Appendix E.1.

Analysis of the navigated targeting study data must consider three levels (Table 3.2). We included

fixed effects for all covariates under consideration (REP, DISPLAY, BRACE, AGE, and GENDER). HAND

was not included since there were only 3 left handed subjects in the study, and we did not expect any

effect. Since we want to make inferences regarding the population that our subjects were drawn from,

we used a random effect to model the SUBJECT factor. Based on our study design, we also included a

random intercept and slope for each block nested within a subject.

Table 3.2 Navigated Targeting Data Structure

Level of Data Variable

Cluster of Units
(Level 3)

Cluster ID (Random) Subject

Covariates Age, dominant hand, gender

Analysis Unit
(Level 2)

Unit ID (Random) Block

Covariates Brace condition, display type

Time
(Level 1)

Time variable Target

Dependent variables Final error, final variation, targeting time

Time-varying covariates Tip error, tail error

Source: adapted from Li [2012: p. 274].

3.3 Results
In this section, we present the results of the targeting user study. We illustrate a typical trial, a typical

block, and a typical subject before presenting descriptive and statistical results for the overall study.

Since many of the metrics do not follow a normal distribution, descriptive statistics are reported here

as median and inter-quartile range (IQR), or as a 95 % confidence interval (CI).

3.3.1 Typical Trial

Each targeting trial is divided into three phases: gross positioning, fine positioning, and hold (Fig-

ure 3.9). In this example, the subject took 1.6 s to move the drill tip within the 100 mm gross distance

threshold. After 8.5 s of positioning, the tip is held fixed and after 9.7 s the drill orientation is held rela-

tively constant. This equates to a fine positioning time of 8.1 s and a hold time of 5.3 s. The final 0.5 s of

the trial (indicated in grey in Figure 3.9) are used to compute the accuracy and variability (Figure 3.10).
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In this example, the horizontal and vertical errors of the tip (mean ± 1 SD) were (1.3±0.1)mm and

(−1.4±0.1)mm, respectively, for a combined radial tip error of 1.9 mm. The horizontal, vertical,

and radial errors of the tail were (1.7±1.2)mm, (−0.1±0.7)mm, and 1.8 mm, respectively, which is

equivalent to an angular error of 0.37°. The total targeting error is 3.8 mm. The variation in tail position

is much larger than the variation in the tip. This is to be expected since the tip’s movement is restricted

by being pressed into the workpiece. Note how the tail error is initially reduced but then increased and

held constant while the tip is aligned. This behaviour is specific to the 2D guidance display and was

observed as a strategy for coping with the opaque tail targeting cue obstructing the tip targeting cue.

Figure 3.9 Tip and tail error for a typical targeting trial. Gross positioning time (tG) is based on a
distance threshold of 100 mm. Radial hold (tRh) and angular hold (tAh) indicate when the tip
and tail position are stabilized.

3.3.2 Typical Block

A block consisted of a set of 10 different targets under the same combination of guidance display and

bracing condition. In this example of a 2D braced block, the tip positioning appears to be fairly con-

sistent, while tail positioning shows more variation (Figure 3.11). Gross positioning time is consistent

between trials with a median value of 1.1 s (IQR: 1.0–1.2 s). The time taken to stabilize the tip and tail

are more variable (Figure 3.12). Median radial tip hold time was 5.5 s (IQR: 4.6–8.8 s), while median

angular hold time was 8.9 s (IQR: 6.2–10.6 s). There does not appear to be any change in targeting times

over the course of a block, suggesting negligible learning effects.

For this block, the final tip and tail errors have similar magnitudes (Figure 3.13). The larger error

bars indicate there is more variation in the final tail position within a trial than the final tip position.

It also clear that the between trial variation is greater than the within trial variation for both the tip

and the tail, and the majority of trials show a negative vertical bias for both the tip and tail error (i.e.,
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Figure 3.10 Final errror is calculated using the final 0.5 s of the tip and tail targeting cue positions.
The mean and standard deviation indicate final error and variability. The small gray dot
indicates the final position.

ty f < 0, tv f < 0). The final error also shows negligible learning effects (Figure 3.14).

3.3.3 Typical Subject

Each subject performed 4 blocks with a short rest in between while conditions were changed. The same

display order was repeated under each bracing condition. The time-averaged tip error for a typical sub-

ject is fairly consistent, although the final error varies more for 3D trials than 2D trials (Figure 3.15).

The time-averaged tail error exhibits greater variation between trials, and there is noticeably more vari-

ation in positioning for 3D trials (Figure 3.16). The tail error for 2D trials appears to take longer to

stabilize than 3D trials, but the final magnitude and variation between trials is lower.

Final horizontal and vertical tip error for typical subject are evenly distributed horizontally but ex-

hibit a negative vertical bias (Figure 3.17a). The between-trial variation appears to be larger than the

within-trial variation. There also appears to be a clear difference based on guidance display type. Tri-

als completed with the 2D guidance display are generally closer to the origin whereas trials completed

with the 3D guidance display show larger magnitude and variation in error. The final horizontal and

vertical tail error appear to have similar trends (Figure 3.17b). The between-trial variation appears to be

larger than the within-trial variation. While the tip and tail errors appear to have similar magnitudes and

variability for the 2D display, the tail error appears to be larger and more variable for the 3D display,

especially in the vertical direction.

For a typical subject, gross targeting time appears consistent between blocks while fine targeting

time varies considerably (Figure 3.18). There does not appear to be any noticeable pattern with over a

block or over the course of trials that would indicate a systematic increase or decrease in time due to
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(a)

(b)

Figure 3.11 Variation in a typical block: (a) tip error and (b) tail error for a typical subject in the
2D braced condition.
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Figure 3.12 Targeting time for a typical 2D braced block. Note how gross positioning time is
relatively constant, the tip is stabilized before the tail (e.g., tAh > tRh), and there does not
appear to be any learning effect.

Figure 3.13 Final tip and tail targeting error across trials of a typical 2D braced block. Note that tail
position is less stable than tip position. Also note that the majority of trials have a negative
vertical bias.
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Figure 3.14 Final tip and tail targeting error across trials of a typical 2D braced block. Note that
there appear to be negligible learning effects.

learning or fatigue. For this subject, fine targeting time was as short as 1.6 s and as long as 13.1 s.

There appears to be noticeably less targeting error for 2D trials compared to 3D trials (Figure 3.19).

The tip and tail error for 2D trials have similar magnitudes, whereas the 3D trials appear to have larger

tail error.

For this subject, braced 2D trials show slightly less variation in final tail position than unbraced 2D

trials (Figure 3.20). There also appears to be less variation in tip position than tail position; less variation

is expected since the tip of the drill bit is pressed against the workpiece, and the tip should move less

than the measurement noise of the optical tracker (Section 2.10).

There appears to be a trade-off between total targeting error and fine positioning time, especially for

the 2D display (Figure 3.21). When the subject spent more time positioning with the 2D display, they

were able to achieve smaller errors. It appears as though this trend was the same for both braced and

unbraced 2D trials.
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Figure 3.15 Tip error by block for a typical subject. Each subplot illustrates the targeting trials as
well as the time-averaged mean and ±1 standard deviation. Note how the final error appears
to have greater magnitude and variation for the 3D trials compared to 2D trials.
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Figure 3.16 Tail error by block for a typical subject. Each subplot illustrates the targeting trials as
well as the time-averaged mean and ±1 standard deviation. Note the substantial variation
between trials. Also note how 2D trials tend to have a final lower error, but take longer to
stabilize, whereas 3D trials stabilize quicker but have a higher final error with more variation
between trials.
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(a)

(b)

Figure 3.17 Final error for a typical subject: (a) tip and (b) tail. Note how 2D trials are clustered
much closer to the origin and how 3D tail error is larger and more variable than tip error.
Braced 2D trials appear to have less tail error than unbraced 2D trials. Also note how all of
the conditions appear to have a negative vertical bias.
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Figure 3.18 Targeting time for a typical subject in the order the blocks were presented from top
to bottom. The gross targeting, fine targeting, and hold time are shown in light, mid, and
dark grey, respectively. Note the amount of variation in fine targeting time and how gross
targeting time is a small, relatively consistent portion of each trial.
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Figure 3.19 Tip and tail targeting errors for a typical subject arranged in sequence by trial. Note
that errors tend to be higher for the 3D display compared to the 2D display, and that tail
errors are noticeably higher than tip errors, particularly when using the 3D display. Also
note that the tail errors in the braced 2D trials appear to be slightly lower than in unbraced
2D trials and that there do not appear to be any clear learning effects.

Figure 3.20 Final tip and tail position variability for a typical subject. The dashed lines indicate
the deviation in tip and position expected from the measurement noise in the tracker for a
single measurement.
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Figure 3.21 The speed-accuracy tradeoff (SAT) for a typical subject. Note how 2D trials appear to
have longer fine positioning time, but smaller total targeting error.
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3.3.4 All Subjects

In this section, we present descriptive data from all subjects. All 25 of the subjects were able to learn

how to use the experimental CAOS system to align the drill with the target after 2 or 3 practise trials.

Of the 1000 trials that were recorded, 57 (6 %) were excluded (Appendix D.2), leaving 943 valid trials

for analysis. Trials were removed for several reasons. One subject had an erroneous target that was

physically unobtainable due to interference between the drill and the workpiece holder. Trials were also

removed when a subject started or finished the trial early, or when they attempted to align the targeting

cues to the wrong location. And finally, several trials were removed because the subject blocked the

optical markers.

There appear to be differences in the time-averaged tail error time series for both display type and

bracing condition (Figure 3.22). The final tip error appears to be lower for 3D trials compared to 2D

trials. There also appears to be less variation in final position for braced 3D trials compared to unbraced

3D trials.

The average tail error time series also appears to have display type and bracing condition dependent

differences (Figure 3.23). Trials with the 3D display trial appear to reduce and stabilize tail error quicker,

but to have larger final errors than the 2D display. Braced trials also appear to have less variation towards

the end of a trial, especially with the 3D display.

Comparing the average tip error across directly, the blocks appear to have similar trajectories except

for the final error as described above (Figure 3.24a). Comparing the average tail error directly illustrates

differences in timing and final error (Figure 3.24b). Trials with the 2D display appear to have a short

delay where the tail targeting error remains relatively constant. Braced 2D trials appear to stabilize

sooner then unbraced 2D trials, but they reach the same final error.

Time

Gross targeting times exhibited a range of approximately 1 s between overall SUBJECT means, a small

0.1 s increase for braced trials, and a negligible increase for 3D displays. Gross positioning times form

a small proportion of the overall trial with a median value of 1.1 s (IQR: 0.9–3.2 s). There appears to

be a slight increase for braced trials, but no perceptible difference between displays (Figure 3.25). The

average gross positioning time also appears to vary between subjects (Figure 3.26).

Fine positioning time varies considerably between trials and appears to be about 2.5 s less for 3D

trials on average (Figure 3.27). The overall median was 6.5 s (IQR: 4.36–9.01; Range: 1.31–14.3).

Braced 2D trials appear to have slightly less variation than unbraced 2D trials. Unbraced and braced 3D

trials are both skewed to the right, which is to be expected; there is a physiological limit to how fast fine

targeting can be completed with some trials and subjects taking longer. This skew also implies that the

majority of trials are close to the finite limit.

The radial targeting time is skewed to the right, with at least an 0.8 s delay after gross positioning

(Figure 3.28a). There appears to be a trend of longer radial positioning with the 2D display compared

to trials with the 3D display. There also appears to be longer angular targeting times for the 2D display

(Figure 3.28b). 3D trials appears to be more skewed to the right than the 2D trials. The braced 2D trials
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Figure 3.22 Tip error by block for all trials. Each subplot illustrates the time-averaged mean and
±1 standard deviation. Note how the final error appears to have greater magnitude and
variation for the 3D trials compared to 2D trials. Also note how braced trials, especially 3D
braced trials, appear to have smaller variation in error.
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Figure 3.23 Tail error by block for all trials. Each subplot illustrates the time-averaged mean and
±1 standard deviation. Note the substantial variation between trials. Also note how 2D
trials tend to have a final lower error, but take longer to stabilize, whereas 3D trials stabilize
quicker but have a higher final error with more variation between trials.
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(a)

(b)

Figure 3.24 Time-averaged trial for all trials by block: (a) tip error and (b) tail error for all trials.
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Figure 3.25 Gross positioning time for all subjects by block. Random horizontal jitter has been
applied to the data help illustrate distribution. Note how all blocks have comparable values
and variation.

Figure 3.26 Gross positioning time for all trials by subject. Note how average gross positioning
time varies between subjects.
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Figure 3.27 Fine positioning time for all trials by block. Note how 3D trials appear to have lower
times. Also note how 2D braced trials appear to have less variation in fine targeting time
than unbraced 2D trials.

also appear to have less variation than the unbraced 2D trials.

Accuracy

In this section we present descriptive results for accuracy. We begin with the individual horizontal and

vertical components before presenting the combined tip, tail, and total targeting error.

Horizontal tip error appears to be symmetrical around zero, with no noticeable effect due to brace

or display (Figure 3.29a). The overall median was −0.01 mm (IQR: −0.58–0.645; Range: −3.07–

2.91). Vertical tip error exhibits a negative bias, with greater error and greater variation during 3D trials

(Figure 3.29b). The overall median was −1.28 mm (IQR: −3–−0.45; Range: −10–6.2).

Horizontal tail error is symmetrical around zero, with 3D trials exhibiting noticeably larger variation

(Figure 3.30a). The overall median was 0.05 mm (IQR: −0.81–0.925; Range: −7.21–6.95). Vertical tail

error exhibits a negative bias, with greater error and greater variation during 3D trials (Figure 3.30b).

The overall median was −1.64 mm (IQR:−5.52–−0.575; Range: −21.5–14.2).

The horizontal and vertical components are combined together to give the radial tip and tail error.

Tip error is larger for 3D trials than 2D trials and there appears to be no noticeable effect of bracing

(Figure 3.31a). The overall median was 1.7 mm (IQR:1.02–3.24; Range: 0.1–10). Tail error is similar to

tip error, with 3D trials exhibiting large error and more variation than 2D trials (Figure 3.31b). Braced

2D trials appear to have slightly less variation than unbraced 2D trials. The overall median was 2.58 mm

(IQR: 1.35–6.28; Range: 0.17–21.5).

The total targeting error is the sum of the tip and tail error. Total targeting error is larger and
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(a)

(b)

Figure 3.28 Targeting time for all subjects: (a) tip and (b) tail. Note how both radial and angular
positioning times are shorter for the 3D display.
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(a)

(b)

Figure 3.29 Tip targeting error components for all subjects: (a) horizontal and (b) vertical. Note
how the horizontal component of error is approximately zero for all conditions. Also note
how the vertical component has a negative bias and tends to be larger with the 3D display.
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(a)

(b)

Figure 3.30 Tail targeting error components for all subjects: (a) horizontal and (b) vertical. Note
how the vertical components tends to be larger, especially for the 3D trials. Also note the
negative bias in the vertical components and the greater variation in the 3D trials.
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(a)

(b)

Figure 3.31 Targeting error for all subjects: (a) tip and (b) tail. Note how the magnitude and
deviation of targeting error for the 3D trials are larger than the 2D trials. Also note how the
tail errors appear larger than the tip errors.
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more variable for 3D trials compared to 2D trials and there appears to be less variation in braced 2D

trials compared to unbraced 2D trials (Figure 3.32). The overall median of the total targeting error was

4.26 mm (IQR: 2.49–9.46; Range: 0.4–31.5). Total targeting error for 3D trials was approximately three

times greater than 2D trials. Data from the 3D trials also exhibit about twice as much variation.

Figure 3.32 Total targeting error for all trials by condition. Note the large difference between
display types, and how there appears to be some improvement between braced and unbraced
2D trials.

Variability

The vast majority of trials exhibit a horizontal tip variability less than that which would be expected

from tracker noise alone (Figure 3.33a). The overall median was 0.076 mm (IQR: 0.059–0.099; Range:

0.023–0.533).

Similarly, the vast majority of trials also exhibit a vertical tip variability less than that which would

be expected from tracker noise alone (Figure 3.33b). The overall median was 0.017 mm (IQR: 0.012–

0.024; Range: 0.003–0.135).

The variability of the horizontal (Figure 3.34a) and vertical (Figure 3.34b) components of the tail are

much larger than the tip, and larger than the measurement noise from the tracker. Braced trials appear

to have lower vertical tail variation than unbraced trials. The overall median horizontal tail variability

was 0.27 mm (IQR: 0.198–0.38; Range: 0.061–6.14). The overall median vertical tail variability was

0.136 mm (IQR: 0.085–0.237; Range: 0.016–3.14).
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(a)

(b)

Figure 3.33 Tip targeting variability for all subjects: (a) horizontal and (b) vertical. Note that tip
variability is consistent across all conditions.
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(a)

(b)

Figure 3.34 Tail targeting variability for all subjects: (a) horizontal and (b) vertical. Note that there
appears to be a slight decrease in vertical variability for braced trials.

83



CHAPTER 3. NAVIGATED TARGETING USER STUDY

3.3.5 Statistical Analysis

In this section, we describe the linear mixed effects analysis of the data. We fit a three-level LMM to each

metric, with trials nested within blocks, and blocks nested within subjects. We fit each model with the

maximal random effect structure justified by the data. Diagnostic plots can be found in Appendix E.3.

Targeting Time

Gross Targeting Time

We found that gross targeting time was statistically dependent on REP, BRACE, and initial distance (D0).

DISPLAY was not significant, but was retained in the model. There was insufficient evidence to include

AGE, GENDER, or any higher level interactions (χ2(27) = 33, p = 0.19). We applied a log base-10

transform to correct for heteroscedasticity in the residuals. There was insufficient evidence to reject

the null hypothesis that the random slope for BLOCK should be removed (χ2(2) = 14, p = 0.00075).

There was also insufficient evidence to adopt a residual covariance structure that varied by BLOCK

(χ2(3) = 5.2, p = 0.16), DISPLAY (χ2(1) = 1.5, p = 0.23), or BRACE (χ2(1) = 3, p = 0.084), so we

used the default homogeneous structure.

The conditional expectation of gross targeting time was 0.93 s, 1.05 s, 0.95 s and 1.07 s for the

braced-2D, unbraced-2D, braced-3D and unbraced-3D trials, respectively. The intraclass correlation

coefficient (ICC) for SUBJECT and BLOCK were 55 % and 65 %, respectively. The SUBJECT random

intercepts ranged from 60 % to 170 %, the BLOCK random intercepts ranged from 84 % to 120 % and

the BLOCK random slope ranged from 96 % to 103 %.

The effect of REP had a small but statistically detectable influence of 98.9 % ( 95 % CI: 98.4–

99.5 %), which means that there was evidence for a small learning effect, and that gross targeting time

is expected to decrease approximately 10 %, or 0.1 s over the course of the 10 trials within a block. In-

cluding TEST did not significantly improve the model (χ2(1) = 3.7, p = 0.054), so there was insufficient

evidence to suggest that any learning persisted between blocks.

The influence of D0, or initial start position, was statistically detectable. Initial start position varied

from 450 mm to 611 mm. At the lower height, the expected change in gross targeting time was 52 %

(95 % CI: 46–58 %), and at the upper height the expected change in gross targeting time was 170 %

(95 % CI: 156–189 %).

Fine Targeting Time

We found that fine targeting time was statistically dependent on DISPLAY. BRACE was not significant,

but was retained in the model. There was insufficient evidence to include REP, D0, AGE, GENDER, or

any higher level interactions (χ2(29) = 29, p = 0.48). A log base-10 transform was applied to correct

for heteroscedasticity in the residuals. The random slope for BLOCK was removed in order to allow the

model to converge. There was sufficient evidence to adopt a residual covariance structure that varied by

DISPLAY (χ2(1) = 49, p = 2.2 ·10−12).
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The conditional expectation of fine targeting time was 7.60 s, 7.49 s, 4.89 s and 4.82 s �for the braced-

2D, unbraced-2D, braced-3D and unbraced-3D trials, respectively. The ICC for SUBJECT was 7 % and

the ICC for BLOCK was 46 %. The SUBJECT random intercepts ranged from 79 % to 128 %, the BLOCK

random intercepts ranged from 88 % to 115 %. The standard deviation of the residuals for blocks of 3D

trials was 1.4 times greater than the residuals for 2D trials.

The conditional expectation of the fixed effects for gross and fine targeting time show how gross

targeting time is relatively constant and how fine targeting time is expected to be smaller for 3D trials

(Figure 3.35).

Figure 3.35 Conditional expectations of targeting time fixed effects. Note the reduction in fine
targeting time with the 3D display.

Accuracy

The final horizontal and vertical error values, tx f , ty f , tu f , and tv f , are continuous outcome variables

with an approximately normal distribution. In the absence of any systemic error, we would expect the

mean of each component to be zero. However, the pooled data suggested that the vertical components

may have a negative bias. Based on visual analysis of the pooled data, we also expected difference in

the amount of variation within between conditions. We fit a LMM to each component to assess whether

these differences were statistically detectable.

The final tip, angular, and total targeting errors, eR f , eR2 f , and eA f , are continuous on the interval

[0,∞). Since they are formed by the square root of the sum of squares of independent random variables

with a normal distribution, these variables follow a chi distribution with two degrees of freedom.
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Horizontal Tip Error

We found that horizontal tip error was statistically dependent on DISPLAY and REP, and there was also a

small effect of the GENDER-REP interaction. BRACE was not significant, but was retained in the model,

and GENDER was kept since the interaction with REP was significant. There was insufficient evidence

to include an intercept, AGE, D0, or other interactions (χ2(26) = 37, p = 0.073). Using an restricted

maximum-likelihood (REML)-based likelihood ratio test, there was insufficient evidence to reject the

null hypothesis that the random slope for BLOCK should be removed (χ2(2) = 5.8 ·10−7, p = 1). There

was sufficient evidence to adopt a residual covariance structure that varied by BLOCK (χ2(3) = 73, p =

7.8 ·10−16).

The conditional expectation of horizontal tip error was 7.59 mm, 7.49 mm, 4.89 mm and 4.82 mm

for the braced-2D, unbraced-2D, braced-3D and unbraced-3D trials, respectively. The ICC for SUBJECT

was 2 % and the ICC for BLOCK was 12 %. The SUBJECT random intercepts ranged from −0.2 mm to

0.2 mm, and the BLOCK random intercepts ranged from −0.3 mm to 0.3 mm.

The standard deviation of horizontal tip error varied by block. The expected standard deviation var-

ied, from highest to lowest: unbraced 3D, braced 3D, unbraced 2D, braced 2D. The standard deviation

for braced 2D trials was 15 % smaller than unbraced 2D trials, and there was a 4 % reduction for 3D

trials. Unbraced 3D blocks had approximately 45 % greater standard deviation than unbraced 2D blocks.

Vertical Tip Error

We found that vertical tip error was only statistically dependent on DISPLAY. The fixed effect of BRACE

was not significant, but was retained in the model. There was insufficient evidence to include REP, AGE,

GENDER, D0 or any higher level interactions (χ2(29) = 36, p = 0.18). There was sufficient evidence to

keep the random slope for block (χ2(2) = 6.6, p = 0.04), and there was sufficient evidence to adopt a

residual covariance structure that varied by BLOCK (χ2(3) = 500, p = 0).

The conditional expectation of vertical tip error was −0.9 mm, −0.9 mm, −3.0 mm and −2.9 mm

for the braced-2D, unbraced-2D, braced-3D and unbraced-3D trials, respectively. The ICC for SUBJECT

was 7 % and the ICC for BLOCK was 82 %. The SUBJECT random intercepts ranged from −1.1 mm to

1.0 mm, the BLOCK random intercepts ranged from −1.7 mm to 2.0 mm.

Horizontal Tail Error

We found that horizontal tail error was only statistically dependent on DISPLAY. BRACE was not signif-

icant, but was retained in the model. There was insufficient evidence to include REP, AGE, GENDER, D0

or any higher level interactions (χ2(29) = 41, p= 0.063). There was sufficient evidence to reject the null

hypothesis that the random slope for block should be removed (χ2(2) = 8.8 · 10−7, p = 1). There was

sufficient evidence to adopt a residual covariance structure that varied by BLOCK (χ2(3) = 300, p = 0).

The conditional expectation of horizontal tail error was 0.2 mm, 0.2 mm, −0.2 mm and −0.2 mm

for the braced-2D, unbraced-2D, braced-3D and unbraced-3D trials, respectively. The ICC for SUBJECT

was 4 % and the ICC for BLOCK was 9 %. The SUBJECT random intercepts ranged from −0.3 mm to

0.5 mm, the BLOCK random intercepts ranged from −0.2 mm to 0.2 mm.
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Vertical Tail Error

We found that vertical tail error was only statistically dependent on DISPLAY. BRACE was not signifi-

cant, but was retained in the model. There was insufficient evidence to include REP, AGE, GENDER, D0

or any higher level interactions (χ2(29) = 41, p = 0.064). Using an REML-based likelihood ratio test,

there was insufficient evidence to reject the null hypothesis that the random slope for block should be

removed (χ2(2) = 4.9, p = 0.09). There was sufficient evidence to adopt a residual covariance structure

that varied by BLOCK (χ2(3) = 920, p = 0).

The conditional expectation of vertical tail error was −1.0 mm, −1.0 mm, −5.6 mm and −5.6 mm

for the braced-2D, unbraced-2D, braced-3D and unbraced-3D trials, respectively. The ICC for SUBJECT

was 1 % and the ICC for BLOCK was 90 %. The SUBJECT random intercepts ranged from −0.8 mm to

0.8 mm, the BLOCK random intercepts ranged from −0.4 mm to 0.4 mm.

Component Summary

The conditional expectation of the fixed effects for individual targeting error components illustrate the

expected improved accuracy of the 2D display (Figure 3.36). This figure also illustrates the expected

negative vertical bias for both displays.

Figure 3.36 Expected value of linear mixed model of targeting error. Note how greater accuracy is
expected with the 2D display.

Tip Error

We found that tail targeting time was only statistically dependent on DISPLAY. BRACE was not signifi-

cant, but was retained in the model. There was insufficient evidence to include REP, AGE, GENDER, D0
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or any higher level interactions (χ2(29) = 30, p = 0.4). A log base-10 transform was applied to correct

for heteroscedasticity in the residuals. There was insufficient evidence to reject the null hypothesis that

the random slope for block should be removed (χ2(2) = 2.3, p = 0.3), and there was sufficient evidence

to adopt a residual covariance structure that varied by BLOCK (χ2(3) = 18, p = 0.00041).

The conditional expectation of tip targeting error was 1.1 mm, 1.0 mm, 2.9 mm and 2.8 mm for the

braced-2D, unbraced-2D, braced-3D and unbraced-3D trials, respectively. The ICC for SUBJECT was

< 1 % and the ICC for BLOCK was 53 %. The SUBJECT random intercepts ranged from 63 % to 145 %

and the BLOCK random intercepts ranged from 60 % to 147 %.

Angular Error

We found that angular targeting error was only statistically dependent on DISPLAY. BRACE was not sig-

nificant, but was retained in the model. There was insufficient evidence to include REP, AGE, GENDER,

D0 or any higher level interactions (χ2(29) = 34, p = 0.23). A log base-10 transform was applied to

correct for heteroscedasticity in the residuals. There was insufficient evidence to reject the null hypoth-

esis that the random slope for block should be removed (χ2(2) = 1.7, p = 0.4). There was sufficient

evidence to adopt a residual covariance structure that varied by BLOCK (χ2(3) = 15, p = 0.0019).

The conditional expectation of angular targeting error was 0.15°, 0.14°, 0.62° and 0.56° for the

braced-2D, unbraced-2D, braced-3D and unbraced-3D trials, respectively. The ICC for SUBJECT was

< 1 % and the ICC for BLOCK was 66 %. The SUBJECT random intercepts ranged from 75 % to 130 %

and the BLOCK random intercepts ranged from 58 % to 150 %.

Total Targeting Error

We found that total targeting time was statistically dependent on DISPLAY. BRACE was not significant,

but was retained in the model. There was insufficient evidence to include REP, AGE, GENDER, D0 or

any higher level interactions (χ2(29) = 27, p = 0.58). A log base-10 transform was applied to correct

for heteroscedasticity in the residuals. There was insufficient evidence to reject the null hypothesis that

the random slope for block should be removed (χ2(2) = 1.7, p = 0.4), and there was sufficient evidence

to adopt a residual covariance structure that varied by BLOCK (χ2(3) = 29, p = 2.2 ·10−6).

The conditional expectation of total targeting error was 2.5 mm, 2.3 mm, 9.1 mm and 8.5 mm for the

braced-2D, unbraced-2D, braced-3D and unbraced-3D trials, respectively. The ICC for SUBJECT was

< 1 % and the ICC for BLOCK was 68 %. The SUBJECT random intercepts ranged from 66 % to 147 %

and the BLOCK random intercepts ranged from 70 % to 142 %.

Total targeting error was expected to be smaller when using the 2D display (Figure 3.37). Also note

how the tip and tail have similar magnitudes for the 2D display, while the tail error is larger than the

tip error for the 3D display. The conditional expectation of the tip error and angular error are mainly

dependent on display (Table 3.3).
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Figure 3.37 Conditional expectation of total targeting error fixed effects.

Table 3.3 Uncertainty of the fixed effects conditional on the estimates of the random-effect vari-
ances and empirical best linear unbiased prediction (EBLUP) modes

Display Bracing Radial Targeting Error (mm) Angular Targeting Error (°)

E[] 95 % CI E[] 95 % CI

2D
Unbraced 1.1 0.9 1.2 0.15 0.13 0.17

Braced 1.0 0.8 1.4 0.14 0.10 0.18

3D
Unbraced 2.9 2.2 3.8 0.62 0.48 0.80

Braced 2.8 1.8 4.2 0.56 0.38 0.82

Variability

Since the components of variability are the standard deviations of a continuous variable, they should

follow a chi distribution. We expected that since the tip of the drill bit is held fixed in the workpiece, that

any variation in the position should be a result of tracker measurement noise, and should be independent

of SUBJECT, BRACE, and display. If bracing improves a subject’s ability to hold the orientation of the

drill steady, BRACE should have a statistically detectable influence on the tail components.

Horizontal Tip Variation

We found that horizontal tip variation was only statistically dependent on BRACE. DISPLAY was not sig-

nificant, but was retained in the model. There was insufficient evidence to include REP, AGE, GENDER,

D0 or any higher level interactions (χ2(29) = 36, p = 0.17). A log base-10 transform was applied to
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correct for heteroscedasticity in the residuals. There was insufficient evidence to reject the null hypoth-

esis that the random slope for block should be removed (χ2(2) = 3.9 ·10−7, p = 1). There was sufficient

evidence to adopt a residual covariance structure that varied by BRACE (χ2(1) = 4, p = 0.045).

The conditional expectation of horizontal tip variation was 0.080 mm, 0.074 mm, 0.080 mm and

0.074 mm for the braced-2D, unbraced-2D, braced-3D and unbraced-3D trials, respectively. The ICC

for SUBJECT was 2 % and the ICC for BLOCK was 3 %. The SUBJECT random intercepts ranged from

94 % to 108 % and the BLOCK random intercepts ranged from 99 % to 101 %. These results show that

horizontal tip variation was largely independent of subject and condition, which is what we expected

since the tip of the drill bit is held fixed in the workpiece and the only variation expected is measurement

noise from the tracker.

Vertical Tip Variation

We found that vertical tip variation was not statistically dependent on any of the fixed effects. There

was insufficient evidence to include DISPLAY, BRACE, REP, AGE, GENDER, D0 or any higher level

interactions (χ2(29) = 39, p = 0.11). We retained DISPLAY and BRACE in the model for the rest of the

analysis. A log base-10 transform was applied to correct for heteroscedasticity in the residuals. Using

an REML-based likelihood ratio test, there was insufficient evidence to reject the null hypothesis that the

random slope for block should be removed (χ2(2) = 3 ·10−7, p = 1). There was sufficient evidence to

adopt a residual covariance structure that varied by BRACE (χ2(1) = 1.7, p = 0.19).

The conditional expectation of vertical tip variation was 0.019 mm, 0.015 mm, 0.015 mm and 0.013 mm

for the braced-2D, unbraced-2D, braced-3D and unbraced-3D trials, respectively. The ICC for SUBJECT

was 7 % and the ICC for BLOCK was 10 %. The SUBJECT random intercepts ranged from 71 % to 129 %

and the BLOCK random intercepts ranged from 92 % to 111 %. These results show that vertical tip vari-

ation was largely independent of subject and condition, which is what we expected since the tip of the

drill bit is held fixed in the workpiece and the only variation expected is measurement noise from the

tracker.

Horizontal Tail Variation

We found that horizontal tail variation was only statistically dependent on BRACE. DISPLAY was not

significant, but was retained in the model. There was insufficient evidence to include REP, AGE, GEN-

DER, D0 or any higher level interactions (χ2(29) = 32, p = 0.3). A log base-10 transform was applied to

correct for heteroscedasticity in the residuals. There was insufficient evidence to reject the null hypoth-

esis that the random slope for block should be removed (χ2(2) = 3 ·10−7, p = 1). There was sufficient

evidence to adopt a residual covariance structure that varied by BRACE (χ2(1) = 14, p = 0.00016).

The conditional expectation of horizontal tail variation was 0.31 mm, 0.28 mm, 0.30 mm and 0.27 mm

for the braced-2D, unbraced-2D, braced-3D and unbraced-3D trials, respectively. The ICC for SUBJECT

was 10 % and the ICC for BLOCK was 13 %. The SUBJECT random intercepts ranged from 78 % to

140 % and the BLOCK random intercepts ranged from 91 % to 115 %.
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Vertical Tail Variation

We found that vertical tail variation was only statistically dependent on BRACE. DISPLAY was not sig-

nificant, but was retained in the model. There was insufficient evidence to include REP, AGE, GENDER,

D0 or any higher level interactions (χ2(29) = 28, p = 0.52). A log base-10 transform was applied to

correct for heteroscedasticity in the residuals. There was insufficient evidence to reject the null hypoth-

esis that the random slope for block should be removed (χ2(2) = 0.96, p = 0.6). There was sufficient

evidence to adopt a residual covariance structure that varied by BRACE (χ2(1) = 7.3, p = 0.0068).

The conditional expectation of vertical tail variation was 0.17 mm, 0.12 mm, 0.17 mm and 0.12 mm

for the braced-2D, unbraced-2D, braced-3D and unbraced-3D trials, respectively. The ICC for SUBJECT

was 13 % and the ICC for BLOCK was 26 %. The SUBJECT random intercepts ranged from 67 % to

177 % and the BLOCK random intercepts ranged from 83 % to 123 %.

Component Summary

The conditional expectations of the fixed effects of each variability component illustrates the reductions

in tail variation expected with bracing (Figure 3.38).

Figure 3.38 Conditional expectations of targeting variability fixed effects. Note how the final ver-
tical and horizontal variation of the tip (σx f and σy f ) are constant across conditions, while
the final vertical and horizontal variation of the tail (σx f and σy f ) are reduced with bracing.

3.3.6 Observations and Subject Feedback

Each participant completed the drill targeting section of the debrief questionnaire after completely the

targeting trials (Appendix B.2). The vast majority of participants found the two display types intuitive
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(92%-2D, 92%-3D) and the majority of participants reported that the forearm brace made it easier to

position the drill tip (88%) and easier to align the drill axis (84%).

Table 3.4 summarizes a paired comparison of the participants responses to the two sets of display

questions.

Table 3.4 Debrief Questionnaire Display Preference

Question 2D 3D No preference

Intuitiveness 3 (12) 7 (28) 15 (60)

Tip Positioning Ease 4 (16) 14 (56) 7 (28)

Axis Positioning Ease 5 (20) 12 (48) 8 (32)

Values are number of subjects (%).

The following is a list of observations made during and after user testing:

• Some subjects purposefully moved the drill back and forth to determine or confirm the visual-

motor correspondence before beginning targeting.

• When using the 2D guidance, the rear cue often obstructed the tip cue; to compensate, many

subjects purposely increased the angular error until they were satisfied with the tip position.

• Subjects often spent a long time fine-tuning 2D position.

• Almost all subjects preferred the 3D display over the 2D display and many reported that they

believed their performance was better using the 3D display.

• Several subjects mentioned that the depth indicator on the 3D display was helpful for gauging the

distance to the workpiece.

• Subjects typically focused on the screen, and rarely looked at the tool or workpiece

• Subjects generally positioned the tip against the workpiece first, then adjusted the angle.

• Several subjects reported that jitter of the targeting cues was annoying, and that the 2D display

was worse.

• Several subjects reported that the arm rest was not long enough to properly support their arm for

all of the targets.

• A few subjects reported that the aggressive tip on the brad point drill bit made it difficult to

reposition because it would get stuck in the workpiece.

• Subjects often incorrectly positioned the targeting cues too low with the 3D screen.

• Subjects often spent a long time fine-tuning 2D position.

• Several subjects reported a need for more padding on the armrest.

• One subject noted that “[the] [a]rm rest was helpful - lets you focus on wrist instead of the whole

arm.”

• A few subjects used internal bracing to help stabilize the drill, for example, by tucking their elbow

into their hip/waist (e.g., S3).
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3.4 Discussion
The purpose of the user study presented in this chapter was to assess the influence of a static, rigid

forearm brace and the design of visual feedback guidance display on navigated targeting performance.

A simple armrest brace was constructed and tested with two different styles of guidance display on a

position-and-hold trajectory alignment task. We hypothesized that bracing the forearm would enable

quicker, more accurate targeting with less variation than freehand, and that a 3D perspective guidance

display would enable quicker, more accurate targeting with less variation compared to a 2D axial per-

spective display. In general, display type had a much larger impact on targeting performance than

bracing. Our data showed that the forearm brace decreased targeting variability slightly, but had no

statistically detectable effect on targeting time or final accuracy.

3.4.1 Influence of Static Forearm Brace

Contrary to our hypothesis, the static forearm brace did not lead to faster or more accurate targeting.

There was a small reduction in within-trial targeting variation; the vertical component of the tail was

30 % more stable when bracing was used. There was also evidence of improved repeatability within

a block. Bracing did lead to a statistically detectable increase in gross targeting time of an average of

0.1 s, but this is unlikely to be clinically relevant.

Decreased Angular Targeting Variability

We expected that bracing would decrease variability. Supporting the forearm should reduce neuromus-

cular noise since fewer joints are involved, and reducing the gravity load should reduce muscle activity

and the noise associated with larger motor recruitment and fatigue. In our data there was a small but

statistically detectable decrease in final vertical tail variability of about 30 % and a small but statistically

undetectable decrease in final horizontal tail variability of about 10 %. Our results are consistent with

previous studies that have reported increases in perceived stability when using static arm and handrests

[Ohta 2000], with the added benefit that we were able to quantify the results rather than just relying on

subjective feedback.

As expected, there was no difference in radial targeting variability. As long as the tip of the drill

bit remains in contact with the workpiece, the variation in the tip should be similar to the measurement

noise in the tracker, which is what our results showed (Figure 3.33).

Increased Within-Block Repeatability

All of the targeting components except vertical targeting error had statistically detectable reductions

of within-block standard deviation. With the 2D display, bracing reduced the standard deviation of

horizontal and vertical tip position by 15 %, horizontal tail position by 22 %, and vertical tail position

by 25 %. These results are consistent with the Zupančič [1998] study, which found a 25 % improvement

in positional repeatability with bracing.
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Small Increase in Gross Targeting Time

On average, there was an approximately 0.1 s increase in gross targeting time when using the forearm

brace. This increase in time is unlikely to be clinically relevant, but it does illustrate the trade-off

between mobility and stability. This increase in movement time is likely due to a decrease in movement

velocity, as a result of not using all of the muscles in the arm.

Minimal Effect on Final Error

Although the majority of participants reported that the forearm brace improved their ability to position

the drill tip and align the drill axis, and on average, the 2D display did show a small 0.4 mm reduction

in total targeting error, based on the data, we were unable to demonstrate that forearm bracing had

any statistically detectable influence on final error. The discrepancy between the data and the subjects’

impressions may result from an unmeasured reduction in muscle exertion or fatigue that made the task

feel easier, or there could also be bias because the forearm brace was the focus of the study. There are

several other factors that may explain why no improvement was seen.

First, navigated targeting error depends on the accuracy and resolution of the measurement system

and guidance display. If a user is unable to detect a discrepancy between the desired and measured

position based on the feedback, they can not make the necessary correction. For the 2D display, the

perceptible visual change was smaller than the tracker noise, so the limiting factor was likely the mea-

surement noise, and not the ability of the subject to position the drill.

Second, since the task involved targeting against a workpiece, minimal force was required to ma-

nipulate the pose of the drill once the tip was placed. The brad point (BP) drill bit has a prominent tip

and the workpiece is capable of supporting some lateral load. Since some of the gravity load would

be supported by the workpiece, the brace may not have reduced the load much further. The expected

reduction in neuromuscular noise with smaller force levels would likely be smaller than if the tip was

not supported.

Third, a few subjects were observed to utilize internal bracing [Hoffman 2008: 133], by tucking their

elbow into their hip or waist during unbraced trials. This strategy would have provided similar benefits

to the forearm brace by decreasing the number of joints and muscles involved and making it easier to

support the mass of the drill.

Lastly, placing the tip against the workpiece also forms a closed kinematic chain. We expected that

a brace that steadies the arm during targeting may help reduce mental fatigue since there is evidence that

slow movements are “controlled by attention-demanding mental processes” [Zelaznik 1981]. However,

simultaneously maintaining contact with both the workpiece and the brace may have actually increased

the difficulty of the task.

The forearm brace we tested in our study is similar to the fixed armrest used as comparison in the ac-

tive handrest study [Fehlberg 2012]. For the circle-tracing task in that study, the fixed handrest showed

a slight improvement in time-error trade-off, but there were no statistically detectable differences in

median error or completion time.

Another study that looked at armrests in laparoscopic surgery found statistically detectable decrease
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in number of errors, maximum tissue damage rates and discomfort rates, but no change in task comple-

tion time [Galleano 2006]. With an armrest, the median number of errors increased from 10 to 16 in

an ideal, unstressed posture, and increased from 41 to 97 in an elevated, stressed posture. Their results

suggest there is an interaction between using the armrest and posture. Since the posture of subjects in

our study could be considered ideal, we can theorize based on their results that we may have seen a

greater difference in our study under less ideal postures.

3.4.2 Influence of Guidance Display Type

Greater Accuracy With 2D Display

Contrary to our hypothesis, the 3D perspective guidance display did not result in more accurate targeting.

On average, tip error was 170 % (95 % CI: 140–210 %) larger and tail error was 350 % (95 % CI: 300–

400 %) larger with the 3D display.

Although the primary difference between the two displays was intended to be their perspective,

we believe that other, seemingly subtle, design factors had a larger impact. The most significant of

these factors was the difference in minimum perceptible error. For simplicity, both of the guidance

displays were based on different views of the same targeting box (Appendix C.6). As described in

Section 2.6.4, the difference in perspective between the two display leads to a marked difference in

targeting resolution. A single pixel change in the 2D display requires a real world movement of 0.16 mm

horizontally or 0.17 mm vertically; the 3D display requires 0.27 mm, 0.53 mm, 0.43 mm and 0.68 mm

for the tip horizontal, tip vertical, tail horizontal and tail vertical, respectively.

In addition to the scaling differences as a result of the different views, differences in the targeting

cues also affected how easy it was to detect whether the drill was aligned to the target. For the 3D

display, the targeting cues were 10 mm spheres (Figure 2.7). The 2D had similar targeting cues initially,

but these were changed to the offset cross-hairs to make them easier to see. Each conic point has a

height of 30 mm and a base of 20 mm (Figure 2.6). It is much easier to determine whether the tip of a

triangle is centred on the frame than it is to determine if a sphere is centred.

These differences in ability to discern error between the two displays may be one explanation for

why subjects preferred the 3D display, and often felt like they were more accurate. Since the magnitude

of detectable error was smaller with the 3D display, it would be easier to achieve this higher error level.

A similar explanation was proposed by Kassil [2009] whose subjects also preferred an orthographic

display over an axial display that yielded better performance.

St. John [2001] tested 2D vs 3D perspective on a 2D display for air traffic control applications.

They assessed several different tasks, categorized as either shape-understanding or relative-positioning.

St. John found that ambiguity and distortion inherent to a 3D perspective makes relative-positioning

tasks more difficult, but that a 3D perspective is better for shape understanding tasks. Since the task in

our study is primarily a relative positioning task, our results seem consistent with their study; however,

we can not say this with certainty because of the aforementioned differences in targeting resolution.

95



CHAPTER 3. NAVIGATED TARGETING USER STUDY

Faster Targeting With 3D Display

Although the final errors were larger, the 3D display did have a statistically detectable decrease in fine

targeting time with an average savings of 2.4 s (95 % CI: 2.0–2.8 s). Two possible explanations for

this time savings are the additional context provided for the task and the difference in perceptible error

described above. We hypothesized that displaying a similar guidance view to the one the user would

see would make it easier to determine the visual motor correspondence and therefore improve targeting

performance. Unfortunately, the 3D display also had a larger minimum perceptible error, so another

possibility is that the error was reduced at the same rate, and subjects simply stopped when they could

no longer detect more error.

There was no clear indication to the subject’s in our study about the magnitude of their current

targeting error. Garvin developed a tool-mounted display for freehand navigated cutting in total knee

arthroplasty (TKA), and provided different feedback depending on the magnitude of the error. They

chose not to supply corrective guidance for deviations above 10° or 10 mm since they should be detected

by the naked eye. They also “deemed it futile to try to respond to corrective guidance for deviations

of less than 0.5° or 0.5 mm.” Applying a similar method to our study would likely have resulted in

shorter fine positioning times with the 2D display, since the subject would not try to compensate for

small differences caused by jitter.

Depth Cue on 3D Display Made It Easier to Position Tip

Several subjects reported that it was easier to position the tip with the 3D display. This was likely due

to the inclusion of a depth cue on this display. The 3D display included a black cylinder that indicated

where the tip of the drill was with respect to the workpiece surface. This cue would enable the subject

to more closely control the distance of the tip from the workpiece while they adjusted the position.

Since the 2D display did not provide any information on depth, subjects would have to approach the

workpiece slower, or use more trial and error to get the correct tip position. This may partially explain

why the radial targeting time was an average of 0.5 s (95 % CI: 0.4–0.6 s) faster with the 3D display

(Figure 3.27).

Jitter Affected Performance

There are a variety of factors that influence human performance in interactive systems. Two main factors

are jitter and latency. Jitter is the undesired deviation from true measurement as a result of repeated

measurements. Latency is the time delay between measurement and display.

The 3D displays the location of the target from a fixed viewpoint that roughly corresponded to the

user’s view of the actual target. One of the advantages of showing a 3D perspective is that it makes it

easier to determine which cue represents the tip position and which cue represents the bit orientation.

There is little chance of having the cues overlap except in orientations with large deviations from the

target trajectory. Although the separation of the cues may make the display more intuitive, it forces the

user to adjust their focus between the two locations, likely increasing the difficulty of simultaneously

aligning both cues. The other main drawback in using a perspective view is that since more information
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must be displayed, the resolution is decreased.

Continuously measured quantities like the drill pose are subject to a type of random error called

jitter. This error causes chaotic movement of the target with respect to the drill; the targeting cue

appears to move even if the drill is stationary. Combining transforms from several objects to represent

relative transformations increases the amount of jitter. In a study on the performance of tool-mounted

displays for surgical guidance, Kassil [2007] described how jitter “limits the user’s ability to judge and

correct alignment” in a drill targeting task. Our subjects reported a similar experience and frustration.

Furthermore, the difference in resolution between the two displays would magnify the effect of jitter in

the 2D display, which was noted by several participants, and may help to explain the preference for the

3D display where the jitter was less noticeable.

Jitter can be reduced by applying smoothing, but this must be done cautiously. Smoothing can

increase latency, which can also negatively affect performance. Teather [2009] investigated the effect of

latency and spatial jitter on 2D and 3D pointing, and found that while latency had a stronger effect on

point performance, erratic jitter can also significantly affect performance. Any attempt to reduce jitter

with smoothing must consider this performance trade-off.

3.4.3 Participant Feedback

Feedback was elicited from participants informally during testing and afterwards using a debrief ques-

tionnaire. All participants reported that the system was easy to learn how to use and all but one found it

responsive. The majority of participants reported that use of the forearm brace was intuitive (96 %), and

believed that it improved drill tip positioning (88 %) and drill axis alignment (84 %).

Informally, the majority of participants preferred the 3D display and believed there drill tip posi-

tioning and drill axis alignment was easier. Although the results of the questionnaire did not show a

statistically detectable difference using the Wilcoxon Signed-Rank test, a greater proportion of partic-

ipants reported preference for the 3D display in terms of intuitiveness, ease of drill bit tip positioning,

and ease of drill bit axis alignment. The results clearly show that positioning and alignment performance

as measured by final error was better with the 2D display. Since there is a large difference between the

resolution of the two displays, the 3D display may have felt easier to use since users were unable to de-

tect deviation from the intended target. Thus, it is not possible to comment on the effect of the improved

contextual cues of the 3D display on targeting performance, but it is important to note that the design of

the feedback display does have a large effect on targeting performance, and that a discrepancy may be

created between perceived performance and actual performance.

3.4.4 Sources of Uncertainty and Variation

Within-trial

The main source of uncertainty within a trial is the uncertainty of the measured position of the drill

tip. This uncertainty, or target registration error (TRE) is based on several sources: fiducial localization

error (FLE), the uncertainty in the measure of a single marker; fiducial registration error (FRE), the
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uncertainty in determining the local coordinate system of a group of markers; and the drill bit calibration.

Based on the FRE of the Polaris® system, and the geometry of our marker frames, we estimated the

uncertainty of a single measurement to be on the order of 1.6 mm (Section 2.10).

In addition to this random noise, there was also evidence of systematic error. The final error for

the tip showed a negative vertical bias for all conditions, with the magnitude primarily dependent on

display type. For 2D trials, this error was approximately −1 mm on average for both the tip and tail.

The average 3D display error was −3 mm for the tip, and −6 mm for the tail. We believe there are two

reasons for this error: compliance in the drill, and the design of the 3D display.

There is a small amount of play between the body of the drill and the chuck of approximately 1°.

Before the tip is in contact with the workpiece, the weight of the chuck and the drill bit would tend to

cause it to hang downwards. When the tip is placed against the workpiece, part of the weight of the drill

is supported through the drill bit. This upwards force would causing the chuck to tilt up relative to the

drill, and this would explain why the tip position is consistently 1–2 mm below the origin. This theory is

supported by looking at the vertical tip error right at the moment contact is established (Figure 3.9). For

this trial, we can see that the tip error increased slightly after contact was established at 8.5 s. Another

possible explanation is an error in the drill bit calibration. If the distance to the drill bit tip was incorrect,

rotating about the tip while it is pressed into the workpiece would cause the measured tip position to

change.

Based on the difference in targeting resolution between the two displays, we would expect that

the magnitude and standard deviation of error would be larger for the 3D display than the 2D display.

However, it is clear from Figure 3.29b and Figure 3.30b that there is a display-dependent increase in the

vertical bias as well. Further, Figure 3.36 shows that this bias is larger for the 3D tail compared to the

3D tip. We believe that the 3D perspective and size of the targeting cues is an explanation. The targeting

spheres are relatively large, and are being viewed at a downwards angle which may have caused subjects

to target too low.

Between-trial

There are several explanations for variation between trials, including fatigue and learning. The order of

condition was randomized within blocks to help compensate for any systematic increase or decrease in

performance as a result of learning or fatigue. The subject also had an opportunity to rest which should

have further mitigated any fatigue effects. The only outcome where a learning effect was statistically

detectable was gross targeting time, so this was unlikely to affect our results.

Between-block

The main source of variation between blocks is the difference in targeting resolution and minimum

perceptible error as described above. It is possible that this difference masked any bracing effects.
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Between-subject

There are several sources of variation between subjects, including differences in height, visions, spatial

ability, and effort.

To maintain a consistent posture between subjects, we adjusted the vertical position of the workpiece

target and the forearm brace to match the subject’s height. Since the start position was fixed relative to

the worktable, adjusting the position of the workpiece changed the overall distance to the target. This

distance varied from approximately 450 mm to 600 mm. We defined a gross targeting threshold based

of within 100 mm to the target, with an accompanying gross targeting time to help account for this

difference. 68 % of the variation in total gross targeting time was attributable to random subject effects.

Subjects may have also differed in their spatial ability and in their experience with other hand-eye

coordination tasks, like video games. We can theorize that subjects with more experience or spatial

ability would have to concentrate less on the task, which could result in smaller differences between the

braced and unbraced cases. Conversely, subjects with less experience may have benefited more from

bracing, since reducing the number of joints to control should free up some of their concentration.

Although normal or corrected-to-normal vision was one of the inclusion criteria, we did not explic-

itly test the subject’s vision. A subject’s ability to use the feedback provided by the guidance display

depends on their ability to distinguish whether the targeting cues are aligned. Visual acuity is the ability

to distinguish two lines from one; The physiology of the eye limits normal visual acuity to between 0.3′

and 1′ (0.005–0.017°) [Levi 1990]. For the eye-to-screen distance of 1100 mm in our study, this means

the minimum perceptible difference under ideal conditions was 0.1 mm–0.3 mm.

3.4.5 Limitations

There are several limitations to this study that may affect our ability to interpret and generalize the

results.

Jitter

As discussed above, random noise in the continuous measurement of the drill pose causes jitter of the

targeting cues on the guidance display, which makes targeting difficult. Several subjects mentioned that

jitter seemed worse in the 2D display, which makes sense since the greater resolution would magnify

any noise. Since the jitter is also recorded in the transforms, it limits our ability to determine if there

was any difference between the braced and un-braced conditions in terms of movement variability.

Different Initial Distance

As discussed earlier, instead of fixing the location of the start position relative to the environment, the

start position should change along with the height of the workpiece holder to ensure that the initial tip-

goal distance is the same between participants. In this study, we defined a fixed distance threshold and

gross targeting time to help control for the difference. Gross targeting time was the only metric where

we found a statistically detectable influence of initial distance. Since gross targeting time was relatively
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small, was consistent between trials, and formed a small proportion (approximately 7 %) of the total

trial time, we do not believe that these initial distance differences significantly affect our results.

Time-Error Trade-off

We tested subject’s targeting performance with a time-limited task and a single set of instructions. We

chose to use a fixed trial length in order to standardize processing and make it easier to directly compare

performance, and selected a trial length of 15 s based on pilot testing to ensure subjects had enough

time to complete the targeting and hold their position. Subject’s were instructed to achieve and hold the

most accurate pose by the time limit. Our results therefore need to be considered with respect to these

instructions and the time limit. It is likely that final accuracy results may have differed if a shorter, more

challenging time limit was imposed. Future studies should take this into account, to assess how different

instructions influence the effect of display type and bracing on navigated targeting performance.

3.4.6 Clinical Relevance

Since the task only involved targeting and no hole was actually drilled, the radial and angular errors we

have reported here are the best case scenario. When drilling into bone, –especially at angles that are not

perpendicular– skiving, or movement of the drill bit tip relative to the workpiece is a problem. Drill bits

are also susceptible to bending, further decreasing accuracy.

The metric we have measured in this study represents the static targeting accuracy. It does not ac-

count additional errors introduced in initiating the hole or deflections during drilling, nor how accurately

the subject can obtain depth.

Clinically, the required accuracy can vary considerably for different procedures. The maximum error

tolerance for locking screw alignment in femoral intramedullary nailing was estimated in a previous

study to be less than 8° in angulation and less than 0.75 mm radially [Szakelyhidi 2002: p.3]. Clinical

collaborators for a previous study in our lab relaxed the radial requirement to approximately half of the

drill bit diameter, or 2.5 mm [Beadon 2007: p.42]. Our results show that our system is capable of meeting

the angular accuracy requirement, but only the 2D display is capable of meeting the relaxed radial

accuracy requirement. However, it is also important to note that the accuracy we report is between the

planned and measured drill bit trajectory, and does not include the possible error between the measured

and actual pose of the drill bit.

Subjects

The subjects we recruited in our study were not surgeons, and had no formal experience with a Com-

puter Assisted Orthopaedic Surgery (CAOS) system. Since the experimental task did not actually involve

drilling, we do not expect that differences in experience with power or surgical tools would influence

performance. We do expect that surgeons who are familiar with CAOS systems would also have en-

hanced spatial ability and eye-hand coordination, allowing them to perform close to the limits of our

system imposed by measurement noise.
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Guidance Display

In our study, we tested the targeting performance of a single guidance display view. Although the de-

sign of our 2D guidance display is based on simple Computer Assisted Surgery (CAS) systems, most

current CAS systems use a combination of several views. For example, the navigation display of the

BrainLab® system for femoral hip resurfacing has three views: two cross-sectional views and an axial

view (Figure 1.15). The axial view is similar to the 2D view tested in our study. In addition to having

multiple views, the clinical guidance display also has a model of anatomy, which should provide better

context. The biggest difference that would likely influence performance is the inclusion of a numerical

representation of the desired angle. This numeric value would provide a discrete indicator of perfor-

mance as opposed to the continuous indicator of our targeting cues. The number of decimals of this

value provides an indication of the desired threshold; the BrainLab® system rounds the angle to the

nearest degree, implying a desired accuracy of ±0.5°. If our display had a discrete indicator, it is likely

that subjects would have spent less time trying to achieve a ‘perfect’ alignment. This is especially the

case with the 2D display, where subjects took an average of 2.4 s (95 % CI: 2.0–2.8 s) longer to position

the tip than they did with the 3D display.

Task

In our study, subjects were asked to align the drill bit to the desired trajectory and maintain that pose.

The next step in a typical navigated drilling task would be to actually start drilling and create a hole.

Our data demonstrated that bracing the forearm did not improve targeting accuracy, but, at least for the

two-dimensional (2D) display, it did reduce the amount of variation in the final position. This suggests

that the brace made it easier for the subject to maintain the pose of the drill bit. Drilling into bone rarely

involves drilling perpendicular to a flat surface; trying to drill at an angle on curved surfaces commonly

results in skiving. We can theorize that since bracing makes it easier to maintain the desired position of

the drill, it may reduce the amount of skiving that occurs and result in a hole that is closer to the desired

entry point. Bracing may also make it easier to maintain the desired trajectory.

Dividing the task into tip positioning and angular positioning is another item that may differ clin-

ically. In our study, subjects were able to position the tip against the workpiece first, and then adjust

the angle independently. Clinically, it might not be possible to position and pivot the tip against the

anatomy, and it may be necessary to position both the tip and the angle simultaneously before advanc-

ing the drill. A forearm brace could make this simultaneous adjustment easier by providing support to

the arm or the tool.

Once a hole is started, drilling efficiently in bone requires substantial force levels. Drilling is an in-

herently unstable task and the amount of force a user can apply is limited by the body’s ability to main-

tain stability [Rancourt 2001b]. To deal with this instability, user’s rely on the mechanical impedance

of their upper limb which depends on a number of factors including posture [Mussa-Ivaldi 1985; Tsuji

1995] and muscle activation [Mussa-Ivaldi 1985; Dolan 1993; Gomi 1998]. Roy [1999] showed that

the maximum force a user can apply to a pivoting stick, which is equivalent to a drill, is about 50 %

less than what the user can apply to a fixed wall; Muscles can be co-contracted to provide the necessary

101



CHAPTER 3. NAVIGATED TARGETING USER STUDY

lateral stiffness to overcome the instability, but this reduces the total force output. Not only is there a

finite limit to the amount of stiffness that can be gained through co-contraction, but this muscle activa-

tion requires energy which could expedite fatigue. The forearm brace we tested in this study appears to

provide some vertical stability that reduced vertical variability. We theorize that this augmented stability

would also allow a user to apply great thrust force.

3.4.7 Future Work

This study could be improved upon and expanded by considering some of the following:

Limitations to address:

• Fix the start position relative to the target so the distance is consistent between subjects.

• Add a constraint so the angular start position is consistent between trials and subjects.

• Reduce uncertainty in tracker measurements by optimizing marker geometry.

• Reduce flicker through filtering.

• Change transparency of 2D targeting cues so tail cue does not obstruct tip cue.

• Adjust guidance displays so that visual resolution is similar.

• Test speed-based and accuracy-based subject instructions.

• Match targeting cues between displays (i.e., change 3D from spheres to cross-hair).

• Explicitly assess fatigue, for example, with a visual analogue scale after each trial, or with elec-

tromyography.

• Assess discomfort of different body parts using visual analogue scale questionnaire (e.g. Galleano

[2006]).

• Assess what proportion of time subjects kept in contact with the brace (e.g. Galleano [2006]).

• Test with a clinical population, surgical tools, and bones.

Outstanding guidance display questions:

1. How do different guidance display perspectives influence performance under non-ideal visuomo-

tor correspondence?

2. What influence does a tool-mounted guidance display have? [Garvin 2013]

3. Does an ego-centric or exo-centric view lead to greater performance?

Outstanding bracing questions:

1. Does forearm bracing reduce drill bit skiving? Does this lead to improved accuracy of the drilled

hole?

2. Does forearm bracing enable subject’s to use higher drilling forces by providing lateral stability?

3. Does forearm bracing have a greater influence on performance in stressed postures?

4. Does forearm bracing reduce discomfort and fatigue?
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3.4.8 Applications

The hardware and methodology developed for this study could easily be applied to investigate a number

of related research questions as described above. In addition to supporting future research, this study

has also provided evidence that subtle changes to the design of visual feedback displays can have a

significant impact on performance. Designers of these types of navigation systems need to consider

multiple factors, including display resolution, visual acuity, and targeting system noise.

3.5 Conclusions
In this chapter we described a user study designed to test the influence of an simple brace and guidance

display design on navigated targeting performance.

Although braced 2D trials tended to be more accurate than unbraced 2D trials, there was no sta-

tistically detectable difference in the final radial error or final angular error for this task (H1.1a, H1.1b

rejected). The short duration of the trial, ideal posture, and significant levels of measurement noise may

explain why greater differences in final error were not observed. There were statistically detectable

decreases of 30 % in the vertical variability of the tip within a trial (H1.1c supported) and decreases of

15 % to 25 % in the variability of error within a test block. Subjects reported greater positioning and

alignment ease when using the forearm brace. There was a small, statistically detectable increase in

gross targeting time of approximately 0.1 s, which is unlikely to be clinically relevant and no detectable

influence on fine targeting time (H1.1c rejected). The 2D axial guidance display enabled significantly

more accurate positioning of both the tip and the angle: on average, tip error was 170 % (95 % CI:

140–210 %) larger and tail error was 350 % (95 % CI: 300–400 %) larger with the 3D perspective dis-

play (H1.2a, H1.2b rejected). The 3D display did exhibit faster fine targeting (H1.2c supported), but

there was no detectable influence on variation (H1.d rejected). We believe the difference in performance

between the two display types can be attributed to a marked difference in the visual resolution. The

resolution of the 3D viewpoint display varies from 0.4 mm to 1.1 mm, whereas the resolution of the 2D

viewpoint display varies from 1.8 mm to 1.9 mm. This difference means that the minimum detectable

error based on the visual acuity of the user is much smaller on the 2D screen. This also may explains

why the majority of users preferred the 3D screen: it felt easier to use because they were unable to detect

that there was still an error in the positioning. Because of the difference in resolution between the two

displays, it is difficult to make recommendations regarding the viewpoint, although it is likely that the

preference for the 3D display was a result of the displays enhanced contextual cues.

There are three main conclusions from this study:

• Guidance display and subtle differences in targeting cue design can have a significant influence

on targeting performance;

• Simple forearm bracing can improve targeting variability and repeatability; and,

• Implementing an effective bracing strategy requires careful consideration of the motor task.
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Chapter 4

Design of a Damper-Based Brace to
Minimize Cortical Drill Plunge

If we knew what it was we were doing,
it would not be called research, would it?

— Albert Einstein

Cortical drilling was selected as a surgically relevant task where we could test whether a brac-

ing strategy could improve performance. This chapter describes the development of an experimental

damper-based brace designed to minimize drill plunge with minimal effect on the drilling process.

We performed a series of pilot tests and developed a model of the drilling and plunge behaviour

to inform the design process. Pilot testing identified typical human drilling thrust force and plunge

kinematics. Model simulations were used to predict drilling duration and plunge depth for a range of

human drilling thrust force and brace damping level. These simulations were then used to select an

optimal range of damping values for the brace. Based on the results of pilot testing and simulation, we

designed a brace based on an adjustable dashpot. After characterizing the range of damping provided by

the dashpot, we chose three discrete damping levels. The ability of this brace to improve performance

of a simulated cortical drilling task is assessed in a user study described in Chapter 5.

4.1 Introduction
Cortical drilling is a challenging surgical task where the goal is to create a hole through one or both

cortices of a long bone. Cortical bone requires significant drilling thrust forces. Due to anatomical

variation, complex geometry and limited visualization, it can be difficult to accurately gauge the bone

thickness, which, when coupled with the required high forces, can result in sudden movement when the

drill bit penetrates through the bone surface. This penetration, or drill plunge, can result in injury to soft

tissue, vasculature, nerves, and tendons [Alajmo 2012]. It can also lead to a broken drill bit, which is

often very difficult, if not impossible, to remove. Simply drilling with lower force magnitude is not an

option due to the danger of excessive temperature generation which can lead to osteonecrosis. Although

there is little clinical evidence of complications caused by excessive drilling temperatures, there is ample
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in vitro evidence that temperature-induced osteonecrosis can affect the stability of a fixation or implant

[Bertollo 2011].

Previous researchers have found that drill plunge depth depends primarily on the force applied to the

drill immediately before breakthrough (pre-breakthrough force (PBF)), which is influenced by several

factors. Experienced surgeons use an anticipatory rather than a reactionary control scheme to reduce

force [Dubrowski 2004] and rely on audible feedback of the drilling sounds to detect impending break-

through [Praamsma 2008]. Drill bit sharpness and bone quality can also influence plunge: dull drill bits

require more force, while low-density osteoporotic bone require less force [Alajmo 2012].

Although the primary purpose is not to develop a specific device for reducing drill plunge, it is

helpful to look at what approaches have been tried. Most surgeons rely solely on sensory feedback to

detect impending breakthrough, but there are several other approaches. In certain anatomical locations,

especially those with high accuracy requirements like the spine, a drill stop is used to limit penetration.

The drill stop is pre-set to an estimated depth, but they can be time consuming and cumbersome to

adjust. There are also specialized bits for perforating the skull, such as the ACRA-CUT1. This device

uses a pressure-clutch mechanism to arrest penetration after breakthrough. Unfortunately, it is specific

to brain surgery and is too large and specialized for general use.

Several researchers have developed intelligent tools to detect breakthrough and stop drill motion.

Early work in detecting breakthrough was motivated by limiting penetration of spherical bits in stape-

dotomy [Brett 1995]. This work was extended for detecting breakthrough using twist drills by Allotta

[1996] who later developed a novel mechatronic drill to control and arrest the drill feed rate using

force sensors [Allotta 1997]. Fully automated systems have also been developed, including a three-

axis robotic drilling system [Lee 2006]. Although these devices were shown to limit drill plunge, the

complexity and cost of specialized tools may be limiting their widespread adoption.

The goal of this chapter is to describe the development of an experimental device to assess whether

a bracing strategy can improve performance. A secondary, parallel loading pathway should help the

surgeon better control the relative motion between the tool and the target anatomy. This bracing strategy

should minimize drill plunge without markedly increasing the risk of osteonecrosis by extending drilling

duration.

4.2 Materials and Methods
This section describes the methodology and materials used to develop an experimental brace to reduce

cortical drill plunge. The design process included a series of pilot testing and the development of a

numerical drilling model (Table 4.1). Pilot testing and drilling model development and simulation were

done in parallel with development of the research Computer Assisted Surgery (CAS) system described in

Chapter 2. We first developed a model to predict the behaviour of freehand drill plunge. Once we were

confident that this model predicted a similar amount of drill plunge to those measured experimentally,

we extended this model to include a bracing device. The braced model was then used to simulate a

range of brace configurations and parameters to inform the type and impedance of an experimental

1ACRA-CUT Smart Drill Model 200-500 http://www.acracut.com/perforators.html
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brace design. Finally, we built, characterized, and calibrated an experimental bracing device.

Table 4.1 Braced Cortical Drilling Design

Phase Section Reference

Design Input Design Requirements Section 4.2.1

Design Process Pilot Testing Section 4.2.2

Model Development Section 4.2.3

Simulations Section 4.2.4

Design Output Braced Cortical Drilling Model Section 4.2.3

Experimental Brace Section 4.2.5

4.2.1 Design Requirements

We want to develop an experimental bracing device to test whether a bracing strategy can improve the

performance of a clinically relevant motor task. We first needed to define the goal of the motor task and

identify which performance metrics we wished to improve.

Motor Task Goal

We are primarily interested in the breakthrough phases of the drilling task, where the goal is to minimize

the penetration of the drill relative to the anatomy after breakthrough. The goal of the drilling phase is

to maintain an efficient drilling force to minimize both drilling duration and temperature generation.

Performance Metrics

For cortical drilling, the main outcome measures are the drilling duration and the drill plunge depth.

There are a number of different process measures, including drilling force, pre-breakthrough force,

drilling velocity, and post-breakthrough velocity.

Experimental Brace Design Requirements

We generated a list of requirements for an experimental damping brace to minimize drill plunge without

markedly increasing drilling duration (Table 4.2). In addition to the requirements necessary for device

performance, there are also several requirements to facilitate user testing.

4.2.2 Pilot Testing

The goal of the pilot testing was to experimentally characterize the user, the tool, and the interactions

between them. Pilot testing was an iterative process that occurred in parallel with development of the

research Computer Assisted Orthopaedic Surgery (CAOS) system and development of the drilling model.

Experimental data was used to validate the model, enhance the research CAOS system to adequately
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Table 4.2 Experimental Brace Design Requirements

Requirement Description Source

R1 Exert sufficient force to restrict drill motion Performance

R2 Implement a range of impedance levels Performance / Testing

R3 Set damping levels repeatably Testing

R4 Set damping levels quickly Testing

R5 Set damping levels with minimal user intervention Testing

R6 Quickly detach from drill Testing

measure drill plunge performance, and generate the necessary parameters to inform the design of an

experimental bracing device.

We performed a number of drilling trials under a variety of conditions: material type, material

thickness, material mounting, drill bit length and drill rotation speed. Several types of wood were

tested, including balsa, pine, and oak, to investigate the effect of increased drilling resistance. We also

experimented with food-grade porcine spinous processes and bovine femur.

We collected a variety of different data from the drilling trials, including video, kinematics, and

force. Kinematic data was captured using the optical tracking system described in Section 2.5. From

this data we were able to calculate maximum drill plunge, as well as velocity during drilling and after

breakthrough. Later pilot work included a uniaxial force sensor, as described in Section 2.7, to measure

the drilling force. Some trials were recorded with a consumer-grade high speed camera (Casio EX-

FC150). These videos were used to check that the optical tracking system was accurately measuring the

maximum plunge depth. By marking drill bits with paint, we were also able to estimate the rotational

speed of the drill.

4.2.3 Model Development

This section outlines the motivations and approach we used to develop a model of braced cortical drilling

to predict drilling duration and drill plunge. There were two reasons for developing a model of cortical

drilling:

1. Gain a better understanding of the parameters that influence freehand drill plunge; and

2. Use the model to predict the type and value of brace mechanical impedance to best improve

performance.

We first created a model of freehand cortical drilling in conjunction with pilot testing. Then, once

this model was able to predict similar levels of drill plunge to what we measured experimentally, we

added bracing to explore its effect on drill plunge and drilling duration. We selected a damper-based

bracing configuration and then used simulations to predict the optimal damping level of an experimental

damper-based bracing device.
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To create the model we used a lumped-parameters approach and a bond graph based on a simplified

representation of the user, drill, anatomy, and ground (Figure 4.1). Using lumped parameters simplifies

the state space of the system to a finite number and enables us to model the system using ordinary

differential equations with a finite number of parameters. These state equations were determined from

the bond graph by inspection and then solved using MATLAB® (Version 7.14.0.739, The Mathworks,

Natick, MA, USA). The model predicts the movement of the drill bit tip based on the applied force, the

empirically measured drilling relationship relating force and feed, and in the braced case, the impedance

of the brace. After breakthrough occurs, we assume that the drill trajectory depends primarily on the

passive properties of the user’s arm. For simplicity, we assume that the anatomy is rigidly fixed relative

to the environment2.

We chose to use a bond graph approach because of their inherent modularity and ability to represent

multiple domains. Other researchers have also used bond graphs to model musculoskeletal structure

and function [Wojcik 2003]. A bond graph is a graphical representation of a dynamic physical system

[Paynter 1961]. The elements in a bond graph are connected by bonds that either transmit power or

information. Power bonds are bidirectional with effort in one direction and flow in the other. In a linear

mechanical system, the effort is a force and the flow is a velocity. Signal bonds carry unidirectional

measurements. We used the inward power sign convention to assign positive sign to bonds entering

a junction, and the causal stroke indicates the effort signal direction. To generate a bond graph, each

component is identified and connected together with the appropriate bonds. Next, the effort and flow

variables are related by appropriate relations. Once causality is defined, the state equations can be

determined by inspection.

In order to perform the simulations, we needed to model the dynamics of the user’s arm, the drill,

and the brace. The following sections describe how we:

• modelled user force generation with the equilibrium point hypothesis,

• estimated the impedance of a user’s arm based on anthropometric data and experimentally mea-

sured joint stiffness,

• modelled the user’s post breakthrough reaction,

• modelled the drilling process with empirically measured parameters,

• modelled the dynamics of a brace, and finally

• combined these into a model of braced cortical drilling.

Human Force

In this section we describe how the user’s motor control was modelled. During drilling the user utilizes

visual, audible, and proprioceptive feedback to control the position and force of the drill, which involves

sensorimotor and higher cognitive functions. When breakthrough occurs, the sudden force imbalance

results in passive motion of the arm before the user is able to voluntarily react. The human model needs

to predict the forces and motion of the user during both phases.
2Clinically, it can be quite difficult or invasive to rigidly fix the target anatomy, and in general there will be some viscoelastic

behaviour based on the soft tissue.
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(b) Lumped parameter model of cortical drilling with brace between drill and
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Figure 4.1 Schematic, lumped-parameter model, and bond graph of braced cortical drilling with
rigidly mounted anatomy. User applied force, FH , is generated by movement of the equilib-
rium point, xH =

∫
vH dt.
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Even a seemingly simple motor task like controlling drilling force involves the coordination and

control of many muscles across many joints. Human motor control is complicated, and an active area

of research. Two assumptions were used to simplify the model. First, we assumed that the user applies

a constant force during the drilling phase. Second, we assume that drill plunge behaviour is primarily

a result of the passive viscoelastic properties of muscles, and that an equilibrium point shift is used to

generate drilling force.

The equilibrium point hypothesis [Feldman 2007] was first proposed in the 1960’s as a model for

single-joint human motor control and has since been expanded for multiple joints. The hypothesis is

that motion and force results from changes in the equilibrium, or set point of the end of a spring. In

order for a user to generate force against a surface, an equilibrium point is projected into the surface,

and the natural stiffness of the muscle results in an applied force. If the surface is suddenly removed,

the arm will move and come to rest at the equilibrium point.

We assumed that the user applies a constant force during the drilling phase. This is essentially

equivalent to a reactionary mode of control that Dubrowski 2004 proposed most junior residents employ.

Experienced surgeons vary their force levels by utilising anticipatory control to reduce force levels when

breakthrough is imminent. At breakthrough, we assume that the user’s equilibrium point is set based on

the pre-breakthrough force (PBF) and the effective arm stiffness, kH :

xH,0 =
PBF

kH
. (4.1)

The next section describes how the effective impedance parameters of the arm were estimated.

Human Impedance

We estimated the effective horizontal impedance of the user’s hand based on experimental work from

the literature. The user’s arm is modelled as a two link manipulator based on anthropometric data. For a

particular posture and drilling force, we calculated joint torque and used experimentally measured rela-

tions to estimate joint stiffness and damping. The stiffness, damping, and inertia are then converted from

joint coordinates into end-effector hand coordinates. Finally, we extracted the horizontal components as

an estimate of the effective impedance.

We modelled the arm using a kinematic chain – a series of segments connected together by joints

(Figure 4.2). All segments are treated as rigid bodies and are assumed to interact via joints, springs, and

dampers. We assume that the trunk is stationary and that all motion occurs in the arm, which reduces

the system to two degrees of freedom (DOF).

Experimental work has demonstrated that the impedance of the arm depends on numerous factors,

including force, posture, instability, muscle contraction, muscle arrangement, and spinal reflex sensitiv-

ity [Mussa-Ivaldi 1985; Gomi 1997; Gomi 1998; Burdet 2001]. These groups measured the impedance

properties of the human arm by approximating it as a two-link serial manipulator (Figure 4.3). Motion is

typically modelled in a horizontal plane, whereas this figure shows motion in a sagittal plane. The upper

arm and forearm are modelled as rigid bodies with mass, length, centre of mass, and mass moment of

inertia from anthropometric data. The shoulder and elbow are assumed to act like revolute joints. Both
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forward and inverse kinematics and dynamics can be calculated using the model.

Our goal is to estimate the effective 1 DOF impedance for a particular posture of the arm (Figure 4.4).

We selected a standing posture with the shoulder in neutral position and the elbow flexed to 90°posture,

as if one is preparing to shake hands. This posture is similar to how a surgeon would position their

body during in a lateral approach for a femur fracture repair. For the two-link manipulator, this posture

corresponds to joint angles of θs =
−π

2 and θe =
π

2 .

We use the same link lengths and mass properties as Tee [2004], summarized in Table 4.3.

For the selected posture, drill mass, and applied force, we then use these equations to estimate the

joint torques. The estimated joint torques are then used with the experimentally determined torque-

Figure 4.2 Illustration of a human modelled as a kinematic chain. Body segments are replaced
by rigid bodies connected together by joints, which enables the motion of the body to be
represented as a series of mathematical equations.

τe

y₀

y₁

y₂
x₀

θs

x₁

θe

x₂

ac₁

ac₂ Fm₁g
E

a₁

a₂τs

m₂g

Figure 4.3 Schematic of a two-link sagittal planar manipulator used to model the arm. The shoul-
der and elbow are assumed to act like revolute joints with angles θs and θe, respectively.
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Figure 4.4 The effective 1 DOF impedance of the arm and drill is estimated using the rigid body
dynamics of a two-link representation of the human arm. Inertia is estimated based on limb
properties and posture. Damping and stiffness are based on the muscle torques required to
support the mass of the drill and apply a force, FH .

dependent joint stiffness and joint damping relations to estimate the joint stiffness and joint damping

matrices. We then apply a Jacobian based transformation to find the equivalent stiffness, damping, and

inertia in the end-effector coordinate system. We then extract the components corresponding to the 1

DOF model.

Table 4.3 Human Arm Anthropometric Data

Segment Mass Length Centre of Massa Mass Moment of In-
ertia

(kg) (m) (m) (kg m2)

Upper Arm m1 =1.93 a1 =0.31 ac1 =0.165 I1 =0.01410

Forearm m2 =1.52 a2 =0.34 ac2 =0.19 I2 = 0.0188

Source: Tee [2004]
a Referenced from proximal joint.

The position of the hand in the shoulder coordinate frame can be found using

x =

[
x

y

]
=

[
a1 cos(θ1)+a2 cos(θ1 +θ2)

a1 sin(θ1)+a2 sin(θ1 +θ2)

]
(4.2)

where a1 and a2 are the lengths of the upper arm and forearm, respectively. We define q as the vector

of joint angles, i.e. Θ = [θ1,θ2]
T . The velocity of the hand can be found using

ẋ =

[
ẋ

ẏ

]
= J(Θ)Θ̇, (4.3)

where J is the Jacobian, the transformation between Cartesian and joint space:
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J(Θ) =

[
−a1 sin(θ1)−a2 sin(θ1 +θ2) −a2 sin(θ1 +θ2)

a1 cos(θ1)−a2 cos(θ1 +θ2) a2 cos(θ1 +θ2)

]
. (4.4)

Experimental work has found that joint stiffness is linearly related to torque magnitude [Gomi

1998]. The joint torque generated by the muscles τ consists of the torque to compensate for the ex-

ternal force FE applied to the hand and the torque τB required to move the limbs,

τ =−J(Θ)T FE + τB. (4.5)

We estimate τB by assuming the rigid body dynamics of a two-link manipulator:

τB = I(Θ)Θ̈+C(Θ,Θ̇)Θ̇+G(Θ), (4.6)

where Θ̈ is the joint acceleration vector, I(Θ) is the position-dependent inertia matrix, C(Θ,Θ̇)Θ̇ is the

Coriolis and centrifugal velocity dependent forces, and G(Θ) is the torques due to gravity.

Spong [2006: p. 259-262] derived the dynamics of a two-link manipulator:

I(Θ) =

[
I11 I12

I21 I22

]
(4.7)

I11 = m1a2
c1 +m2

(
a2

1 +a2
c2 +2a1ac2 cos(θ2)

)
+ I1 + I2

I12 = I21 = m2
(
a2

c2 +a1ac2 cos(θ2)
)
+ I2

I22 = m2a2
c2 + I2

C(Θ,Θ̇) =

[
hθ̇2 hθ̇1 +hθ̇2

−hθ̇1 0

]
, h =−m2a1ac2 sin(θ2) (4.8)

G(Θ) =

[
(m1ac1 +m2a1)gcos(θ1)+m2ac2gcos(θ1 +θ2)

m2ac2gcos(θ1 +θ2)

]
(4.9)

Gomi [1998] experimentally quantified the viscoelastic behaviour of the upper arm during posture

maintenance and force regulation tasks. They found a torque-dependent joint stiffness, KΘ, and a torque-

dependent viscosity, BΘ. The mean linear relations for five adult subjects were:

KΘ =

[
10.8+3.18 |τs| 2.83+2.15 |τe|
2.51+2.34 |τe| 8.67+6.18 |τe|

]
N m/rad, (4.10)

BΘ =

[
0.10+0.63 |τs| 0.04+0.18 |τe|
0.04+0.18 |τe| 0.19+0.76 |τe|

]
N m s/rad, (4.11)

where τs (N m) is the shoulder torque, and τe (N m) is the elbow torque. Although this study took place

with the shoulder and elbow in a horizontal plane, these results should be a good approximation for the

purposes of the model.
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We use Equation 4.5 to estimate the joint torque necessary to generate a 35 N drilling force and

support the weight of the 1.38 kg drill, i.e. FE = [−35,−1.38 · 9.81]T , Θ = [−π/2,π/2]T , Θ̇ = Θ̈ =

[0,0]T . This yields joint torques of τ = [18,7] and an inertia matrix, Iθ . These joint torques are then

used in Equation 4.10 and Equation 4.11 to calculate the joint stiffness and damping. To determine the

effective stiffness and damping in Cartesian coordinates we applied the Jacobian:

K =
(
JT )−1

(
KΘ−

dJT

dq
F
)
(J)−1 (4.12)

B =
(
JT )−1 BΘ (J)−1 (4.13)

M =
(
JT )−1 IΘ (J)−1 , (4.14)

and then isolated the x−component of the transformed matrices to determine kha, bha, and mh.

The inertia of the arm was set as the sum of the mass of the drill and the equivalent mass of the

human arm. The drill mass is set to the same weight as the experimental drill: 1.38 kg. Anthropometric

data from Tee [2004] was used to model the human arm as described in Table 4.3.

We calculated the effective one-dimensional stiffness, damping, and inertia over a range of external

forces from 5 N to 150 N (Figure 4.5). As expected, the effective human stiffness has a positive linear

relationship with the drilling force, ranging from approximately 0.5 N/mm to 21 N/mm. Similarly, the

effective human damping level varies linearly from 0.080 N s/mm to 0.390 N s/mm. The effective human

inertia does not depend on external load; for this posture, the effective mass of the arm is 2.2 kg. The

combined mass of the arm and the drill is 3.6 kg.

Human Reaction

We assumed that the user perceives or detects breakthrough immediately, but that their reaction is de-

layed by sensory, processing, and motor execution delays. We also assumed that their reaction is a return

of the equilibrium point to the surface of the work piece.

We modelled this task as a simple reaction: there is a single response – retract the drill – to a single

stimulus – breakthrough has occurred. Modelling the reaction requires an estimate for the reaction time

and a reaction duration. Human reaction time is well studied and depends on a number of factors,

including age, stimulus type, and stimulus intensity [Kosinski 2012]. A recent study of 150 subjects

found a mean of 255.7 ms and a standard deviation of 37.5 ms for a simple reaction test performed on a

computer [Deary 2011]. Based on these results, we chose a value of tR = 250ms for the human reaction

time. A reaction duration of tRD = 250ms was selected based on the ability of the arm to apply cyclic

force at a maximum frequency of approximately 4 Hz [Guiard 1987].
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Figure 4.5 Estimated components of linearized effective horizontal impedance under varying force
levels of a human arm with upper arm perpendicular to ground and forearm parallel to ground.
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The change in virtual equilibrium position was modelled using a sinusoid (Figure 4.6):

Vh(t) =


0 0 < t < td ,
πz0 sin(π/tr(t−td))

2tr
td ≤ t ≤ td + tr,

0 t > td + tr.

(4.15)

Figure 4.6 Illustration of human reaction model. Drilling thrust force is generated by setting the
equilibrium point z0 =− PBF

kH
into the work piece When breakthrough occurs, we assume there

is a delay of tR = 250ms before the user begins to react, and that it takes tRD = 250ms to move
the equilibrium point back to the starting point.

Empirical Drilling Model

The drilling model relates the kinetics and kinematics of the drill bit, user, and workpiece. Typically,

drilling models predict thrust force based on feed rate, drill bit geometry, and material properties. While

this is appropriate for situations where the feed rate is controlled like an automated drill press or robot,

a human user is typically monitoring and controlling thrust force rather than feed rate, so we need a

model that predicts feed rate based on applied thrust force.

Wiggins [1976] experimentally demonstrated that specific cutting energy u, the energy expended per

unit volume material removed, increases as drill feed velocity vD (mm/s) decreases. It is also known that

thrust force FD (N) is directly related to vD: larger thrust forces result in larger feed rate. Experimental

data with several different types of drill bits demonstrated a power function relationship:

f = Bpx, (4.16)
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where f is the feed (mm/rev) and p is the pressure (N/mm2). B (mm) and x are experimentally de-

termined constants found through regression. The pressure is defined using the thrust force and cross

sectional area of the hole:

p =
FD

A
=

4FD

πD2 (4.17)

where D is the drill bit diameter (mm). The feed is estimated from the drill feed velocity and rotation

speed:

f =
60 · vD

RPM
. (4.18)

Equation 4.16, Equation 4.17, and Equation 4.18 are combined and rearranged to express drilling

force as a function of drill feed velocity:

FD =
πD2

4

[
60 · vD

RPM ·B

] 1
x .

(4.19)

Drilling parameters were obtained from the literature and measured experimentally (Table 4.4). We

experimentally measured drilling parameters for a 3⁄16 inch (4.76 mm) high speed steel (HSS) drill bit

into 6.35 mm oak. Drilling force and drilling velocity were extracted from the linear drilling portion of

each trial. We assumed a constant drill speed of 1200 RPM and calculated the feed and pressure using

Equation 4.17 and Equation 4.18. The constants B = 0.19mm and x = 1.45 were then estimated using

a non-linear least square fitting algorithm in MATLAB®. Detailed data can be found in Appendix A.3.

Table 4.4 Empirical Drilling Parameters

Material Bit Type RPM B (mm) x Source

Oak HSS 1200 0.190 1.45 Appendix A.3

Oak BRAD 1200 0.066 1.32 Appendix A.3

Human cadaver femur Twist Drill 1150 0.00037 1.8 Wiggins [1976]

Brace Model

Adding a bracing strategy to a system involves two parts: selecting the components to connect, and

designing the dynamics of the brace.

A secondary, parallel connection could be applied between any of the following components:

• drill ⇀↽ anatomy

• drill ⇀↽ user

• drill ⇀↽ ground

• anatomy ⇀↽ user

• anatomy ⇀↽ ground

• drill ⇀↽ anatomy
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We chose to apply a brace between the drill and the anatomy for this application because it is

the movement of the drill bit relative to the anatomy that we wish to minimize. In a typical clinical

scenario, there will be motion of both the anatomy and the tool relative to the environment. To simplify

the problem, we assume that the anatomy is rigidly fixed relative to the environment. This enables us to

shift the connection from the anatomy to the environment.

We selected the dynamics of the brace based on the characteristics of the task and the aspect of

performance we are trying to improve. Based on pilot testing and previous research, drill plunge results

in motion of the drill bit relative to the anatomy primarily due to the passive spring-like properties of the

human arm and a sudden imbalance of force. In order to reduce motion after breakthrough, we need the

bracing device to impose a balancing force until the user detects breakthrough and voluntarily reduces

their drilling force.

The brace can be passive, semi-active or active. We chose to explore a purely passive approach for

simplicity, and since other researchers have explored more active methods of breakthrough detection

and plunge minimization.

We experimented with a variety of methods to passively reduce drill plunge, with the general idea

of minimizing acceleration of the drill by generating a balancing force. A spring seemed as if it would

be a logical choice, setup in a configuration such that it balanced out the human force at the position of

breakthrough. In reality, this posed two problems: one, it required accurate knowledge of the workpiece

depth, and two, as the drill approached breakthrough, the drilling force would approach zero. The

second problem is more important: although drill plunge could be reduced to almost zero in an ideal

case, the diminishing drilling force would markedly increase drilling duration. Instead of relying on

accurately knowing position relative to the breakthrough point, which is one of the inherent challenges

of cortical drilling, we chose to focus on velocity, which led to experimentation with a damper.

We identified that a damper-based brace had the greatest potential, since it would apply a velocity-

dependent balancing force. The use of a damper with a drill is not novel. Dampers are sometimes

mounted to a drill press to ensure a consistent feed rate. Since drilling velocity is relatively slow

compared to post-breakthrough velocity, the damper should only require a small force to move during

drilling. A spring-based damper is also capable of producing a balancing force, but since it is position

dependent, it would also have a larger impact on the drilling process, and it would be difficult to set the

un-stretched length appropriately.

We modelled the brace as a linear damper,

FB = bB · ẏ, (4.20)

where FB is the force exerted by the damper when it is moved at a velocity of ẏ and bB is the damping

coefficient.

In the next section, we combine the user, drilling, and brace models together to analyse the overall

behaviour of a braced drilling task.
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Braced Cortical Drilling Model

In this section, we describe how the human and drilling models are combined into an overall freehand

cortical drilling model, and how the brace model is added to form the braced cortical drilling model.

We make several assumptions to simulate the drilling and breakthrough phases of the task separately.

The drilling duration is found by solving the steady-state velocity so that the drill, damper, and applied

thrust force balance,

∑F = FH −FB (v)−FD (v) = 0. (4.21)

We include Equation 4.19 and Equation 4.20 to yield the following non-linear minimization:

vd = argmin
v ε (0,∞)

‖FH −FB (v)−FD (v)‖

= argmin
v ε (0,∞)

∥∥∥∥∥FH −bB · v−
πD2

4

[
60v

RPM ·B

] 1
x

∥∥∥∥∥ . (4.22)

The drilling duration, tD can then be determined from simple kinematics,

tD =
dw

vD
, (4.23)

where dw is the depth of the workpiece.

By assuming no post-breakthrough interaction between the drill bit and the workpiece, the motion

of the drill tip is strictly a result of the passive dynamics of the arm. We ignore the drilling element

from the bond graph and define the state vector as X = [phd ,qb]
T , where phd is the integrated effort, or

momentum, of the arm mass. We assign the other integrated flow, qb, as an observer which represents

the displacement of the drill relative to the work piece (equivalent to tz).

The state equations are:

dpHD

dt
=−kB ·qB +bB

[
VG−

pHD

mHD

]
+

πD2

4

60
[

pHD
mHD
−VG

]
RPM ·B


1
x

(4.24)

dqB

dt
=

p7

mHD
−VG. (4.25)

Our model is based on several assumptions (Table 4.5). These assumptions are mainly intended to

simplify the representation of the user.

In the next section, we describe how these equations were used to predict duration and plunge.
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Table 4.5 Drilling Model Assumptions

Assumption Description

A1 Limb force and motion result from changes in Equilibrium-Point position

A2 User maintains constant drilling force

A3 Human arm impedance remains constant

A4 User detects breakthrough immediately

A5 No post-breakthrough interaction between drill bit and workpiece

A6 Workpiece is rigidly fixed

4.2.4 Simulations

We used the MATLAB® functions fminbnd for the minimization to determine the drilling velocity

and duration and ode15s to solve the ordinary differential equations of the post-breakthrough plunge

behaviour.

The determine the initial conditions, or breakthrough conditions, we set the displacement of the

human spring to generate the desired pre-breakthrough force (PBF) using Equation 4.26. For simplicity,

we assume that the drill starts from rest, so the initial value of the drill momentum, pHD, is zero.

qH,0 =
PBF
kH

(4.26)

Freehand Cortical Drilling Simulation

We simulated freehand drilling by setting the brace stiffness, kB, and brace damping, bB, to zero. Applied

force was varied from 5 N to 150 N.

Braced Cortical Drilling Simulation

We simulated different combinations of thrust force level and brace damping. Applied force was varied

from 5 N to 150 N and brace damping was varied from 0 N s/mm to 40 N s/mm.

Damping Level Optimization

Ultimately, the goal of the model is to predict an optimal brace damping level that minimizes drill

plunge depth with minimal effect on drilling duration. We expect that as damping increases, plunge

will decrease and drilling duration will increase. We define the optimal damping level as the value that

minimizes a cost function based on the drill plunge depth and duration,

C = wp ·mZ +wt · tD, (4.27)
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where wp and wt represent the relative weights applied to the plunge depth and drilling duration, respec-

tively. For simplicity, we chose wp = wt = 1, which applies equal weighting to 1 mm of plunge and 1 s

drilling duration.

The optimal damping level was determined for a range of FH using a minimization approach:

bB,opt = argmin
bB ε (0,50)

‖C(FH ,bB,x,dw,)‖ (4.28)

Equation 4.28 was minimized in MATLAB® using the function fmincon.

4.2.5 Experimental Brace Implementation

Results of the pilot testing and model simulations suggested that a damper-based brace could reduce drill

plunge depth with varying increases in drilling duration. The next sections describe the construction,

and calibration of an experimental bracing device.

Optimal Damping Range

Dashpot

A dashpot is a mechanical piston and cylinder device used to control velocity and dampen vibration. The

devices dissipate energy by forcing a fluid through an orifice. Based on the required pulling force and

stroke as determined from pilot testing (Table 4.6), we selected an Airpot® 2KS444 B 2.0 TX (Airpot

Corporation, Norwalk, CT, USA) as shown in Figure 4.7a. This dashpot is constructed from a graphite

piston and pyrex glass cylinder and uses air as the working fluid. It has a 1.75 inch (44.45 mm) bore and

a 2 inch (50.80 mm) stroke. The airpot exerts a roughly linear force with velocity, but differs slightly

from a traditional fluid dashpot because air is compressible. The maximum pull force for this model

is approximately 130 N. The model we chose has a one-way valve that provides damping in the pull

direction and minimal resistance in the push direction. It also includes an adjustable orifice that allows

the damping level to be adjusted by turning a knob.

Mounting

The Airpot® was mounted inside a wooden frame to provide a rigid connection to ground and to limit

the travel of the piston. The drill was modified with a bracket to provide a connection point to the

experimental bracing device. A small aluminium bracket was designed, constructed, and attached to the

rear of the drill. This bracket provided a convenient point to easily connect and disconnect the damper

pull rod. Figure 4.7b illustrates the experimental brace and the drill mounting.

Damping Level Calibration

We attached an angular indicator to the orifice adjustment knob in order to repeatably set damping levels.

We performed a series of drop tests to characterize the damping level for different settings of the angular

indicator.
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(a) (b)

Figure 4.7 The experimental damping brace consists of a 2KS444B2.0TX Airpot® mounted inside
a wooden frame. (a) An adjustable orifice on the top is used to provide a range of damping
levels. The damping is one-way; this model only provides resistance while being extended.
(b) An aluminium bracket mounted to the drill provides a detachable connection.

To perform the drop test, the dashpot was mounted vertically. Optical markers were attached to a

m = 2.840kg steel block, which was then attached to the dashpot rod. We did a pivot calibration to

determine the offset of the ball connection relative to the local coordinate frame of the block.

For each trial, the block started at rest in the fully retracted position and came to rest against a stop

before reaching the end of the cylinder stroke. The optical tracker measured the vertical height of the

block as it descended.

When a constant external force is applied to the dashpot with a mass, the pressure quickly drops in

the cylinder until the force balances and there is zero acceleration,

FB−m ·g = 0, (4.29)

which results in a nearly constant velocity. Assuming a linear damping relation as in Equation 4.30, the

damping coefficient can be estimated by rearranging the equations to form

bB ≈
m ·g

ẏ
. (4.30)

The velocity of each experimental trial was calculated by fitting a line to the linear portion of the

height-time response , ẏ. The damping coefficient, bB, was then calculated using Equation 4.30.

Experimental Brace Simulation

We performed simulations of the model at each of the characterized damping levels in order to predict

the performance of the experimental brace. Simulations were performed at damping levels of 0 N s/mm,
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0.2 N s/mm, 10 N s/mm and 30 N s/mm over an applied force range of 5 N to 150 N. We also repeated

the simulations using the drilling parameters for bone.

4.3 Results
In this section we describe the results of the various stages of the brace development. First, we describe

a series of pilot testing that was used to identify typical ranges of cortical drilling metrics. We then

provide results of the simulations using the model of cortical drilling we developed to predict drill

plunge and duration. We compare the performance metrics predicted by the simulations to performance

metrics extracted from experimental trials, and then use the model to predict an optimal bracing level to

minimize drill plunge and drilling duration. Finally, we illustrate the design of the experimental bracing

device and characterize its damping level and predicted performance.

4.3.1 Pilot Testing

Drill plunge behaviour was explored by performing pilot tests in a variety of materials. Figure 4.8 illus-

trates drill plunge after the far cortex of a bovine femur is penetrated. From the time of breakthrough, it

takes less than 0.2 s for the drill to travel 35 mm to 40 mm and bottom out against the top surface of the

bone. During this time, the bone is also visibly pulled towards the drill.

Previous studies have defined breakthrough as the time when the measured force applied to the work

piece is zero [Dubrowski 2004; Praamsma 2008]. We found that although there is a drop in force level,

zero force did not always correspond with breakthrough if there was some sort of interaction between

the drill bit and the work piece. In order to quantify breakthrough time more accurately, we used the

measured tip position with respect to the registered rear surface of the work piece material.

Figure 4.9 illustrates a typical drilling trial performed by an experienced subject using a 3⁄16 inch

(4.76 mm) HSS drill bit in 6.35 mm oak. Figure 4.10 and Table 4.6 illustrate and provide summary

metrics for 10 pilot trials. Although the applied force is fairly consistent, there is substantial variation in

the plunge kinematics with drill plunge ranging from 10 mm to 38 mm. Maximum drill plunge occurred

on the first trial, suggesting some learning took place.
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Pre-breakthrough

(a)

During Breakthrough

(b)

Bottomed-out

(c)

Drill stop

(d)

Figure 4.8 Frames extracted from a video of drilling through the far cortex of the distal end of a
bovine femur: (a) immediately before breakthrough; (b) drill plunges downwards and bone is
pulled upwards, (c) drill is bottomed out against bone; and (d) user stops drill. Each frame is
separated by approximately 0.13 s.

Table 4.6 Pilot Testing Summary

Drill Trial Metric Min Max Mean ± SD

Average Thrust Force (N) 23 30 27 ± 2

Average Drilling Velocity (mm/s) 7 9 8 ± 1

Drilling Time (s) 0.71 0.96 0.83 ± 0.07

Pre-breakthrough Force (N) 20 42 30 ± 7

Drill Plunge (mm) 10 38 16 ± 8

Max Drill Plunge Delay (s) 0.14 0.17 0.15 ± 0.01

Max Plunge Velocity (m/s) 96 313 156 ± 60

Experienced subject, 3⁄16 inch (4.76 mm) HSS drill bit,
6.35 mm oak
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Figure 4.9 Work piece force and tip position of a typical drill plunge trial using a 3⁄16 inch (4.76 mm)
HSS drill bit in 6.35 mm oak. Breakthrough is defined when tip crosses zero, pre-breakthrough
is defined as maximum force in a 200 ms window before breakthrough, and drill plunge is
defined as maximum penetration of drill tip.

Figure 4.10 Work piece forces and tip positions for a single subject series of 10 drill plunge trial
using a 3⁄16 inch (4.76 mm) HSS drill bit in 6.35 mm oak. Trials are shifted to align break-
through with t = 0s. Drill plunge varies from 10 mm to 38 mm. Maximum drill plunge
occurred on the first trial.
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4.3.2 Freehand Plunge Simulation

A typical simulation at an average drilling force of 30 N predicts a drilling duration of 2.6 s and a

maximum drill plunge of 29 mm (Figure 4.11). At 30 N, the effective horizontal impedance of the user’s

arm is kH = 0.831N/mm, bH = 0.143N s/mm, and mHD = 3.6kg. Maximum drill plunge occurs slightly

after the 250 ms reaction time.

As the applied force level increases from 5 N to 150 N, the predicted drill velocity increases from

0.6 mm/s to 80 mm/s (Figure 4.12), which decreases the drilling duration from approximately 8 s to

0.06 s. Increasing applied force levels leads to greater drill plunge (Figure 4.14), increasing from 7 mm

to 55 mm and appearing to approach an asymptote at forces beyond those that are physiologically re-

alistic (Figure 4.15). Drilling duration and maximum drill plunge are related by an inverse function

(Figure 4.16).

Figure 4.11 Drill bit tip trajectory of a typical drilling duration simulation. At a drilling force of
30 N, the effective human arm impedance values are kH = 0.831N/mm, bH = 0.143N s/mm,
and mHD = 3.6kg. The maximum predicted plunge for this simulation was 29 mm and occurs
near the 250 ms reaction time, indicated with the vertical dashed line.

Validation

Pre-breakthrough force and average drilling force were extracted from a series of experimental trials and

used as inputs to the model. A typical first experimental trial with a PBF of 42 N and mean drilling force

of 31 N predicts a drilling duration of 0.6 s and a maximum drill plunge of 35 mm. The corresponding
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Figure 4.12 Simulated drill trajectory as PBF increases from 5 N to 150 N. Drilling duration de-
creases as PBF increases.

Figure 4.13 Predicted drilling duration with increasing pre-breakthrough force (PBF). Duration
decreases as PBF increases.
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Figure 4.14 Simulated drill plunge trajectory as PBF increases from 5 N to 150 N. Maximum drill
plunge increases as PBF increases.

Figure 4.15 Predicted drill plunge with increasing pre-breakthrough force (PBF). Drill plunge in-
creases as PBF increases, approaching a limit beyond physiologically realistic values of force.
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Figure 4.16 Predicted freehand drilling duration and drill plunge over a range of pre-breakthrough
force (PBF) from 5 N to 150 N.

experimental drilling duration was 0.8 s and drill plunge was 40 mm. The maximum drill plunge occurs

slightly earlier in the experimental trial. The other noticeable difference is lack of symmetry between

the plunge and withdrawal in the experimental trial.

The model consistently under-predicts the drilling duration of subsequent trials by 15 % to 20 %

(Figure 4.18). After slightly under-predicting drill plunge by about 12 % in the first trial, the model

tends to over-predict drill plunge in subsequent trials by 70 % to 150 % (Figure 4.18). This deviation

suggests that the model is not accounting for learning effects.
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Figure 4.17 Comparison of simulated and experimental drilling.

Figure 4.18 Comparison of simulated and experimental drilling duration. The model predicts up
to a 15 % to 20 % shorter drilling duration than found in experiments.
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Figure 4.19 Comparison of simulated and experimental drill plunge. The model predicts the first
trial in the pilot testing set within 12 %, but then overestimates plunge for the rest of the trials
in a block of 10 by roughly a factor of 2.
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4.3.3 Braced Cortical Drilling Simulation

Using our simple lumped parameter model, we predicted the drill plunge depth after cortical break-

through. The inputs to the model are the pre-breakthrough force, the impedance of the surgeon’s arm,

and the impedance of a bracing device between the drill and the work piece. At a typical drilling force

level of 30 N, applying a damping level of 10 N s/mm increased drilling duration from 0.6 s to 3.4 s

and decreased drill plunge from 29 mm to 0.8 mm (Figure 4.20). There is a slight increase in time to

maximum drill plunge from 0.28 s to 0.32 s.

Figure 4.20 Drill bit tip trajectory of a typical braced drilling simulation. At a drilling force of
30 N, the effective human arm impedance values are 0.831 N/mm, 0.143 N s/mm, and 3.6 kg.
The experimental drilling resistance for a 3⁄16 inch (4.76 mm) high speed steel (HSS) drill bit
in 6.35 mm oak. Drill plunge is reduced from 29 mm to 0.8 mm while drilling duration is
increased from 0.6 s to 3.4 s.

At a fixed force level of 30 N, increasing the brace damping from 0 N s/mm to 40 N s/mm decreased

drilling velocity from 8.1 mm/s to 0.7 mm/s (Figure 4.21), which increased drilling duration from 0.61 s

to 6.45 s (Figure 4.22). Increasing brace damping reduced plunge depth (Figure 4.23) and decreased

maximum drill plunge from 29 mm to 0.2 mm (Figure 4.24). As the damping level increased, a growing

proportion of the force is required to move the damper, reducing the drilling force (Figure 4.25). This

leads to decreased drilling velocity and longer drilling duration.
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Figure 4.21 Simulated drilling duration for a thrust force of 30 N and brace damping from
0 N s/mm to 40 N s/mm.

Figure 4.22 Simulated drilling duration for a thrust force of 30 N and brace damping from
0 N s/mm to 40 N s/mm.
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Figure 4.23 Simulated plunge depth for a thrust force of 30 N and brace damping from 0 N s/mm
to 40 N s/mm. Note that even relatively low levels of damping can have significant effects.

Figure 4.24 Simulated plunge depth for a thrust force of 30 N and brace damping from 0 N s/mm
to 40 N s/mm.
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Figure 4.25 Simulated braced drilling forces for a constant applied human force of 30 N, brace
damping from 0 N s/mm to 40 N s/mm and the empirically estimated drilling parameter of
the HSS drill bit in oak. Note that as the damping level increases, a portion of the applied
force is required to move the brace, reducing the drilling force and therefore reducing the
drilling velocity.

4.3.4 Optimal Brace Damping

At a given force level, there is a trade-off between drill plunge and drilling duration as damping level

increases (Figure 4.26a). We found an optimal bracing level at a particular applied force level by ap-

plying a weighted cost function (Equation 4.27). With an applied drilling force of 30 N and an arbitrary

weighting of wp = wt = 1 (i.e., 1 mm = 1 s) for illustrative purposes, the optimal damping level is ap-

proximately 5 N s/mm (Figure 4.26b). The optimal damping level increases linearly with human thrust

force, ranging from 1.0 N s/mm to 30 N s/mm (Figure 4.27).

4.3.5 Brace Damping Level Calibration

An angular indicator was added to the Airpot® so we could repeatedly set the damping level. We chose

three orifice adjustment positions and performed two additional sets of 10 drop trials for each. For the

first set, the orifice adjustment knob was left at the same angle to quantify the intra-angle repeatability.

During the second set of drop trials, the orifice adjustment knob was readjusted between each trial to

quantify the inter-angle repeatability. One drop trial at each of the chosen damping levels is illustrated

in Figure 4.28. The results of the characterization can be found in Table 4.7. There is markedly more

variation in the damping coefficient as the damping level increases.
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(a) Performance Trade-off

(b) Weighted Cost Function

Figure 4.26 Trade-off and optimal damping: (a) trade-off between drill plunge and drill duration
for a range of damping levels at 30 N and (b) optimal brace damping for equally weighted
plunge depth (mm) and drilling duration (s) (i.e. wp = wt = 1).
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Figure 4.27 Optimal brace damping for equally weighted plunge depth (mm) and drilling duration
(s) (i.e. wp = wt = 1).

Figure 4.28 Plot of three typical drop trials. A 2.840 kg mass suspended from the damper was
released from rest. The vertical position of the mass was measured using an optical tracker.
The damping level was estimated from the linear portion of the distance-time data for each
orifice position of the Airpot®.
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Table 4.7 Experimentally Measured Damping Levels

Level Damping (N s/mm)

Low 0.2 ± 2%

Medium 10 ± 2%

High 30 ± 10%

Based on 10 drops trials us-
ing a 2.840 kg mass at each
orifice adjustment angle.
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4.3.6 Simulated Experimental Brace Performance

When simulating drilling through oak at a typical applied force of 30 N, the model predicts that the ex-

perimental damper-based bracing device should reduce the freehand drill plunge of 29 mm by approxi-

mately 40 %, 97 %, and 99 %, at the low, medium, and high damping levels, respectively (Figure 4.29b).

There is a corresponding 0.1 s, 2.5 s, and 7.1 s increase in drilling duration (Figure 4.29a).

(a)

(b)

Figure 4.29 Simulated performance of experimental brace for each characterized Airpot® damping
level using drilling parameters derived for a 3⁄16 inch (4.76 mm) HSS drill bit in 6.35 mm oak:
(a) drilling duration and (b) drill plunge.
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In order to predict how the experimental brace would perform in bone, we repeated the simulations

using empirical drilling parameters for human femur measured by Wiggins [1976]. At a given force

level, our model predicts identical levels of drill plunge (Figure 4.30b). This is expected, since we are

assuming no interaction between the drill bit and the workpiece. It is important to note that since bone

is more difficult to penetrate, we expect higher drilling forces would be required, leading to higher drill

plunge and much longer drilling duration (Figure 4.30a). Based on the empirical drilling parameters

for twist drills in bone, the model predicts a drilling duration of 330 s at a force of 30 N, over 400

times longer than oak. This lower feed leads to lower brace forces, so there is much less time variation

between damping levels.
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(a)

(b)

Figure 4.30 Simulated performance of experimental brace for each characterized Airpot® damping
level using drilling parameters derived from human cadaver femur: (a) drilling duration and
(b) drill plunge.
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4.4 Discussion
Can a bracing strategy improve the performance of a clinically relevant task? What type and level

of brace impedance can minimize drill plunge during cortical drilling? Based on pilot testing, we

developed a numerical model to predict plunge and duration of freehand cortical drilling. We then

extended this model to include a bracing element to demonstrate that plunge could be minimized with

minimal increase in drilling duration. By applying a suitable weighting function, we were able to

determine optimal brace damping levels and then used these results to design, construct, characterize and

calibrate an experimental brace damping device. Numerical simulations demonstrated that a damper-

based brace can markedly reduce drill plunge without markedly increasing drilling duration.

Since the dynamics of cortical drilling have not been studied in much detail, we performed a variety

of pilot testing. One of our key findings is that even under ideal conditions – when the workpiece depth

is accurately known and the workpiece is rigidly mounted – minimizing drill plunge is a surprisingly

difficult task. Even after gaining considerable experience, it was not uncommon to plunge 30 mm to

40 mm. The high thrust forces required for drilling results in considerable build up of potential energy

in the muscles of the arm. It is easy to understand how this sudden release of energy before the user

has a chance to voluntarily react can cause significant damage to soft tissue, vasculature, nerves, and

tendons as reviewed by Alajmo [2012], especially since the drill bit is likely still turning. The high

drilling forces, passive properties of muscles and significant sensorimotor delays make manual cortical

drilling difficult.

The freehand cortical drilling model we developed was able to reasonably predict unlearned drilling

duration and drill plunge within about 20 %. Our model uses anthropometric values and experimentally

determined joint stiffness and damping values from the literature to determine the impedance properties

of the user’s arm. This model provides a reasonably good prediction of the amount of motion that results

during an initial, or unlearned, breakthrough event, but does not account for any learning.

To model drilling, we used a power law relation with experimentally measured parameters. The

value we measured for x in oak is comparable to the value in bone estimated in the literature. As

expected, the B values differ considerably, which represents the difference in hardness between the two

materials. The relatively low correlation coefficient of 0.68 for the oak drilling parameters is likely a

result of drilling through the relatively thin sections.

The damper-based brace should minimize drill plunge by providing a balancing force after break-

through and dissipating energy until the user has a chance to react. This secondary, parallel loading

pathway between the drill and the workpiece should have minimal impact on drilling duration since

pre-breakthrough drilling velocities are relatively small compared to post-breakthrough plunge velocity.

4.4.1 Modelling Assumptions and Limitations

We made several assumptions to simplify the model and simulations. The following sections address

the validity and impact of theses assumptions on the conclusions, and provide additional detail on other

limitations that may explain the difference between simulated and experimental results.

142



CHAPTER 4. DAMPER-BASED BRACE DESIGN

User maintains constant drilling force

We chose to use a constant drilling force to avoid the complexity of including a model of human feed-

back control. Based on pilot testing, we knew that the applied thrust force varies, especially since there

must be some sort of force build up as drilling is first initiated. However, despite this limitation, the

model was still able to predict drilling duration within 20 % to 30 %. The use of a constant drilling force

is also a likely explanation for why the model consistently over-predicted duration when compared to

the experimentally measured duration from pilot testing. The average drilling force of the pilot trial was

used as an input to the model. Since the relation between drilling force and feed velocity is non-linear,

time spent drilling at levels above or below the mean drilling force will not contribute equally to the

drilling duration.

Human arm impedance remains constant

We assumed that over the course of a single trial, the impedance of the human arm remained constant.

It is likely that when the person detects breakthrough, they change the impedance of the arm, i.e., they

stiffen up through co-contraction, or they relax their arm. The primary driver of this is probably a low-

latency reflex loop, i.e. a large extension is detected in the stretch receptors in the muscles, which leads

to a contraction of the antagonist. This would happen before any conscious attempt to retract the drill.

Although the arm impedance may remain relatively constant during the passive plunge motion,

there are almost definitely differences between subsequent trials through learning. Other researchers

have demonstrated that voluntary control over the stiffness of the hand is possible [Darainy 2004].

User detects breakthrough immediately

We assumed that the user detects breakthrough immediately as it occurs, and that there is a finite and

fixed delay before they react by adjusting their equilibrium point. The underlying assumption is that

whatever stimulus the human is using to detect breakthrough is unaffected by the damping level. Prop-

erly assessing this assumption will require testing with the experimental bracing device, and we revisit

this issue in Chapter 5.

No post-breakthrough drill bit interaction

One of the major assumptions was that there is no interaction between the drill bit and the workpiece

after breakthrough. During some pilot trials, we observed that standard twist drill bits would be pulled

towards the material after breakthrough. Trials that exhibited this “corkscrew” behaviour had differ-

ent post-breakthrough velocities. Furthermore, the tip plunge depth showed a linear trend immediately

after breakthrough, indicating a nearly constant velocity, followed by a conventional peak before with-

drawal. Analysis of high speed video confirmed this coupled motion in a variety of materials, including

wood, bovine femur, porcine spinous processes, and plastic. This behaviour was much more common

in materials that were less likely to cut cleanly, like plastic. An incomplete breakthrough leaves small

protrusions on the side of a hole which can engage the edges of a twist drill bit (Figure 4.31).
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(a) Incomplete breakthrough (b) Corkscrew

Figure 4.31 Illustration of corkscrew mechanism. Incomplete breakthrough results in small pro-
trusions on the side of the hole. These protrusions behave like threads, engaging the bit and
pulling it into the work piece as it rotates. The translation remains coupled to the rotation
until the protrusions break off or the drill stops spinning.

We performed a series of trials at two different drill speeds, 350 RPM and 1200 RPM using a 3⁄16 inch

(4.76 mm) aircraft drill bit in 3.5 mm polyethylene plastic. The feed rate of the drill bit, vz (mm/s)

expected by the rotational speed of the drill and the helix angle of the drill bit (30.5°),

vz = b ·ω =
πD

tan(α)
ω, (4.31)

where D is the bit diameter (mm), α is the helix angle (°), and ω is the rotational speed of the drill

(RPM) shows good agreement with the post-breakthrough velocity (Figure 4.32).

Based on these observations, we can theorize what happens during a corkscrew event. First, the tip

starts to break through the work piece. The force on the drill bit causes small remaining parts to fracture

instead of being cut, leading to an incompletely drilled hole. Small remaining pieces around the hole

act like internal threads that transfer the rotational velocity of the drill bit into translation like a screw.

The coupled corkscrew motion continues until one of the following occurs:

• The protrusions or attached chips break off. This can occur as a result of a negative thrust force

applied to the drill, or when the end of the flutes are reached in an extended drill bit.

• The drill bit stops spinning after the drill motor is turned off.

Based on these results, we expected that some drill bit geometries – particularly a negative rake angle

– might exacerbate plunge. Since the model does not consider any work piece-drill bit interaction, it

would likely under-predict drill plunge in the case of a corkscrewing bit. However, since we believe that

when a sufficient resistive force on the drill is reached, the incomplete parts of the hole are broken off

causing corkscrewing to stop. A damper-based brace should then still limit drill plunge and potentially

shorten the amount of corkscrew by providing this resistive force.

Rigidly fixed workpiece

We further simplified the model by assuming the workpiece was rigidly attached to the ground. Clin-

ically, it can be challenging to rigidly fix the target anatomy, and the viscoelastic nature would intro-

duce some additional dynamics. Preliminary pilot testing and simulations suggested greater amounts of
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(a)

(b)

Figure 4.32 Drilling trials using a 3⁄16 inch (4.76 mm) aircraft drill bit in polyethylene plastic at ap-
proximate drill speeds of (a) 350 RPM and (b) 1200 RPM . Trials are aligned at breakthrough.
Note how the post breakthrough velocity of the drill is nearly identical to the velocity ex-
pected by corkscrew.
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plunge in a non-rigidly fixed workpiece. Although the drill bit travelled a similar distance relative to

the ground, the ‘spring-back’ of the workpiece after breakthrough resulted in greater relative motion. A

bracing device between the drill and the workpiece should minimize drill plunge in a similar manner to

the rigidly mounted case.

Estimated arm impedance

We estimated the effective impedance of the human arm by using anthropometric data and joint impedance

values from the literature [Gomi 1998]. There are three limitations to these joint impedance relations.

First, the measurements were made on a relatively small group of 5 subjects. Second, there is a dif-

ference in posture: the study measured impedance during arm motion in the horizontal plane, whereas

we modelled arm motion in the sagittal plane. Third, and perhaps most importantly, the torque stiffness

relation is valid up to 30% maximum voluntary contraction (MVC). Assuming a maximum force around

100 N, forces above 30 N will likely deviate from model.

Learned Stiffness

Although the model does a reasonably good job at approximating the first few trials, there is no ex-

plicit learning included, and the model over-predicts drill plunge after several subsequent trials. For

example, the experimental trials in Figure 4.19 show little variation in drill plunge with increased pre-

breakthrough force, which can likely be explained by some sort of learning effect.

At a fixed level of applied force, maximum drill plunge decreases with increased levels of learned

stiffness (Figure 4.33). At 30 N, increasing the learned stiffness from 0 N/mm to 2.0 N/mm reduces drill

plunge from 29 mm to 11 mm. This reduction is a direct consequence of the equilibrium point theory;

increased total stiffness at the same force yields smaller motion.

Researchers have demonstrated that humans are able to adjust the size and orientation of their arm

stiffness, independently of force, to deal with instabilities in their environment [Burdet 2001]. This

may offer a possible explanation for why similar levels of applied force result in reduced drill plunge in

subsequent trials.

4.4.2 Future Work

This study could be improved upon and expanded by considering some of the following:

Limitations to address:

• Explicitly model human force control during drilling instead of assuming constant force.

• What influence does adding viscoelastic dynamics to the target anatomy have on simulated brac-

ing performance?

• What difference does adding Airpot® non-linearities have on bracing performance?

• How much does performance differ depending on user posture?

• How sensitive is performance to variation in each parameter?

• Utilize conservative congruence transformation to determine effective stiffness [Chen 2000].
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Figure 4.33 Maximum drill plunge simulated under increasing levels of learned stiffness at a force
level of 30 N.

Outstanding questions:

• What are the key factors that lead to corkscrew behaviour?

• To what degree can the user augment stiffness through co-contraction?

These questions are outside the scope of the present study.

4.5 Conclusion
This chapter described the development of an experimental bracing device to reduce cortical drill plunge.

A model of freehand cortical drilling was developed through pilot testing, and then extended to include a

bracing element. Experimentation and simulation identified a damper-based brace as the most effective

way to reduce drill plunge with minimal affect of the drilling process. A range of optimal damping

levels were identified through a series of simulations. We then designed, constructed, characterized and

calibrated an experimental brace damping device to implement four damping levels.

We performed a series of pilot testing in a variety of materials including wood, plastic, bovine femur

and porcine spinous processes. Oak wood was selected as a cost-effective and convenient work piece.

An early version of the research CAS system described in Chapter 2 was used to quantify the force

and plunge depth. For a 3⁄16 inch (4.76 mm) high speed steel (HSS) drill bit in oak, pre-breakthrough

force ranged from 20 N to 42 N, drilling duration ranged from 0.71 s to 0.96 s and drill plunge ranged

from 10 mm to 38 mm. Another significant finding of the pilot testing was we observed that certain

combinations of material and drill bit geometry resulted in a corkscrew behaviour that dominated initial

plunge behaviour.

The freehand cortical drilling model predicts plunge depth and drilling duration based on user pos-
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ture and anthropometry, drill mass, and drilling force, and empirically determined drilling parameters.

The drilling process was modelled as a power function with parameters derived from pilot testing. For

a 3⁄16 inch (4.76 mm) high speed steel (HSS) drill bit in oak, the constants were B = 0.19 and x = 1.45.

We estimated the impedance parameters for a human subject in a standing posture with their upper arm

hanging to the side and the forearm parallel to the floor. Linear torque-based joint stiffness and damping

relations and anthropometric data from the literature were used to determine the effective horizontal

end-point impedance parameters for a range of external loadings. The external loading consisted of the

drill weight and axial thrust drilling forces that ranged from 0 N to 150 N. As force increases, plunge

increases and drilling duration decreases.

A bracing element was added to cortical drilling model. Experimentation and simulations suggested

that a damping element could effectively reduce drill plunge with minimal effect on drilling duration.

The braced cortical drilling model was simulated with drilling forces of 0 N to 150 N and brace damping

levels from 0 N s/mm to 40 N s/mm. For a given force level, increased brace damping level decreases

plunge and increases drilling duration.

A simple weighting function was applied to the simulated drill plunge and drill duration results to

generate a series of optimal damping level based on human thrust force level. For a typical drilling force

range of 30 N to 100 N, the optimum damping ranges linearly from 6.0 N s/mm to 20 N s/mm.

An experimental damping brace based on a 2KS444B2.0TX Airpot® was designed and constructed.

We characterized the dashpot and calibrated the adjustable knob at three damping levels: Low - 0.2 N s/mm,

Medium - 10 N s/mm, and High - 30 N s/mm.

There are three main conclusions from this work:

• A simple numerical model can predict drill plunge depth;

• A brace with an optimal level of damping should markedly reduce plunge depth without markedly

increasing drilling duration; and,

• Twist drills occasionally catch on and corkscrew into a workpiece, affecting plunge behaviour.
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Chapter 5

User Study on Influence of Damper-based
Brace on Simulated Cortical Drilling

The true method of knowledge is experiment.
— William Blake

In order to assess the performance of the experimental damper-based brace for minimizing plunge

developed in Chapter 4, we designed a drilling task to simulate cortical drilling. The goal of the clinical

procedure is to drill though the bone cortex and stop before penetrating into soft tissue. We designed

and conducted a user study in which subjects performed a simulated cortical drill task while the drill tip

position and task duration were measured. We compared the effect of brace damping level and drill bit

type on the maximum drill plunge depth and drilling duration.

5.1 Hypotheses
As described in Section 1.4, we hypothesized that:

H2.1 Increased levels of brace damping will markedly reduce drill plunge compared to freehand.

H2.2 Increased levels of brace damping, at a level that markedly reduces drill plunge, will not markedly

increase drilling duration.

H2.3 A brad point type drill bit will enable markedly reduced drill plunge compared to a HSS drill bit.

The expected reduction in drill plunge with increased brace damping is based on simulations of

the braced cortical drilling model we developed in Chapter 4. These simulations demonstrated that,

as damping level increases, drill plunge decreases and drilling duration increases. Since the predicted

optimal damping depends on drilling force, which will likely vary between subjects, we chose to assess

three damping levels to cover the range of expected drilling forces.

Although our drilling model assumed that there was no interaction between the drill bit and work-

piece, certain pilot trials with a standard twist drill bit (i.e., high speed steel (HSS)) demonstrated a
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corkscrewing behaviour which indicated coupled motion that exacerbated drill plunge. To ensure any

potential reduction in drill plunge was not limited to a particular drill bit geometry, we chose to test a

second drill bit type with a geometry that should not lead to corkscrewing, and therefore should result

in less drill plunge.

5.2 Materials and Methods

5.2.1 Study Design

We designed a user study to test the effects of brace damping level and drill bit geometry on maximum

drill plunge and drilling duration. Subjects participated in both this study and the navigated targeting

study described in Chapter 3 during a single session in a randomly assigned order.

We adopted a within-subjects design. The conditions were nested instead of fully randomized be-

cause changing the drill bit and adjusting the damping level takes time and manual intervention from the

researcher, which would have a significant effect on the total testing time. The experiment consisted of

a total of 8 blocks, with four damping levels (0 N s/mm, 0.2 N s/mm, 10 N s/mm and 30 N s/mm) nested

within two drill bit geometries (HSS and brad point (BP)); 10 holes were drilled per block (Figure 5.1).

This 2x4x10 design yielded 80 drilling trials per subject. The number of repetitions was chosen so that

subjects could complete both the drill targeting task and the cortical drilling task in approximately one

hour.

Participant

HSS

R01

M

R02 R10

Brad Point

L H 0 L H 0M

Drill Bit

Subject

Damping

Repetition

Figure 5.1 Illustration of cortical drilling study design. Each participant is assigned a task schedule
with a randomized drill bit order and damping order. Ten drilling trials are completed for each
combination. The damping level order is then repeated for the second drill bit type.

5.2.2 Experimental Setup

The experiment was conducted in the Neuromotor Control lab, located at the Point Grey Campus of

the University of British Columbia. Subjects stood in front of a work table where a piece of wood

was clamped to the workpiece holder. The experimental damping brace for plunge minimization (Sec-

tion 4.2.5) was mounted to the rigid frame and attached to the drill (Figure 5.2).
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Force 
Sensor

Workpiece 
Holder

WorkpieceOptically 
Tracked 

Drill

Adjustable 
Damper

(a) Schematic

(b) Experimental Setup

Figure 5.2 Experimental setup for the drill plunge task. The position of the tip of the drill is
measured with respect to the breakthrough plane on the rear surface of the wood. The axial
force on the workpiece applied by the drill is measured with a uniaxial force sensor. The
Airpot® is mounted to the environment and provides a velocity-dependent damping force to
the rear of the drill. The drill is shown in the rest position. The image is taken from the
viewpoint of the optical tracker.
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Drill Bits

During pilot testing, we observed that twist drills would often ‘corkscrew’ after forming an incomplete

hole through wood and bovine femur, so we decided to test the effect of drill bit geometry. Two types

of drill bit commonly used to drill wood were selected (Figure 5.3): a 3⁄16 inch (4.76 mm) BP bit and a
3⁄16 inch (4.76 mm) HSS bit. New bits were used for approximately every 5 subjects.

• A high speed steel (HSS) steel drill bit (Model 054-3008-8, Mastercraft, Toronto, Canada) is a

general purpose bit for drilling in metal, plastics, and wood. This bit has a 135° split point that is

designed to start on contact to avoid walking. It has a fast spiral, with a helix angle of 30.5°. This

geometry is similar to the one normally used to drill bone in surgery.

• A brad point (BP) bit (Model 48-15-0185, Milwaukee Electric Tool Corp., Brookfield, WI 53005,

USA) is specifically designed to cut through wood. It features a prominent tip to aid in precise

positioning and also features lines marked on the flutes for visual depth reference. This geometry

has a negative rake angle and is not expected to exhibit any corkscrew behaviour.

(a)

(b)

Figure 5.3 Drill bit geometries tested in the study: (a) 135° high speed steel (HSS), (b) brad point
(BP)

Damping Levels

We tested freehand (i.e., undamped, normal) drilling along with three levels of damping. The damping

level was changed by setting the adjustment knob on the Airpot® to the predetermined angles at which

the device was characterized, as described in Section 4.3.5. For the freehand case, the adjustment knob

was completely removed, so the only resistance to movement would be negligible friction 1.

1The Airpot® has a piston friction of < 8g.

152



CHAPTER 5. PLUNGE DEPTH USER STUDY

Workpiece

Subjects drilled a series of holes through a 135 mm by 135 mm by 1⁄4 inch (6.35 mm) section of red

oak plank. Since we wanted to simulate cortical drilling, we chose the thickness of the workpiece

to represent a typical cortical thickness in the femur, which is known to vary considerably (e.g., 1.6–

12.0 mm [Noble 1995]). We chose to use oak for several reasons: it is inexpensive, does not require

special storage or handling, and has comparatively consistent geometry and material properties. The

flat rear surface of the workpiece also provided a means for more accurately quantifying the time of

breakthrough. Previous studies have used oak as a reasonable substitute for bone (e.g., Haug [1999]) and

a comparative study showed that red oak had a statistically similar screw pull-out strength to cadaveric

human mandible [Bredbenner 2000]. However, bone is denser and stronger than oak, so we expect

smaller drilling forces will be required in our study (Table 5.1).

Table 5.1 Approximate Workpiece Material Properties

Material Density Bending Strength Modulus of Elasticity

g/cm3 MPa GPa

Red Oaka 0.5-1.0 40–150 1.6–6.6

Femoral Cortical Boneb 1.8 160–225 8.2–15.4
a Muñoz [2011]
b Carter [1978]

Each workpiece weighed approximately 0.10 kg and was attached to the workpiece holder described

in Section 2.4 with two clamps. To ensure subjects did not drill into the workpiece holder and to reduce

the chance of drilling too close to a previous hole, each workpiece was marked using a targeting template

(Figure 5.4). Subjects were instructed to use these marks as a guide, but not to be concerned about

precise targeting.

5.2.3 Experimental Drilling Task

A drilling trial was defined as a single hole drilled under a certain combination of drill bit type and

damping level. The subject was verbally instructed to attempt to minimize both drilling duration and

drill plunge.

5.2.4 Subjects

Twenty-five subjects (thirteen males; twelve females; age range 25–44; mean age 30) were recruited

from the University of British Columbia Point Grey Campus. The inclusion criteria was an age of 19-65

years, normal or corrected-to-normal vision, and no history of neuromuscular injury to the upper ex-

tremities. Subjects reviewed the Subject Consent Form (Appendix B.1) and provided informed consent

before participation. Each subject completed the drill targeting and cortical drilling studies in a sin-

gle session that lasted approximately one hour. A $10 gift card was provided as compensation for the
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Figure 5.4 A 1⁄4 inch thick piece of oak clamped to the workpiece holder. The targeting marks are
used to keep subjects from drilling into the workpiece holder or too close to previous holes;
targeting accuracy was not important in this study.

subject’s time. This study was approved by the UBC Behavioural Research Ethics Board (H09-01080).

5.2.5 Conducting the Experiment

After providing informed consent, subjects were asked to provide their age, gender, and dominant hand.

In order to ensure their safety, subjects were required to wear safety glasses, roll up long sleeves, remove

any jewellery from the hands, and tie back any long hair.

Each subject was assigned a unique subject identification number to anonymise their data and a

corresponding task schedule (Table 5.2). This task schedule dictated the order in which subjects would

complete the two experimental tasks, and the corresponding order of damping levels and drill bit types.

A complete list of testing schedules can be found in Appendix D.1.

Table 5.2 Example Testing Schedule

Subject ID Task Drill Bit Type Damping Level

12 Plunge,Target BP, HSS L,H,0,M

Each subject was assigned to a predetermined task schedule which dictated the order in
which the task conditions were completed.

We attempted to control for changes in posture between subjects. The vertical height of the work-

piece holder was adjusted in order to maintain similar arm positioning. Subjects were instructed to stand

with their feet approximately shoulder width apart, with their toes in a line perpendicular to the direction

of drilling. The workpiece holder was adjusted so that the subject’s forearm was parallel to the floor and

approximately 90◦ relative to the upper arm (Figure 5.5).

Participants were instructed to drill several holes to get a feel for determining breakthrough before

attempting several practise trials with the audible signals. Once they were comfortable with the system,
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Figure 5.5 The height of the workpiece holder was adjusted so the subject’s forearm was parallel
to the floor and approximately 90◦ relative to the upper arm.

the study proceeded.

Trials were completed according to the task schedule. The researcher installed the appropriate drill

bit, set the appropriate damping level and attached the marked workpiece to the workpiece holder.

The beginning and end of each trial were indicated with audible beeps. When the subject was ready

to begin, they were instructed to move the drill from the rest position to the start position. The start

position was defined as the drill pointed towards the workpiece with the damper in the fully retracted

position. The start of the trial was indicated by a set of three audible beeps. On the third beep, the subject

moved the drill to the workpiece and started drilling. After the hole was complete, the subject returned

the drill to the start position at which point the researcher would manually end the trial, signalled by a

single beep.

Subjects were told that if they felt fatigued after completing a trial, they could take a break by

returning the drill to the rest position. Subjects also had an opportunity to rest after every 10 trials when

the damping level was adjusted, after every 20 trials when the workpiece was detached, rotated, and

reattached, and after every 40 trials when the drill bit was changed.

After completing all the drilling trials, subjects were asked to complete the drilling portion of the

Debrief Questionnaire (Appendix B.2).

5.2.6 Acquiring and Processing the Data

Data Acquisition

During each trial, data from the tracker, the force sensor, and the power supply were recorded with

a common time signature. The tracker data consisted of the static reference frame (SRF),the dynamic

reference frame (DRF) and the tool recorded at 60 Hz. The computed transforms of the drill bit tip in

the target coordinate frame, T target
tip , were also recorded. Each of these transforms consisted of three
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Cartesian coordinates, a quaternion and a measure of uncertainty. The axial force on the workpiece and

the current supplied to the drill were recorded at 1000 Hz. Each type of measurement was saved to its

own file and organized by a unique trial identification number.

Data Processing

Data from each trial were processed using custom routines written in MATLAB® (Version 7.14.0.739,

The Mathworks, Natick, MA, USA). After interpolating any missing frames2, the transforms were fil-

tered with a low pass, fourth order, zero-lag Butterworth filter with a cut-off frequency of 5 Hz. The

force and current data were filtered with a low pass, fourth order, zero-lag Butterworth filter with a

cut-off frequency of 60 Hz. Cutoff frequencies were selected to achieve a signal-to-noise ratio of ap-

proximately one at the cutoff frequency. Illustrative examples of the raw and filtered force, current, and

position data can be found in Section 2.7, Section 2.8, and Section 2.10, respectively.

Performance Metrics

In order to quantify task performance and compare experimental conditions, a number of metrics were

extracted from the processed data.

The maximum drill plunge (mm) was calculated as the maximum distance of the tip beyond the

breakthrough plane. Since, the target coordinate frame was defined with its origin on the breakthrough

plane and its z-axis aligned with the breakthrough plane normal vector, the maximum drill plunge was

available directly as the maximum value of the z-component of T GOAL
T IP , i.e. tz,max. Figure 5.6 illustrates

how breakthrough and drill plunge are determined.

Drilling duration (s) was defined as the amount of time from the onset of drilling until break-

through. Drilling onset, tS, was defined as the first instance when the drill was on and in contact with

the workpiece, as determined by a force threshold3 of 5 N and a drill current threshold of 0.2 A. Break-

through was determined as the time when the drill bit crossed the breakthrough plane, i.e. when the

z-coordinate of T GOAL
T IP crossed zero (Figure 5.7). In this example, tB = 5.3s, tS = 3.1s and tD = 2.2s.

We calculated several secondary metrics to explore drilling behaviour in more detail (Figure 5.8).

The mean drilling velocity was calculated from a best fit line of the z-component of T GOAL
T IP . The

pre-breakthrough force (PBF) was defined as the maximum force applied in a 200 ms window be-

fore breakthrough. We also calculated the maximum drilling force, mean drilling force and drilling
force-time integral. Finally, the human breakthrough force exerted by the participant at a particular

damping level was estimated using the sum of the average force applied to the workpiece FD and the

force required to move the damper FB. The force required to move the damper was found using the

damping levels characterized in Chapter 4 bb and the mean drilling velocity extracted from the tracked

trip movement:

2We used the MATLAB® function interp1 to replace missing frames and ensure the data was spaced uniformly in time
using the piecewise cubic spline method. The median percentage of missing frames was 5 % (IQR: 4–7 %, Range: 1–29 %)

3Force and current thresholds were selected based on pilot testing. See Sections 2.7 and 2.8.
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Figure 5.6 Drill plunge is defined as the maximum distance of the tip beyond the rear plane of the
workpiece after breakthrough occurs.

FH = F̄B + F̄D = v̄z ·bb + F̄D. (5.1)

5.2.7 Model Comparison

In order to assess how well our model from Chapter 4 predicted drill plunge across a variety of sub-

jects, we performed simulations based on the metrics calculated for each trial. The mean drilling force,

estimated human force, and damping level from each trial were input into the model along with anthro-

pometric parameters from the literature (Table 4.3). We assumed that there was no learned stiffness.

Simulations yielded a predicted drilling duration, td p and predicted drill plunge, mZp, for each trial.

5.2.8 Statistical Analysis

Statistical analyses were conducted with R statistical software( Version 2.15.1, R Foundation for Statisti-

cal Computing, R Development Core Team, 2012). Since our data involved repeated measures on blocks

nested within subjects and the response variables are continuous, we used a linear mixed model (LMM)

for analysis.

Linear Mixed Models

A mixed-effects model is a type of statistical model that contains both fixed effects and random effects.

Fixed effects are parameters associated with an entire population or with certain repeatable levels of

experimental factors, while random effects are associated with individual experimental units drawn at

random from a population [Pinheiro 2000]. Mixed-effects models are particularly useful when data
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Figure 5.7 Drilling duration, tD, is defined from drilling onset, tS, until breakthrough. Drilling
onset is defined as the time when the drill bit is both in contact with the workpiece and rotating.
The contact onset,tC, is defined as the time when workpiece force exceeds a threshold of 5 N.
The power onset, tP, is defined as the time when drill current exceeds a threshold of 0.2 A.
Breakthrough time, tB, is defined as the time when the tip position crosses zero. For this trial,
tB = 5.3s, tS = 3.1s and tD = 2.2s.
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Figure 5.8 Calculation of secondary drill plunge metrics. Mean drilling velocity is calculated as
the slope of a linear fit of the tip position during drilling. pre-breakthrough force (PBF) is
calculated as maximum force 200 ms before breakthrough. Human force, FH , is calculated
as the sum of bracing force and PBF, where bracing force is estimated using mean drilling
velocity and brace damping level.
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is grouped, such as longitudinal data, repeated measures, blocked designs, and multilevel data. Mea-

surements grouped within a statistical unit are typically correlated, which violates the assumption of

independent measurements in analyses like analysis of variance (ANOVA). Mixed-effects models are

also capable of handling both balanced and unbalanced data, which prevents the exclusion of subjects

with one or more missed data points.

A LMM approach was used for several reasons:

• We wish to generalize our results to a larger population, so SUBJECT should be treated as a random

effect.

• DAMPING and DRILLBIT were fixed effects.

• We have a mixture of continuous and categorical covariates.

• The study followed a nested design, so trials within a block could not be considered independent.

• We expected and observed unequal variances between groups.

• Some trials were missing or had to be removed, so the data were not balanced.

We based our analysis on the ‘top-down’ modelling approach described in West [2006] for a three-

level LMM and performed the modelling using the R package nlme [Pinherio 2013]. We chose between

models by comparing the values of the Bayesian Information Criterion (BIC) and by calculating likeli-

hood ratio statistics with a significance level of α = .05. A detailed description of the analysis can be

found in Appendix E.1.

Analysis of the drill plunge data must consider three levels (Table 5.3). We included fixed effects

for all covariates under consideration (REP, DRILLBIT, DAMPING, AGE, and GENDER). HAND was not

included since there were only 3 left handed subjects in the study, and we did not expect any effect.

Since we want to make inferences regarding the population that our subjects were drawn from, we used

a random effect to model the SUBJECT factor. Based on our study design, we also included a random

intercept and slope for each block nested within a subject.

Table 5.3 Drill Plunge Data Structure

Level of Data Variable

Cluster of Units
(Level 3)

Cluster ID (Random) Subject

Covariates Age, dominant hand, gender

Analysis Unit
(Level 2)

Unit ID (Random) Block

Covariates Damping level , drill bit type

Time
(Level 1)

Time variable Repetition

Dependent variables Drill plunge, drilling duration, plunge delay

Time-varying covariates Force-integral, pre-breakthrough force

Source: adapted from Li [2012: p. 274].
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5.3 Results
In this section, we present the results from the user study. The 25 participants (thirteen males; twelve

females; age range 25–44; mean age 30) in the study performed ten drilling tasks for each combination

of four damping levels and two drill bit types. For each trial we recorded the drill bit position, drilling

force, and drill current and we computed the maximum drill plunge and drilling duration.

During some of the trials, the participant mistakenly stopped drilling before the hole was complete.

These trials were excluded from further analysis, though we do address whether these problem trials

were more common under certain damping levels in the limitations section. A list of the problem trials

can be found in Appendix D.2.

Since many of the metrics do not follow a normal distribution, descriptive statistics are reported here

as median and inter-quartile range (IQR), or as a 95 % confidence interval (CI).

5.3.1 Typical Trial

A typical braced drilling trial has three phases: targeting, drilling, and withdrawal (Figure 5.9). In this

example, contact occurs at 2.7 s and the drill is powered on shortly after at 3.0 s. The user applies a

mean force of approximately 43 N which yields a mean drilling force of 12 N and a mean velocity of

2.9 mm/s. The drilling duration is 2.3 s when breakthrough occurs at 5.3 s. The pre-breakthrough force

is 15 N and a drill plunge of 3 mm. The drill is powered off approximately 0.8 s after breakthrough

occurs, as the drill bit is being retracted.

Figure 5.9 Tip position, tip force and drill current of a typical drilling trial using a high speed
steel (HSS) drill bit and a brace damping level of 10 N s/mm.

161



CHAPTER 5. PLUNGE DEPTH USER STUDY

5.3.2 Typical Condition

Drilling duration, force levels and drill plunge vary within a single block for a typical subject (Fig-

ure 5.10). In this example, drilling duration ranges from 1.9 s to 3.5 s with a median value of 2.3 s

(Figure 5.11a) and drill plunge varies from 1.9 mm to 3.9 mm with a median value of 2.8 mm (Fig-

ure 5.11b). Drill feed ranges from 1.8 mm/s to 3.4 mm/s with a median value of 2.7 mm/s.

Figure 5.10 Variation in tip position, tip force, and drill current for a block of HSS drill bit and
medium damping level drilling trials for a typical subject. Trials are aligned at the time of
breakthrough.

5.3.3 Typical Subject

Figure 5.12a and Figure 5.12b illustrate the drilling duration and drill plunge for all trials performed

by a typical subject. The subject shown started with the HSS drill bit and tested low, high, zero, then

medium damping, before repeating the same sequence with the BP drill bit. Most of the sets show a

negative trend, indicating that the subject completed the drilling more quickly for trials later in a block.

The following figures illustrate the performance metrics for each trial of a typical subject. Fig-

ure 5.13a illustrates the drilling duration for each trial for a typical subject. At the high damping level,

there is a visible trend towards longer drilling durations.

Figure 5.14b illustrates the pooled drilling duration and drill plunge for a typical subject. Each

point represents the median and IQR at each combination of drill bit type and damping level. Both

drill bit types at the medium damping level are located closer to the origin than any other combination,

indicating improved performance. There is noticeable difference in the amount of inter-trial variation

between different conditions.
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(a)

(b)

Figure 5.11 Typical set of braced drilling trials: (a) drilling duration and (b) drill plunge. The
median and interquartile range are shown with the dotted line and shaded region.
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(a)

(b)

Figure 5.12 Trial order for typical subject: (a) drilling duration and (b) drill plunge. Drill bit order
was HSS, BP and damping level order was medium, zero, high, low.
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(a)

(b)

Figure 5.13 Typical subject performance by condition: (a) drilling duration and (b) drill plunge.
There appears to be a trend towards increased duration and decreased drill plunge as damping
level increases. There also appears to be a reduction in inter-trial drill plunge variation as
damping level increases.
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(a)

(b)

Figure 5.14 Drilling duration and drill plunge by condition for a typical subject: (a) individual tri-
als and (b) pooled by condition, showing the median and IQR. Note how trials at the medium
damping level are clustered towards the origin, indicating better overall performance. Also
note how there is less variation between trials at higher damping levels.
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(a)

(b)

Figure 5.15 Forces for typical subject: (a) mean drilling force and (b) pre-breakthrough force
(PBF). Note how trials at a given damping level have a higher force with the BP drill bit
than trials with the HSS drill bit. Also note how forces appears to decrease somewhat with
increasing damping level.
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5.3.4 All Subjects

In this section, we present descriptive data from all subjects. Of the 2000 trials that were recorded, only

14 (<1 %) were excluded (Appendix D.2), leaving 1991 valid trials for analysis. The excluded trials

were not completed as expected, the reasons for which are addressed in Section 5.3.6.

Performance Metrics

Median drilling duration was 2.3 s (IQR: 1.5–3.6 mm) and ranged from 0.6 s to 22.9 s (Figure 5.16a).

The data are heavily skewed to the right.

Drill plunge appears to decrease with increased damping level (Figure 5.16b). The overall median

drill plunge was 9 mm (IQR: 4–16 mm). Drill plunge ranged from under 1 mm to 45 mm, which is the

upper limit imposed by the experimental brace setup reached by bottoming out the damper.

Secondary Metrics

Overall median mean drilling force was 20 N (IQR: 15–26 N), and ranged from less than 2 N to 68 N

(Figure 5.17a). At each damping level, there appears to be a trend towards an increased mean drilling

force with the BP drill bit compared to the HSS drill bit (Figure 5.17a). There also appears to be a slight

apparent trend towards decreased mean drilling force at the high damping level.

The values and behaviour of PBF are similar to mean drilling force. Overall median PBF was 21 N

(IQR: 15–30 N), and ranged from less than 1 N to 74 N (Figure 5.17b). PBF appears to decrease slightly

with increased damping, and increase with the BP drill bit (Figure 5.17b). Similarly to mean drilling

force, PBF is about 8.5 N higher when using the BP drill bit and tends to decrease with increase brace

damping level.

The mean drilling velocity appears to decrease slightly with increased brace damping level (Fig-

ure 5.18a). There also appears to be a reduction when the BP drill is used, and a more consistent drilling

velocity, especially at higher damping level. On average, the mean drilling velocity increases from high,

medium, no, and low damping.

The human force estimated from Equation 4.2.3 using the mean drilling force and mean drilling

velocity appears to increase with greater brace damping levels (Figure 5.18b). There also appears to be

a trend towards higher human force with the BP drill bit, especially at the zero and low damping levels.

As damping level increases, the time delay from breakthrough to maximum drill plunge tends to

increase (Figure 5.19). Median drill plunge delay is 0.26 s and the IQR is 0.21–0.37 s, which means the

majority of trials fall within the expected range of human reaction time delays. Longer delays appear to

occur more often at the medium and high damping levels.

5.3.5 Comparison to Simulation

We compared the experimental results to the model we developed in Chapter 4. The estimated human

force for each trial was extracted from each trial and used as an input to the model along with the

empirically determined drilling constants (Appendix A.3).
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(a)

(b)

Figure 5.16 Performance metrics by condition for all plunge trials: (a) drilling duration and (b)
drill plunge. The first quartile, median, and third quartile for each condition are shown with
an up-triangle, circle, and down-triangle, respectively. Note that as damping level increases,
drilling duration increases slightly and drill plunge decreases and becomes less variable.
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(a)

(b)

Figure 5.17 Subject-pooled metrics: (a) average drilling force and (b) pre-breakthrough force
(PBF). The first quartile, median, and third quartile for each condition are shown with an
up-triangle, circle, and down-triangle, respectively. Note how forces are consistently higher
with the brad point (BP) drill bit.
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(a)

(b)

Figure 5.18 Secondary metrics: (a) drilling velocity and (b) estimated applied human force. The
first quartile, median, and third quartile for each condition are shown with an up-triangle,
circle, and down-triangle, respectively. Note that mean drill feed tends to decrease and esti-
mated human force tends to increase as damping level increases.
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The relationship between mean drilling force and drilling duration is captured well, although the

model tends to overestimate the drilling duration (Figure 5.20). This difference is more pronounced at

the medium and high damping levels.

The experimental drill plunge data have a similar relationship to PBF as the model (Figure 5.21). The

model does a better job predicting trials at the zero and low damping levels compared to the medium

and high damping levels.

The model consistently over-predicts drilling duration across damping levels (Figure 5.22a). The

median percent modelling error is 160 % (IQR: 75–300 %). The model predicts drilling duration with

the BP more accurately.

Besides a few outliers, the percent error for predicting drill plunge are less than 200 % (Figure 5.22b).

The overall median is −35 % (IQR: −75–30 %), however the model tends to over-predict drill plunge at

the zero and low damping levels and under-predict drill plunge at the medium and high damping levels,

skewing the results.

5.3.6 Atypical and Notable Trials

In this section, we present examples of atypical and notable trials. These trials were not completed as

originally anticipated. The reasons for atypical trials include incomplete breakthrough, and incomplete

breakthrough that was later corrected. We also present trials where the drill plunge was so severe that it

bottomed out the damper, as well as trials that demonstrate corkscrew behaviour. It is important to note

Figure 5.19 Drill plunge delay for all trials. The first quartile, median, and third quartile for
each condition are shown with an up-triangle, circle, and down-triangle, respectively. At
the medium and high damping levels, the delay between breakthrough and maximum drill
plunge tends to occur later, and sometimes markedly after breakthrough, which may indicate
difficulty in detecting breakthrough.
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Figure 5.20 Comparison of experimental drilling duration to modelling results. The predicted du-
ration from the model is shown as a solid line and the experimental trials are shown as
individuals points.
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Figure 5.21 Comparison of experimental drill plunge to predicted drill plunge. The predicted
plunge depth from the model is shown as a solid line and the experimental trials are shown
as individuals points. Note how the model predicts higher than measured drill plunge depth
for the zero and low damping levels and lower than measured plunge depth for the medium
and high damping levels.
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(a)

(b)

Figure 5.22 Modelling errors for all plunge trials: (a) drilling duration and (b) drill plunge. The
first quartile, median, and third quartile for each condition are shown with an up-triangle,
circle, and down-triangle, respectively.
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that these trials represent a small proportion of the total trials recorded (<1 %).

Incomplete drilling

During some trials, the subject stopped drilling before the hole was complete, so there was no break-

through (Figure 5.23). There were a total of four incomplete trials, and all of them occurred with the BP

style drill bit: they happened with one subject at the medium damping level and one subject at the high

damping level.

Figure 5.23 Example of a trial where the subject retracted the drill and stopped before the work-
piece was completely drilled.

Incomplete hole re-drilled

A similar event happened with 8 different subjects over 12 additional trials, except that the participant

realized they had not finished drilling before the trial was stopped and went back to complete the hole

(e.g., Figure 5.24). The drilling duration of these trials was manually corrected to remove the time taken

to reinsert the drill.

Delayed maximum plunge

We also observed some trials where the user continued applying force well after breakthrough occurred

(e.g., Figure 5.25). This suggests that there was a delay in the detection of breakthrough.

Sufficient plunge to bottom-out damper

During a couple of trials, plunge motion of the drill was limited by the hard stop on the experimental

brace (Figure 5.26). The Airpot® has a stroke of 2 inch (50.8 mm); due to the experimental setup, the
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Figure 5.24 Example of a trial where the participant retracted the drill before the hole was com-
plete, and then returned to complete the hole.

Figure 5.25 Example of a trial where the participant continues to apply force to the drill well after
breakthrough occurred. This is noticeable as a nearly constant pre- and post-breakthrough
velocity.
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maximum possible plunge was approximately 45 mm. We installed a hard stop to prevent the piston

from being pulled out of the cylinder, which would cause damage.

Figure 5.26 Example of a trial where the participant bottomed out the brace, limiting drill plunge
to approximately 44 mm.

Drill bit-workpiece interaction

We observed several trials where the drill was pulled into the workpiece (Figure 5.27). This ‘corkscrew’

behaviour was identified during the pilot study in Chapter 4. It is not clear how often this behaviour

occurred since it was only possible to visually observe it in extreme cases, but we believe it was limited

to only a few trials.

Although the total number of affected trials form a small proportion of trials in the study (< 1%),

they do illustrate two themes that are consistent with our observations: at higher damping levels, the

drill is more difficult to manoeuvre into position, and breakthrough is more difficult to detect.
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Figure 5.27 Example of a trial where the drill bit was engaged and pulled in by the work-
piece, dominating drill plunge with a corkscrew behaviour. The line at breakthrough in-
dicates the expected velocity of the drill bit screwing into the workpiece while rotating at
1200 rotations per minute (RPM). Note how the post-breakthrough motion is nearly linear
and has a nearly identical slope to the expected velocity.
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5.3.7 Statistical Analysis

In this section, we describe the linear mixed effects analysis of the data. We fit a three-level LMM to each

metric, with trials nested within blocks, and blocks nested within subjects. We fit each model with the

maximal random effect structure justified by the data. Diagnostic plots can be found in Appendix E.2.

Drilling Duration

We found that drilling time was statistically dependent on REP, DAMPING, DRILLBIT, and the interac-

tions REP-DAMPING. There was insufficient evidence to include AGE, GENDER, or any other higher level

interactions (χ2(42) = 44, p = 0.38). We applied a log base-10 transform to correct for heteroscedastic-

ity in the residuals. The random slope for BLOCK was retained; There was sufficient evidence to reject

the null hypothesis that it should be removed (χ2(2) = 54, p = 2 · 10−12). There was also sufficient

evidence to adopt a residual covariance structure that varied by BLOCK (χ2(7) = 130, p = 0).

There was no statistically detectable difference in drilling duration between the zero and low damp-

ing level (p = 0.23) or the zero and medium damping level (p = 0.50) for a particular drill bit type

(Figure 5.28). There are differences in drilling duration between each of the other damping level combi-

nation (p < .001), and between drill bit types at a given damping level (p < .001). There is also a small

learning effect; on average, there is a 16 % reduction in drilling duration from the first trial in a block to

the last.

The intraclass correlation coefficient (ICC) for SUBJECT and BLOCK was 36 % and 84 %, respec-

tively.

Figure 5.28 Conditional expectations of drilling duration fixed effects from linear mixed effects
model. Note that there is no statistically detectable difference between the zero and low
damping level and zero and medium damping level.
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Plunge Depth

We found that plunge depth (PD) was statistically dependent on REP, DAMPING, DRILLBIT. There was

insufficient evidence to include AGE, GENDER, or any other higher level interactions (χ2(39) = 59, p =

0.02). We applied a log base-10 transform to correct for heteroscedasticity in the residuals. The random

slope for BLOCK was retained; There was sufficient evidence to reject the null hypothesis that it should

be removed (χ2(2)= 64, p= 2 ·10−14). There was also sufficient evidence to adopt a residual covariance

structure that varied by BLOCK (χ2(7) = 50, p = 1.5 ·10−8).

There was a statistically detectable difference in plunge depth between each of the damping levels

and the freehand case (p < .001) and between drill bit types at each level (p < .001) (Figure 5.29).

There was also a small learning effect; on average, there was a 4 % reduction in plunge depth from the

first trial in a block to the last.

Approximately 14 % of the variation in plunge depth can be attributed to subject effects and another

76 % to the combination of drill bit and damping level. Four subjects had unusually different intercepts:

S19, S10, and S16 had unusually high intercepts, while S9 had an unusually low intercept.

Figure 5.29 Conditional expectations of drill plunge depth fixed effects from linear mixed effects
model. Note the reduction in fine targeting time with the 3D display.

Mean Drilling Force

We found that mean drilling force was statistically dependent on DRILLBIT, DAMPING, the REP-DAMPING

interaction and the DRILLBIT-DAMPING interaction. The effect of REP was not significant, but it was re-

tained because of the higher order term. There was insufficient evidence to include AGE, GENDER, or any

other higher level interactions (χ2(39)= 50, p= 0.11). We applied a log base-10 transform to correct for

heteroscedasticity in the residuals. The random slope for BLOCK was retained; there was sufficient evi-
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dence to reject the null hypothesis that it should be removed (χ2(2) = 35, p = 3 ·10−8). There was also

sufficient evidence to adopt a residual covariance structure that varied by BLOCK (χ2(7) = 110, p = 0).

There is no statistically detectable difference in mean drilling force between the zero and low damp-

ing level (p = 0.13) or the zero and medium damping level (p = 0.70) for a particular drill bit type

(Figure 5.17a). There was a statistically detectable increase of 33 % to 63 % higher mean drilling force

for trials with the BP drill bit compared to those with the HSS drill bit (p < .001). There is also evidence

of a small learning effect that varied by damping level: −1 %, −6 %, 4 % and 10 % for the zero, low,

medium, and high damping levels, respectively.

Figure 5.30 Conditional expectations of mean drilling force fixed effects from linear mixed effects
model. Note that there is no statistically detectable difference between the zero and low, and
zero and medium damping level. Also note how mean drilling force is significantly higher at
each damping level.

Pre-breakthrough Force

We found that pre-breakthrough force (PBF) was statistically dependent on DRILLBIT, DAMPING, the

REP-DAMPING interaction and the DRILLBIT-DAMPING interaction. The effect of REP was not sig-

nificant, but it was retained because of the higher order term. There was insufficient evidence to in-

clude AGE, GENDER, or any other higher level interactions (χ2(39) = 43, p = 0.31). We applied a

log base-10 transform to correct for heteroscedasticity in the residuals. The random slope for BLOCK

was retained; there was sufficient evidence to reject the null hypothesis that it should be removed

(χ2(2) = 12, p = 0.003). There was also sufficient evidence to adopt a residual covariance structure

that varied by BLOCK (χ2(7) = 400, p = 0).

There was no statistically detectable difference in prebreakthrough force between the zero and low
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damping level (p = .09), but there was a statistically detectable decrease at both the medium (p = .004)

and high (p < .001) damping levels (Figure 5.31). There was a statistically detectable increase of 36 %

to 65 % higher prebreakthrough force for trials with the BP drill bit compared to those with the HSS drill

bit (p < .001). There is also evidence of a small learning effect that varied by damping level: −3 %,

−7 %, 13 % and 12 % for the zero, low, medium, and high damping levels, respectively.

The ICC for subjects and blocks nested within subjects was 32 % and 75 %, respectively.

Figure 5.31 Conditional expectations of prebreakthrough force fixed effects from linear mixed ef-
fects model. Note that there is a statistically detectable reduction between the zero and
medium and zero and high damping levels.

Drill Plunge Delay

We found that drill plunge delay was only statistically dependent on DAMPING. Using an maximum-

likelihood (ML)-based likelihood ratio test, we determined that the additional fixed effects in the general

model were nonsignificant (χ2(13) = 17.1, p = .19). We added PBF and the interaction DAMPING-PBF

to improve the model (χ2(4) = 66.8, p =< .0001).

We allowed the standard deviation to vary by damping level. The ICC for subjects and blocks nested

within subjects was 45 % and 89 %, respectively. The expected value of drill plunge delay with no

damping and an average PBF of approximately 23 N is 0.24 s (95 % CI, 0.22–27 s).

5.3.8 Observations and Subject Feedback

Each participant completed the instrument bracing section of the debrief questionnaire (Appendix B.2)

after completing the drilling trials (Table 5.4).

The majority of subjects reported that the damping brace was intuitive (96 %) and the increased
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bracing helped reduce drill plunge (96 %). However, the majority of subjects also reported that increased

bracing increased drilling time (88 %) and was more fatiguing (96 %).

Table 5.4 Debrief Questionnaire Bracing Summary

Question
Responsea

SD D A SA

The drill bracing was intuitive. 0 (0) 4 (1) 36 (9) 60 (15)

Increased bracing increased drilling time. 4 (1) 8 (2) 32 (8) 56 (14)

Increased bracing was more fatiguing. 4 (1) 0 (0) 40 (10) 56 (14)

Increased bracing reduced drill plunge. 4 (1) 0 (0) 28 (7) 68 (17)

a Values are percentages (number of subjects).

The following is a list of observations made during and after testing:

• There was some evidence of fatigue - sore back, sore hands, etc. Several subjects reported a sore

hand from gripping the tool tightly.

• Several subjects reported having a harder time detecting when breakthrough had occurred at

higher damping levels. A small number of trials were stopped before breakthrough occurred, and

there were also a few times when subjects continued to advance the drill long after breakthrough

had occurred.

• Some subjects (e.g., S14) modulated drill speed instead of axial force.

• We often observed subjects adjusted their posture at higher damping levels, typically by shifting

their foot position.

• Some subjects leaned with their body to generate more force (e.g., S19).

• At higher damping levels, subjects had greater difficulty positioning the drill against the work-

piece and starting drilling.

• Moving the drill from the starting position to being in contact with the workpiece was reported to

be more difficult under higher damping.

• We observed one subject in particular who noticeably flexed and co-contracted the muscles in

their arms (S27).

5.4 Discussion
The purpose of the user study presented in this chapter was to experimentally assess whether a bracing

strategy could improve the performance of a surgically relevant task. We created a simulated corti-

cal drilling task to measure the influence of different experimental bracing device damping levels and

different drill bit geometries on drill plunge and drilling duration.
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5.4.1 Influence of Brace Damping Level

Generally, increased levels of brace damping decreased drill plunge and increased drilling duration. Our

data demonstrated that compared to freehand drilling, a damping level of 10 N s/mm markedly reduced

drill plunge without markedly increasing drilling duration for both drill bit types.

Increased damping reduces drill plunge

As predicted, drill plunge decreases significantly as brace damping level increases. When breakthrough

occurs, the unbalanced forces due to the passive spring-like properties of the arm accelerate the drill

before the user has a chance to react. The damper provides a velocity-dependent force that can resist this

motion and reduce drill plunge. Our data shows that a damper-based brace can help reduce drill plunge

for inexperienced non-surgeons in wood to the same level as expert surgeons in bone (Figure 5.32).

Figure 5.32 Experimental drill plunge results from a previous study on influence of experience
and use of audible feedback. (Source: reprinted from Praamsma [2008], ©2008 Association
médicale canadienne. Copied under license from the Canadian Medical Association and
Access Copyright. Further reproduction prohibited.)
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Minimal change in drilling duration with increased damping

When a damper is connected to the drill during drilling, a portion of the total force applied by the user is

required to move the damper. At the medium and high damping level, drilling duration only decreased

slightly, implying that the subjects tended to compensate by applying more force to maintain the same

drilling force and velocity.

Subjects appeared to use several strategies to generate additional force. Some subjects adjusted

their posture by moving their feet from a ‘parallel-feet posture’ to a ‘feet-apart posture’. This would

create a larger base of support. Some subjects also pulsed the drilling force, using a momentum strategy

to generate higher forces. These strategies are similar to those explored by Rancourt [2001a], who

developed a human motor control model to analyse the dynamics of pushing in a standing posture.

Increased fatigue

The majority of participants reported an increase in fatigue (96 %) with increasing damping level. Since

the debrief questionnaire did not address damping levels individually, the subjects’ experience with the

highest damping level likely biased the results, as significant force was required to move the damper.

Some subjects were barely able to generate sufficient force to both move the damper and drill through the

workpiece. At a more appropriate damping level, more experienced users may actually see a reduction

in fatigue since less muscular co-contraction should be required to limit drill plunge.

In order to avoid the effects of fatigue, subjects were encouraged to take breaks between drilling

blocks. The force required to move the drill against the resistance of the damper, especially at the

higher damping levels, did cause fatigue in some subjects. For some subjects, this meant resting more

frequently during the higher-braced blocks (2-4 trials).

Delayed breakthrough detection

There were several trials where the delay between breakthrough and maximum drill plunge was much

larger than that expected from reaction time (Figure 5.25). Simple voluntary reaction time is on the

order of 250 ms [Deary 2011], but there were several trials where the subject continued to apply force

and advance the drill for 1 s to 8 s after breakthrough. The vast majority of these long reaction delays

occurred at the medium and high damping levels.

Reaction time is known to be affected by age, stimulus type, stimulus intensity, arousal level and

state of attention. Of these factors, stimulus type and stimulus intensity are likely the most relevant

explanation for long reaction delays. When breakthrough occurs, there is a drop in drilling force fol-

lowed by motion. Previous studies have suggested that novices tend to use a reactionary control scheme,

whereas experts use an anticipatory control scheme [Dubrowski 2004] and use the change in audible

drilling tone as a signal of impending breakthrough [Praamsma 2008]. Since most of the subjects in

our study were inexperienced with this type of task, they likely relied primarily on haptic feedback of

the changing drilling force. At higher damping levels, the magnitude of this change in force would be

smaller and could be missed altogether.

We believe that vision and proprioception are also used, but that they require a relatively large
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change in position for detection and have relatively long reaction times. In general, sensory delays for

vision are longer than proprioception. This means that relying on vision for breakthrough detection will

have longer delay, and thus, greater plunge distances than when relying on proprioception.

In our drilling model in Chapter 4, we assumed that a user’s ability to detect breakthrough would

not be affected by damping level. Although we did not have a way to measure breakthrough reaction

time directly, the user study data suggests that bracing may have impeded breakthrough detection.

Difficulty targeting

Several subjects reported or were observed having difficulty targeting the drill. Although accurate posi-

tioning was not part of the study, we did provide a template to help properly space out the holes to avoid

drilling into the workpiece holder or on top of a previously drilled hole.

Targeting difficulty was mainly a result of the requirements of the experimental setup. Since the

brace was fixed relative to the ground and mounted behind the drill, a damping force was applied before

the drill was in contact with the workpiece. The starting position was several centimetres from the

surface of the workpiece. In the un-damped case, there was no force resisting motion, so the subject

could simply place the tip against the workpiece in the desired location. When the brace was engaged,

it exerted a velocity dependent force restricting motion towards the workpiece. Some participants found

this frustrating, as it was difficult to move the drill into position quickly. At higher damping levels, the

damping force made it difficult to apply enough force to get the tip to engage into the workpiece, and the

one-way damping made the situation worse. If the participant tried to readjust the position by moving

the drill backwards, there was no resistance, and the drill tip would move further than expected. The

user would then have to move the damper again to regain contact with the workpiece.

Targeting was also more difficult because of where the brace connected to the drill. The damper

was connected to the drill approximately in line with the drill bit axis with a ball joint. As the drill was

advanced towards the workpiece, the horizontal force applied by the person tends to cause rotation of

the drill bit towards the ceiling unless a counteracting moment was exerted by the hand (Figure 5.33).

As damping level increased, a larger moment was required to keep the drill straight, and some subjects

had difficulty exerting enough torque.

For simplicity, the experimental setup mounted the brace between the rear of the drill and frame

rigidly connected to the environment and the workpiece instead of directly between the drill and the

workpiece. Under higher damping levels, appreciable force or time were required to bring the tip of the

drill in contact with the workpiece from the fully retracted starting position. Since there is a ball joint

at the piston and at the drill connection, there is also some instability created similar to a pulling on a

rope task. If a subject tried to move too quickly, large resistive forces made it hard to accurately position

the tip against the workpiece, since only a small portion of the user’s force is pressing the tip into the

workpiece. This phenomenon was further aggravated by the one-way nature of the dashpot: there is

basically no resistance to moving away from the workpiece.

This additional task time was not included in the analysis because the intended implementation of

the device would not have the brace engage until the tip was brought into contact with the workpiece.
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5.4.2 Influence of Drill Bit Type

BP drill bits result in greater drill plunge

Contrary to our hypothesis, our data demonstrated that for a given damping level, there was a small

but statistically detectable increase in plunge depth using BP drill bits, compared to HSS drill bits. We

believed that BP bits would lead to smaller amounts of drill plunge since the geometry was less likely

to catch the material and corkscrew. We did not have a reliable way of determining whether corkscrew

occurred during a particular trial, so it was not possible to assess how much of an effect it had on HSS

trials or how often it occurred. We did find a statistically detectable increase in PBF when using the

BP drill bit. Mean drilling force was an average of 8 N (44 %) higher than the HSS drill bit. Increasing

drill plunge with increased applied force is consistent with previous research and our modelling results.

Based on these results, we can only conclude that the difference in applied force required to drill with BP

type drill bits has a greater influence on drill plunge than prevention of corkscrew. Further investigation

is required to quantify the factors that contribute to corkscrew behaviour.

5.4.3 Comparison to Cortical Drilling Model

The predicted and experimental drilling duration show a similar trend with drilling force, but the model

consistently predicts a longer drilling duration (Figure 5.22a). The model also tended to predict higher

than measured drill plunge depths at the zero and low damping level and lower than measured drill

plunge depths at the medium and high damping levels (Figure 5.22b).

The difference in drilling duration is likely because the force applied to the workpiece is not con-

stant, and the non-linear relation between force and duration yields comparably faster drilling rates at

higher forces. The model also assumed that drill rotation speed remained constant. Several subjects,

particularly S15, varied the speed of the drill during the trial, which could lead to longer durations.

The most likely source of variation between the experimental data and the plunge modelling results

was learning, which was not accounted for in the model. As the subject adapts to the instability, they
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Figure 5.33 Free body diagram of the drill as drill is advanced towards workpiece. When the
damper is engaged, a velocity-dependent force resists the forward motion of the drill. The
participant must exert a horizontal force to advance the drill and a moment to keep the drill
bit straight.
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likely increase their endpoint stiffness [Franklin 2003], which results in less plunge for the same applied

force. Other factors related to the limitations addressed in Chapter 4 could also explain differences.

Subjects in the study varied in height and weight, so their anthropometric parameters and therefore

impedance parameters would vary. We experimented with ways to estimate the impedance parameters

for each subject, but developing the appropriate methodology and hardware was beyond the scope of

this project. Another possible source of variation is that the model assumes a constant, linear dashpot,

while the Airpot® has a non-linear air-spring behaviour.

5.4.4 Comparison to Other Work

Since many of the factors that could affect drill plunge are not consistent between or necessarily con-

trolled within these studies, it is difficult to compare results directly. However, our data supports trends

identified by others: plunge depth depends largely on force, which is affected by drill bit geometry, drill

bit sharpness, material properties, and user control.

Previous studies have used a variety of methods and subjects to quantify or access plunge depth (Ta-

ble 5.5). Earlier studies used an optical tracker to measure the movement of the wrist or drill, and used

a drop in force to define the instant of breakthrough [Dubrowski 2004; Praamsma 2008; Khokhotva

2009]. One limitation of this technique is that any interaction between the bit and the bone during

breakthrough will result in non-zero forces, and could potentially affect the accuracy of breakthrough

definition and plunge depth. The present study also tracked and registered the workpiece so that plunge

depth could be measured explicitly and separately from force. Several other methods for quantifying

plunge depth have been used. Alajmo [2012] measured plunge depth using a sleeve positioned over

the drill bit. The sleeve would slide up the bit as the drill penetrated into the bone and then remain

in place when the drill bit is withdrawn. This technique could lead to smaller plunge depths if move-

ment of the sleeve requires any appreciable force, but this is unlikely. Clement [2012] measured plunge

depth by mounting an expanded styrene plate to the rear surface of the cortex. While this method has

the advantage of creating a cavity that can be accurately measured with a depth gauge, it is unclear how

drilling into the styrene effects plunge depth, but it likely provides greater resistance than soft tissue, and

therefore would lead to smaller plunge depth. Since they do not require an optical tracking system, the

methods employed by Alajmo [2012] and Clement [2012] are comparably simpler and less expensive

than in the present study; however, they are not likely to be as accurate.

Khokhotva [2009] investigated the influence of three different types of feedback during cortical

drilling training with second-year medical students: no feedback, intrinsic, and extrinsic. Subjects in

the no feedback group used a drill collar that prevented drill plunge from occurring. In the intrinsic

feedback group, subjects were able to plunge freely but did not receive any other feedback other than

what they experienced or observed. In the extrinsic feedback group, an audible signal was generated

to augment feedback when the subject plunged more than 5 mm. The study found that both groups

improved performance with practice, but that there was no difference between the groups when they

were retested a week later (Figure 5.34). Interestingly, the ‘experienced’ group, a small number (n = 4)

of third-year postgraduate surgical trainees, did not show improvement over the course of 60 practice
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trials. The study concluded that a relatively short practise session on a bench model could lead to

skill improvement, and also that the inability to make errors does not necessarily undermine learning.

Unfortunately, the Khokhotva [2009] study does not report drilling forces or drilling duration, so it is

possible that plunge depth is being minimized by increasing the risk of osteonecrosis. It is also important

to note that there is still appreciable levels of 5 mm to 10 mm plunge depth after learning and by the more

experienced group.

Figure 5.34 Experimental drill plunge results from a previous study on influence of different feed-
back types on task learning. Each boxplot shows the median, 95 % confidence interval and
range. The left panel shows the results from trials 1-10 and the results from trials 51-60
in the acquisition phase. The right panel shows the results one week later in the retention
phase. (Source: reprinted from Khokhotva [2009], ©2009 Association médicale canadienne.
Copied under license from the Canadian Medical Association and Access Copyright. Further
reproduction prohibited.)

The Alajmo [2012] study demonstrated that plunge depth depends on experience, drill bit sharpness

and bone quality. The study found that when using sharp bits, surgeons with 5 or more years of expe-

rience tended to plunge about 5 mm, 2.5 mm less than surgeons with less than 2 years of experience.

Using blunt drill bits not only significantly increases plunge depth, but also negates the effect of expe-

rience, with an average plunge depth of 21 mm in normal bone and 15 mm in osteoporotic bone. We

expect that these findings are primarily a result of different drilling force levels, which unfortunately

was not measured or controlled for. One of the strengths of the Alajmo [2012] study was the use of

a foam bone holder. As discussed in Chapter 4, plunge depth may increase when viscoelastic tissue

causes the bone to ‘rebound’ after breakthrough. The addition of a non-rigid bone mounting makes the

testing more realistic, although it is unclear how well the foam mimics the behaviour of real soft tissue.
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This Clement [2012] is the largest study to date, with 153 subjects. The study found no statistically

detectable difference based on gender, surgical specialty, or experience, with an overall mean plunge

depth of 6.31 mm and a range from 0.33 mm to 18.67 mm. Again, one of the limitations is the lack of

measured force or duration, especially since the subjects knew that minimizing plunge depth was the

goal of the study.

While the studies to date have had consistent findings in terms of the importance of force on drill

plunge depth, there has been no comprehensive evaluation of typical freehand drilling forces in the

operating room or on human bone. A recent study provides a comprehensive list of typical bone drilling

forces from a number of studies [MacAvelia 2012]. Most of the studies have used a fixed feedrate,

which does not accurately portray a freehand drilling task.
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Table 5.5 Drill Plunge Study Comparison

Study Purpose Subjects Bone Model Mounting Forces (N) Plunge Depth (mm)

Dubrowski
[2004] Exploration Surgeons (n=11)

Junior residents (n=15) Lamb femur Rigid N/R N/R

Praamsma
[2008]

Effect of drilling
sounds and
experience

Medical student (n=11)
Experienced residents
(n=10)
Surgeons (n=8)

Lamb femur Rigid N/R Figure 5.32

Khokhotva
[2009]

Effect of different
performance
feedback on task
retention

Medical students (n=22)
Experienced residents
(n=4)

Lamb femur Rigid N/R Figure 5.34

Alajmo
[2012]

Effect of bit
sharpness and bone
quality

Inexperienced surgeons
(n=17)
Experienced surgeons
(n=20)

Generic and
osteoporotic
synthetic
bonea

Foam N/A

>20 mm Normal
Bone
>10 mm Osteoporotic
Bone

Clement
[2012]

Quantify plunge
depth

Surgeons and
physicians (n=153)

Generic
synthetic
bone

Rigid N/A (6.3±3.2)mm

Present:
Freehand

Effect of brace
damping and drill bit
geometry

Novice (n=25) Red oak Rigid 21 N (15–28 N)b 18 mm (13–25 mm)b

Present:
10 N s/mm
Damping

‘’ ‘’ ‘’ ‘’ 20 N (15–26 N)b 4 mm (3–6 mm)b

a Tube diameter 25 mm, canal diameter 9 mm, length: 400 mm; Synbone, Malans, Switzerland.
b Median (Q1-Q3)

N/A: not applicable, N/R: not reported
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5.4.5 Sources of Variation and Uncertainty

We attempted to limit uncertainty as much as possible by randomizing the order in which conditions

were presented, however there is still the potential of uncertainty within trials, between trials, between

blocks, and between subjects.

Within-trial

Within a trial, there are several sources of measurement uncertainty.

The optical tracker used in the study is limited to 60 Hz. Although this is appropriate for the rela-

tively slow movements in targeting and alignment, it has a limited ability to capture the rapid drill plunge

movement after breakthrough. However, in this study we were primarily interested in the maximum

plunge depth. Since the drill must slow down and reverse direction, this event is captured adequately.

The total uncertainty in the drill plunge metric – the distance of the drill bit tip from the breakthrough

plane – depends on a series of measurements and calibrations. The measured pose of each rigid body

is susceptible to noise introduced by the optical tracker, which is combined when the relative position

between two bodies is calculated. Additional sources of error include the drill bit tip calibration and

the plane calibration. We estimate that the total uncertainty in drill plunge is approximately 1.6 mm.

Although this is relatively high, it is much smaller than the differences in drill plunge between different

damping levels, so we believe there is minimal impact on our findings.

Between-trial

There are several factors that may explain variation between trials.

The most relevant consideration for any repetitive motor task is learning. We tried to control for

learning effects by giving each subject several practise trials at each damping level and presenting the

blocks in a random order. As more holes were drilled in a particular block, it would have become easier

to see the depth of the workpiece, which could have resulted in less drill plunge.

Fatigue could also affect performance over the coarse of a block of trials. If the subject fatigued,

we would expect a reduction in drilling force and a reduction in their ability to augment their stiffness.

The decrease in drilling force would lead to longer drilling duration. It is difficult to say what the effect

would be on drill plunge: reduced force would lead to smaller drill plunge, while less stiffness would

lead to more. Since the impedance of the task changed at each damping level, it is likely that some

learning occurred.

Another source of inter-trial variation is drill bit sharpness. As a drill bit dulls, more force is required

to drill and this has been shown to increase drill plunge [Alajmo 2012]. We attempted to control for

this uncertainty by randomizing the order of conditions and by replacing the drill bits for approximately

every five subjects. We believe this was a reasonable compromise between controlling for sharpness

and cost.
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Between-block

The damping level could have varied between drill bit types and subjects by as much as 10 %, based

on the repeatability of manually setting the adjustment knob on the Airpot® (see Section 4.3.5). This

variation was unavoidable based on the current apparatus. In a future study, this variation could be

reduced by replacing the adjustment knob with orifices of a fixed size. Since the difference between

damping levels was much larger than the variation within a damping level, this likely had a minimal

effect on the results.

The BP drill bit we used in the study had depth markings along the shaft, while the HSS drill bit

was unmarked (Figure 5.3). Only one user reported noticing these markings, but it is possible that it

provided additional feedback to gauge depth.

Between-subject

In addition to age, gender, and dominant hand, there are several additional factors that may explain

variation between subjects, mainly physical size and strength. Although we did adjust the height of the

workpiece to match the subject, their arm impedance would have still varied. Depending on the strength

of the subject, the portion of force required to move the damper may reduce the force being applied to

the workpiece by the drill bit below the threshold required to drill, or reduce it to a rate slow enough

that fatigue became a factor.

Although we did not formally quantify power tool experience, it varied from subjects who had never

used a cordless drill to those who had used drills regularly as part of their employment. Subjects with

more experience (e.g., S10, S19) tended to use higher force levels, which resulted in shorter drilling du-

ration and larger drill plunge. Since minimizing drill plunge is rarely a concern outside of the operating

room, these subjects likely weighted the reduction of drilling duration more strongly.

5.4.6 Limitations

There are several limitations to this study that may affect our ability to interpret and generalize the

results.

Posture

Based on the literature and our modelling results, we knew that posture can influence impedance and

therefore performance [Mussa-Ivaldi 1985; Rancourt 2001a]. We attempted to control for the posture

of the user by adjusting the height of the task and by providing guidelines for feet placement. We did

observe several subjects adopt a more open posture by adjusting the position of their feet. This increased

base of support would have made it easier to maintain stability, potentially leading to less drill plunge.

However, we believe the primary reason for this posture change was to make it easier to apply force.

Changes in foot position were observed more often at the high damping level, where subjects had to

apply higher forces to the drill in order to achieve the same drilling speed as other conditions.

Posture could be explicitly measured with motion tracking hardware. The limited working volume
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of the Polaris® is not large enough, but an additional or alternative motion capture system could be

used to measure the movement of the user. Having posture data may help explain differences between

subjects, and could also be used to see how well the experimental posture compares to those predicted

by models like the one developed by Jones [2008].

Learning Effects

Any repetitive human motor task is likely to be affected by learning, and there was evidence of change

in force, drilling duration, and drill plunge depth over the course of repeated trials. In addition to the

expected adaptation in stiffness, it became easier to see the thickness of the workpiece as holes were

drilled. Since we randomized the order of conditions, there should not be a significant impact on the

overall results of the study.

Warped Workpieces

Some of the test pieces had a slight bow and although we tried to ensure the workpiece was mounted

with the convex side against the workpiece holder, some trials were completed with the concave side

against the workpiece holder. This resulted in a gap between the rear surface of the workpiece and the

breakthrough plane defined on the workpiece holder. This should not have markedly affected the plunge

depth, as the force required to drill was normally sufficient to compress the workpiece flat against the

workpiece holder. There would likely be a different force profile immediately after breakthrough as

the compressed workpiece ‘springs’ back after the drilling force is removed. The most bowed pieces

could have resulted in an unloaded gap of approx 3.5 mm between the rear workpiece surface and

the workpiece holder. Spring back of a bowed workpiece after breakthrough may have also provided

additional visual and audible feedback that breakthrough had occurred, although this feedback would

have a similar delay. Since the magnitude of changes between the damping levels is considerably larger

than the gap, we do not believe this significantly affected our findings.

Force Measurement

The force applied by the subject to the drill was not measured directly and was estimated from the

directly measured axial force on the workpiece and the estimated bracing force. The uncertainty in

estimating the bracing force is quite large since we use a linear damper assumption, the mean drilling

velocity measured from the tracker and the experimentally measured damping level. The type of damper

used in the study uses air as the working fluid and as a result has some nonlinear behaviour. Further,

drilling velocity is not constant during the trial. Our estimates suggest that users applied higher force

levels as damping level increased; however, the uncertainty described above makes it difficult to make

any conclusions. Future studies should consider measuring the force applied by the user directly in order

to determine the affect of bracing on muscle activation and fatigue.

Similarly, we did not quantify the maximum pushing force of each subject. This would have been

a useful metric to compare how close subjects were to their exertion limits at higher damping levels.

We measured the maximum pushing force of a few subjects informally, and there was considerable
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variation (80–160 N). If the force required for drilling under high levels of damping exceeded the

subjects strength, it would likely lead to excessive drilling durations.

5.4.7 Clinical Relevance

There are a number of differences between the simulated cortical drilling task we assessed in this user

study and a typical cortical drilling performed clinically (Table 5.6).

Table 5.6 Comparison Between Simulated and Clinical Cortical Drilling Task

Simulated Clinical

Workpiece Oak Bone
Thickness 5 mm 1.6–12.0 mma

User Novice Layperson Surgeon
Drill Commercial Drill Surgical Drill
Drill bit HSS and Brad Point Orthopaedic Bit
Workpiece support Rigid Viscoelastic
Plunge material Air Soft-tissue
a Source: Noble [1995]

Subjects

The subjects we recruited were of a similar age to junior surgeons but they did not have the same

level of experience with the task. Previous studies have shown that when compared to junior residents,

experienced surgeons use additional feedback to predict when breakthrough will occur and are better

at controlling their drilling force to minimize drill plunge [Dubrowski 2004; Praamsma 2008]. Based

on these results, we expect that experienced surgeons may experience less of a benefit from bracing.

However, since there are still physiological limits in terms of voluntary reaction delays, bracing could

help to further reduce the amount and likelihood of drill plunge. Further, we demonstrated that using

a bracing strategy can help novices achieve a level of performance similar to, or perhaps better, than

experts.

Workpiece

There are two aspect of the workpiece that affect the clinical relevance of this study: the choice of

material and the rigid mounting.

It is not uncommon to use bone substitutes in biomechanical research for ethical, practical, and

monetary reasons. In addition to being expensive, and requiring special handling procedures, bone

specimens would vary in geometry and material properties and it would be difficult to characterize the

surface to measure drill plunge depth. Although we chose one of the densest varieties of wood readily

available, the force required to drill through the oak is still less than that of bone. Since our data found

a positive correlation between drilling force and plunge depth, we suspect that the plunge depths would
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be slightly higher in bone than what we measured. However, our drill plunge depths are consistent with

another study that used lamb femurs [Praamsma 2008].

Artificial bone substitutes are available, but although they have realistic geometry, they may not

accurately replicate drilling loads in human bone. Synthetic composite femurs have been shown to have

similar bending and torsional testing behaviours and 20-200 times less variability between specimens

compared to cadaveric specimens [Cristofolini 1996]. Recently however, MacAvelia [2012] compared

drilling loads between human cadaver femurs and artificial femurs (Model #3406, Sawbones, Vashon,

WA, USA) in a unicortical drilling task and found statistically detectable and significant differences in

both thrust force and torque. Using parameters similar to our study, with a spindle speed of 1250 RPM

and a fixed feed rate of 2.0 mm/s, they found thrust forces in the human femur specimens ranged from

175 N to 200 N, compared to 75 N to 87 N for the artificial femur. Based on these results, the authors

concluded that “for the present range of experimental parameters used, these artificial bones do not

replicate surgical drilling loads on human bone.” In our study, the mean drilling force was approximately

20 N and measured as high as 88 N. Feed rate was 3.0 mm/s on average, but varied considerably.

In the experimental setup, the workpiece was rigidly affixed with respect to the environment. This

differs from most scenarios seen clinically, where we would expect the target tissue to move with

some sort of viscoelastic behaviour due to the soft tissue supporting the bone. We would expect that

in a configuration with high tissue stiffness, drill plunge could actually be made worse as the target

anatomy recoils after breakthrough. A bracing device influencing the interaction between the tool and

the environment as in our experimental setup should still help mitigate the plunge generated by the

human-environment interaction, but would not offer much benefit for the tissue-environment interac-

tion. Mounting the brace between the environment and the tool was really done for simplicity. Our

intention is that an actual bracing device would be designed to influence the tool-anatomy interaction

directly. The performance of such a device should be similar to what we saw experimentally.

Another consideration related to the mounting of the workpiece is the lack of any material behind

it. Although other plunge studies have used similar experimental set-ups [Dubrowski 2004; Praamsma

2008], in a clinical setting, there would be soft tissue immediately adjacent to the bone, not air. This

soft tissue would provide resistance, limiting the amount of plunge. This means that we can not directly

use the drill plunge depths found in this study to predict whether injury would occur at a particular

anatomical location.

Instruments

Although the drill used in the study was not an orthopaedic bone drill, it is similar in mass, style, and

drill speed to battery-powered models used clinically4. Pneumatic and electrically powered drills will

be lighter, but we do not expect that this would markedly affect the results.

Conventional bone drilling bits are similar to, and were originally based on, HSS drill bits like the

one used in this study. A variety of different designs have since been developed and tested. Typically,

modern orthopaedic drill bits have a sharper point angle (90° versus 135°) and a slower spiral (smaller

4Such as the Zimmer® Universal Power System, for example.
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helix angle). There is no clear consensus in the literature about the optimal parameters, but a recent

review summarized a number of recommendations based on the literature [Pandey 2013]:

• High drill rake angle (20°–30°).

• Quick helix or worm spiral (25°–35°).

• Large point angle (100°–130°).

The choice of helix angle is primarily based on removal of debris and chips. We were able to demon-

strate that when corkscrew did occur, the velocity of the drill after breakthrough was related to helix

angle. If a future study was able better understand why and when corkscrew occurs, this may be a

secondary consideration for drill bit selection.

BP drill bits are specifically designed and optimized for cutting efficiently in wood, and especially

across the grain. The sharp centre point, or spur, is designed to be pushed into the soft wood to keep the

drill bit in position. In contrast to the HSS bit, the BP cuts the periphery of the hole first. This maximizes

the chance of the long wood fibres being cut cleanly, rather than being pulled out messily. Although

bone has a similar heterogeneous structure, the large difference in hardness would make it extremely

difficult to use a BP bit to drill bone: the spur is not designed to cut into hard materials.

One drill bit characteristic that does differ is bit length: orthopaedic drill bits tend to be quite long

in order to access deep geometry and accommodate drill guides. During freehand drilling, the inherent

lateral instability increases with bit length; maintaining stability can limit how much thrust force can

be applied [Rancourt 2001b]. It is therefore possible that using long drill bits with bracing levels high

enough to effect drilling force could lead to even longer drilling durations.

5.4.8 Future Work

There are several outstanding questions related to addressing the limitations of the current study, devel-

oping a specific device for minimizing cortical drill plunge, and applying bracing to other surgical tasks.

Address limitations of current study:

• Investigate how intermittent pulsing, rather than continuous drilling, affects drill plunge and du-

ration.

• Use a research-grade optical tracking system to track the drill tip position at higher frequency and

finer resolution.

• Use high-speed video to identify when corkscrew occurs.

• Explicitly assess fatigue. For example, with a visual analogue scale after each trial, or with

electromyography.

• Assess performance of surgeons at different experience levels.

• Assess impact of viscoelastic anatomy.

• Perform trials in bone substitute or cadaver bone.

• Improve model by including subject-specific anthropometry and impedance values.

Outstanding questions and issues for development of specific plunge-minimization device:
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• What are typical drilling forces used clinically?

• When soft-tissue is present, is it harder to detect breakthrough?

• How does plunge performance vary with workpiece thickness? What role does friction play?

• What postures do surgeons typically employ while cortical drilling?

• Does drill bit helix angle affect probability and severity of corkscrew?

• Choose optimal damping range based on realistic bone and surgical bit drilling parameters.

• Redesign device to mount to drill rather than ground.

• Test active damping by controlling damping device orifice.

Outstanding questions related to applying bracing to other tasks:

• Test bracing strategies in similar clinical tasks.

One of the biggest opportunities for future research is to quantify clinical freehand drilling forces.

Although a few studies have quantified drilling force in human cortical cadaver bone, these have been

measured at a fixed feed rate instead of freehand where the surgeon controls the force [Wiggins 1976;

Natali 1996; MacAvelia 2012]. Our system could be used to measure the magnitude and range of

drilling forces in a typical freehand case. Ultimately, an instrument drill that measures drilling force

in-vivo would be the most accurate measure.

5.4.9 Applications

Although the primary purpose of this study was to assess the feasibility of applying a bracing strategy

to surgical tasks and not develop a specific device to minimize drill plunge, the results of this study

demonstrate that a damper-based bracing device may offer a simple, cost-effective solution. Previous

research has identified experience as a major component of manual performance [Dubrowski 2004;

Praamsma 2008; Alajmo 2012], while other research in this area has focussed on automated methods

of detecting and arresting breakthrough with specialized mechatronic tools [Ong 1998; Ong 1999; Ong

2000] or robots [Lee 2006]. The cost and complexity of these specialized breakthrough prevention

tools may explain their lack of adoption, and except for a few procedures with much higher risk, such as

craniotomy and stapendectomy, the majority of cortical drilling is still performed under manual control.

Even the simplest devices require a specially-designed drill with integrated force or torque sensors, and

the necessary controllers to detect and arrest breakthrough. In this study, we showed that a relatively

simple and inexpensive mechanical bracing device could markedly reduce drill plunge regardless of

experience level.

With minimal changes, the measurement system could also be used to train and assess the drilling

performance of surgical residents and surgeons as well as assess different training methods. For exam-

ple, Gofton [2007] used a similar system to assess the effect of using CAS on trainee learning of surgical

skills related to total hip replacement, while Khokhotva [2009] explored which type of task feedback

best improved cortical drilling performance. Our system could also be used to help validate simpler,

more inexpensive methods of quantifying plunge depth such as those described in Alajmo [2012] and

Clement [2012].
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5.5 Conclusions
To assess the performance of the experimental damping brace device developed in Chapter 4, we de-

veloped a simulated cortical drilling task and designed a nested repeated measures user study. 25 non-

experts were recruited to perform ten replications of the drilling task under each combination of two

drill bit geometries (HSS,BP) and four brace damping levels (0, 0.2, 10 and 30)N s/mm. Holes were

drilled through a workpiece of 1⁄4 inch (6.35 mm) thick red oak.

Drill plunge tended to decrease and drilling duration tended to increase with increased damping

level. Compared to the freehand condition, the medium damping level of 10 N s/mm reduced drill

plunge by an average of 74 % (95 % CI,71–76 %). At this damping level, there was no statistically

detectable change in drilling duration (95 % CI,−6–25 %).

A damper-based brace with the proper damping level can limit motion in the post-breakthrough

phase of a simulated cortical drilling task without markedly affecting the time or force of the drilling

phase. In more general terms, performance is increased without a corresponding increase task duration,

and with limited additional cost or invasiveness.

The results of this study provide evidence that the performance of a surgically relevant task can be

improved with an appropriately designed bracing device.

There are three main conclusions from this study:

• An appropriately design bracing strategy can improve the performance of a clinically relevant

task;

• A mid-range level of damping of 10 N s/mm can reduce drill plunge depth (PD) without a statisti-

cally detectable increase in drilling duration (H2.1 and H2.2 supported); and,

• Drill bit geometries that require higher drilling forces like the BP type tested in our study will lead

to higher plunge depth (PD) (H2.3 rejected).
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Chapter 6

Conclusions

Success is sweet and sweeter if long delayed
and gotten through many struggles and defeats.

— Amos Bronson Alcott

The goal of this thesis was to assess the feasibility of applying a bracing strategy to a clinically rel-

evant task. In this chapter, I revisit the research goals and hypotheses; summarize the contributions and

key findings; describe the strengths and limitations of the studies; propose avenues for future research;

and, finally, present my overall conclusions.

6.1 Research Goals
I hypothesized that bracing, an intuitive human motor behaviour used to enhance performance, may be

a simple, cost-effective way to improve performance in certain surgical tasks. The goal of this thesis

work was to assess the feasibility of applying a bracing strategy to CAOS by:

G1. Applying a bracing strategy to a surgically relevant task; and

G2. Experimentally assessing whether the bracing strategy improved task performance.

I applied bracing to two surgically relevant tasks: navigated drill targeting and cortical drilling.

I developed a simple static rigid forearm brace for the navigated drill targeting task and developed a

passive damper-based brace for the cortical drilling task.

6.2 Experimental Computer Assisted Surgery System
In order to be able to run the intended experiments and to record the necessary performance metrics, I

developed a custom experimental Computer Assisted Orthopaedic Surgery (CAOS) system (Chapter 2).
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6.2.1 Contributions and Key Findings

Developed experimental CAOS system

I developed a system using an optical tracker that is capable of tracking the tip and axis of a drill with an

attached marker array at 60 Hz. The current optically tracked drill has a target registration error (TRE)

of approximately 1.6 mm. The system displays a graphical user interface on a computer monitor with

no perceptible latency.

In addition to the functionality of a navigation system, the system has several other features to

facilitate research. The system is capable of measuring drill current and a force of up to 150 N applied

to a workpiece at 1000 Hz, and logging these measurements along with the tracker position data for

future analysis. The system is also designed to manage the trials to implement the design of the current

and future user studies.

I designed a device to rigidly hold and support a test workpiece and allow for the measurement of

force applied axially (Appendix C.5). Flexures maintain the position of the workpiece while allowing

axial force to be transferred to and measured by the axial force sensor. The workpiece holder is also

designed with an opening to allow for drill plunge and clamping surfaces to enable workpieces to be

quickly and easily swapped out.

Developed an unscented Kalman filter-based calibration for drill bit axis identification

I developed a unscented Kalman filter (UKF) based axis calibration algorithm to calibrate the primary

axis of the drill bit (Appendix F). This method has a repeatability of 0.30°. This method does not require

any specially machined hardware to perform the calibration. Since it is based on an UKF, the calibration

can be calculated in real time while the calibration movement is being performed and stopped when the

desired uncertainty is reached. In addition, the uncertainty parameters estimated during the calibration

process could be used in the future to enhance navigated targeting performance, as demonstrated by

Simpson [2010].

6.2.2 Strengths and Limitations

The system is implemented in LabVIEW, which provides a convenient and modular environment for

implementing changes and acquiring data from different sensors. I used an NDI Polaris®, an optical

tracking system that has been used clinically and is able to wirelessly track several rigid bodies simul-

taneously.

There are two limitations related to the hardware: a relatively high target registration error (TRE)

and the maximum tracking rate of 60 Hz. The TRE is related to both the inherent fiducial registration

error (FRE) of the tracking system (0.35 mm) and the geometry of the marker arrays. There is some

room for optimizing the marker geometry, but there is an unavoidable trade-off between TRE and the

total marker array size, which is roughly limited to the size of the tool. The tracking rate is not a

limitation for navigation applications, since it is above the 30 Hz required for humans to perceive smooth

movement. However, the tracking rate does limit the ability to accurately measure fast motions such as
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drill plunge. This limited my ability to quantify initial drill plunge velocity, but this was a minor issue

since I was primarily interested in maximum plunge depth, the measurement of which was not affected.

6.2.3 Future Work

One of the factors that may have limited targeting accuracy was the magnitude of target registration error

(TRE) and jitter. There are several ways that this could be reduced in a future study. First, the tracker

coordinate frame (TCF) was defined by touching a tracked tool to 3 points that were asymmetrically

arranged around the workpiece plunge allowance hole. The simple 3-point method used in the present

study to determine the breakthrough plane resulted in a positional uncertainty that varied from 0.6 mm

to 1.6 mm across the region of interest (Figure 2.14). The addition of at least one more point on the

surface on the opposite side of the hole would reduce the uncertainty and make it more consistent across

the region of interest.

Second, the geometrical arrangement of the drill marker frame and the dynamic reference frame

(DRF) could be optimized to find a better trade-off between TRE and the physical size and obtrusiveness

of the marker array.

Lastly, to minimize latency, I did not implement a jitter filter. A potential topic for future study

is investigating the trade-off between jitter and latency. Jitter can be reduced in the guidance display

by applying online filtering, but this will introduce a time delay that will increase latency. Since both

jitter and latency affect performance [Teather 2009], it may be possible to find a jitter filter that could

improve performance.

One design feature that could be added to the workpiece holder is hard stops. When the workpiece

holder is not connected to the force sensor, it would be possible to plastically deform and damage

the flexures if too much force were accidentally applied. Such damage was avoided through careful

treatment of the apparatus.

6.3 Navigated Drill Targeting User Study
I designed and performed a user study to assess whether a static, rigid forearm brace would improve the

performance of a navigated drill targeting task (Chapter 3). In this study, 25 subjects were given 15 s to

align the drill bit of an optically tracked drill with a virtual goal trajectory using visual feedback. During

half of the trials, the subject’s forearm was supported by a rigid brace. I also assessed the influence of

two different designs of guidance display that provided visual feedback to the user.

6.3.1 Hypotheses

For the navigated targeting task, I hypothesized that:

H1.1 A passive rigid forearm brace will enable markedly improved targeting performance compared to

freehand:

(a) Smaller final radial error;

(b) Smaller final angular error;
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(c) Smaller position variation; and,

(d) Faster targeting.

H1.2 A 3D perspective guidance display will enable markedly improved targeting performance com-

pared to a 2D axial guidance display:

(a) Smaller final radial error;

(b) Smaller final angular error;

(c) Smaller position variation; and,

(d) Faster targeting.

6.3.2 Contributions and Findings

The design of guidance display markedly influences navigated targeting performance

The 3D perspective guidance display led to quicker targeting, but larger errors in final accuracy. Our

data showed that compared to the 2D axial display, using a 3D perspective guidance display resulted

in faster targeting (H1.2d), with an average decrease of 2.4 s (95 % CI: 2.0–2.8 s). Unfortunately, this

decrease in time was accompanied with a significant increase in final radial error (170 %, 95 % CI: 140–

210 %), final angular error (350 %, 95 % CI: 300–400 %), and final position variation compared to the

2D axial perspective display.

Since there was a marked difference between the targeting resolutions of the two display types,

I can not necessarily attribute the difference in performance to the different perspectives. However,

it is clear that seemingly minor changes in the design of the display resulted in significant changes in

targeting accuracy and speed. The interplay of viewpoint, resolution, and visual acuity must be carefully

considered by designers of these displays in order to optimize performance.

These results also suggest that some sort of adaptive or hybrid display could potentially offer im-

proved performance: a 3D perspective display that provides greater context and ease of spatial orienta-

tion could result in greater initial targeting speed, while a simpler 2D perspective could provide optimal

final accuracy.

A rigid static forearm brace reduces angular variation

My data showed that using a passive rigid forearm brace resulted in a 30 % decrease in vertical an-

gular variation and a 10 % decrease in horizontal angular variation during the final 0.5 s of the trial

(H1.1b). This finding is in agreement with similar research that has reported subjective improvements

in perceived stability when using armrests [Ohta 2000].

Bracing also led to a 10 % to 25 % increase in angular repeatability between trials, which is consis-

tent with the 25 % improvement in positional repeatability measured by Zupančič [1998].

These results suggest that a brace makes it easier to maintain the position of the drill, which may

help improve accuracy by providing greater resistance to perturbations when drilling is started. Due

to the preliminary nature of this work and to accommodate constraints on experiment time, the present
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study task did not continue through to a drilling phase, so I did not investigate this possibility.

A rigid static forearm brace does not improve final accuracy of navigated targeting

I was unable to detectable any statistically significant difference in final targeting accuracy between the

braced and unbraced conditions.

This finding suggests that in the absence of destabilizing interaction forces and given sufficient time,

a human user is able to achieve levels of accuracy on the order of the resolution of the visual feedback

display I used with or without bracing. Further research is required to determine if this trend holds with

a more accurate display or with non-ideal visuomotor correspondence.

6.3.3 Strengths and Limitations

In this study, I developed and tested the performance of a clinically relevant navigated targeting task

with a pair of clinically inspired guidance displays. A total of 25 surgeon-aged subjects participated in

the user study.

The main limitation of this study was the difference in targeting resolution between the two guidance

display types, which may have overshadowed any performance improvements due to bracing. Although

the screens were the same size, a future study that controls for targeting resolution may be better able to

address questions related to differences in guidance display perspective.

6.3.4 Applications

These findings suggest that the design of a guidance display for Computer Assisted Surgery (CAS)

systems is not a trivial task, and that each element must be carefully considered. Specifically, overall

targeting resolution should be calculated and optimized, which requires consideration of the optical

tracker marker geometries, targeting cue design, monitor resolution, and monitor location relative to the

user.

6.3.5 Future Work

The next logical step of this work is to investigate the influence of forearm bracing on a complete

navigated drilling task. In the present study, the enhanced support and stiffness provided by the brace

reduced angular variation during targeting, and I believe that this may also keep the bit on target and

aligned when more significant interaction forces are generated during drilling.

In my study, the targeting resolution of the 3D visual feedback display was a limitation to targeting

performance. An optimized braced CAOS system should have the user’s ability to physically make

the alignment as the limiting factor. Therefore, one area for future study would be to more closely

control the differences between the targeting resolution of different displays in order to investigate the

influence of perspective and determine the targeting resolution required to ensure that the display is not

the limiting factor.

The physical setup of the experimental task was designed to have a near optimal visual-motor cor-
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respondence, meaning that the motion of the drill on the display matched the motion in real life, and no

mental spatial rotations were required. Similar work in laparoscopic surgery has demonstrated that using

arm rests in stressed postures yields greater improvements in performance than under ideal, comfort-

able postures [Galleano 2006]. Therefore, another area for investigation would be to repeat this study

and vary the position of the feedback monitor and target to explore the influence of guidance display

design and bracing on tasks performed under more surgically realistic situations where the visual-motor

correspondence is not ideal.

6.4 Modelling Manual Cortical Drilling
In order to develop an experimental bracing device to improve the performance of cortical drilling, I

performed a variety of pilot testing and developed a numerical model of cortical drilling (Chapter 4).

6.4.1 Contributions and Key Findings

A simple model can predict unlearned freehand drill plunge behaviour

The model uses drilling force, passive human arm impedance, and empirically measured drilling param-

eters to predict drill plunge and drilling duration. I found using simulations that a passive, damper-based

brace could markedly reduce drill plunge, and that it was possible to determine an optimal bracing level

that balances drill plunge reduction and drilling duration increase with a suitable weighting function.

6.4.2 Strengths and Limitations

The model is simple, and uses experimentally measured human impedance and anthropometric param-

eters from the literature. Since I used a bond graph approach, it is relatively simple to expand the model

and implement more complex models that could, for example, include more realistic human reaction

and tissue dynamics.

The main limitation to this model is that it does not take into account changes in learned stiffness.

Although the model includes the ability to manually adjust learned stiffness, there is not a systematic

way of modelling the learning process. Since the plunge depth is dependent on the overall limb stiffness,

which is comprised of both passive and learned stiffness, this limits the model’s accuracy.

Secondly, the model does not account for any interaction between the drill bit and the geometry after

breakthrough, so it is unable to predict the influence of the corkscrew phenomenon I observed. Results

from testing showed that this was relatively rare, so it unlikely to significantly affect our results.

Lastly, the joint stiffness and damping relations derived from the literature were measured in the

horizontal plane and with a limited number of subjects. These provided a reasonable approximation

within an order of magnitude. More accurate results could be obtained by experimentally measuring

the impedance of each subject’s arm in the relevant posture using a computer-controlled mechanical

interface similar to the method presented in Burdet [2000]. At the least, a better understanding of the

variability in the impedance parameters would provide a better estimate for the amount of uncertainty
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possible in the model.

6.4.3 Applications

The model can be used to estimate the passive response of the human arm during drilling, and could be

a valuable tool for developing a specific bracing device.

6.4.4 Future Work

The accuracy of the model could be improved in future studies by addressing some of the limitations

discussed earlier. As mentioned above, the user model could be extended to explore the variation in

performance expected under different levels of learned stiffness. The next most likely potential for im-

provement is more accurate, and potentially user-specific, values for passive limb impedance properties.

Finally, using a mechanistic model for the drilling process, like the one developed by Lee [2012], may

allow for greater investigation of interactions between the drill bit like the corkscrew behaviour I ob-

served and could be used to identify under which conditions it is more likely to occur and how much

influence it has on plunge behaviour.

6.5 Cortical Drilling User Study
I performed a user study to assess whether the experimental damper-based brace I developed would im-

prove the performance of a simulated cortical drilling task (Chapter 5). In this study, 25 subjects drilled

a series of holes through a 1⁄4 inch (6.35 mm) thick oak workpiece under 4 damping levels (0 N s/mm,

0.2 N s/mm, 10 N s/mm and 30 N s/mm) and using 2 drill bit types (high speed steel (HSS) and brad

point (BP)). I quantified maximum drill plunge depth (PD), drilling duration, the force applied to the

workpiece, and the current applied to the drill.

6.5.1 Hypotheses

For the cortical drilling task, I hypothesized that:

H2.1 Increased levels of brace damping will markedly reduce drill plunge compared to freehand.

H2.2 Increased levels of brace damping, at a level that markedly reduces drill plunge, will not markedly

increase drilling duration.

H2.3 A brad point type drill bit will enable markedly reduced drill plunge compared to a HSS drill bit.

6.5.2 Contributions and Key Findings

A bracing strategy can improve the performance of a clinically relevant task

The data showed that increased brace damping markedly reduced drill plunge compared to freehand,

and that a medium damping level of 10 N s/mm reduced plunge depth (PD) by an average of 74 %
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(95 % CI: 71–76 %) (H2.1). Further, at the medium damping level, there was no statistically detectable

change in drilling duration (95 % CI: −6–25 %) (H2.2).

This is one of the first studies to explicitly and quantitatively assess whether a bracing strategy

can improve the performance of a clinically relevant task. Most of the studies to date have relied on

subjective feedback from the surgeon as to whether stability was improved or fatigue was reduced. In

this study, I was able to measure a marked improvement in a clinically relevant performance metric that

can be related to injury risk. These results provide experimental evidence that a damper-based bracing

device may be a cost-effective method for reducing the risk of vascular, nerve, and tendon damage

during cortical drilling.

Certain drill bit geometries can exacerbate drill plunge

I assessed two different drill bit geometries, and was able to demonstrate a statistically detectable dif-

ference in drill plunge between a standard HSS drill bit and a BP drill bit. Contrary to my hypothesis,

the data showed that, on average, brad point type drill bits actually resulted in larger amounts of drill

plunge (H2.3). I hypothesized that brad type drill bits would result in less drill plunge since this type

of drill bit geometry is less likely to catch on the workpiece and corkscrew compared to typical HSS

type drill bits. However, the pre-breakthrough force (PBF) for BP type drill bits was an average of 15 N

higher, and I believe that applied force was a larger contributor to PD than corkscrewing behaviour.

The optimal bit geometry for drilling through bone is an ongoing area of research and there is a

lack of consensus in the literature [Pandey 2013]. Only recently has drill plunge begun to receive

attention, and to the best of my knowledge, the influence of drill bit-workpiece interactions such as

corkscrewing has not been formally studied. While there are different types of drills and drill bits

that will not corkscrew, such as oscillating drills, twist drills are still the most commonly used. Based

on these results, further study is required to determine whether the likelihood to corkscrew should be

considered in future drill bit designs.

6.5.3 Strengths and Limitations

In this study, I developed a clinically relevant simulated cortical drilling task that generally mimics a

lateral approach for surgery on the femur. I performed the user study with a total of 25 surgeon-aged

subjects.

One of the main strengths of the present study is that I quantified drilling time and drilling force in

addition to drill plunge depth. This allows me to better assess the relative trade-off between the risk of

generating too much heat and causing osteonecrosis and the risk of injury to drill plunge.

Although this study provided encouraging results, there are several limitations that must be kept in

mind in order to apply them clinically. There are several differences between the experimental task I

studied and the clinical situation.

First, I used a convenience sample of novice non-surgeons with a variety of drilling experience.

Based on previous studies, I expect that experienced surgeons would be better at minimizing freehand

drill plunge [Praamsma 2008]. However, similar studies have shown that even expert surgeons can
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routinely plunge 20 mm or more [Alajmo 2012], therefore they would likely still benefit from bracing.

Second, I used oak and standard drill bits instead of bone and specialized orthopaedic drill bits.

Based on pilot testing and experimental results in the literature, I expect the necessary force to drill

through bone to be considerably higher than drilling through oak. The average drilling force in our

study was approximately 20 N, whereas one study measured forces ranging from 175 N to 200 N at

a fixed feed rate in human cadaver femurs [MacAvelia 2012]. Since that study measured the force

using a fixed feed rate, they are likely slightly higher than the forces I would expect a surgeon to apply

clinically. Still, the link between larger drill forces and large plunge is well established, and the higher

forces required to drill through bone would lead to larger drill plunge depth.

6.5.4 Applications

These results suggest that a bracing device designed to limit drill plunge should seriously be considered,

especially when drilling in anatomical locations where vulnerable structures lie within a zone of danger

of being penetrated, i.e., the drill plunge ‘danger-zone’ [Alajmo 2012].

A similar system could be used to help train and assess the learning and performance of surgical

residents on minimizing drill plunge depth. Bench-top training has been shown to be a cost-effective

and safe way for residents to improve performance. Results of one small study showed that although

feedback on plunge depth during a simulated bicortical drilling task improved short term performance,

it had a similar effect on retention to practise without feedback [Khokhotva 2009]. The authors suggest

that focussing on drilling force may be more important, which is feedback our system could provide.

6.5.5 Future Work

Since I began this study, several studies on drill plunge have been reported. All of the studies to date,

including this one, have used either an artificial or animal bone model. There is a lack of data in the

literature on typical freehand drilling forces in real human cortical bone or in a realistic clinical situation.

Properly quantifying the forces and surgeon posture are key steps in better understanding drill plunge

behaviour.

My results suggest that a damper-based bracing device might affect a user’s ability to detect break-

through. A previous study quantified the influence of drilling sounds of PD, and concluded that experts

were able to use this feedback to predict breakthrough and reduce PD [Praamsma 2008]. A similar,

more comprehensive investigation of which types of feedback (sounds, vision, proprioceptive) different

user’s rely on is an important step in developing any sort of plunge-minimization device.

6.6 Overall Implications and Significance
Based on the this current study, I have several recommendations about applying bracing to and designing

guidance displays for surgical tasks.
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6.6.1 Recommendations for Practice

Develop bracing device for drill plunge minimization

The results of the user study described in Chapter 5 show that a damper-based brace with a medium

damping level of 10 N s/mm significantly reduced drill PD with minimal effect on drilling duration.

These results suggest that a bracing device may offer a cost-effective way to improve performance and

reduce the chance of injury. Such a device may be especially effective in anatomical locations where

vulnerable nerves, tendons, and vasculature are in close proximity to the bone being drilled, such as

the tip of the coracoid [Lo 2004], the midshaft and lateral epicondyle of the humerus [Carlan 2007;

Apivatthakakul 2005; Apivatthakakul 2010], and the posterior cortex of the tibia (Hansen [2010] as

cited in Alajmo [2012]).

Explicitly optimize display design for time and accuracy

The results of the user study described in Chapter 3 show that seemingly small changes in guidance

display design can have a significant impact on navigated targeting performance. The design of these

guidance displays should be optimized so that it is not the limiting factor for accuracy.

6.6.2 Recommendations for Future Research

Investigate influence of bracing on learned stiffness and fatigue

I believe that the most important area for future studies is to investigate the relationship between bracing,

learned stiffness, fatigue, and performance. Previous studies have shown that humans are able to adjust

the impedance of the arm independently of trajectory by co-contracting antagonistic muscles [Darainy

2004]. This co-contraction is important for maintaining stability in unstable force-production tasks like

drilling [Rancourt 2001b], and limits the total amount of force available [Rancourt 2001a]. Increasing

stiffness through co-contraction increases metabolic cost, and fatigue is known to increase force vari-

ability [Selen 2007]. Humans likely use some form of impedance control to balance and optimize this

trade-off between stability and metabolic cost [Franklin 2003]. The inclusion of a brace may provide

extra stability without the metabolic cost, potentially reducing the effects of fatigue and allowing for

better performance.

In the present study, I experimentally demonstrated that using a simple fixed forearm bracing strat-

egy to augment the impedance of the limb could improve at least one aspect of performance. In the

targeting study, the support provided by the forearm brace effectively increased the lateral stability of

the limb, which reduced angular variation. Subjects also subjectively reported less fatigue. More signif-

icantly, in the cortical drilling study, the experimental damper-based bracing device provided increased

damping to the arm to minimize the amount of overshoot that occurred when the drilling reaction force

suddenly disappeared after breakthrough, which reduced drill plunge depth.

Over the course of repeated freehand trials, subjects were able to reduce PD independently of pre-

breakthrough force, suggesting that the subjects were modifying their impedance to increase stiffness
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and accommodate the instability created by the uncertain breakthrough time. Internally increasing stiff-

ness requires muscle co-activation, so not only is there a finite limit, but there is also greater metabolic

cost. It is unclear how quickly or to what extent this co-activation leads to fatigue or how much increased

fatigue could affect performance.

Depending on the task, the augmented impedance provided by bracing should allow larger forces

to be applied (which would otherwise be limited by the need to maintain stability), or reduce fatigue.

Future studies involving bracing of unstable tasks should explicitly measure fatigue through electromyo-

graphy or other subjective means, and should consider explicitly tracking posture as it has a significant

effect on limb impedance.

Investigate influence of non-ideal visuomotor correspondence

In the present study, the navigated targeting task was designed with ideal visuomotor correspondence:

motion of the tool in the real world matched the motion on the guidance display and the guidance display

was oriented directly in front of where the subject was manipulating the tool. This is rarely the case in

a surgical scenario, where the guidance display is often positioned off to one side.

Bracing and the design of the guidance display will likely play a more important role in targeting

performance when the relationship between motion in the real world and motion of the targeting cues

requires an internal transformation. This should be investigated.

Characterize clinical cortical drilling

As discussed above, a clinical assessment of drill plunge depth, drilling forces, and posture is the next

logical step in understanding and developing ways to minimizing drill plunge.

6.7 Conclusions
This thesis represents one of the first studies in applying bracing to orthopaedic surgery, and provides

experimental evidence both that an appropriately designed bracing strategy can improve the performance

of a clinically relevant task and that targeting display design may play a significant role in overall system

accuracy. I believe that implementation of a damping-based bracing device is worth investigating for

selected surgical procedures and that further studies of both bracing and display design are warranted.
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Appendix A

Detailed Methods

A.1 Radial Axis Error
The distance between two axes in 3D space can be determined by finding the line that is mutually

perpendicular to both (Figure A.1). The following section is rephrased from Bourke [1996].

P b

P 1

P 4

P 2

P 3

PA

Figure A.1 The shortest distance between two lines in 3D space can be found by finding the line
that is mutually perpendicular.

Points Pa and Pb are defined as points lying on their respective lines:

Pa = P1 +µaP21 (A.1)

Pb = P3 +µbP43 (A.2)

The dot product of two perpendicular lines is zero:
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Pab ·P21 = 0 (A.3)

Pab ·P43 = 0 (A.4)

These equations are expanded and solved for µa and µb:

µa =
(P13 ·P42)(P43 ·P21)− (P13 ·P21)(P43 ·P43)

(P21 ·P21)(P43 ·P43)− (P43 ·P21)(P43 ·P21)
(A.5)

µb =
(P13 ·P43)+µa(P43 ·P21)

P43 ·P43
(A.6)

If the denominator of Equation A.5 is zero, the lines are either parallel or coincident. The values

for µa and µb found using Equation A.5 and Equation A.6 are plugged back into Equation A.1 and

Equation A.2 to determine the shortest line.

A.2 Angular Targeting Time
We wanted a metric that could be used to indicate at what time a subject transitioned from angular

targeting to holding (Figure A.2a). Due to the number of trials to analyse, the method needed to be

consistent and not require manual intervention. The method also needed to be insensitive to the final

error and able to deal with noisy data, which ruled-out a simple error threshold technique.

We define a time-averaged reverse time-angular error integral:

IteA(t) =
∫ 15

t eA(t)dt
15− t

, (A.7)

which represents the average absolute error over the interval from t to the end of the hold period . The

value of this function will be large when the subject is adjusting the angular orientation of the drill at

the beginning of the trial, then drop and remain relatively constant as the subject holds the drill in place

(Figure A.2b).

We characterize the steady state error as the minimum value of IteA. In order to avoid false minima

that arise from random variations over short periods of time at the end of the trial, we apply a weighting

function that rises at high values of t:

weA =

(
1+

t0
15− t

)
, (A.8)

where t0 is set to a constant value of 0.5 s to encourage inclusion of at least 0.5 s of data in the estimate.

The minimum value of the weighted integral represents the root mean square (RMS) error of the

angular error (Figure A.2c):

meA = min(IteA(t) ·
(

1+
t0

15− t

)
). (A.9)
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The angular targeting time is then determined by finding the intersection of the time-angular error

integral and an offset linear line (Figure A.2d):

y = meA · (15− t)+δeA, (A.10)

where δeA is set to mwea ·1s in order to clearly identify the time when the angular orientation settled.

A.3 Empirical Drilling Parameter Estimation
We estimated the empirical drilling parameters by measuring force and velocity during a series of

drilling trials. For each trial, the feed and pressure were calculated during the linear drilling portion

(Figure A.3). Fitting the data from 10 trials of a 3⁄16 inch (4.76 mm) HSS drill bit in 6.35 mm oak at

1200 RPM yielded constants of x = 1.45 and B = 1.9×10−1 mm (Figure A.4). A similar approach from

10 trials of a 3/16 inch (4.76 mm) BP drill bit in 6.35 mm oak at 1200 RPM yielded constants of x = 1.32

and B = 6.6×10−2 mm (Figure A.5).

A.4 Effective Resolution
The two-dimensional (2D) representation of three-dimensional (3D) modelled world is based on the

view from a notional camera. The field of view of this notional camera is called the viewing frustrum

(Figure A.6). In general, six parameters are required to specify the left, right, bottom, top, near, and far

clipping planes of this frustrum. In an orthographic view the bounds of the far plane are the same as

the near plane. For a perspective view, the parameters are the vertical field frame of view, aspect ratio

of width to height, near plane distance, and far plane distance.

A graphics pipeline describes how the 3D vertex of an object in the scene is transformed into a 2D

pixel location in the window.

Vertex−−−−→
Ob ject

ModelView−−→
Eye

Projection−−→
Clip

Perspective−−−−−−→
Normalized

Viewport−−−−→
Window

(A.11)

LabVIEW handles these calculations internally. To determine the pixel size of targeting cues on the

display, these equations from the graphics pipeline can be applied manually. The following equations

are adapted from the Open GL Modeling Pipeline1.

Eye Coordinates: 
xeye

yeye

zeye

weye

= MmodelView ·


xob j

yob j

zob j

wob j

= Mview ·Mmodel ·


xob j

yob j

zob j

wob j

 (A.12)

1Described by http://www.songho.ca/opengl/gl transform.html
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(a) Angular error.

(b) Reverse angular error integral.

(c) Minimum time-weighted integral.

(d) Angular targeting time.

Figure A.2 Determination of angular targeting time for a typical trial.
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Figure A.3 Typical drilling trial for determining experimental drilling parameters. A 3⁄16 inch
(4.76 mm) high speed steel (HSS) drill bit was used in 6.35 mm oak at approximately
1200 RPM. The mean thrust force and drilling velocity are estimated from the linear force
range.

Figure A.4 Empirical drilling constants for a 3⁄16 inch (4.76 mm) high speed steel (HSS) drill bit in
6.35 mm oak.
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Figure A.5 Empirical drilling constants for a 3⁄16 inch (4.76 mm) brad point (BP) drill bit in 6.35 mm
oak.

Figure A.6 OpenGL Perspective viewing frustum.

Clip Coordinates: 
xclip

yclip

zclip

wclip

= Mpro jection ·


xeye

yeye

zeye

weye

 (A.13)

Normalized Device Coordinates xndc

yndc

zndc

=

xclip/wclip

yclip/wclip

zclip/wclip

 (A.14)
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Window Coordinates (Screen Coordinates)xw

yw

zw

=


w
2 xndc +(x+ w

2 )
h
2 yndc +(y+ h

2)
f−n

2 zndc +
f+n

2

 (A.15)

Since we also know the size of the window and the display resolution,

2D Display

For the 2D perspective display, the camera position is defined as [0,0,−300]T , the target is [0,0,0]T and

the up direction is [0,1,0]T . The ModelView Matrix is
−1 0 0 0

0 0.83205 0.5547 −83.205

0 0.5547 −0.83205 −416.025

0 0 0 1

 (A.16)

and the projection matrix is
2.41421 0 0 0

0 2.41421 0 0

0 0 −1.0002 −2.0002

0 0 −1 0

 (A.17)

3D Display

For the 3D perspective display, the camera position is defined as [0,300,−300]T , the target is [0,0,150]T

and the up direction is [0,1,0]T .

The ModelView Matrix is 
−1 0 0 0

0 0.83205 0.5547 −83.205

0 0.5547 −0.83205 −416.025

0 0 0 1

 (A.18)

and the projection matrix is
2.41421 0 0 0

0 2.41421 0 0

0 0 −1.0002 −2.0002

0 0 −1 0

 (A.19)
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Subject Consent Form 
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Principal Investigator:  
Antony Hodgson, Professor, Department of Mechanical Engineering, (604) 822-3240. 
 
Co-Investigator(s):  
Jacob McIvor, M.A.Sc. Candidate, Department of Mechanical Engineering, (604) 822-2648. 
 
This research is being done as part of a Master’s thesis. 
 
Sponsor:  
NSERC Discovery Grant: Advanced tools for computer-assisted orthopedic surgery. 
 
Purpose: 
The purpose of this study is to investigate how visual feedback display design and instrument 
bracing affect the performance of a computer-assisted drilling task performed by a human 
operator.   
 
Study Procedures: 
Participation in this study involves a single session that will take approximately one hour. 
 
You will be asked to provide your age, gender, and dominant hand. 
 
You will receive instructions on how to operate the computer-assisted drilling system.  This 
system consists of a standard handheld drill, a stereo camera position sensor and a targeting 
screen on a computer.  You will use the information displayed on the targeting screen to help 
position and align the drill. 
 
Once you feel comfortable using the system, you will then use the system to drill a number of 
holes in a foam workpiece.  Each trial will be videotaped, and the movement of the drill will 
be recorded along with the time taken to drill the hole.  In addition to different designs of the 
targeting screen, some trials will also use a passive brace to help position and steady the 
drill. 
 
After the drilling trials, you will fill out a short questionnaire on your experiences with the 
system. 
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Potential Risks: 
There is a minor risk of physical injury associated with the use of a power drill.  
 
For your safety, you will be required to wear safety glasses, roll up long sleeves, remove any 
jewelry on your hands, and tie back any long hair.   
 
Potential Benefits: 
No individual benefits are expected. 
 
Confidentiality: 
Your identity will be kept strictly confidential and you will not be identified by name in any 
reports of the completed study.  Data from the study will be identified by a unique code 
number and accessible only by the Co-Investigator and Principal Investigator on a password 
protected PC in a locked office. 
 

 
Remuneration/Compensation: 
You will receive a $10 gift card for compensation of your time.  
 
Contact for information about the study: 
If you have any questions or desire further information with respect to this study, you may 
contact Antony Hodgson at 604-822-3240.   
 
Contact for concerns about the rights of research subjects: 
If you have any concerns about your treatment or rights as a research subject, you may 
contact the Research Subject Information Line in the UBC Office of Research Services at 
604-822-8598 or if long distance e-mail to RSIL@ors.ubc.ca. 
 
 

Photo Release 
 
I authorize the researchers to use photographs and/or video acquired during the study with 
identifiable features obscured for: 

• scholarly reports and presentations 
• future comparative studies 

Initial: ______ 
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Consent: 
Your participation in this study is entirely voluntary and you may refuse to participate or 
withdraw from the study at any time without consequence. 
 
 
Your signature indicates that you consent to participate in this study.   
 
 
 
 
 
____________________________________________________ 
Subject Signature     Date 
 
 
____________________________________________________ 
Printed Name of the Subject signing above 
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Advanced tools for computer-assisted orthopedic surgery:  

Effect of visual feedback display and instrument bracing on accuracy and 

time of a drilling task 

 

Debrief Questionnaire 

 
Please circle your response to each statement. 

 

Statement SD D A SA 

It was easy to learn how to use the system. 1 2 3 4 

The system is responsive. 1 2 3 4 

2D Targeting Screen 

The 2D targeting screen was intuitive. 1 2 3 4 

The 2D targeting screen made it easier to position the drill tip. 1 2 3 4 

The 2D targeting screen made it easier to position the drill axis. 1 2 3 4 

3D Targeting Screen 

The 3D targeting screen was intuitive. 1 2 3 4 

The 3D targeting screen made it easier to position the drill tip. 1 2 3 4 

The 3D targeting screen made it easier to position the drill axis. 1 2 3 4 

Braced Targeting 

The instrument bracing was intuitive. 1 2 3 4 

The instrument bracing made it easier to align the drill tip. 1 2 3 4 

The instrument bracing made it easier to align the drill axis. 1 2 3 4 

Braced Drilling     

The instrument bracing was intuitive. 1 2 3 4 

Increased bracing increased drilling time. 1 2 3 4 

Increased bracing was more fatiguing. 1 2 3 4 

Increased bracing reduced drill plunge. 1 2 3 4 

 

How could the targeting screen be improved? 

 

 

 

 

 

 

How could the instrument bracing be improved? 

1 – SD Strongly Disagree 

2 – D Disagree 

3 – A Agree 

4 – SA Strongly Agree 

B.2 Debrief Questionnaire
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Table B.1 Debrief Questionnaire Summary

Statement Response Frequency (%(n))a

SD D A SA

1. It was easy to learn how to use the system. 0(0) 0(0) 17(4) 83(19)

2. The system is responsive. 0(0) 4(1) 22(5) 74(17)

3. The 2D targeting screen was intuitive. 0(0) 8(2) 40(10) 52(13)

4. The 2D targeting screen made it easier to position the drill tip. 0(0) 36(9) 24(6) 40(10)

5. The 2D targeting screen made it easier to position the drill axis. 0(0) 12(3) 56(14) 32(8)

6. The 3D targeting screen was intuitive. 0(0) 8(2) 20(5) 72(18)

7. The 3D targeting screen made it easier to position the drill tip. 4(1) 8(2) 28(7) 60(15)

8. The 3D targeting screen made it easier to position the drill axis. 4(1) 12(3) 24(6) 60(15)

9. The instrument bracing was intuitive. 0(0) 4(1) 36(9) 60(15)

10. The instrument bracing made it easier to align the drill tip. 0(0) 12(3) 40(10) 48(12)

11. The instrument bracing made it easier to align the drill axis. 0(0) 16(4) 32(8) 52(13)

12. The drill bracing was intuitive. 0(0) 4(1) 36(9) 60(15)

13. Increased bracing increased drilling time. 4(1) 8(2) 32(8) 56(14)

14. Increased bracing was more fatiguing. 4(1) 0(0) 40(10) 56(14)

15. Increased bracing reduced drill plunge. 4(1) 0(0) 28(7) 68(17)

a SD-Strongly Disagree, D-Disagree, A-Agree, SA-Strongly Agree.
A few questions were left unanswered, so not all rows sum to the total number of participants.
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Equipment

C.1 Optical Tracker

C.1.1 Working Volume

The NDI Hybrid Polaris® optical tracking has a silo-shaped working volume 1 m in diameter and 1 m in

length (Figure C.1).
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Figure C.1 NDI Hybrid Polaris® working volume.
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C.2 Marker Coordinate Frames
We characterized the local coordinate systems of the optical marker frames using NDI 6D Architect

(Version 2.02.11, NDI, Waterloo, ON, Canada). This program creates a Tool Definition File for each

rigid body, which contains the marker positions in the local coordinate system (Table C.1), the marker

normals, and the face normal.

Table C.1 Definition of Optical Marker Local Coordinate Systems

Rigid Body Marker x (mm) y (mm) z (mm)

Drill A 0.00 0.00 0.00

B 0.00 0.00 -96.74

C 0.00 -50.44 -0.33

D -2.12 -159.68 -94.28

DRFa A 0.00 0.00 0.00

B 53.92 0.00 0.00

C 50.54 -108.40 -0.43

D 4.26 -69.13 0.00

SRFb A 0.04 0.04 0.00

B -0.04 108.21 0.00

C 100.12 130.27 0.50

D 113.33 -0.04 0.00

Damper Block A -109.95 -34.16 28.43

B -109.95 25.88 28.43

C -15.35 -33.76 28.43

D -10.53 34.77 28.03
a DRF-Dynamic Reference Frame, fixed relative to work-

piece.
b SRF-Static Reference Frame, fixed relative to ground.

C.3 Targeting Display Box
Both the 2D display (Section 2.6.2, Figure 2.6) and 3D display (Section 2.6.3, Figure 2.7) are based on

different views of the same targeting box (Figure C.6).

C.4 Experimental Damper
An Airpot® model 2KS444 dashpot was selected for the experimental bracing device (Figure C.7).
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C.5 Workpiece Holder
A workpiece holder was designed and constructed to satisfy the following requirements:

• position the workpiece repeatably

• install new workpieces quickly

• accommodate drill plunge

• measure axial force

• track the position of the target

We used rapid prototyping manufacturing techniques to construct the workpiece holder. Individual

parts were cut out of sheet metal, bent into shape, and assembled with spot welding. The holder is

an open box with an opening to allow the drill bit to plunge freely. A raised lip provides an index to

position the workpiece in a repeatable position, and clamps are used to fix it in place. A marker frame

is attached to the workpiece holder to track its position.

In order to measure axial force, flexural bearings were used to provide five degrees of support for

the holder while allowing axial force to be transmitted unimpeded to a force sensor.

The workpiece holder base is rigidly attached to a frame to maintain its position with respect to the

work table. The vertical position of the workpiece holder is adjustable to maintain a consistent posture

for subjects of different heights.

C.5.1 Flexure Design

Since our flexures were originally designed to be loaded in compression, we considered both the elastic

limit and resistance to buckling. Since we were trying to measure force in the direction of loading,

instead of specifying a desired range of motion we considered stiffness.

Elastic Limit

We have a rectangular shaped beam with thickness t, width w, and length L, that is loaded transversely

at the tip (Figure C.8). The moment inertia of this beam I is given by:

I =
wt3

12
. (C.1)

The bending stress σ in the outer fibres of the beam are given by the equation:

σ =
My
I
, (C.2)
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where M is the moment at a particular point along the beam and y is the distance from the neutral axis

to the outer fibres. Since the force is applied to the end of the beam, the moment is given by:

M = FL. (C.3)

Combining these equations together produces an expression that relates the geometry and loading

to the elastic limit:

σe =
6FL
bt2 . (C.4)

The angular deflection θ of the loaded beam is given by:

θ =
2FL2

EI
, (C.5)

where E is the modulus of elasticity.

Stiffness

The stiffness of a cantilever beam is given by:

k =
CEI
L3 , (C.6)

where:

• I is the moment of inertia;

• C is the a constant that describes the end condition;

• E is the elastic modulus; and

• L is the length of the beam.

From the manufacturer’s literature, the axial force sensor has a stiffness of 583 N/mm.

Buckling

For a beam with one fixed and one end free, the critical compressive load for buckling is given by:

Fc =
πEI
4L2 (C.7)
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C.5.2 Flexure Construction

We chose to use 17-7 PH stainless steel. The material properties for this alloy in the mill annealed and

heat treated condition are listed in Table C.2. Each flexure is 0.386 mm thick and 80 mm wide, with an

effective length of 30 mm.

Table C.2 Flexure Properties: 17-7 PH Stainless Steel

Condition

Property Mill Annealed Heat Treated (TH 1050)

Ultimate Tensile Strength UT S 1034 MPa 1241 MPa

0.2 % Yield Strength σY 379 MPa 1034 MPa

Modulus of Elasticity E 200 GPa 200 GPa

Buckling Load Fc 210 N 210 N

Maximum Axial Load Fa,max 11.70 kN 31.9 kN

Material properties: AK Steel Corporation 2007
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A B

C

D

z
x y

Figure C.2 Labelled retroreflective markers for local drill coordinate frame definition. The origin
is centred at Marker A. The z-axis is aligned through Marker B, and Marker C is located in
the yz-plane.

A
z

x

yB

C

D

Figure C.3 Labelled retroreflective markers for Dynamic Reference Frame (DRF). The origin is
centred on Marker A, with the x-axis aligned through Marker B. Marker D is located on the
xy-plane.
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Figure C.4 Labelled retroreflective markers for Static Reference Frame (SRF). The origin is ap-
proximately centred at Marker A, with the y-axis approximately aligned through Marker B
and Marker D located on the yz plane.

AB

C
D

z
y

x

Figure C.5 Labelled retroreflective markers for damper characterization block. A pivot calibration
was performed to align the origin with the center of the ball joint. The z-axis is perpendicular
to the face of the block and the y-axis is parallel to the bottom surface of the block.
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Figure C.6 Targeting box for guidance displays. The targeting box is aligned so that the origin is
coincident with the cross on the front face. The target axis is aligned with the long axis of the
box.
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Figure C.7 Schematic of model 2KS444 Airpot® dashpot used in the cortical drilling study. The
stroke for this model is 2 inch (50.8 mm). (Source: Airpot Corporation.)

Figure C.8 A rectangular beam transversely loaded at the tip.
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F

Figure C.9 The workpiece holder flexures provide 5 degrees of freedom (DOF) support while al-
lowing the axial force to be transmitted to the force sensor.
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Data

D.1 Subjects

D.2 Missing/Problem Trials

D.2.1 Problem Targeting Trials

D.2.2 Problem Plunge Trials

D.3 Plunge Study

246



APPENDIX D. DATA

Table D.1 Subject Info and Task Schedule

Subject
ID

Age Gender Dominant
Hand

Trial
Ordera

Display
Orderb

Brace
Orderc

Damping
Ordere

Drillbitf

01g 27 M L n/a n/a n/a n/a n/a

02h 27 M R T,P 3D,2D U,F 0,L,M,H BP,HSS

03 28 F R T,P 3D,2D F,U 0,L,M,H HSS,BP

04 27 F R T,P 2D,3D U,F L,H,0,M BP,HSS

05 30 M R T,P 2D,3D F,U L,H,0,M HSS,BP

06 27 F R T,P 3D,2D U,F H,L,M,0 BP,HSS

07 27 F L T,P 3D,2D F,U H,L,M,0 HSS,BP

08 44 F R T,P 2D,3D U,F M,L,H,0 BP,HSS

09 38 F L T,P 2D,3D F,U M,L,H,0 HSS,BP

10 29 M R P,T 3D,2D U,F 0,L,M,H BP,HSS

11 36 M R P,T 3D,2D F,U 0,L,M,H HSS,BP

12 28 F R P,T 2D,3D U,F L,H,0,M BP,HSS

13 31 F R P,T 2D,3D F,U L,H,0,M HSS,BP

14 26 M R P,T 3D,2D U,F H,L,M,0 BP,HSS

15 27 M R P,T 3D,2D F,U H,L,M,0 HSS,BP

16 43 F R P,T 2D,3D U,F M,L,H,0 BP,HSS

17 29 M L P,T 2D,3D F,U M,L,H,0 HSS,BP

18 31 M R T,P 3D,2D U,F 0,L,M,H BP,HSS

19 27 M R P,T 3D,2D F,U 0,L,M,H HSS,BP

20 28 F R T,P 2D,3D U,F L,H,0,M BP,HSS

21 26 F R P,T 2D,3D F,U L,H,0,M HSS,BP

22 28 M R T,P 3D,2D U,F H,L,M,0 BP,HSS

23 28 M R P,T 3D,2D F,U H,L,M,0 HSS,BP

24 25 M R T,P 2D,3D U,F M,L,H,0 BP,HSS

25 34 F R P,T 2D,3D F,U M,L,H,0 HSS,BP

26 34 M R T,P 3D,2D U,F 0,L,M,H BP,HSS

27 28 M R P,T 3D,2D F,U 0,L,M,H HSS,BP

a T-Targeting, P-Drill Plunge
b U-Unbraced, F-Forearm Brace
c 2D-2D Axial Guidance Display, 3D-3D Box Guidance Display
d 0-Zero Damping, L-Low Damping, M-Medium Damping, H-High Damping
e HSS-High Speed Steel, BP-Brad Point
f Subject 01 completed a pilot version of the user study.
g Subject 02 was removed from analysis due to problems with data acquisition.
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Figure D.1 Problem Targeting Trials

Table D.2 Problem Targeting Trials

Trial Id Subject Test Bracing Display Type Rep Problem

973 6 8 U 3D 8 incorrect angular target cue

974 6 9 U 3D 9 incorrect angular target cue

986 6 21 B 3D 1 incorrect angular target cue

987 6 22 B 3D 2 incorrect angular target cue

2746 14 20 U 2D 10 high tuf

3250 17 8 B 2D 8 bad target

3260 17 18 B 3D 8 bad target

3270 17 28 U 2D 8 bad target

3280 17 38 U 3D 8 bad target

3605 20 11 U 3D 1 wrong target
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Figure D.2 Problem Plunge Trials

Table D.3 Removed Plunge Trials

Trial Id Subject Test Damping Drill Bit Problem

473 3 37 High HSS Incomplete holeb

867 5 27 Zero HSS Overdrilla

1006 6 1 High Brad Incomplete hole

1012 6 7 High Brad Incomplete hole

1159 7 10 Low HSS Overdrill

2030 9 1 Med Brad Incomplete hole

2038 9 9 Med Brad Incomplete hole

2170 11 16 Low HSS Overdrill
a Hole was drilled over top of, or too close to previous hole.
b Drill was retracted and trial was ended before hole was complete.
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Table D.4 Problem Trials

Trial Id Subject Test Damping Drill Bit Rep Problem

473 3 37 H HSS 7 Re-drilla

767 4 51 H HSS 1 Re-drill

885 5 45 L BRAD 5 Re-drill

1012 6 7 H BRAD 7 Re-drill

2030 9 1 M BRAD 1 Re-drill

2095 9 66 H HSS 6 Re-drill

2098 9 69 H HSS 9 Re-drill

2161 11 7 0 HSS 7 Re-drill

2178 11 24 M HSS 4 Re-drill

2181 11 27 M HSS 7 Re-drill

2185 11 31 H HSS 1 Re-drill

3188 17 26 H BRAD 6 Re-drill

3225 17 63 H HSS 3 Re-drill

3675 20 41 L HSS 1 Re-drill

3733 21 15 H HSS 5 Missed breakthrough

3775 21 57 H BRAD 7 Re-drill
a Subject returned to drill incomplete hole.
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Figure D.3 Drilling Duration
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Figure D.4 Drill plunge depth
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Figure D.5 Mean drilling force
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Figure D.6 Estimated human force

254



APPENDIX D. DATA

D.4 Targeting Study

Figure D.7 Gross targeting time
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Figure D.8 Fine targeting time
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Figure D.9 Tip targeting time
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Figure D.10 Angular targeting time
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Figure D.11 Tip targeting error
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Figure D.12 Angular targeting error
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Figure D.13 Total targeting error
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Figure D.14 Horizontal tip variation
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Figure D.15 Vertical tip variation
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Figure D.16 Horizontal tail variation
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APPENDIX D. DATA

Figure D.17 Vertical tail variation
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Appendix E

Statistical Analysis

E.1 Modelling Approach
We based our analysis on the ‘top-down’ modelling approach described in West [2006] for a three-level

linear mixed model (LMM) and performed the modelling using the R package nlme [Pinherio 2013].

We chose between models by comparing the values of the Akaike Information Criterion (AIC) and

Bayesian Information Criterion (BIC) and by calculating likelihood ratio statistics with a significance

level of α = .05.

Analysis overview:

1. Fit a general model with a “loaded” mean structure1.

2. Select a structure for the random effects.

3. Select a covariance structure for the residuals.

4. Reduce the model by removing non-significant fixed effects.

5. Check model diagnostics.

6. Interpret results.

1. General Model Specification

An individual response Y for target t (t = 1 . . .10) within block i nested within subject j is given by:

Yti j = β0 +β1 · REPt +β2 ·DISPLAYi +β3 · BRACEi +β4 ·AGE j +β5 ·GENDER j +β6 ·d0t

+β12 · REPt ·DISPLAYi +β13 · REPt · BRACEi +β14 · REPt ·AGE j

+β15 · REPt ·GENDER j +β23 ·DISPLAYi · BRACEi

+b0 j +b0i| j +b1i| j · REPt + εti j (E.1)

1A loaded mean structure contains all possible covariates as fixed effects.
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The β parameters represent fixed effects associated with the intercept, repetition, the block- and

subject-level covariates, and their two-way interactions; b0 j is a random subject intercept; b0i| j and

b1i| j represent a random intercept and a random slope for each block nested within a subject; and εti j

represents a residual.

The distribution of random effects associated with subject j is

b j ∼N
(
0,σ2

int:sub ject
)
. (E.2)

where N
(

0,σ2
int:sub ject

)
represents a normal distribution with a mean of zero and a variance of

σ2
int:sub ject . The distribution of random effects associated with block i nested within subject j is

bi| j =

(
b0i| j

b1i| j

)
∼N

(
0,D(2)

)
, (E.3)

where the variance-covariance matrix D(2) is an unstructured matrix defined as:

D(2) =

(
σ2

int:block σ2
int,rep:block

σ2
int,rep:block σ2

rep:block

)
. (E.4)

The distribution of the residuals, εti j, associated with measurements within the same block is

εti j =


ε1i j

...

ε10i j

∼N (0,Ri j) . (E.5)

The variance-covariance matrix for the residuals, Ri j, is parametrized differently depending on the

model of correlation within a block. These are discussed in more detail below.

2. Random Effects Structure

We assessed whether the block-level random slope could be omitted by using a restricted maximum-

likelihood (REML)-based likelihood ratio test. For each model, the test statistic is the difference be-

tween the -2 REML log-likelihoods of the reference and nested model [West 2006: p. 286]. A p-value

is obtained from a χ2 distributions with the degrees of freedom corresponding to the difference in the

number of variance parameters. In cases where it was not possible to compare nested models, we chose

the model with the smallest BIC.

3. Residual Covariance Structure

We tested several different structures for the residual covariance. The default structure assumes that all

residuals are independent and homoscedastic and uses a single parameter:
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Ri j =


σ2 0 . . . 0

σ2 . . . 0
. . .

...

σ2

= σ
2I10. (E.6)

Since each block consisted of a 10 trials performed sequentially in time, we expect that measure-

ments made closer in time will be more correlated than those further apart, and that they should not be

correlated with measurements from a different block. This type of temporal correlation can be described

with a first order autoregressive correlation matrix with the form:

1 Φ Φ2 . . . Φ10

1 Φ . . .
...

1 . . .
...
...

1


. (E.7)

4. Model Reduction

We used a maximum-likelihood (ML)-based likelihood ratio test to decide whether fixed effects could

be removed from the model. The test statistic is the difference between the -2 ML log-likelihoods of the

reference and nested model [West 2006: p. 286].

5. Model Diagnostics

We checked modelling assumptions related to both the residuals and the random effects. Where appro-

priate, we applied a base-10 logarithm transform to correct for non-homogeneity in the residual vari-

ance. This transformation was chosen because it makes it easier to interpret the estimated coefficients

as a percentage change.

The residuals were assumed to be drawn from a normal distribution with constant variance. We

checked the homogeneity of variance assumption by visually inspecting a plot of residuals versus fitted

values. We checked the normality assumption by visually inspecting a quantile-quantile plot of the

model’s residuals.

The random effects were also checked for normality and outliers by visually inspecting quantile-

quantile plots. We also plotted random effects against the other covariates to ensure there was no sys-

tematic bias.

6. Model Interpretation

We expect correlated measurements within a block and within a subject; this correlation is called the

intraclass correlation coefficient (ICC) [Li 2012: p. 222]. The ICC for subjects represents the percentage
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of total variance accounted for by subject clusters and the ICC for block represents the percentage of

total variance for blocks nested within subjects. Theses variances should be calculated based on a model

fit without any covariates Li 2012.

ICC j =
σ2

subject

σ2
subject +σ2

block +σ2
rep:block +σ2 . (E.8)

Similarly, the percentage of total variance accounted for by block nested within subject is

ICCi| j =
σ2

block +σ2
rep:block

σ2
subject +σ2

block +σ2
rep:block +σ2 . (E.9)

We also used multiple comparison of means and Tukey contrasts to compare factor levels.

E.2 Plunge Study

E.2.1 Drilling Duration
Linear mixed-effects model fit by REML

Data: plunge

AIC BIC logLik

-3342.4 -3191.5 1698.2

Random effects:

Formula: ˜1 | Subject

(Intercept)

StdDev: 0.11808

Formula: ˜Rep5 | Block %in% Subject

Structure: General positive-definite, Log-Cholesky parametrization

StdDev Corr

(Intercept) 0.1006543 (Intr)

Rep5 0.0092196 -0.068

Residual 0.0813968

Variance function:

Structure: Different standard deviations per stratum

Formula: ˜1 | Block

Parameter estimates:

HSS0 BP0 HSSL BPL HSSM BPM HSSH BPH

1.00000 1.25513 0.96864 1.25648 0.74778 0.86505 1.07317 1.00932

Fixed effects: log10(td) ˜ Rep5 + Drillbit + Damping + cmeanF + Rep5:Damping

+ Rep5:cmeanF + Drillbit:cmeanF + Damping:cmeanF

Value Std.Error DF t-value p-value

(Intercept) 0.213037 0.0288955 1775 7.3727 0.0000

Rep5 -0.008817 0.0019357 1775 -4.5551 0.0000

DrillbitBP 0.267828 0.0152546 171 17.5571 0.0000
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DampingL -0.019289 0.0212021 171 -0.9098 0.3642

DampingM 0.016700 0.0208106 171 0.8025 0.4234

DampingH 0.137684 0.0217301 171 6.3361 0.0000

cmeanF -0.016845 0.0010112 1775 -16.6593 0.0000

Rep5:DampingL 0.000699 0.0027269 1775 0.2564 0.7976

Rep5:DampingM 0.003779 0.0025555 1775 1.4788 0.1394

Rep5:DampingH -0.001806 0.0027456 1775 -0.6578 0.5108

Rep5:cmeanF 0.000151 0.0000954 1775 1.5801 0.1143

DrillbitBP:cmeanF -0.004488 0.0010235 1775 -4.3852 0.0000

DampingL:cmeanF 0.002054 0.0013301 1775 1.5445 0.1227

DampingM:cmeanF 0.005126 0.0013124 1775 3.9060 0.0001

DampingH:cmeanF -0.006039 0.0015757 1775 -3.8327 0.0001

Correlation:

(Intr) Rep5 DrllBP DmpngL DmpngM DmpngH cmeanF

Rep5 -0.041

DrillbitBP -0.251 -0.003

DampingL -0.364 0.058 0.013

DampingM -0.366 0.060 -0.010 0.501

DampingH -0.339 0.058 -0.061 0.478 0.491

cmeanF 0.009 0.060 -0.104 0.040 0.048 0.057

Rep5:DampingL 0.030 -0.702 -0.002 -0.089 -0.042 -0.038 -0.042

Rep5:DampingM 0.028 -0.758 0.008 -0.044 -0.079 -0.045 -0.054

Rep5:DampingH 0.026 -0.715 0.014 -0.042 -0.043 -0.104 -0.041

Rep5:cmeanF 0.010 -0.069 -0.030 -0.009 -0.007 -0.015 0.056

DrillbitBP:cmeanF -0.048 -0.021 -0.064 -0.003 0.006 0.029 -0.284

DampingL:cmeanF 0.031 -0.042 0.002 -0.130 -0.036 -0.036 -0.621

DampingM:cmeanF 0.030 -0.033 0.011 -0.034 -0.041 -0.034 -0.644

DampingH:cmeanF 0.041 -0.029 -0.065 -0.031 -0.029 0.175 -0.520

Rp5:DL Rp5:DM Rp5:DH Rp5:cF DrBP:F DmpL:F DmpM:F

Rep5

DrillbitBP

DampingL

DampingM

DampingH

cmeanF

Rep5:DampingL

Rep5:DampingM 0.532

Rep5:DampingH 0.487 0.544

Rep5:cmeanF -0.055 0.058 0.191

DrillbitBP:cmeanF 0.009 0.036 0.016 -0.006

DampingL:cmeanF 0.075 0.030 0.034 0.038 -0.092

DampingM:cmeanF 0.034 -0.010 0.009 -0.095 -0.101 0.510

DampingH:cmeanF 0.028 0.018 -0.060 -0.056 -0.054 0.425 0.448

Standardized Within-Group Residuals:

Min Q1 Med Q3 Max

-3.623486 -0.561968 -0.043438 0.488233 5.561662
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Number of Observations: 1985

Number of Groups:

Subject Block %in% Subject

25 200

Approximate 95% confidence intervals

Fixed effects:

lower est. upper

(Intercept) 0.15636451 0.21303729 0.2697101

Rep5 -0.01261404 -0.00881747 -0.0050209

DrillbitBP 0.23771591 0.26782754 0.2979392

DampingL -0.06114097 -0.01928950 0.0225620

DampingM -0.02437904 0.01669965 0.0577783

DampingH 0.09479056 0.13768425 0.1805780

cmeanF -0.01882864 -0.01684543 -0.0148622

Rep5:DampingL -0.00464899 0.00069932 0.0060476

Rep5:DampingM -0.00123301 0.00377916 0.0087913

Rep5:DampingH -0.00719085 -0.00180593 0.0035790

Rep5:cmeanF -0.00003635 0.00015068 0.0003377

DrillbitBP:cmeanF -0.00649559 -0.00448822 -0.0024808

DampingL:cmeanF -0.00055443 0.00205432 0.0046631

DampingM:cmeanF 0.00255227 0.00512632 0.0077004

DampingH:cmeanF -0.00912962 -0.00603918 -0.0029487

Random Effects:

Level: Subject

lower est. upper

sd((Intercept)) 0.086516 0.11808 0.16115

Level: Block

lower est. upper

sd((Intercept)) 0.0896631 0.1006543 0.112993

sd(Rep5) 0.0075705 0.0092196 0.011228

cor((Intercept),Rep5) -0.2861013 -0.0684870 0.155846

Variance function:

lower est. upper

BP0 1.08876 1.25513 1.44692

HSSL 0.83954 0.96864 1.11759

BPL 1.08945 1.25648 1.44911

HSSM 0.64713 0.74778 0.86408

BPM 0.74743 0.86505 1.00119

HSSH 0.92925 1.07317 1.23938

BPH 0.87367 1.00932 1.16604

Within-group standard error:

lower est. upper

0.073356 0.081397 0.090319

Simultaneous Tests for General Linear Hypotheses
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Multiple Comparisons of Means: Tukey Contrasts

Fit: lme.formula(fixed = log10(td) ˜ Rep5 + Block + Rep5:Block, data = plunge,

random = list(Subject = ˜1, Block = ˜Rep5), weights = varIdent(form = ˜1 |

Block), method = "REML", control = ctrl)

Linear Hypotheses:

Estimate Std. Error z value Pr(>|z|)

BP0 - HSS0 == 0 0.1488 0.0375 3.97 <0.01 **
HSSL - HSS0 == 0 -0.0436 0.0371 -1.18 0.939

BPL - HSS0 == 0 0.0919 0.0375 2.45 0.218

HSSM - HSS0 == 0 0.0376 0.0369 1.02 0.972

BPM - HSS0 == 0 0.1839 0.0370 4.97 <0.01 ***
HSSH - HSS0 == 0 0.2722 0.0372 7.31 <0.01 ***
BPH - HSS0 == 0 0.4113 0.0372 11.06 <0.01 ***
HSSL - BP0 == 0 -0.1924 0.0373 -5.16 <0.01 ***
BPL - BP0 == 0 -0.0569 0.0377 -1.51 0.804

HSSM - BP0 == 0 -0.1112 0.0371 -3.00 0.055 .

BPM - BP0 == 0 0.0351 0.0372 0.94 0.982

HSSH - BP0 == 0 0.1234 0.0374 3.30 0.022 *
BPH - BP0 == 0 0.2625 0.0374 7.02 <0.01 ***
BPL - HSSL == 0 0.1356 0.0373 3.63 <0.01 **
HSSM - HSSL == 0 0.0812 0.0367 2.21 0.344

BPM - HSSL == 0 0.2275 0.0368 6.19 <0.01 ***
HSSH - HSSL == 0 0.3158 0.0370 8.53 <0.01 ***
BPH - HSSL == 0 0.4550 0.0370 12.31 <0.01 ***
HSSM - BPL == 0 -0.0543 0.0371 -1.46 0.827

BPM - BPL == 0 0.0920 0.0372 2.47 0.208

HSSH - BPL == 0 0.1803 0.0375 4.81 <0.01 ***
BPH - BPL == 0 0.3194 0.0374 8.54 <0.01 ***
BPM - HSSM == 0 0.1463 0.0366 4.00 <0.01 **
HSSH - HSSM == 0 0.2346 0.0368 6.37 <0.01 ***
BPH - HSSM == 0 0.3738 0.0367 10.17 <0.01 ***
HSSH - BPM == 0 0.0883 0.0369 2.39 0.245

BPH - BPM == 0 0.2274 0.0368 6.17 <0.01 ***
BPH - HSSH == 0 0.1391 0.0371 3.75 <0.01 **
---

Signif. codes: 0 *** 0.001 ** 0.01 * 0.05 . 0.1 1

(Adjusted p values reported -- single-step method)

E.2.2 Drill Plunge
Linear mixed-effects model fit by REML

Data: plunge

AIC BIC logLik

-2080.2 -1985.1 1057.1

Random effects:
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(a) Residuals (b) QQ-Block Residuals

(c) QQ-Subject Intercept (d) Fitted

Figure E.1 LME Model Diagnostics - Drilling Force
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Formula: ˜1 | Subject

(Intercept)

StdDev: 0.17518

Formula: ˜Rep5 | Block %in% Subject

Structure: General positive-definite, Log-Cholesky parametrization

StdDev Corr

(Intercept) 0.120382 (Intr)

Rep5 0.015763 -0.065

Residual 0.129541

Variance function:

Structure: Different standard deviations per stratum

Formula: ˜1 | Block

Parameter estimates:

HSS0 BP0 HSSL BPL HSSM BPM HSSH BPH

1.00000 0.97433 0.81739 0.70700 0.87472 0.84179 1.05090 1.03096

Fixed effects: log10(mZ) ˜ Drillbit + Damping

Value Std.Error DF t-value p-value

(Intercept) 1.23073 0.040357 1785 30.4962 0.0000

DrillbitBP 0.04912 0.017807 171 2.7583 0.0064

DampingL -0.14417 0.025094 171 -5.7453 0.0000

DampingM -0.59644 0.025201 171 -23.6675 0.0000

DampingH -0.68269 0.025435 171 -26.8405 0.0000

Correlation:

(Intr) DrllBP DmpngL DmpngM

DrillbitBP -0.221

DampingL -0.317 -0.002

DampingM -0.316 0.000 0.508

DampingH -0.313 0.000 0.504 0.502

Standardized Within-Group Residuals:

Min Q1 Med Q3 Max

-4.829509 -0.597304 -0.013428 0.543319 4.871540

Number of Observations: 1985

Number of Groups:

Subject Block %in% Subject

25 200

Approximate 95% confidence intervals

Fixed effects:

lower est. upper

(Intercept) 1.151580 1.230732 1.309883

DrillbitBP 0.013966 0.049115 0.084264

DampingL -0.193707 -0.144173 -0.094639

DampingM -0.646185 -0.596440 -0.546695

DampingH -0.732897 -0.682690 -0.632483
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Random Effects:

Level: Subject

lower est. upper

sd((Intercept)) 0.12953 0.17518 0.2369

Level: Block

lower est. upper

sd((Intercept)) 0.107133 0.120382 0.135270

sd(Rep5) 0.013303 0.015763 0.018678

cor((Intercept),Rep5) -0.256125 -0.065413 0.130200

Variance function:

lower est. upper

BP0 0.84861 0.97433 1.11867

HSSL 0.71200 0.81739 0.93837

BPL 0.61527 0.70700 0.81241

HSSM 0.75935 0.87472 1.00763

BPM 0.73204 0.84179 0.96799

HSSH 0.91572 1.05090 1.20603

BPH 0.89873 1.03096 1.18264

Within-group standard error:

lower est. upper

0.11736 0.12954 0.14298

Simultaneous Tests for General Linear Hypotheses

Multiple Comparisons of Means: Tukey Contrasts

Fit: lme.formula(fixed = log10(mZ) ˜ Rep5 + Block + Rep5:Block, data = plunge,

random = list(Subject = ˜1, Block = ˜Rep5), weights = varIdent(form = ˜1 |

Block), method = "REML", control = ctrl)

Linear Hypotheses:

Estimate Std. Error z value Pr(>|z|)

BP0 - HSS0 == 0 0.0665 0.0361 1.84 0.5922

HSSL - HSS0 == 0 -0.1312 0.0359 -3.66 0.0063 **
BPL - HSS0 == 0 -0.0968 0.0357 -2.71 0.1194

HSSM - HSS0 == 0 -0.5811 0.0360 -16.15 <0.001 ***
BPM - HSS0 == 0 -0.5585 0.0359 -15.55 <0.001 ***
HSSH - HSS0 == 0 -0.6946 0.0363 -19.14 <0.001 ***
BPH - HSS0 == 0 -0.6197 0.0363 -17.09 <0.001 ***
HSSL - BP0 == 0 -0.1977 0.0358 -5.52 <0.001 ***
BPL - BP0 == 0 -0.1633 0.0357 -4.58 <0.001 ***
HSSM - BP0 == 0 -0.6476 0.0359 -18.03 <0.001 ***
BPM - BP0 == 0 -0.6250 0.0359 -17.43 <0.001 ***
HSSH - BP0 == 0 -0.7611 0.0362 -21.00 <0.001 ***
BPH - BP0 == 0 -0.6863 0.0362 -18.95 <0.001 ***
BPL - HSSL == 0 0.0344 0.0354 0.97 0.9782

HSSM - HSSL == 0 -0.4499 0.0357 -12.62 <0.001 ***
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BPM - HSSL == 0 -0.4273 0.0356 -12.00 <0.001 ***
HSSH - HSSL == 0 -0.5633 0.0360 -15.66 <0.001 ***
BPH - HSSL == 0 -0.4885 0.0359 -13.59 <0.001 ***
HSSM - BPL == 0 -0.4843 0.0355 -13.65 <0.001 ***
BPM - BPL == 0 -0.4617 0.0354 -13.03 <0.001 ***
HSSH - BPL == 0 -0.5978 0.0358 -16.69 <0.001 ***
BPH - BPL == 0 -0.5229 0.0358 -14.61 <0.001 ***
BPM - HSSM == 0 0.0226 0.0357 0.63 0.9984

HSSH - HSSM == 0 -0.1135 0.0361 -3.15 0.0356 *
BPH - HSSM == 0 -0.0387 0.0360 -1.07 0.9625

HSSH - BPM == 0 -0.1360 0.0360 -3.78 0.0040 **
BPH - BPM == 0 -0.0612 0.0360 -1.70 0.6868

BPH - HSSH == 0 0.0748 0.0364 2.06 0.4434

---

Signif. codes: 0 *** 0.001 ** 0.01 * 0.05 . 0.1 1

(Adjusted p values reported -- single-step method)

E.2.3 Mean Drilling Force
Linear mixed-effects model fit by REML

Data: plunge

AIC BIC logLik

-4565 -4447.7 2303.5

Random effects:

Formula: ˜1 | Subject

(Intercept)

StdDev: 0.12227

Formula: ˜Rep5 | Block %in% Subject

Structure: General positive-definite, Log-Cholesky parametrization

StdDev Corr

(Intercept) 0.0741798 (Intr)

Rep5 0.0055565 -0.005

Residual 0.0774994

Variance function:

Structure: Different standard deviations per stratum

Formula: ˜1 | Block

Parameter estimates:

HSS0 BP0 HSSL BPL HSSM BPM HSSH BPH

1.00000 0.68094 0.91071 0.66770 0.81549 0.55335 1.20172 0.75380

Fixed effects: log10(meanF) ˜ Rep5 + Drillbit + Damping + Rep5:Damping

Value Std.Error DF t-value p-value

(Intercept) 1.24342 0.0273561 1782 45.453 0.0000

Rep5 -0.00041 0.0012623 1782 -0.321 0.7483

DrillbitBP 0.15920 0.0108970 171 14.609 0.0000
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(a) Residuals (b) QQ-Block Residuals

(c) QQ-Subject Intercept (d) Fitted vs. Measured

Figure E.2 LME Model Diagnostics - Drill Plunge Depth
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DampingL 0.03660 0.0153936 171 2.378 0.0185

DampingM -0.02018 0.0153339 171 -1.316 0.1900

DampingH -0.13509 0.0155379 171 -8.694 0.0000

Rep5:DampingL -0.00232 0.0017576 1782 -1.322 0.1864

Rep5:DampingM 0.00231 0.0016954 1782 1.362 0.1733

Rep5:DampingH 0.00452 0.0018700 1782 2.418 0.0157

Correlation:

(Intr) Rep5 DrllBP DmpngL DmpngM DmpngH Rp5:DL Rp5:DM

Rep5 -0.015

DrillbitBP -0.205 0.002

DampingL -0.283 0.027 0.003

DampingM -0.284 0.027 0.003 0.504

DampingH -0.279 0.026 -0.006 0.498 0.500

Rep5:DampingL 0.011 -0.718 0.000 -0.037 -0.019 -0.019

Rep5:DampingM 0.011 -0.745 0.000 -0.020 -0.034 -0.020 0.535

Rep5:DampingH 0.010 -0.675 0.001 -0.018 -0.018 -0.042 0.485 0.503

Standardized Within-Group Residuals:

Min Q1 Med Q3 Max

-8.481314 -0.481330 0.010115 0.496646 4.405674

Number of Observations: 1986

Number of Groups:

Subject Block %in% Subject

25 200

Approximate 95% confidence intervals

Fixed effects:

lower est. upper

(Intercept) 1.18976908 1.24342255 1.2970760

Rep5 -0.00288098 -0.00040514 0.0020707

DrillbitBP 0.13768879 0.15919872 0.1807087

DampingL 0.00621614 0.03660209 0.0669881

DampingM -0.05044568 -0.02017755 0.0100906

DampingH -0.16575828 -0.13508750 -0.1044167

Rep5:DampingL -0.00577010 -0.00232299 0.0011241

Rep5:DampingM -0.00101556 0.00230953 0.0056346

Rep5:DampingH 0.00085451 0.00452204 0.0081896

Random Effects:

Level: Subject

lower est. upper

sd((Intercept)) 0.090849 0.12227 0.16455

Level: Block

lower est. upper

sd((Intercept)) 0.0660710 0.0741798 0.0832839

sd(Rep5) 0.0042878 0.0055565 0.0072007

cor((Intercept),Rep5) -0.2223696 -0.0048211 0.2131848
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Variance function:

lower est. upper

BP0 0.59528 0.68094 0.77893

HSSL 0.79495 0.91071 1.04332

BPL 0.58353 0.66770 0.76402

HSSM 0.71178 0.81549 0.93432

BPM 0.48335 0.55335 0.63348

HSSH 1.05073 1.20172 1.37440

BPH 0.65915 0.75380 0.86203

Within-group standard error:

lower est. upper

0.070514 0.077499 0.085177

Simultaneous Tests for General Linear Hypotheses

Multiple Comparisons of Means: Tukey Contrasts

Fit: lme.formula(fixed = log10(meanF) ˜ Rep5 + Block + Rep5:Block,

data = plunge, random = list(Subject = ˜1, Block = ˜Rep5),

weights = varIdent(form = ˜1 | Block), method = "REML", control = ctrl)

Linear Hypotheses:

Estimate Std. Error z value Pr(>|z|)

BP0 - HSS0 == 0 0.14732 0.02167 6.80 <0.001 ***
HSSL - HSS0 == 0 0.04774 0.02189 2.18 0.3631

BPL - HSS0 == 0 0.17285 0.02167 7.98 <0.001 ***
HSSM - HSS0 == 0 -0.02343 0.02179 -1.08 0.9620

BPM - HSS0 == 0 0.12926 0.02159 5.99 <0.001 ***
HSSH - HSS0 == 0 -0.16737 0.02192 -7.63 <0.001 ***
BPH - HSS0 == 0 0.04395 0.02174 2.02 0.4676

HSSL - BP0 == 0 -0.09958 0.02158 -4.62 <0.001 ***
BPL - BP0 == 0 0.02553 0.02135 1.20 0.9334

HSSM - BP0 == 0 -0.17075 0.02148 -7.95 <0.001 ***
BPM - BP0 == 0 -0.01805 0.02127 -0.85 0.9902

HSSH - BP0 == 0 -0.31468 0.02161 -14.56 <0.001 ***
BPH - BP0 == 0 -0.10337 0.02143 -4.82 <0.001 ***
BPL - HSSL == 0 0.12511 0.02157 5.80 <0.001 ***
HSSM - HSSL == 0 -0.07117 0.02169 -3.28 0.0232 *
BPM - HSSL == 0 0.08152 0.02149 3.79 0.0038 **
HSSH - HSSL == 0 -0.21511 0.02183 -9.86 <0.001 ***
BPH - HSSL == 0 -0.00379 0.02164 -0.18 1.0000

HSSM - BPL == 0 -0.19628 0.02147 -9.14 <0.001 ***
BPM - BPL == 0 -0.04359 0.02126 -2.05 0.4481

HSSH - BPL == 0 -0.34022 0.02161 -15.75 <0.001 ***
BPH - BPL == 0 -0.12890 0.02142 -6.02 <0.001 ***
BPM - HSSM == 0 0.15269 0.02139 7.14 <0.001 ***
HSSH - HSSM == 0 -0.14394 0.02173 -6.62 <0.001 ***
BPH - HSSM == 0 0.06738 0.02155 3.13 0.0373 *
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HSSH - BPM == 0 -0.29663 0.02153 -13.78 <0.001 ***
BPH - BPM == 0 -0.08531 0.02134 -4.00 0.0018 **
BPH - HSSH == 0 0.21132 0.02168 9.75 <0.001 ***
---

Signif. codes: 0 *** 0.001 ** 0.01 * 0.05 . 0.1 1

(Adjusted p values reported -- single-step method)

E.2.4 Prebreakthrough Force
Linear mixed-effects model fit by REML

Data: plunge

AIC BIC logLik

-2950.9 -2833.5 1496.5

Random effects:

Formula: ˜1 | Subject

(Intercept)

StdDev: 0.12968

Formula: ˜Rep5 | Block %in% Subject

Structure: General positive-definite, Log-Cholesky parametrization

StdDev Corr

(Intercept) 0.0818239 (Intr)

Rep5 0.0073682 0.093

Residual 0.0886243

Variance function:

Structure: Different standard deviations per stratum

Formula: ˜1 | Block

Parameter estimates:

HSS0 HSSL HSSM HSSH BP0 BPL BPM BPH

1.00000 0.99451 0.86684 1.90513 0.83259 0.78120 1.83057 1.03145

Fixed effects: log10(pbf) ˜ Rep5 + Drillbit + Damping + Rep5:Damping

Value Std.Error DF t-value p-value

(Intercept) 1.27888 0.0293434 1781 43.583 0.0000

Rep5 -0.00130 0.0016334 1781 -0.794 0.4272

DrillbitBP 0.17175 0.0125570 171 13.678 0.0000

DampingL 0.03997 0.0171591 171 2.330 0.0210

DampingM -0.05965 0.0176893 171 -3.372 0.0009

DampingH -0.13951 0.0178236 171 -7.827 0.0000

Rep5:DampingL -0.00244 0.0022861 1781 -1.069 0.2851

Rep5:DampingM 0.00718 0.0025394 1781 2.829 0.0047

Rep5:DampingH 0.00670 0.0026810 1781 2.501 0.0125

Correlation:

(Intr) Rep5 DrllBP DmpngL DmpngM DmpngH Rp5:DL

Rep5 0.006

DrillbitBP -0.218 0.004

DampingL -0.293 -0.012 -0.001
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(a) Residuals (b) QQ-Block Residuals

(c) QQ-Subject Intercepts (d) Fitted vs. Measured

Figure E.3 LME Model Diagnostics - Mean Drilling Force.
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DampingM -0.295 -0.012 0.051 0.486

DampingH -0.274 -0.012 -0.036 0.483 0.466

Rep5:DampingL -0.005 -0.714 0.001 0.019 0.009 0.008

Rep5:DampingM -0.001 -0.643 -0.015 0.008 0.004 0.008 0.460

Rep5:DampingH -0.006 -0.609 0.007 0.008 0.008 -0.004 0.435

Rp5:DM

Rep5

DrillbitBP

DampingL

DampingM

DampingH

Rep5:DampingL

Rep5:DampingM

Rep5:DampingH 0.392

Standardized Within-Group Residuals:

Min Q1 Med Q3 Max

-12.712281 -0.435584 0.051708 0.496546 3.938728

Number of Observations: 1985

Number of Groups:

Subject Block %in% Subject

25 200

Approximate 95% confidence intervals

Fixed effects:

lower est. upper

(Intercept) 1.2213261 1.2788771 1.3364282

Rep5 -0.0045006 -0.0012971 0.0019064

DrillbitBP 0.1469628 0.1717494 0.1965361

DampingL 0.0061020 0.0399729 0.0738439

DampingM -0.0945708 -0.0596534 -0.0247359

DampingH -0.1746960 -0.1395133 -0.1043306

Rep5:DampingL -0.0069283 -0.0024445 0.0020392

Rep5:DampingM 0.0022040 0.0071845 0.0121650

Rep5:DampingH 0.0014460 0.0067041 0.0119623

Random Effects:

Level: Subject

lower est. upper

sd((Intercept)) 0.096101 0.12968 0.17498

Level: Block

lower est. upper

sd((Intercept)) 0.0722169 0.0818239 0.0927090

sd(Rep5) 0.0055368 0.0073682 0.0098054

cor((Intercept),Rep5) -0.1566943 0.0931978 0.3318753

Variance function:
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lower est. upper

HSSL 0.86846 0.99451 1.13885

HSSM 0.75651 0.86684 0.99326

HSSH 1.66657 1.90513 2.17785

BP0 0.72847 0.83259 0.95159

BPL 0.68276 0.78120 0.89383

BPM 1.60291 1.83057 2.09057

BPH 0.90351 1.03145 1.17751

Within-group standard error:

lower est. upper

0.080651 0.088624 0.097385

Simultaneous Tests for General Linear Hypotheses

Multiple Comparisons of Means: Tukey Contrasts

Fit: lme.formula(fixed = log10(pbf) ˜ Rep5 + Block + Rep5:Block, data = plunge,

random = list(Subject = ˜1, Block = ˜Rep5), weights = varIdent(form = ˜1 |

Block), method = "REML", control = ctrl)

Linear Hypotheses:

Estimate Std. Error z value Pr(>|z|)

BP0 - HSS0 == 0 0.15330 0.02402 6.38 <0.01 ***
HSSL - HSS0 == 0 0.05019 0.02422 2.07 0.432

BPL - HSS0 == 0 0.18360 0.02396 7.66 <0.01 ***
HSSM - HSS0 == 0 -0.07761 0.02406 -3.23 0.028 *
BPM - HSS0 == 0 0.11544 0.02576 4.48 <0.01 ***
HSSH - HSS0 == 0 -0.17486 0.02596 -6.74 <0.01 ***
BPH - HSS0 == 0 0.04328 0.02428 1.78 0.631

HSSL - BP0 == 0 -0.10311 0.02400 -4.30 <0.01 ***
BPL - BP0 == 0 0.03030 0.02375 1.28 0.908

HSSM - BP0 == 0 -0.23091 0.02385 -9.68 <0.01 ***
BPM - BP0 == 0 -0.03785 0.02556 -1.48 0.818

HSSH - BP0 == 0 -0.32816 0.02576 -12.74 <0.01 ***
BPH - BP0 == 0 -0.11002 0.02407 -4.57 <0.01 ***
BPL - HSSL == 0 0.13341 0.02395 5.57 <0.01 ***
HSSM - HSSL == 0 -0.12780 0.02405 -5.31 <0.01 ***
BPM - HSSL == 0 0.06525 0.02575 2.53 0.180

HSSH - HSSL == 0 -0.22506 0.02595 -8.67 <0.01 ***
BPH - HSSL == 0 -0.00691 0.02427 -0.28 1.000

HSSM - BPL == 0 -0.26121 0.02379 -10.98 <0.01 ***
BPM - BPL == 0 -0.06816 0.02551 -2.67 0.131

HSSH - BPL == 0 -0.35847 0.02571 -13.94 <0.01 ***
BPH - BPL == 0 -0.14032 0.02401 -5.84 <0.01 ***
BPM - HSSM == 0 0.19305 0.02560 7.54 <0.01 ***
HSSH - HSSM == 0 -0.09726 0.02580 -3.77 <0.01 **
BPH - HSSM == 0 0.12089 0.02411 5.01 <0.01 ***
HSSH - BPM == 0 -0.29031 0.02739 -10.60 <0.01 ***
BPH - BPM == 0 -0.07216 0.02580 -2.80 0.095 .
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BPH - HSSH == 0 0.21815 0.02600 8.39 <0.01 ***
---

Signif. codes: 0 *** 0.001 ** 0.01 * 0.05 . 0.1 1

(Adjusted p values reported -- single-step method)

(a) Residuals (b) QQ-Block Residuals

(c) QQ-Subject Intercept (d) Fitted vs. Measured

Figure E.4 LME Model Diagnostics - Prebreakthrough Force
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E.2.5 Estimated Human Force
Linear mixed-effects model fit by REML

Data: plunge

AIC BIC logLik

-4445.9 -4217.1 2263.9

Random effects:

Formula: ˜1 | Subject

(Intercept)

StdDev: 0.049794

Formula: ˜Rep5 | Block %in% Subject

Structure: General positive-definite, Log-Cholesky parametrization

StdDev Corr

(Intercept) 0.0603394 (Intr)

Rep5 0.0050983 0.033

Residual 0.0603323

Variance function:

Structure: Different standard deviations per stratum

Formula: ˜1 | Block

Parameter estimates:

HSS0 HSSM BP0 BPM HSSL HSSH BPL BPH

1.00000 0.83506 0.96726 0.86428 0.87280 1.92056 0.80596 1.24462

Fixed effects: log10(Fh) ˜ Rep5 + Drillbit + Damping + cmeanF + Drillbit:Damping +

Rep5:Drillbit + Rep5:Damping + Rep5:cmeanF + Drillbit:cmeanF + Damping:cmeanF +

Rep5:Drillbit:Damping + Rep5:Damping:cmeanF + Rep5:Drillbit:Damping:cmeanF

Value Std.Error DF t-value

(Intercept) 1.31925 0.0161929 1765 81.471

Rep5 0.00060 0.0017027 1765 0.351

DrillbitBP 0.06300 0.0184495 168 3.415

DampingL 0.03866 0.0178933 168 2.160

DampingM 0.41257 0.0180143 168 22.902

DampingH 0.71053 0.0212785 168 33.392

cmeanF 0.01546 0.0007066 1765 21.873

DrillbitBP:DampingL -0.03339 0.0257731 168 -1.296

DrillbitBP:DampingM -0.14953 0.0259705 168 -5.758

DrillbitBP:DampingH -0.29149 0.0282164 168 -10.330

Rep5:DrillbitBP -0.00211 0.0026211 1765 -0.805

Rep5:DampingL -0.00172 0.0023012 1765 -0.749

Rep5:DampingM 0.00056 0.0023525 1765 0.239

Rep5:DampingH 0.00580 0.0042627 1765 1.360

Rep5:cmeanF -0.00011 0.0001684 1765 -0.642

DrillbitBP:cmeanF -0.00183 0.0006914 1765 -2.651

DampingL:cmeanF 0.00112 0.0008610 1765 1.303

DampingM:cmeanF -0.00159 0.0009400 1765 -1.689

DampingH:cmeanF 0.01108 0.0012798 1765 8.661

Rep5:DrillbitBP:DampingL 0.00250 0.0035417 1765 0.705
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Rep5:DrillbitBP:DampingM 0.00713 0.0035050 1765 2.033

Rep5:DrillbitBP:DampingH 0.00391 0.0050784 1765 0.770

Rep5:DampingL:cmeanF 0.00065 0.0002318 1765 2.815

Rep5:DampingM:cmeanF -0.00051 0.0002385 1765 -2.156

Rep5:DampingH:cmeanF 0.00039 0.0003861 1765 1.023

Rep5:DrillbitBP:Damping0:cmeanF 0.00033 0.0002732 1765 1.216

Rep5:DrillbitBP:DampingL:cmeanF -0.00048 0.0002163 1765 -2.241

Rep5:DrillbitBP:DampingM:cmeanF 0.00028 0.0002534 1765 1.124

Rep5:DrillbitBP:DampingH:cmeanF -0.00061 0.0004328 1765 -1.418

p-value

(Intercept) 0.0000

Rep5 0.7254

DrillbitBP 0.0008

DampingL 0.0322

DampingM 0.0000

DampingH 0.0000

cmeanF 0.0000

DrillbitBP:DampingL 0.1969

DrillbitBP:DampingM 0.0000

DrillbitBP:DampingH 0.0000

Rep5:DrillbitBP 0.4209

Rep5:DampingL 0.4537

Rep5:DampingM 0.8113

Rep5:DampingH 0.1741

Rep5:cmeanF 0.5208

DrillbitBP:cmeanF 0.0081

DampingL:cmeanF 0.1927

DampingM:cmeanF 0.0914

DampingH:cmeanF 0.0000

Rep5:DrillbitBP:DampingL 0.4807

Rep5:DrillbitBP:DampingM 0.0422

Rep5:DrillbitBP:DampingH 0.4413

Rep5:DampingL:cmeanF 0.0049

Rep5:DampingM:cmeanF 0.0312

Rep5:DampingH:cmeanF 0.3065

Rep5:DrillbitBP:Damping0:cmeanF 0.2241

Rep5:DrillbitBP:DampingL:cmeanF 0.0252

Rep5:DrillbitBP:DampingM:cmeanF 0.2612

Rep5:DrillbitBP:DampingH:cmeanF 0.1562

Correlation:

(Intr) Rep5 DrllBP DmpngL DmpngM

Rep5 -0.003

DrillbitBP -0.555 -0.009

DampingL -0.562 0.003 0.503

DampingM -0.556 0.006 0.502 0.504

DampingH -0.466 0.011 0.427 0.423 0.431

cmeanF 0.091 0.112 -0.187 -0.080 -0.053

DrillbitBP:DampingL 0.399 0.009 -0.708 -0.703 -0.358
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DrillbitBP:DampingM 0.394 0.006 -0.708 -0.357 -0.714

DrillbitBP:DampingH 0.358 -0.001 -0.658 -0.325 -0.334

Rep5:DrillbitBP -0.001 -0.654 0.011 0.001 0.001

Rep5:DampingL 0.004 -0.738 0.009 -0.010 -0.003

Rep5:DampingM 0.000 -0.727 0.004 -0.001 -0.029

Rep5:DampingH -0.001 -0.402 0.001 0.000 -0.005

Rep5:cmeanF 0.034 0.150 -0.043 -0.030 -0.027

DrillbitBP:cmeanF -0.033 -0.040 -0.074 0.024 -0.032

DampingL:cmeanF -0.057 -0.070 0.176 0.058 0.059

DampingM:cmeanF -0.053 -0.065 0.158 0.048 0.145

DampingH:cmeanF -0.035 -0.044 0.111 0.033 0.045

Rep5:DrillbitBP:DampingL 0.000 0.483 -0.009 0.004 -0.002

Rep5:DrillbitBP:DampingM 0.002 0.491 -0.007 -0.002 0.017

Rep5:DrillbitBP:DampingH 0.002 0.340 -0.003 -0.002 0.001

Rep5:DampingL:cmeanF -0.021 -0.104 0.036 0.034 0.023

Rep5:DampingM:cmeanF -0.026 -0.109 0.027 0.023 -0.011

Rep5:DampingH:cmeanF -0.016 -0.067 0.016 0.014 0.010

Rep5:DrillbitBP:Damping0:cmeanF -0.015 -0.085 0.002 0.013 0.008

Rep5:DrillbitBP:DampingL:cmeanF -0.005 -0.006 -0.009 -0.011 -0.005

Rep5:DrillbitBP:DampingM:cmeanF 0.003 0.004 0.006 -0.002 0.021

Rep5:DrillbitBP:DampingH:cmeanF 0.001 0.002 0.003 -0.001 0.002

DmpngH cmeanF DBP:DL DBP:DM DBP:DH

Rep5

DrillbitBP

DampingL

DampingM

DampingH

cmeanF 0.009

DrillbitBP:DampingL -0.301 0.153

DrillbitBP:DampingM -0.309 0.126 0.503

DrillbitBP:DampingH -0.755 0.063 0.460 0.470

Rep5:DrillbitBP 0.000 -0.111 -0.006 -0.007 -0.007

Rep5:DampingL -0.002 -0.066 -0.009 -0.006 -0.006

Rep5:DampingM -0.018 -0.106 -0.007 0.024 0.011

Rep5:DampingH -0.124 -0.067 -0.004 0.001 0.090

Rep5:cmeanF -0.017 0.125 0.034 0.030 0.021

DrillbitBP:cmeanF -0.117 -0.361 -0.022 0.046 0.163

DampingL:cmeanF 0.061 -0.628 -0.210 -0.124 -0.129

DampingM:cmeanF 0.063 -0.584 -0.107 -0.244 -0.120

DampingH:cmeanF 0.406 -0.390 -0.078 -0.089 -0.336

Rep5:DrillbitBP:DampingL -0.003 0.073 0.003 0.006 0.009

Rep5:DrillbitBP:DampingM 0.006 0.097 0.005 -0.019 -0.001

Rep5:DrillbitBP:DampingH 0.089 0.077 0.004 0.001 -0.072

Rep5:DampingL:cmeanF 0.027 -0.050 -0.051 -0.026 -0.032

Rep5:DampingM:cmeanF 0.002 -0.115 -0.025 0.012 -0.004

Rep5:DampingH:cmeanF -0.071 -0.069 -0.015 -0.011 0.049

Rep5:DrillbitBP:Damping0:cmeanF -0.001 -0.011 -0.009 -0.002 0.009

Rep5:DrillbitBP:DampingL:cmeanF -0.018 -0.055 0.024 0.006 0.023
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Rep5:DrillbitBP:DampingM:cmeanF 0.013 0.036 0.002 -0.022 -0.016

Rep5:DrillbitBP:DampingH:cmeanF 0.058 0.015 0.001 -0.002 -0.050

Rp5:DBP Rp5:DL Rp5:DM Rp5:DH Rp5:cF

Rep5

DrillbitBP

DampingL

DampingM

DampingH

cmeanF

DrillbitBP:DampingL

DrillbitBP:DampingM

DrillbitBP:DampingH

Rep5:DrillbitBP

Rep5:DampingL 0.484

Rep5:DampingM 0.473 0.534

Rep5:DampingH 0.261 0.295 0.295

Rep5:cmeanF -0.102 -0.109 -0.111 -0.062

DrillbitBP:cmeanF -0.010 -0.007 0.083 0.064 -0.046

DampingL:cmeanF 0.091 0.093 0.044 0.022 -0.080

DampingM:cmeanF 0.083 0.052 -0.037 0.019 -0.074

DampingH:cmeanF 0.058 0.038 0.021 -0.107 -0.051

Rep5:DrillbitBP:DampingL -0.740 -0.653 -0.348 -0.192 0.074

Rep5:DrillbitBP:DampingM -0.748 -0.362 -0.673 -0.198 0.078

Rep5:DrillbitBP:DampingH -0.516 -0.249 -0.249 -0.836 0.055

Rep5:DampingL:cmeanF 0.074 0.076 0.072 0.038 -0.721

Rep5:DampingM:cmeanF 0.072 0.077 0.245 0.049 -0.709

Rep5:DampingH:cmeanF 0.044 0.047 0.052 0.606 -0.438

Rep5:DrillbitBP:Damping0:cmeanF -0.279 0.060 0.066 0.038 -0.608

Rep5:DrillbitBP:DampingL:cmeanF -0.001 0.007 0.012 0.010 -0.007

Rep5:DrillbitBP:DampingM:cmeanF 0.001 0.001 -0.152 -0.007 0.004

Rep5:DrillbitBP:DampingH:cmeanF 0.000 0.000 -0.004 -0.513 0.002

DrBP:F DmpL:F DmpM:F DmpH:F

Rep5

DrillbitBP

DampingL

DampingM

DampingH

cmeanF

DrillbitBP:DampingL

DrillbitBP:DampingM

DrillbitBP:DampingH

Rep5:DrillbitBP

Rep5:DampingL

Rep5:DampingM

Rep5:DampingH

Rep5:cmeanF

DrillbitBP:cmeanF

DampingL:cmeanF -0.132
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DampingM:cmeanF -0.084 0.518

DampingH:cmeanF -0.093 0.383 0.369

Rep5:DrillbitBP:DampingL 0.027 -0.099 -0.063 -0.046

Rep5:DrillbitBP:DampingM -0.021 -0.064 0.004 -0.037

Rep5:DrillbitBP:DampingH -0.043 -0.040 -0.037 0.050

Rep5:DampingL:cmeanF -0.058 0.161 0.061 0.050

Rep5:DampingM:cmeanF 0.091 0.049 -0.040 0.025

Rep5:DampingH:cmeanF 0.056 0.030 0.028 -0.070

Rep5:DrillbitBP:Damping0:cmeanF 0.092 -0.029 -0.024 -0.020

Rep5:DrillbitBP:DampingL:cmeanF 0.139 -0.069 -0.011 -0.015

Rep5:DrillbitBP:DampingM:cmeanF -0.092 0.012 0.039 0.012

Rep5:DrillbitBP:DampingH:cmeanF -0.041 0.006 0.005 0.057

Rp5:DBP:DL Rp5:DBP:DM Rp5:DBP:DH

Rep5

DrillbitBP

DampingL

DampingM

DampingH

cmeanF

DrillbitBP:DampingL

DrillbitBP:DampingM

DrillbitBP:DampingH

Rep5:DrillbitBP

Rep5:DampingL

Rep5:DampingM

Rep5:DampingH

Rep5:cmeanF

DrillbitBP:cmeanF

DampingL:cmeanF

DampingM:cmeanF

DampingH:cmeanF

Rep5:DrillbitBP:DampingL

Rep5:DrillbitBP:DampingM 0.553

Rep5:DrillbitBP:DampingH 0.381 0.388

Rep5:DampingL:cmeanF -0.055 -0.053 -0.035

Rep5:DampingM:cmeanF -0.051 -0.167 -0.042

Rep5:DampingH:cmeanF -0.031 -0.035 -0.507

Rep5:DrillbitBP:Damping0:cmeanF 0.208 0.206 0.140

Rep5:DrillbitBP:DampingL:cmeanF -0.199 -0.004 -0.007

Rep5:DrillbitBP:DampingM:cmeanF -0.002 -0.035 0.004

Rep5:DrillbitBP:DampingH:cmeanF -0.001 0.001 0.445

R5:DL: R5:DM: R5:DH: R5:DBP:D0

Rep5

DrillbitBP

DampingL

DampingM

DampingH

cmeanF

289



APPENDIX E. STATISTICAL ANALYSIS

DrillbitBP:DampingL

DrillbitBP:DampingM

DrillbitBP:DampingH

Rep5:DrillbitBP

Rep5:DampingL

Rep5:DampingM

Rep5:DampingH

Rep5:cmeanF

DrillbitBP:cmeanF

DampingL:cmeanF

DampingM:cmeanF

DampingH:cmeanF

Rep5:DrillbitBP:DampingL

Rep5:DrillbitBP:DampingM

Rep5:DrillbitBP:DampingH

Rep5:DampingL:cmeanF

Rep5:DampingM:cmeanF 0.506

Rep5:DampingH:cmeanF 0.312 0.313

Rep5:DrillbitBP:Damping0:cmeanF 0.434 0.435 0.269

Rep5:DrillbitBP:DampingL:cmeanF -0.502 0.013 0.008 0.013

Rep5:DrillbitBP:DampingM:cmeanF 0.006 -0.465 -0.006 -0.008

Rep5:DrillbitBP:DampingH:cmeanF 0.002 -0.004 -0.719 -0.004

R5:DBP:DL: R5:DBP:DM:

Rep5

DrillbitBP

DampingL

DampingM

DampingH

cmeanF

DrillbitBP:DampingL

DrillbitBP:DampingM

DrillbitBP:DampingH

Rep5:DrillbitBP

Rep5:DampingL

Rep5:DampingM

Rep5:DampingH

Rep5:cmeanF

DrillbitBP:cmeanF

DampingL:cmeanF

DampingM:cmeanF

DampingH:cmeanF

Rep5:DrillbitBP:DampingL

Rep5:DrillbitBP:DampingM

Rep5:DrillbitBP:DampingH

Rep5:DampingL:cmeanF

Rep5:DampingM:cmeanF

Rep5:DampingH:cmeanF

Rep5:DrillbitBP:Damping0:cmeanF
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Rep5:DrillbitBP:DampingL:cmeanF

Rep5:DrillbitBP:DampingM:cmeanF -0.013

Rep5:DrillbitBP:DampingH:cmeanF -0.006 0.004

Standardized Within-Group Residuals:

Min Q1 Med Q3 Max

-9.783626 -0.449869 0.049669 0.555054 5.659678

Number of Observations: 1986

Number of Groups:

Subject Block %in% Subject

25 200

Approximate 95% confidence intervals

Fixed effects:

lower est. upper

(Intercept) 1.28749100 1.31925023 1.3510e+00

Rep5 -0.00274136 0.00059825 3.9379e-03

DrillbitBP 0.02657423 0.06299693 9.9420e-02

DampingL 0.00333165 0.03865628 7.3981e-02

DampingM 0.37700780 0.41257139 4.4813e-01

DampingH 0.66851760 0.71052537 7.5253e-01

cmeanF 0.01406991 0.01545577 1.6842e-02

DrillbitBP:DampingL -0.08427088 -0.03339006 1.7491e-02

DrillbitBP:DampingM -0.20080237 -0.14953181 -9.8261e-02

DrillbitBP:DampingH -0.34719208 -0.29148763 -2.3578e-01

Rep5:DrillbitBP -0.00725120 -0.00211032 3.0305e-03

Rep5:DampingL -0.00623812 -0.00172466 2.7888e-03

Rep5:DampingM -0.00405226 0.00056163 5.1755e-03

Rep5:DampingH -0.00256388 0.00579660 1.4157e-02

Rep5:cmeanF -0.00043847 -0.00010817 2.2214e-04

DrillbitBP:cmeanF -0.00318887 -0.00183291 -4.7695e-04

DampingL:cmeanF -0.00056659 0.00112213 2.8109e-03

DampingM:cmeanF -0.00343122 -0.00158768 2.5587e-04

DampingH:cmeanF 0.00857472 0.01108480 1.3595e-02

Rep5:DrillbitBP:DampingL -0.00444820 0.00249810 9.4444e-03

Rep5:DrillbitBP:DampingM 0.00025137 0.00712580 1.4000e-02

Rep5:DrillbitBP:DampingH -0.00604927 0.00391108 1.3871e-02

Rep5:DampingL:cmeanF 0.00019789 0.00065259 1.1073e-03

Rep5:DampingM:cmeanF -0.00098203 -0.00051420 -4.6372e-05

Rep5:DampingH:cmeanF -0.00036236 0.00039492 1.1522e-03

Rep5:DrillbitBP:Damping0:cmeanF -0.00020357 0.00033228 8.6814e-04

Rep5:DrillbitBP:DampingL:cmeanF -0.00090874 -0.00048459 -6.0445e-05

Rep5:DrillbitBP:DampingM:cmeanF -0.00021220 0.00028477 7.8173e-04

Rep5:DrillbitBP:DampingH:cmeanF -0.00146261 -0.00061383 2.3494e-04

Random Effects:

Level: Subject
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lower est. upper

sd((Intercept)) 0.035314 0.049794 0.07021

Level: Block

lower est. upper

sd((Intercept)) 0.0530656 0.0603394 0.0686101

sd(Rep5) 0.0038365 0.0050983 0.0067751

cor((Intercept),Rep5) -0.2025553 0.0328312 0.2646312

Variance function:

lower est. upper

HSSM 0.72802 0.83506 0.95784

BP0 0.84234 0.96726 1.11070

BPM 0.75242 0.86428 0.99277

HSSL 0.76266 0.87280 0.99886

HSSH 1.67424 1.92056 2.20313

BPL 0.70281 0.80596 0.92425

BPH 1.08645 1.24462 1.42583

Within-group standard error:

lower est. upper

0.054829 0.060332 0.066388

E.3 Targeting Study

E.3.1 Time

Gross Targeting Time

Linear mixed-effects model fit by REML

Data: target

AIC BIC logLik

-1745.5 -1697 882.73

Random effects:

Formula: ˜1 | Subject

(Intercept)

StdDev: 0.13485

Formula: ˜Rep5 | Block %in% Subject

Structure: General positive-definite, Log-Cholesky parametrization

StdDev Corr

(Intercept) 0.042325 (Intr)

Rep5 0.007910 0.013

Residual 0.080518

Fixed effects: log10(tg) ˜ Rep5 + Display + Brace + ds

Value Std.Error DF t-value p-value

292



APPENDIX E. STATISTICAL ANALYSIS

(a) Residuals (b) QQ-Block Residuals

(c) QQ-Subject Intercept (d) Fitted vs. Measured

Figure E.5 LME Model Diagnostics - Estimated Human Force
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(Intercept) -1.27658 0.118438 841 -10.7785 0.0000

Rep5 -0.00476 0.001222 841 -3.8978 0.0001

Display3D 0.00871 0.010018 73 0.8698 0.3873

BraceArm 0.04920 0.010020 73 4.9103 0.0000

ds 0.00246 0.000223 841 11.0328 0.0000

Correlation:

(Intr) Rep5 Dspl3D BrcArm

Rep5 -0.008

Display3D -0.019 -0.009

BraceArm -0.060 0.003 -0.004

ds -0.971 0.005 -0.023 0.018

Standardized Within-Group Residuals:

Min Q1 Med Q3 Max

-4.641179 -0.493232 0.010317 0.527643 4.326475

Number of Observations: 943

Number of Groups:

Subject Block %in% Subject

25 100

Fine Targeting Time

Linear mixed-effects model fit by REML

Data: target

AIC BIC logLik

-596.29 -562.37 305.15

Random effects:

Formula: ˜1 | Subject

(Intercept)

StdDev: 0.068082

Formula: ˜1 | Block %in% Subject

(Intercept) Residual

StdDev: 0.046933 0.13867

Variance function:

Structure: Different standard deviations per stratum

Formula: ˜1 | Display

Parameter estimates:

2D 3D

1.000 1.413

Fixed effects: log10(tf) ˜ Display + Brace

Value Std.Error DF t-value p-value

(Intercept) 0.88053 0.017947 843 49.063 0.0000
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Display3D -0.19111 0.014531 73 -13.152 0.0000

BraceArm -0.00592 0.014262 73 -0.415 0.6793

Correlation:

(Intr) Dspl3D

Display3D -0.325

BraceArm -0.400 -0.002

Standardized Within-Group Residuals:

Min Q1 Med Q3 Max

-3.415354 -0.693787 0.020312 0.728689 2.306248

Number of Observations: 943

Number of Groups:

Subject Block %in% Subject

25 100

Approximate 95% confidence intervals

Fixed effects:

lower est. upper

(Intercept) 0.845307 0.88053 0.915759

Display3D -0.220074 -0.19111 -0.162153

BraceArm -0.034344 -0.00592 0.022504

Random Effects:

Level: Subject

lower est. upper

sd((Intercept)) 0.047403 0.068082 0.09778

Level: Block

lower est. upper

sd((Intercept)) 0.032038 0.046933 0.068755

Variance function:

lower est. upper

3D 1.2843 1.413 1.5546

Within-group standard error:

lower est. upper

0.12971 0.13867 0.14825

Tip Targeting Time

Linear mixed-effects model fit by REML

Data: target

AIC BIC logLik

-327.06 -293.14 170.53

Random effects:

295



APPENDIX E. STATISTICAL ANALYSIS

Formula: ˜1 | Subject

(Intercept)

StdDev: 0.11628

Formula: ˜1 | Block %in% Subject

(Intercept) Residual

StdDev: 0.078237 0.17446

Variance function:

Structure: Different standard deviations per stratum

Formula: ˜1 | Display

Parameter estimates:

2D 3D

1.000 1.131

Fixed effects: log10(tr) ˜ Display + Brace

Value Std.Error DF t-value p-value

(Intercept) 0.63442 0.028768 843 22.0529 0.0000

Display3D -0.14257 0.019838 73 -7.1868 0.0000

BraceArm 0.01880 0.019822 73 0.9483 0.3461

Correlation:

(Intr) Dspl3D

Display3D -0.328

BraceArm -0.346 -0.002

Standardized Within-Group Residuals:

Min Q1 Med Q3 Max

-2.91067 -0.65337 -0.07331 0.63945 3.63163

Number of Observations: 943

Number of Groups:

Subject Block %in% Subject

25 100

Approximate 95% confidence intervals

Fixed effects:

lower est. upper

(Intercept) 0.577953 0.634419 0.690884

Display3D -0.182111 -0.142573 -0.103036

BraceArm -0.020708 0.018797 0.058303

Random Effects:

Level: Subject

lower est. upper

sd((Intercept)) 0.083181 0.11628 0.16255

Level: Block

lower est. upper

sd((Intercept)) 0.060233 0.078237 0.10162
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Variance function:

lower est. upper

3D 1.0282 1.131 1.2442

Within-group standard error:

lower est. upper

0.16315 0.17446 0.18655

Tail Targeting Time

Linear mixed-effects model fit by REML

Data: target

AIC BIC logLik

4382.1 4411.2 -2185.1

Random effects:

Formula: ˜1 | Subject

(Intercept)

StdDev: 0.82673

Formula: ˜1 | Block %in% Subject

(Intercept) Residual

StdDev: 0.55472 2.3553

Fixed effects: (ta) ˜ Display + Brace

Value Std.Error DF t-value p-value

(Intercept) 7.9837 0.23344 843 34.200 0.00

Display3D -2.7372 0.18967 73 -14.432 0.00

BraceArm -0.1785 0.18979 73 -0.941 0.35

Correlation:

(Intr) Dspl3D

Display3D -0.405

BraceArm -0.410 -0.002

Standardized Within-Group Residuals:

Min Q1 Med Q3 Max

-2.19040 -0.71908 -0.15363 0.63944 3.01096

Number of Observations: 943

Number of Groups:

Subject Block %in% Subject

25 100

Approximate 95% confidence intervals

Fixed effects:

lower est. upper

(Intercept) 7.52555 7.98375 8.44195
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Display3D -3.11526 -2.73725 -2.35924

BraceArm -0.55678 -0.17853 0.19971

Random Effects:

Level: Subject

lower est. upper

sd((Intercept)) 0.56288 0.82673 1.2143

Level: Block

lower est. upper

sd((Intercept)) 0.3413 0.55472 0.90157

Within-group standard error:

lower est. upper

2.2456 2.3553 2.4704
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(a) Residuals (b) QQ-Block Residuals

(c) QQ-Subject Intercept (d) Fitted vs. Experimental

Figure E.6 LME Model Diagnostics - Gross Targeting Time
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(a) Residuals (b) QQ-Block Residuals

(c) QQ-Subject Intercept (d) Fitted vs. Experimental

Figure E.7 LME Model Diagnostics - Fine Targeting Time
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(a) Residuals (b) QQ-Block Residuals

(c) QQ-Subject Intercepts (d) Fitted vs. Experimental

Figure E.8 LME Model Diagnostics - Tip Targeting Time

301



APPENDIX E. STATISTICAL ANALYSIS

(a) Residuals (b) QQ-Block Residuals

(c) QQ-Subject Intercepts (d) Fitted vs. Experimental

Figure E.9 LME Model Diagnostics - Tail Targeting Time
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E.3.2 Accuracy

Horizontal Tip Error

Linear mixed-effects model fit by REML

Data: target

AIC BIC logLik

2492.2 2550.3 -1234.1

Random effects:

Formula: ˜1 | Subject

(Intercept)

StdDev: 0.14885

Formula: ˜1 | Block %in% Subject

(Intercept) Residual

StdDev: 0.19894 0.75209

Variance function:

Structure: Different standard deviations per stratum

Formula: ˜1 | Block

Parameter estimates:

None2D Arm2D None3D Arm3D

1.00000 0.85007 1.44598 1.38507

Fixed effects: txe ˜ Rep5 + Display + Brace + Gender + Rep5:Gender - 1

Value Std.Error DF t-value p-value

Rep5 0.040671 0.012390 842 3.2827 0.0011

Display2D 0.083313 0.075765 73 1.0996 0.2751

Display3D -0.222180 0.083545 73 -2.6594 0.0096

BraceArm 0.028202 0.068324 73 0.4128 0.6810

GenderF 0.142157 0.091760 24 1.5492 0.1344

Rep5:GenderF -0.053574 0.018919 842 -2.8317 0.0047

Correlation:

Rep5 Dspl2D Dspl3D BrcArm GendrF

Display2D -0.084

Display3D -0.082 0.608

BraceArm 0.000 -0.496 -0.427

GenderF 0.071 -0.530 -0.478 0.002

Rep5:GenderF -0.655 0.059 0.054 -0.005 -0.107

Standardized Within-Group Residuals:

Min Q1 Med Q3 Max

-3.521066 -0.654726 -0.035871 0.637932 2.742101

Number of Observations: 943

Number of Groups:

Subject Block %in% Subject

25 100
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Approximate 95% confidence intervals

Fixed effects:

lower est. upper

Rep5 0.016353 0.040671 0.064990

Display2D -0.067687 0.083313 0.234312

Display3D -0.388684 -0.222180 -0.055676

BraceArm -0.107967 0.028202 0.164370

GenderF -0.047228 0.142157 0.331541

Rep5:GenderF -0.090708 -0.053574 -0.016440

Random Effects:

Level: Subject

lower est. upper

sd((Intercept)) 0.071649 0.14885 0.30922

Level: Block

lower est. upper

sd((Intercept)) 0.12221 0.19894 0.32384

Variance function:

lower est. upper

Arm2D 0.74355 0.85007 0.97186

None3D 1.26439 1.44598 1.65365

Arm3D 1.21178 1.38507 1.58314

Within-group standard error:

lower est. upper

0.68285 0.75209 0.82836

Vertical Tip Error

Linear mixed-effects model fit by REML

Data: target

AIC BIC logLik

3258.5 3311.8 -1618.3

Random effects:

Formula: ˜1 | Subject

(Intercept)

StdDev: 0.59365

Formula: ˜Rep5 | Block %in% Subject

Structure: General positive-definite, Log-Cholesky parametrization

StdDev Corr

(Intercept) 0.796334 (Intr)

Rep5 0.060952 -0.099

Residual 0.698453
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Variance function:

Structure: Different standard deviations per stratum

Formula: ˜1 | Block

Parameter estimates:

None2D Arm2D None3D Arm3D

1.00000 0.85679 3.43025 2.87847

Fixed effects: tye ˜ Display + Brace

Value Std.Error DF t-value p-value

(Intercept) -0.93259 0.19060 843 -4.8928 0.0000

Display3D -2.03196 0.19106 73 -10.6352 0.0000

BraceArm 0.06797 0.18468 73 0.3681 0.7139

Correlation:

(Intr) Dspl3D

Display3D -0.353

BraceArm -0.490 -0.036

Standardized Within-Group Residuals:

Min Q1 Med Q3 Max

-4.207744 -0.630143 -0.013406 0.604357 3.560991

Number of Observations: 943

Number of Groups:

Subject Block %in% Subject

25 100

Approximate 95% confidence intervals

Fixed effects:

lower est. upper

(Intercept) -1.30670 -0.932586 -0.55847

Display3D -2.41275 -2.031963 -1.65118

BraceArm -0.30009 0.067972 0.43603

Random Effects:

Level: Subject

lower est. upper

sd((Intercept)) 0.37377 0.59365 0.94288

Level: Block

lower est. upper

sd((Intercept)) 0.615243 0.796334 1.03073

sd(Rep5) 0.036717 0.060952 0.10118

cor((Intercept),Rep5) -0.714079 -0.098989 0.60235

Variance function:

lower est. upper

Arm2D 0.74468 0.85679 0.98577

None3D 2.98237 3.43025 3.94539

Arm3D 2.49939 2.87847 3.31506
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Within-group standard error:

lower est. upper

0.63283 0.69845 0.77089

Horizontal Tail Error

Linear mixed-effects model fit by REML

Data: target

AIC BIC logLik

3433.8 3487.1 -1705.9

Random effects:

Formula: ˜1 | Subject

(Intercept)

StdDev: 0.24231

Formula: ˜Rep5 | Block %in% Subject

Structure: General positive-definite, Log-Cholesky parametrization

StdDev Corr

(Intercept) 0.159923 (Intr)

Rep5 0.058328 -0.353

Residual 1.029921

Variance function:

Structure: Different standard deviations per stratum

Formula: ˜1 | Block

Parameter estimates:

None2D Arm2D None3D Arm3D

1.00000 0.78193 2.29702 2.09094

Fixed effects: tue ˜ Display + Brace

Value Std.Error DF t-value p-value

(Intercept) 0.15799 0.085457 843 1.8488 0.0648

Display3D -0.40781 0.115879 73 -3.5193 0.0007

BraceArm 0.04032 0.087301 73 0.4618 0.6456

Correlation:

(Intr) Dspl3D

Display3D -0.244

BraceArm -0.614 0.037

Standardized Within-Group Residuals:

Min Q1 Med Q3 Max

-4.2575126 -0.5678580 -0.0090161 0.5796180 3.8267442

Number of Observations: 943

Number of Groups:

Subject Block %in% Subject

25 100

Approximate 95% confidence intervals
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Fixed effects:

lower est. upper

(Intercept) -0.0097426 0.157991 0.32572

Display3D -0.6387526 -0.407807 -0.17686

BraceArm -0.1336738 0.040318 0.21431

Random Effects:

Level: Subject

lower est. upper

sd((Intercept)) 0.13944 0.24231 0.42107

Level: Block

lower est. upper

sd((Intercept)) 0.039354 0.159923 0.64988

sd(Rep5) 0.023828 0.058328 0.14278

cor((Intercept),Rep5) -0.961456 -0.353231 0.84158

Variance function:

lower est. upper

Arm2D 0.67911 0.78193 0.90031

None3D 1.99660 2.29702 2.64264

Arm3D 1.81849 2.09094 2.40421

Within-group standard error:

lower est. upper

0.92413 1.02992 1.14782

Vertical Tail Error

Linear mixed-effects model fit by REML

Data: target

AIC BIC logLik

4224.4 4268.1 -2103.2

Random effects:

Formula: ˜1 | Subject

(Intercept)

StdDev: 0.42138

Formula: ˜1 | Block %in% Subject

(Intercept) Residual

StdDev: 0.32875 0.99315

Variance function:

Structure: Different standard deviations per stratum

Formula: ˜1 | Block

Parameter estimates:

None2D Arm2D None3D Arm3D
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1.00000 0.70147 5.61066 5.67786

Fixed effects: tve ˜ Display + Brace

Value Std.Error DF t-value p-value

(Intercept) -1.0606 0.12427 843 -8.5352 0.0000

Display3D -4.5819 0.26930 73 -17.0145 0.0000

BraceArm 0.0745 0.11915 73 0.6254 0.5336

Correlation:

(Intr) Dspl3D

Display3D -0.127

BraceArm -0.550 0.032

Standardized Within-Group Residuals:

Min Q1 Med Q3 Max

-3.2471745 -0.6491139 0.0034389 0.6142933 5.3228706

Number of Observations: 943

Number of Groups:

Subject Block %in% Subject

25 100

Approximate 95% confidence intervals

Fixed effects:

lower est. upper

(Intercept) -1.30456 -1.060646 -0.81674

Display3D -5.11864 -4.581932 -4.04523

BraceArm -0.16294 0.074515 0.31197

Random Effects:

Level: Subject

lower est. upper

sd((Intercept)) 0.27545 0.42138 0.64461

Level: Block

lower est. upper

sd((Intercept)) 0.17009 0.32875 0.6354

Variance function:

lower est. upper

Arm2D 0.61357 0.70147 0.80195

None3D 4.91211 5.61066 6.40856

Arm3D 4.97421 5.67786 6.48105

Within-group standard error:

lower est. upper

0.90320 0.99315 1.09206

Tip Error

Linear mixed-effects model fit by REML
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Data: target

AIC BIC logLik

281.32 324.93 -131.66

Random effects:

Formula: ˜1 | Subject

(Intercept)

StdDev: 0.11966

Formula: ˜1 | Block %in% Subject

(Intercept) Residual

StdDev: 0.11253 0.2549

Variance function:

Structure: Different standard deviations per stratum

Formula: ˜1 | Block

Parameter estimates:

None2D Arm2D None3D Arm3D

1.00000 0.84836 1.11759 1.09001

Fixed effects: log10(tpe) ˜ Display + Brace

Value Std.Error DF t-value p-value

(Intercept) 0.02654 0.034150 843 0.7771 0.4373

Display3D 0.43389 0.028204 73 15.3841 0.0000

BraceArm -0.01745 0.028172 73 -0.6193 0.5376

Correlation:

(Intr) Dspl3D

Display3D -0.394

BraceArm -0.436 0.019

Standardized Within-Group Residuals:

Min Q1 Med Q3 Max

-4.15074 -0.52239 0.20651 0.66352 2.09045

Number of Observations: 943

Number of Groups:

Subject Block %in% Subject

25 100

Approximate 95% confidence intervals

Fixed effects:

lower est. upper

(Intercept) -0.040491 0.026538 0.093566

Display3D 0.377679 0.433889 0.490099

BraceArm -0.073594 -0.017448 0.038699

Random Effects:

Level: Subject

lower est. upper
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sd((Intercept)) 0.081372 0.11966 0.17597

Level: Block

lower est. upper

sd((Intercept)) 0.087057 0.11253 0.14547

Variance function:

lower est. upper

Arm2D 0.74189 0.84836 0.97011

None3D 0.97607 1.11759 1.27962

Arm3D 0.95330 1.09001 1.24633

Within-group standard error:

lower est. upper

0.23162 0.25490 0.28053

Angular Error

Linear mixed-effects model fit by REML

Data: target

AIC BIC logLik

244.99 288.61 -113.5

Random effects:

Formula: ˜1 | Subject

(Intercept)

StdDev: 0.078143

Formula: ˜1 | Block %in% Subject

(Intercept) Residual

StdDev: 0.11396 0.24602

Variance function:

Structure: Different standard deviations per stratum

Formula: ˜1 | Block

Parameter estimates:

None2D Arm2D None3D Arm3D

1.00000 0.93765 0.99931 1.19795

Fixed effects: log10(eAf) ˜ Display + Brace

Value Std.Error DF t-value p-value

(Intercept) -0.82677 0.028896 843 -28.6118 0.0000

Display3D 0.61733 0.028262 73 21.8431 0.0000

BraceArm -0.04175 0.028243 73 -1.4781 0.1437

Correlation:

(Intr) Dspl3D

Display3D -0.488

BraceArm -0.501 0.042

Standardized Within-Group Residuals:
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Min Q1 Med Q3 Max

-3.28302 -0.62109 0.14240 0.66560 3.91826

Number of Observations: 943

Number of Groups:

Subject Block %in% Subject

25 100

Approximate 95% confidence intervals

Fixed effects:

lower est. upper

(Intercept) -0.883488 -0.826771 -0.770054

Display3D 0.561000 0.617326 0.673652

BraceArm -0.098035 -0.041747 0.014541

Random Effects:

Level: Subject

lower est. upper

sd((Intercept)) 0.045767 0.078143 0.13342

Level: Block

lower est. upper

sd((Intercept)) 0.088725 0.11396 0.14637

Variance function:

lower est. upper

Arm2D 0.81954 0.93765 1.0728

None3D 0.87107 0.99931 1.1464

Arm3D 1.04610 1.19795 1.3718

Within-group standard error:

lower est. upper

0.22349 0.24602 0.27082

Total Targeting Error

Linear mixed-effects model fit by REML

Data: target

AIC BIC logLik

13.097 56.71 2.4516

Random effects:

Formula: ˜1 | Subject

(Intercept)

StdDev: 0.10784

Formula: ˜1 | Block %in% Subject

(Intercept) Residual
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StdDev: 0.10225 0.21971

Variance function:

Structure: Different standard deviations per stratum

Formula: ˜1 | Block

Parameter estimates:

None2D Arm2D None3D Arm3D

1.00000 0.81092 1.12725 1.14044

Fixed effects: log10(tte) ˜ Display + Brace

Value Std.Error DF t-value p-value

(Intercept) 0.39786 0.030633 843 12.988 0.0000

Display3D 0.55906 0.025233 73 22.155 0.0000

BraceArm -0.02735 0.025181 73 -1.086 0.2811

Correlation:

(Intr) Dspl3D

Display3D -0.393

BraceArm -0.437 0.030

Standardized Within-Group Residuals:

Min Q1 Med Q3 Max

-4.10038 -0.59101 0.15187 0.68066 2.69771

Number of Observations: 943

Number of Groups:

Subject Block %in% Subject

25 100

Approximate 95% confidence intervals

Fixed effects:

lower est. upper

(Intercept) 0.337731 0.397856 0.45798

Display3D 0.508765 0.559055 0.60935

BraceArm -0.077531 -0.027346 0.02284

Random Effects:

Level: Subject

lower est. upper

sd((Intercept)) 0.073412 0.10784 0.1584

Level: Block

lower est. upper

sd((Intercept)) 0.08003 0.10225 0.13063

Variance function:

lower est. upper

Arm2D 0.70901 0.81092 0.92748

None3D 0.98471 1.12725 1.29041

Arm3D 0.99701 1.14044 1.30449

312



APPENDIX E. STATISTICAL ANALYSIS

Within-group standard error:

lower est. upper

0.19974 0.21971 0.24168

E.3.3 Variability

Horizontal Tip Variation

Linear mixed-effects model fit by REML

Data: target

AIC BIC logLik

-545.56 -511.64 279.78

Random effects:

Formula: ˜1 | Subject

(Intercept)

StdDev: 0.026226

Formula: ˜1 | Block %in% Subject

(Intercept) Residual

StdDev: 0.011516 0.1846

Variance function:

Structure: Different standard deviations per stratum

Formula: ˜1 | Brace

Parameter estimates:

None Arm

1.00000 0.91298

Fixed effects: log10(txfstd) ˜ Display + Brace

Value Std.Error DF t-value p-value

(Intercept) -1.10059 0.011735 843 -93.782 0.0000

Display3D 0.00058 0.011695 73 0.050 0.9605

BraceArm -0.02763 0.011758 73 -2.350 0.0215

Correlation:

(Intr) Dspl3D

Display3D -0.498

BraceArm -0.550 -0.001

Standardized Within-Group Residuals:

Min Q1 Med Q3 Max

-2.963844 -0.627181 -0.014633 0.612032 4.475310

Number of Observations: 943

Number of Groups:

Subject Block %in% Subject

25 100

Approximate 95% confidence intervals
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Fixed effects:

lower est. upper

(Intercept) -1.123621 -1.10058640 -1.0775521

Display3D -0.022728 0.00058153 0.0238907

BraceArm -0.051062 -0.02762781 -0.0041939

Random Effects:

Level: Subject

lower est. upper

sd((Intercept)) 0.013443 0.026226 0.051164

Level: Block

lower est. upper

sd((Intercept)) 0.00013864 0.011516 0.95655

Variance function:

lower est. upper

Arm 0.83264 0.91298 1.0011

Within-group standard error:

lower est. upper

0.17273 0.18460 0.19729

Vertical Tip Variation

Linear mixed-effects model fit by REML

Data: target

AIC BIC logLik

-52.846 -18.925 33.423

Random effects:

Formula: ˜1 | Subject

(Intercept)

StdDev: 0.06925

Formula: ˜1 | Block %in% Subject

(Intercept) Residual

StdDev: 0.036448 0.24212

Variance function:

Structure: Different standard deviations per stratum

Formula: ˜1 | Display

Parameter estimates:

2D 3D

1.00000 0.86185

Fixed effects: log10(tyfstd) ˜ Display + Brace

Value Std.Error DF t-value p-value

(Intercept) -1.72926 0.020287 843 -85.241 0.0000
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Display3D -0.01906 0.016450 73 -1.159 0.2503

BraceArm -0.02431 0.016348 73 -1.487 0.1414

Correlation:

(Intr) Dspl3D

Display3D -0.453

BraceArm -0.407 -0.001

Standardized Within-Group Residuals:

Min Q1 Med Q3 Max

-2.842722 -0.667971 -0.037832 0.587417 3.593796

Number of Observations: 943

Number of Groups:

Subject Block %in% Subject

25 100

Approximate 95% confidence intervals

Fixed effects:

lower est. upper

(Intercept) -1.769075 -1.729256 -1.689438

Display3D -0.051850 -0.019065 0.013721

BraceArm -0.056889 -0.024308 0.008274

Random Effects:

Level: Subject

lower est. upper

sd((Intercept)) 0.04685 0.06925 0.10236

Level: Block

lower est. upper

sd((Intercept)) 0.015508 0.036448 0.085661

Variance function:

lower est. upper

3D 0.7849 0.86185 0.94635

Within-group standard error:

lower est. upper

0.22645 0.24212 0.25888

Horizontal Tail Variation

Linear mixed-effects model fit by REML

Data: target

AIC BIC logLik

-35.199 -1.278 24.6

Random effects:
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Formula: ˜1 | Subject

(Intercept)

StdDev: 0.084194

Formula: ˜1 | Block %in% Subject

(Intercept) Residual

StdDev: 0.039677 0.24698

Variance function:

Structure: Different standard deviations per stratum

Formula: ˜1 | Brace

Parameter estimates:

None Arm

1.00000 0.83673

Fixed effects: log10(tufstd) ˜ Display + Brace

Value Std.Error DF t-value p-value

(Intercept) -0.51264 0.022725 843 -22.5583 0.0000

Display3D -0.01142 0.016679 73 -0.6847 0.4957

BraceArm -0.04459 0.016873 73 -2.6428 0.0101

Correlation:

(Intr) Dspl3D

Display3D -0.366

BraceArm -0.426 -0.001

Standardized Within-Group Residuals:

Min Q1 Med Q3 Max

-3.122043 -0.642355 -0.069055 0.537109 5.154678

Number of Observations: 943

Number of Groups:

Subject Block %in% Subject

25 100

Approximate 95% confidence intervals

Fixed effects:

lower est. upper

(Intercept) -0.557241 -0.512636 -0.468032

Display3D -0.044661 -0.011420 0.021821

BraceArm -0.078222 -0.044593 -0.010964

Random Effects:

Level: Subject

lower est. upper

sd((Intercept)) 0.058995 0.084194 0.12016

Level: Block

lower est. upper

sd((Intercept)) 0.018863 0.039677 0.08346
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Variance function:

lower est. upper

Arm 0.76124 0.83673 0.91971

Within-group standard error:

lower est. upper

0.23090 0.24698 0.26419

Vertical Tail Variation

Linear mixed-effects model fit by REML

Data: target

AIC BIC logLik

520.41 554.33 -253.21

Random effects:

Formula: ˜1 | Subject

(Intercept)

StdDev: 0.12511

Formula: ˜1 | Block %in% Subject

(Intercept) Residual

StdDev: 0.072033 0.28088

Variance function:

Structure: Different standard deviations per stratum

Formula: ˜1 | Brace

Parameter estimates:

None Arm

1.0000 1.1422

Fixed effects: log10(tvfstd) ˜ Display + Brace

Value Std.Error DF t-value p-value

(Intercept) -0.76269 0.032383 843 -23.5519 0.000

Display3D -0.00468 0.024317 73 -0.1923 0.848

BraceArm -0.16604 0.024404 73 -6.8039 0.000

Correlation:

(Intr) Dspl3D

Display3D -0.375

BraceArm -0.348 -0.002

Standardized Within-Group Residuals:

Min Q1 Med Q3 Max

-3.244634 -0.597751 -0.065208 0.581631 4.133183

Number of Observations: 943

Number of Groups:

Subject Block %in% Subject

25 100
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Approximate 95% confidence intervals

Fixed effects:

lower est. upper

(Intercept) -0.826250 -0.762689 -0.699127

Display3D -0.053141 -0.004676 0.043789

BraceArm -0.214680 -0.166043 -0.117406

Random Effects:

Level: Subject

lower est. upper

sd((Intercept)) 0.087804 0.12511 0.17828

Level: Block

lower est. upper

sd((Intercept)) 0.044832 0.072033 0.11574

Variance function:

lower est. upper

Arm 1.039 1.1422 1.2557

Within-group standard error:

lower est. upper

0.26225 0.28088 0.30084
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(a) Residuals (b) QQ-Block Residuals

(c) QQ-Subject Intercepts (d) Fitted vs. Experimental

Figure E.10 LME Model Diagnostics - Final Horizontal Tip Error
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(a) Residuals (b) QQ-Block Residuals

(c) QQ-Subject Intercepts (d) Fitted vs. Experimental

Figure E.11 LME Model Diagnostics - Final Vertical Tip Error
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(a) Residuals (b) QQ-Block Residuals

(c) QQ-Subject Intercepts (d) Fitted vs. Experimental

Figure E.12 LME Model Diagnostics - Final Horizontal Tail Error
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(a) Residuals (b) QQ-Block Residuals

(c) QQ-Subject Intercepts (d) Fitted vs. Experimental

Figure E.13 LME Model Diagnostics - Final Vertical Tail Error
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(a) Residuals (b) QQ-Block Residuals

(c) QQ-Subject Intercepts (d) Fitted vs. Experimental

Figure E.14 LME Model Diagnostics - Final Tip Targeting Error
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(a) Residuals (b) QQ-Block Residuals

(c) QQ-Subject Intercepts

(d) Fitted vs. Experimental

(e) Fitted by block

Figure E.15 LME Model Diagnostics - Final Angular Targeting Error
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(a) Residuals (b) QQ-Block Residuals

(c) QQ-Subject Intercepts (d) Fitted vs. Experimental

Figure E.16 LME Model Diagnostics - Final Total Targeting Error
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(a) Residuals (b) QQ-Block Residuals

(c) QQ-Subject Intercepts (d) Fitted vs. Experimental

Figure E.17 LME Model Diagnostics - Final Horizontal Tip Variability
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(a) Residuals (b) QQ-Block Residuals

(c) QQ-Subject Intercepts (d) Fitted vs. Experimental

Figure E.18 LME Model Diagnostics - Final Vertical Tip Variability
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(a) Residuals (b) QQ-Block Residuals

(c) QQ-Subject Intercepts (d) Fitted vs. Experimental

Figure E.19 LME Model Diagnostics - Final Horizontal Tail Variability
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(a) Residuals (b) QQ-Block Residuals

(c) QQ-Subject Intercepts (d) Fitted vs. Experimental

Figure E.20 LME Model Diagnostics - Final Vertical Tail Variability
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Appendix F

UKF Drill Axis Calibration

F.1 Introduction
The goal of this project was to develop a method for calibrating the axis of a drill for use with a CAS

system. There are a variety of surgical procedures where the outcome is dependent on the ability of the

surgeon to create a hole quickly and accurately in the correct location, in the correct orientation, and to

the correct depth. CAS systems are designed to enhance the surgeon’s abilities by providing real-time

feedback on the location of the tool relative to the patient anatomy. Hardware is used to track the position

and orientation, or pose, of the tool and the anatomy. Current tracking hardware is unable to measure

the pose of the tip directly, so the tool body is tracked instead. In order to generate a visualization for

the surgeon, the unknown geometrical relationship, or transform, from where the tool is tracked to the

tip must be determined.

Figure F.1 illustrates an example of a CAS system for femoral hip resurfacing. An optical tracker (not

shown) measures the pose of a static reference frame (SRF) attached to the ground, a DRF attached to the

anatomy, and a drill coordinate frame attached to the drill. The SRF is used as a global reference frame,

or ground frame. A registration process is used to align the DRF coordinate system to the anatomy.

Similarly, a calibration is required to define the transform from the drill coordinate frame to the drill bit

coordinate frame, T DRILL
T IP . The drill bit coordinate frame is defined with the origin at the drill bit tip, and

the z-axis aligned with the axis of the drill bit. The axis of the drill bit is commonly referred to as the

primary axis.

Visual feedback is provided to the surgeon using a display like the one illustrated in Figure F.2. The

position of the drill bit and its trajectory are displayed relative to the anatomy. The surgeon then uses

this display to adjust the position of the drill so that the desired entry point, trajectory, and depth can be

achieved.

The accuracy of the drill bit calibration directly affects the accuracy of the system; errors can cause

serious consequences and can lead to an unsuccessful outcome. Depending on the procedure, these

consequences might include injury to blood vessels or nerves, or misalignment of an implant. For

example, when creating pilot holes in the vertebrae for inserting pedicle screws, inaccurate drilling can
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DRFTANAT

TKRTSRF

SRFTDRF
ANATTTIP

Tracking:

DRILLTTIP

Tracking:

Tracking: SRFTDRILL

Calibration:

Registration:

Figure F.1 Example coordinate systems of a CAS system used for femoral hip resurfacing. An
optical tracker (not shown) measures the pose of the bone and drill relative to a static reference
frame (SRF). A calibration is required to determine the pose of the tip with respect to the drill
coordinate frame. A registration is required to determine to define the target with respect to
the dynamic reference frame (DRF).

Figure F.2 Navigation display of the BrainLAB® CAS system for femoral hip resurfacing. The
drill axis must be calibrated to properly display the drill bit trajectory, shown in blue, relative
to the target trajectory, shown in yellow.
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result in penetration of the pedicle cortex, which can cause dural and neural injury. In order to ensure

the safety of the patient and increase the chances of a successful outcome, the drill calibration must be

accurate.

Calibration algorithms can be divided into transformation methods and fitting methods. Transforma-

tion methods rely on specialized, tracked calibration tools. The drill is placed in a machined hole with a

known relationship to the measured marker frame. A separate hole is required for each drill bit diameter,

and accurately machining this part can be expensive. Fitting methods involve measuring the drill marker

frame during a constrained motion, and then using an appropriate algorithm to estimate the calibration

parameters. Current calibration algorithms, such as a least-squares 3D circle fitting (LS3DCF), work

with a batch of data, i.e. a number of measurements are taken, and then processed at the same time. If

the desired accuracy is not achieved, the entire process must be repeated. Recent research demonstrated

a 20 % reduction in targeting time when the user was provided with visual representations of uncer-

tainty [Simpson 2007], but current calibration techniques do not provide the necessary information. It

is therefore desirable to develop a calibration that avoids the costs of a specialized tool, is capable of

being used in real-time, and generates the necessary information to estimate uncertainty.

The UKF is a set of recursive mathematical equations that can be used for real-time parameter es-

timation of non-linear systems [Wan 2000]. It has been applied to ultrasound calibration [Moghari

2006], 3D rigid registration [Zamani 2008], and drill bit tip calibration [Simpson 2007]. However, to

the best of our knowledge, a UKF for primary axis calibration has not been reported.

F.1.1 Project Objectives

The objectives of this project were to:

1. Design a calibration procedure and UKF calibration algorithm for determining the primary axis of

an optically tracked drill bit;

2. Compare the procedure and algorithm to an existing LS3DCF.

F.1.2 Drill Calibration Requirements

Yaniv [2008] defined 5 characteristics of an ideal registration algorithm:

1. Fast: The result is obtained in real time.

2. Accurate: After successful registration, the TRE, or distance between corresponding points in the

region of interest, is less than 0.1 mm.

3. Robust: Has a breakdown point of N/2, which means that more than half of the data elements

must be outliers in order to throw the registration outside of reasonable bounds.

4. Automatic: No user interaction is required .
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5. Reliable: Given the expected clinical input, the registration always succeeds (or gives a clear

indication that it is not accepted.)

Item two does not translate directly to an accuracy requirement for an axis calibration. For a surgical

navigation system, a commonly quoted accuracy requirement is 1 mm for a single point and 1◦ for a

trajectory or cutting plane [Phillips 2007]. These values are an upper bound since the overall system

error depends on a combination of a number of sources of error in addition to the drill calibration.

These characteristics provide a base of comparison for the algorithm. The following requirements

are also considered:

1. Minimal extra hardware ($300 budget)

2. Works with different drill diameters and lengths

3. Works with different types of position trackers

F.1.3 Overview

The remainder of this report is organized as follows: Section F.2 provides an overview of CAS and covers

the basics of transformations and calibration. This section also introduces UKFS. Section F.3 describes

the implementation and testing of the UKF axis calibration algorithm including a description of our

experimental CAS system. Section F.4 contains the results of the validation and testing of the algorithm.

Section F.5 provides analysis and discussion of the algorithm testing. Section F.6 summarizes the

conclusions from our findings, addresses the limitations of the project, and describes potential future

work.

F.2 Background
This section provides a more detailed introduction to and background information on CAS, CAS hard-

ware, CAS drilling, and the UKF.

F.2.1 Computer-Assisted Surgery

CAS refers to the use of computer technology to improve the planning and execution of surgical proce-

dures. The goal of these systems is to improve surgical outcomes by addressing some of the limitations

of the surgeon. One of the main focuses is to improve visualization; anatomical variation and a trend

towards smaller incisions and more minimally invasive procedures can make it difficult for a surgeon to

see what they are doing. Computer technology can be used to generate accurate models of the patient’s

anatomy, enable the surgeon to create a plan before the surgery begins and provide guidance during

surgery to execute (and if necessary, modify) the plan. CAS techniques have the potential to improve

accuracy, decrease operating times, and enable minimally invasive procedures which are all factors in

improving patient outcomes.
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Table F.1 Example Computer Assisted Surgery Procedures

ablation therapy orthopedic implants
brachytherapy spinal joint fusion
biopsy spinal screw insertion
craniotomy transcranial magnetic therapy
deep brain stimulation tumour excision

The following sections provide an overview of CAS. We describe the main operating principles

and review a number of systems in clinical use today and their advantages and challenges. The focus

of this project is on an aspect of surgical navigation, so it is explored in more depth with a review of

the hardware used to track surgical tools and the mathematics necessary to describe the geometrical

relations between tracked objects.

CAS Principles

Most CAS systems involve some combination of the following three principles: patient modelling, plan-

ning, and navigation. The purpose of patient modelling is to create an accurate geometrical model of the

patient’s anatomy. This model can either be created through medical imaging (e.g. computed tomog-

raphy (CT), magnetic resonance imaging (MRI), x-ray, ultrasound) or by image-less techniques, such

as directly measuring the surface and morphing statistically based models. Once the patient model is

generated, the surgeon can use it to diagnose, plan, and simulate the surgery during preoperative or

intraoperative planning. This virtual model is then registered with the patient during surgery, enabling

the surgeon to visualize the location of surgical tools relative to the patient model. This guidance, or

navigation, enables the surgeon to carry out the surgical plan. In some cases, the movement of the tool

is assisted or carried out by a mechanical device in robotic surgery.

CAS Applications and Current Systems

The development of CAS began in neurosurgery and has since expanded to a number of surgical do-

mains. Table F.1 lists a variety of procedures that have benefited from the use of CAS systems that

span across orthopaedics, Ear Nose and Throat (ENT), radiation therapy, and spinal surgery. Typically,

these procedures involve high accuracy requirements and have significant consequences for mistakes.

Reducing or replacing reliance on radiation-based imaging is another motivation for the implementation

of CAS alternatives.

Orthopaedics is particularly suited for CAS techniques since many of the procedures involves bones

which can be treated like rigid bodies. Extensive exposure is often required to gain sufficient access

to deeply located tissue. The size of incisions is chosen to balance invasiveness with access, and as a

result there is often suboptimal visualization. Commonly target tasks utilizing CAS in orthopaedics are

pedicle screw insertion [Merloz 1998], hip and knee replacement [Kanlić 2006], and fracture alignment.

Table F.2 lists a variety of commercially available CAOS systems [Craven 2005].
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Table F.2 Commercially Available CAOS Systems

Company System Name Classification and Description

Acrobot (The Acrobot Company
Ltd.)

Acrobot, MI-Navigation Semi-active robotic assistant,
planning software. Resurfacing.

Aesculap Orthopilot Image-less TKA and ACL, plan-
ning and navigation.

BrainLAB VectorVision Image-free and CT-based plan-
ning and navigation.

CASurgica Inc. HipNav, KneeNav CT-based. Preop. Plan-
ning, RoM simulation, acetabu-
lar placement for hips. Naviga-
tion for TKA.

DePuy/BrainLAB iOrthopaedics Ci System Image-less, TKA and THA plan-
ning and navigation.

GE Healthcare FluoroTrak/Flexiview Fluoroscopy navigation system/-
Mobile C-arm.

Integrated Surgical Systems
(ISS)

ROBODOC/ORTHODOC Active robotic system/associ-
ated planning system.

Medivision Synthes SurgiGATE CT-based navigation system.
Medtronic SNT (Surgical Navi-
gation Technologies)

StealthStation Image-based navigation system,
TKA and MIS knee working
with various third party C-arms,
CT or MRI.

PI Systems PiGalileo Image-free navigation sys-
tem, TKA and THA, plus
electromechanical positioning
‘mini-robot’ for TKA.

Siemens Medical Solutions SIREMOBIL Iso-C/Iso-C3D 2D/3D C-arm Fluoroscopy
working with various third party
navigation systems.

Smith & Nephew/ORTHOsoft AchieveCAS, Navitrack Image-less navigation for TKA
and THA (models derived from
CT).

Stryker Orthopaedics/Leibinger Navigation System Image-free THA/TKA,with
wireless tracking technology
(can be image-based for other
procedures.)

Universal Robot Systems (URS)
Ortho

CASPAR Active robotic system for bone
preparation in TKA.

Adapted from Craven [2005]
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Advantages and Challenges

The basic premise of CAS is that improved visualization will enable less invasive procedures to be

achieved with the same or higher levels of accuracy. This should in turn result in a host of benefits,

including less blood loss, faster recovery and shorter hospital stays leading to better patient outcomes

and financial savings. In orthopaedic surgery, real time intraoperative feedback should result in higher

precision of bone cuts, better alignment of implants, easier fracture reductions, less radiation and better

documentation than classical manual techniques [Kanlić 2006].

Widespread adoption of CAS has been limited. A review by Craven [2005] of the factors influenc-

ing acceptance of CAOS technologies concluded that there was “poor validation of accuracy, lack of

standardization, inappropriate clinical outcomes measures for assessing and comparing technologies,

unresolved debated about the effectiveness of minimally invasive surgery, and issues of medical de-

vice regulations, cost, autonomy of surgeons to choose equipment, ergonomics and training.” Several

studies, e.g. Chauhan [2004], have demonstrated that although accuracy improved, it has come at the

expense of increased operating time and higher capital and per-procedure costs.

Surgical Navigation

Surgical navigation refers to the intra-operative guidance provided to the surgeon. The guidance pro-

vided to the surgeon is typically information on the location of the surgical instrument relative to the

target anatomy. This guidance can be provided through a variety of methods, such as visually, aurally,

haptically, or using some combination. The most common method currently is a visual display on a

computer monitor. In order to provide information, the system must link the physical locations of the

surgical instrument and patient anatomy with their virtual representations. The location and orientation

of surgical instruments and patient anatomy can be measured using medical imaging or using special-

ized tracking hardware, or localizers. These measurements are then used to drive the position of the

models used on the display.

Fluoroscopy is the most common medical imaging technique used for conventional navigation. The

main advantage is that the tip of a radio-opaque surgical instrument can be seen directly with respect to

the anatomy. The disadvantages are that the patient and the surgical team are exposed to radiation, and

that positioning the imaging equipment for the optimal viewpoint can be time consuming. In order to

reduce unwanted radiation exposure and decrease operating room time, specialized tracking hardware

can be used instead.

There are several means of tracking the position and orientation of the patient anatomy and surgical

instruments. Position can be measured directly, using rigid frames or mechanical linkages, or remotely,

through several technologies including ultrasound, electromagnetic trackers, or optical trackers. Remote

tracking technologies require reflective spheres, light-emitting diodes, ultrasound receivers, or magnetic

coils to be attached to the anatomy to enable sensing. Each type of tracking hardware has its associated

advantages and drawbacks.

Mechanical linkages consist of articulated arms that are rigidly attached to the operating table and

to the surgical instrument. By measuring the angles between segments and having known link lengths,
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Figure F.3 Figure 3 from Walker 2007 showing the Mark 1 instrumented linkage system. A - fix-
ation stud,; B - first pair of revolute joints containing encoders; C - cable to connect encoders
to computer; D - carbon tube link; E - third pair of revolute joints; F - handle; G - drill guide;
H - digitizing tip. This system is used to accurately place pins for installing a cutting guide in
total knee replacement surgery.

the position of the end-effector can be digitized. Mechanical systems have high acquisition rates and

accuracy on the order of 0.2mm, but suffer from a restricted workspace and often cause obstruction of

the surgical area. An example of an instrumented linkage for total knee surgery from Walker [2007]

is shown in Figure F.3. Mechanical linkages have largely been replaced by other types of tracking

hardware.

Optical Tracking System (OTS) are the most common type of tracking hardware, and are used by

almost all current clinical systems. OTS systems use photogrammetry to measure object geometry based

on images captured by one or more cameras. Some systems use videometric cameras, while infra-red

cameras are more common. Both types of cameras use a specially designed marker attached to the object

being tracked. Videometric cameras use markers that includes elements of known length so the distance

from the camera to the object can be determined. IR systems use active IR light emitting diode (LED) or

passive retroreflective spheres to reflect IR light generated near the camera. Active markers are available

in both wired and wireless versions. A minimum of three non-collinear markers are required to define

the pose of a rigid body in 6 DOF.

OTS have several advantages, including high accuracy and reduced clutter in the operating room. For

example, the NDI Polaris, shown in Figure F.4a, has an RMS error of 0.35mm, and is able to track both

wired and wireless tools. There are, however, several drawbacks. The main challenge is the that these

systems rely on maintaining line-of sight between the camera and the markers. Any markers obstructed

by the patient anatomy, the surgeon, or any fluid or debris generated by the surgery can decrease the

accuracy or prevent tracking altogether. One important consideration is therefore the need to mount

markers on a location of the instrument away from where it will penetrate the body. A calibration is
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(a) Tracking system and interface (b) Marker Arrays

Figure F.4 Example of an optical tracking system. The NDI Hybrid Polaris Spectra (left) is able
to measure the 3D position of both active and passive markers (right).

(a) Field Generators (b) 6DOF Sensor

Figure F.5 Example of an electromagnetic tracking system. The NDI Aurora® (Northern Digital
Inc., Waterloo, ON, Canada) has two types of field generators (left) and is able to measure 5
DOF and 6 DOF sensors (right).

then required to relate the location of the markers to the point of interest (e.g. the instrument tip).

Other drawbacks to OTS include the cost (good accuracy requires high-precision optics and fast tracking

requires expensive camera hardware) and limited working volumes.

An Electromagnetic Tracking System (EMTS) tracks the position of sensor coils in an electromag-

netic field. Most systems consist of four components: a field generator, tracked sensor coils, a sensor

interface, and a system control unit. Voltage is induced in the sensor coils when it is placed inside the

controlled, varying magnetic field generated by the field generator. These voltages are measured and

used by the system to determine the location and orientation of the coil. Since magnetic fields pass

through tissue, it is possible to track flexible instruments within the body. Furthermore, the sensors

are quite small so they can be embedded close to the tool tip. For example, as shown in Figure F.5,

the smallest 6 DOF sensor for the Aurora system (NDI, Waterloo, Ontario, Canada) has a diameter of

1.8mm. The main limitation of EMTS are their sensitivity to distortion. Anything that influences the

magnetic field, such as the presence of conductive materials, can affect the accuracy. Compared to OTS,

EMTS have a much smaller working volume, so the field generator must be placed carefully to ensure

objects can be tracked throughout the procedure.

The next section describes how the transforms measured by the tracking hardware are represented

and manipulated in software.

338



APPENDIX F. UKF DRILL AXIS CALIBRATION

Rigid Body Transforms

This section provides an overview of the mathematics and notation used to describe the geometrical

relationship between rigid bodies. Throughout this report, scalars are represented in lowercase italics,

vectors are represented in lowercase bold and matrices are represented in uppercase bold.

A rigid body can be tracked in 3D space by defining a local coordinate system consisting of an

origin and three mutually perpendicular axes. The location and orientation of a coordinate frame with

respect to another coordinate frame is represented using a transform, which consists of a rotation and a

translation. The translation is represented as a vector of Cartesian coordinates, i.e.

t = [tx, ty, tz]T

There are several different ways to represent rotation; here we chose to use the compact and com-

putationally efficient unit quaternion, i.e.

q = qw +qxi+qyj+qzk,

where qw is called the scalar part and qxi+qyj+qzk is the vector part defined so that

i2 = j2 = k2 = ijk =−1.

We represent the quaternion as a vector:

q = [qx,qy,qz,qw]
T .

A transform is then defined as a vector consisting of the quaternion and a translation:

T = [qx,qy,qz,qw, tx, ty, tz]T .

The transformation to object B in coordinate frame A is represented using the notation TB
A. If the

transformation of a second object, C, is known in coordinate frame B, i.e. TC
B, the transformation of C

in coordinate frame A can be found by composing the two transforms:

TC
A = TB

A ◦TC
B,

The composed rotation is found using the quaternion multiplication operation:

qC
A = qB

A×qC
B.

The composed translation is found by adding the translation components rotated into the base frame
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using quaternion conjugation:

tC
A = tB

A +qB
A · tC

B · (qB
A)
∗

= tB
A + tB→C

A .

The composition formula can be combined to calculate the transform of any coordinate frame with

respect to another coordinate frame as long as the intermediate transforms are known.

A scene graph is a tree diagram used to represent the relationships between different coordinate

systems. Each node represents a coordinate system, and nodes are connected by known transforms. The

transformation between any two coordinate systems can be determined by traversing connected nodes

and composing the respective transform (or inverse, depending on direction).

Figure F.6 shows an example scene graph for a CAS drilling system. The optical tracker measures

the pose of three bodies directly with respect to the TCF: the drill (T drill
TCF ), the SRF (T SRF

TCF ), and the DRF

(T DRF
TCF ). The SRF is rigidly attached to the environment, and acts as a global reference for the other

markers. The DRF is rigidly attached to the anatomy, and is used to track any relative motion of the

patient. The unknown transform from the drill to the tip, T DRILL
T IP , is the goal of the calibration.

TRACKER

DRILL

TIP ANATOMY

DRFSRF

Figure F.6 Scene graph of a computer assisted surgical drilling system. Boxes represent coordi-
nate systems; lines represent transforms. The goal of the system is to provide the user with
information on the location of the tip relative to the target anatomy, T ANAT

T IP . The transform
from the drill to the tip, T DRILL

T IP , is unknown and must be calibrated.

F.2.2 Computer Assisted Drilling

The previous sections provided a general overview of CAS. We now focus on a particular task of interest:

surgical drilling.

Drilling is one of the most commonly performed tasks in orthopaedic surgery. There are a variety

of reasons that a surgeon will create a hole in the bone, such as in preparation for a screw or implant,

to relieve pressure, or to route tendons and ligaments. Although the relative importance of accuracy
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and speed will depend on the procedure, in general, the goal is to create a hole quickly with accurate

position, trajectory, and depth without causing excessive damage to the bone. This is often difficult to

achieve, making drilling a good candidate for computer assistance.

As discussed above, the primary motivation of CAS systems is to improve accuracy. Accuracy can

be difficult to achieve during drilling due to a combination of several factors: inadequate visualization,

instability, and the nature of machining bone. Rancourt [2001b] demonstrated that drilling is an inher-

ently unstable task. Lateral stiffness must be present to ensure that the force applied to the end of the

drill doesn’t cause an uncontrolled rotation if the force isn’t perfectly aligned with the drill axis. This

instability increases with larger drilling forces, such as those required to efficiently drill bone. Adequate

force levels must be used to reduce the risk of excessive heat generation that could cause damage to

the bone tissue, i.e. cause osteonecrosis. Maintaining adequate force and stability become competing

requirements.

In order to reduce the risk of injury, many drilling tasks with high accuracy requirements are com-

pleted under fluoroscopic guidance. Although fluoroscopy provides the surgeon with the actual position

of the drill bit relative to the anatomy, there are several drawbacks: only one perspective at a time is

available, adjusting view positions is often difficult and time consuming, and both the patient and op-

erating room team to are exposed to undesirable radiation. A CAS drilling system has the potential to

reduce radiation exposure with comparable or improved accuracy.

Distal locking of intramedullary nails, femoral head resurfacing and core decompression are exam-

ple of surgical procedures that rely on accurate drilling. The success of each of these procedures involve

a drilling task where the correct positioning and trajectory must be attained. Both distal locking and

core decompression typically rely on fluoroscopy to achieve the correct trajectory.

Challenges

One of the challenges of applying CAS techniques to drilling is tracking the position of the drill bit.

It is difficult to directly track the tip of the drill bit using current technology. Optical systems rely on

line-of sight, so markers can not be placed on any part of the tool that will penetrate the body. Although

electromagnetic sensors could be installed in the tip of the drill bit, these would be expensive and the

sensors would be susceptible to interference by the rotating drill motor. Some systems get around this

issue by tracking a drill guide instead, although this does not allow depth control, and can be less

convenient.

Instead of tracking the drill bit tip directly, it is common to attach a marker array to the drill itself

and determine the transform of the tip through a calibration. This method has the advantage of using a

single sensor for a variety of drill bits, but it does require a calibration each time the drill bit is changed.

Drill Calibration

A drill calibration is necessary to describe the location and orientation of the drill bit with respect to the

measured drill coordinate frame. It is an important component of the overall accuracy of a CAS system;

a difference between the actual position of the drill and what the surgeon is being shown can result in
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Drill

DRILLTTIP

Figure F.7 The goal of the drill calibration is to determine the unknown transform from the coor-
dinate system defined by the fiducial markers to the drill bit tip, T DRILL

T IP .

neurovascular injury or misalignment of screws or implants. Figure F.7 illustrates the two coordinate

systems and the unknown transform between them. The calibration process should be quick, accurate,

require minimal user interaction and work reliably.

The drill bit calibration is a transform that represents the translation to the drill bit tip and the

orientation of the rotational axis, or primary axis, of the drill bit. The tip translation is required to

determine hole location and depth while the principal axis defines the trajectory of a hole. The additional

DOF representing rotation around the drill bit is not necessary, but is sometimes useful to indicate some

meaningful direction of the drill (e.g. ‘up’ on the drill body.)

This calibration can be determined using a transform method with a specialized tool, or with a

fitting method. Transform methods use a special tool with a known geometrical relation to directly

compute the drill calibration. Figure F.8 shows an example of a special dedicated calibration tool used

with the VectorVision system (BrainLAB Inc., Westcherster, Illinois, USA). The tool relies on high

manufacturing tolerances to determine the length, diameter, and position of the tip of the instrument.

The drill calibration is calculated directly using the measurement of the drill coordinate frame, the

measurement of the calibration tool coordinate frame and the known transform from the calibration

coordinate frame to the machined hole into which the drill is placed.

Fitting methods rely on constraining the tool in the ground frame and recording data while the tool

is moved. Errors can be introduced into the data through unwanted movement of the constraints and

from random noise in the tracker measurements. The calibration parameters are estimated by using an

algorithm to fit the noisy data to a known geometry.

For example, one of the most commonly performed is a pivot calibration. Translation of the tip is

constrained by placing the tip of the drill bit in a divot that is fixed with respect to some coordinate

system, as illustrated in Figure F.9. The position of the drill coordinate system is measured while the

drill is pivoted using the remaining 3 DOF. A sphere is fit to the resulting data, with the coordinates of

the centre representing the tip location. The measurements are then used to determine the translation
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Figure F.8 Example of a special drill calibration tool. (Source: [Beckmann 2006], ©Springer
2006, used with permission.)

Figure F.9 Calibration data for tip translation is generated by a pivot procedure. The drill coor-
dinate frame is measured while the drill is pivoted with the drill bit tip held fixed in a small
divot.

of the tip with respect to the drill coordinate frame. The inputs and outputs of a typical algorithm are

summarized in Table F.3. The goal is to find the centre, (x,y,z), and radius, r, that minimize the distance

between the data points and the sphere.

A similar approach can be used to determine the orientation of the primary axis. The drill bit

is constrained to restrict 3 DOF of translation and 2 DOF of rotation. This restricts motion to 1 DOF

rotation around the drill bit axis, as illustrated in Figure F.10, which limits the drill coordinate frame to

move along a 3D circle. In practice, this can be accomplished by clamping the drill bit to a v-groove,

or by drilling into a work-piece fixed to the ground, and rotating the drill chuck. A LS3DCF algorithm

can then be used to determine the calibration. The goal of this algorithm is to find the centre point,
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Table F.3 3D Sphere Fitting Algorithm

Name Type Description

Inputs m integer number of data points
(xi,yi,zi)

m
i=1 array(m) of vectors data points

(x0,y0,z0),r0 vector,scalar initial value

Outputs (x,y,z),r vector,scalar fitted sphere
(di)

m
i=1 array(m) distances of data from sphere

Figure F.10 Data for an axis calibration can be generated by using a rotation calibration procedure.
The drill coordinate frame is measured while the drill is rotated around the drill bit which is
held fixed or clamped.

(x,y,z), normal vector, (a,b,c), and radius, r, that minimize the distance of the 3D data points from the

3D circle, expressed in the fixed coordinate frame. The inputs and outputs are summarized in Table F.4.

There are two sources of error that can cause the drill transforms to deviate from a perfect circle:

constraint movement and measurement noise. If the constraints shift during the rotation procedure, the

rotation axis in the ground frame will move. Any translation or rotation perpendicular to the rotation

Table F.4 3D Circle Fitting Algorithm

Name Type Description

Inputs m integer number of data points
(xi,yi,zi)

m
i=1 array(m) of vectors data points

(x0,y0,z0),(a0,b0,c0),r0 vector,vector,scalar initial value

Outputs (x,y,z),(a,b,c),r vector,vector,scalar fitted circle
(di)

m
i=1 array(m) distances of data from circle
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axis will introduce a radial error, or angular error, respectively. Translation along the rotation will

introduce axial error. The second source of error is the inherent noise in tracking the position of the

fiducial markers which results in translational and rotational uncertainty in the drill coordinate frame.

One of the limitations of this LS3DCF technique is that it does not take advantage of all available

data. Although the tracker is able to determine both the translation and rotation of the drill coordinate

frame, only the translation data is used. A different algorithm could be designed to incorporate rotation

data as well. Another limitation is that the algorithm requires blocks of data. A conservative number of

data points must first be measured and then processed. If the desired accuracy is not achieved, the entire

process must be repeated, which can take up valuable time.

An unscented Kalman filter (UKF) is able to process data as it is measured and provide not only the

calibration parameter, but an estimate of the uncertainty. This enables real-time calibration which can

be terminated when the desired accuracy is reached. The following section describes the UKF in more

detail.

F.2.3 Kalman Filter

The Kalman filter is a set of mathematical equations designed to recursively estimate the state of a

process in a way that minimizes the mean of the squared error [Welch 2006]. The filter can be used

to estimate the past, present and even future states, and can do so with incomplete or noisy data. The

Kalman filter was originally developed for linear systems [Kalman 1960], but has since been extended

to nonlinear systems by using the unscented transform [Julier 1997]. The UKF is required here to handle

nonlinear rotations.

The state of the process at a certain time i is described as a state vector xi. The UKF algorithm

predicts the state vector at some time i+1 and then corrects the estimate using noisy measurements as

feedback. A nonlinear process model describes the time time update and a nonlinear observation model

describes the measurement update.

For parameter estimation, the state vector is formed using the L parameters, and is assumed to

remain constant. The process model is thus stationary, with process noise Rk:

xk+1 = xk +Rk (F.1)

The observation model is defined with known input uk, and output yk. A nonlinear map between the

G()̇, is dependent on the parameters:

yk = G(xk,uk)+Qk, (F.2)

where Qk is the observation noise related to errors in the measurement system. The UKF uses a

deterministic sampling approach to calculate the mean and covariance by generating and propagating

so called sigma points through the non-linear mapping and then computing a weighted mean and co-

variance. Three parameters control these sigma points: the constant α determines the spread of sigma

points, κ is a secondary scaling parameter, and β is used to incorporate prior knowledge about the dis-
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tribution of the state vector 1. Another parameter, λ , is used to apply exponential weighting on past

data. A full description of the algorithm can be found in Appendix F.8.2.

UKFS have been applied to a variety of relevant calibration and registration problems. Moghari

[2006] developed a UKF algorithm for calibrating an optically tracked ultrasound probe, allowing the

2D ultrasound images to be mapped to physical coordinates. Simpson [2007] used a UKF algorithm

for calibrating the tip of an optically tracked drill and providing real-time tracking and estimates of

uncertainty. Providing these uncertainty estimates to the surgeon via the visual guidance display led to

an average 20 % reduction in navigated pedicle screw placement time. The UKF technique has also been

used for 3D point-based rigid registration [Zamani 2008].

F.2.4 Summary

This section provided background information on CAS, computer-assisted surgical drilling, drill calibra-

tion, and the UKF. The following section describes how these elements were brought together to design

an unscented Kalman filter for calibrating the primary axis of a drill for use in CAS.

F.3 Methods
This section describes the two components of the calibration: the procedure to generate the data, and the

algorithm to determine the calibration. We describe how we generated simulated calibration data and

how experimental calibration data was measured with our research CAS system. Next, we describe the

development of an UKF for determining the axis calibration from the rotation data. Finally, we describe

how the algorithm was validated and compared to a LS3DCF method.

F.3.1 Calibration Procedure

The goal of the calibration procedure is to generate data that can be used by the calibration algorithm

to determine the calibration parameters. In order to determine the primary axis, we chose to use a

rotation procedure to constrain the measured motion to a 3D circle. The drill body (and measured local

coordinate frame) is rotated around a fixed drill bit. This section describes how rotation data were

generated using computer simulation and measured with our research CAS system.

Simulated Calibration Procedure

Simulated data were generated using a custom script in Matlab (Version 7.14.0.739, The Mathworks,

Natick, MA, USA). The tool geometry was defined by a transform from the marker array to the tip of

the tool, with the z-axis aligned with the drill bit axis. The calibration procedure was defined by a tip

location in the ground frame. Data were then generated by rotating the tip around the drill axis in the

ground frame and calculating the resulting position of the drill coordinate frame. Axial, angular, and

measurement error was introduced by generating random numbers from a normal distribution. A value

1 α typically ranges from 1e−4 ≤ α ≥ 1; β is typically set to 3−L for parameter estimation; and β = 2 is optimal for a
Gaussian distribution [Wan 2000].
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of 0.35 mm/
√

4 was used for the FRE of the tracker, where 0.35 mm is the rated volumetric uncertainty

of the NDI Polaris® trackers and 4 represents the number of markers. A copy of the code can be found

in Appendix F.8.1.

1. Select T TIP
DRILL, the transform that represents the rotation and translation from the drill marker

coordinate system to the drill bit tip coordinate system.

2. Select T TIP,0
TCF , the initial position of the drill bit in the ground frame, or here, the TCF.

3. Create a movement transform by combining axial angular rotation range (αz), axial error (δz), and

tilt error (δθ ). The axial error and tilt error are drawn from a zero-mean, normal distribution with

standard deviations of σθ and σz, respectively.

4. Compose movement transform with initial tip pose to get T TIP,i
TCF .

5. Calculate drill marker pose in TCF: T DRILL,i
TCF = T TIP,i

TCF ·T DRILL
TIP .

6. Apply zero-mean, normally distributed perturbations to the translational components of the drill

marker: T̃ DRILL,i
TCF .

7. Repeat steps 3-6 to produce N calibration points.

Experimental Calibration Procedure

Experimental data were measured with a CAS research system using a commercially available drill and

drill bits.

The experimental CAS system is based on an Polaris optical tracker (NDI, Waterloo, Ontario,

Canada). Although this system is capable of tracking both passive and active markers, only passive,

spherical retroreflective markers were used. Arrays of at least 3 markers in a pre-defined geometry were

attached to rigid bodies to measure their position and orientation. The Polaris communicates through a

serial link to a PC (Intel Core 2 Quad CPU 2.40 GHz, internal storage 4 GB, NVIDIA GeForce 9500GT

512MB Video Card). Transforms can be acquired up to a maximum rate of 60 Hz.

The system uses a modified commercially available drill (Model DW907, DeWalt, Baltimore MD,

U.S.A). This model is hand-held and battery-powered. Four of the screws that held the drill together

were replaced with threaded standoffs. The retroreflective markers were attached to each standoff using

the standard threaded mounting posts. The modified drill is illustrated in Figure F.11. The marker

geometry was characterized using the collection procedure of the NDI software. A local drill coordinate

system was defined with the origin at marker A, the negative z-axis passing through marker B, and the

x-axis perpendicular to the plane defined by the markers A, B, and C. The resulting coordinate system

has the the z-axis approximately aligned in the direction of the primary axis of the drill bit. Marker

positions are listed in Appendix F.7.1.

The calibration procedure was performed and measured 30 times. During each trial, the drill bit was

rigidly clamped relative to the ground while the drill body was rotated. It was not possible to complete

a full 360° rotation and maintain line of sight, so the drill was rotated approximately 90° and then

reversed to the original location. During the rotation, 500 measurements of the drill coordinate frame

were recorded at 60 Hz.
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A B
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Figure F.11 Retroreflective markers were attached to a commercially available cordless drill to
enable pose measurement with an optical tracker system. A local drill coordinate system
was defined with the origin at marker A and the z-axis approximately aligned with the drill
axis. The USB accelerometer shown attached to the side of the drill was not part of this
project.

The next section describes the algorithm used to process the data.

F.3.2 UKF Axis Calibration Algorithm

The goal of this algorithm is to determine the location of the drill bit axis in the drill coordinate frame

from transform data produced by a rotation procedure. Several components are required in order to de-

velop a UKF algorithm to determine the calibration parameters. We must determine how to parametrize

the axis and how to use the observations (i.e. the measured calibration data) to update the parameter

estimate. All of the simulation, testing, and analysis was done using Matlab (Version 7.14.0.739, The

Mathworks, Natick, MA, USA). The UKF algorithm framework was based on the paper by Wan [2000].

Axis Parametrization

An axis in 3D space can be defined by two 3D points or a single 3D point and a parallel vector, requiring

a minimum of 5 parameters. Since any point along the line can be used, there are an infinite set of valid

parameters. In the case of tracked surgical tools, we can use a priori information about the approximate

direction of the axis with respect to the tool coordinate system to limit the range of valid parameters.

Our parametrization uses two 3D points each restricted to a pierce plane. The two pierce planes

are defined approximately normal to the desired axis. The axis intersects each plane at a single point,

defined as the pierce point. This reduces the number of unknown parameters to four: two 2D pierce
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Figure F.12 Unique pierce points for a pre-defined distal and proximal plane.

points. For simplicity, we use the xy plane and a parallel plane offset by 100 mm 2. The planes and an

arbitrary axis are illustrated in Figure F.12.

UKF Parameter Estimation

A UKF can be used for parameter estimation by defining an appropriate state vector using the parameters.

To map the axis in the ground frame from measurements of the tool, the rotation axis must be represented

with respect to both the tool and the ground. This require 8 parameters: two pierce points for the

proximal and distal planes in each coordinate system and two components per pierce point,

x = [(pproximal,pdistal)ground,(pproximal,pdistal)tool]
T

=
[
ugp,vgp,ugd ,vgd ,ut p,vt p,utd ,vtd

]T
. (F.3)

xi = xi+1 +
(
0,∑Q

)
(F.4)

The state model defines how the state vector changes in time. In our case, the parameters are

time invariant with initial value and covariance matrix x0 and P0
x , respectively. (0,∑Q) is a zero mean

Gaussian random vector with a covariance matrix ∑Q which represents noise in the calibration process.

2This choice of offset keeps pierce points errors on similar scales: 1 mm angular pierce point error is equivalent to 1.7°
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Observation Model

The observation model defines how external observations or measurements of the system are used to

correct the estimate of the system state. For parameter estimation, a training set of known inputs and

desired outputs is typically used to solve for the parameters. Here, we define an observation model using

a direct-error formulation so that the expected output is always zero.

Each observation is a measured transform of the drill coordinate frame with respect to ground. The

error is computed as the difference between the rotation axis based on this measurement and the current

ground rotation axis estimate. Figure F.13 illustrates the observation model.

First, the pierce points in the ground frame and tool frame are extracted from current parameter

estimate:

pp
TCF =

ugp

vgp

0

 ,pd
TCF =

ugd

vgd

100

 (F.5)

pp
DRILL =

ut p

vt p

0

 ,pd
DRILL =

 utd

vtd

100

 (F.6)

These pierce points are then transformed into the ground frame using the measured transform

(TDRILL
TCF ) of the drill with respect to ground:

pp′
TCF = pp

DRILL ·
(
TDRILL

TCF
)−1

(F.7)

pd′
TCF = pd

DRILL ·
(
TDRILL

TCF
)−1

. (F.8)

The projected pierce points define an axis which intersects the pierce planes in the ground frame in

two places:

nTOOL
TCF =

pd′
TCF−pp′

TCF∥∥∥pd′
TCF−pp′

TCF

∥∥∥ (F.9)

µd =
0−
(

pp′
TCF

)
z(

nTOOL
TCF

)
z

(F.10)

µp =
100−

(
pp′

TCF

)
z(

nTOOL
TCF

)
z

(F.11)

pp′′
TCF = pp′

TCF +µd ·nTOOL
TCF (F.12)

pd′′
TCF = pd′

TCF +µp ·nTOOL
TCF (F.13)
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Finally, the radial distance between the two pierce points on each plane is computed and summed

together to calculate the error.

e = rd + rp

=
∥∥∥pd

TCF−pd′′
TCF

∥∥∥+∥∥∥pp
TCF−pp′′

TCF

∥∥∥ (F.14)

If the calibration parameters are correct, than the transformed tool rotation axis and its corresponding

pierce points will be aligned with the ground rotation axis and both radial distances will be zero. The

unscented transform is necessary because the rotations make the observation model non-linear.

Converting Pierce Points to Axis Calibration

Once the algorithm has finished processing the data, the optimized pierce points must be converted

into a more usable form. The pierce points define the primary axis of the drill bit: this does not include

information on the location of the drill bit tip along the axis or a rotation around the axis. The translation

of the tip along the axis can be determined using a pivot calibration. The rotation around the axis is not

important, and is typically set to something convenient, for example the y-coordinate aligned with the

natural ‘up’ direction of the drill body.

In the absence of a pivot calibration, we can still convert the pierce points into a transform. The

origin is selected as the point along the axis closest to the drill marker origin. The z-axis is defined

using the two pierce points and rotation around the axis is chosen arbitrarily.

Ground Truth Difference

The accuracy of the calibration algorithm can be measured in simulation by calculating the ground

truth difference, i.e. the difference between the known parameters and the estimates produced by the

algorithm. In order to describe the difference between two axes, two error metrics are defined: an

angular error and a radial error.

The angular difference between two axes can be found by using the dot product and the direction

vectors a and b:

cosθ =

∣∣∣∣ a ·b
|a| |b|

∣∣∣∣
The radial error is defined as the minimum mutually perpendicular distance between the two axes.

If the two axes coincide or intersect, the radial error will be zero, otherwise a finite distance exists. The

equations to calculate this distance can be found in Appendix A.1.

It is often convenient to have a single scalar representation of error. This can be accomplished by

mapping one of the error metrics into the space of another using a characteristic length. In this case, we

map the angular error into radial units using a characteristic length of 100 mm, which corresponds to

the chosen pierce plane offset. This applies equal weighting to an angular error of 1° and approximately

351



APPENDIX F. UKF DRILL AXIS CALIBRATION

Figure F.13 Illustration of observation model. The top figure shows the measured drill coordinate
frame with its distal and proximal plane in cyan and magenta. The tool pierce points are
transformed using the measurement into the ground frame. The tool pierce points are found
in the ground frame on the blue distal and red proximal plane. The algorithm attempts to
minimize the radial distance between the tool and ground pierce points (rd + rp).
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1.7 mm.

F.3.3 Testing, Validation and Comparison

This section describes the testing, validation and comparison of the UKF axis calibration algorithm.

The simulated data were used to optimize the filter tuning and provide a measure of how the internal

error metrics compared to the ground truth difference for different amounts of measurement error. The

experimental data were used to estimate the repeatability of the algorithm. Finally, we compared the

UKF axis calibration algorithm to a LS3DCF algorithm using both the simulated and experimental data.

Filter Tuning

The Kalman filter has several user-controlled parameters used to tune its performance: the sigma point

spread, α , the measurement noise covariance matrix, R, and the past-data forgetting factor, λRLS. In

order to achieve optimal filter performance, we performed an optimization using simulated data to de-

termine appropriate values for each parameter.

Since the tuning parameters are bounded the optimization was set up as a constrained minimiza-

tion. Table F.5 lists the tuning parameters and their upper and lower bounds based on values found in

Wan [2000]. We used the Matlab function fmincon with the interior-point algorithm. The objective

function is a sum of the final radial and (mapped) angular ground truth difference.

min
λRLS,α,R

(eRt + eRg + eAt + eAg) (F.15)

The optimization was applied to 100 simulated calibration data sets generated with a 0◦− 90− 0◦

rotation; calibration errors of σθ = 0.25° axial and σz = 1mm tilt; and marker measurement error of

0.35/
√

4mm FRE.

Table F.5 Filter Tuning Parameter Bounds

Tuning Parameter Lower Bound Upper Bound

λRLS 0.9 0.9999
α 1e-3 1
R 1e-6 1e-2

Simulated Ground Truth Difference

A second set of 100 simulated data sets were generated and used to evaluate and compare the ground

truth difference of the UKF axis and with the least-squares 3D circle fitting (LS3DCF) algorithm(Least

Squares Geometric Elements Library, National Physics Laboratory, Teddington, Middlesex, UK.3). The

LS3DCF implementation uses a Gauss-Newton method. The ground truth differences were tested with a

paired t-test to assess any difference between the two algorithms using a significance level of α = 0.05.

3Available for download at http://www.eurometros.org/metros/packages/lsge/
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Experimental Repeatability

We wanted to quantify the performance of the UKF algorithm and compare it to the LS3DCF algorithm

using experimentally measured data. Since the ground truth is not known for experimental data, an

alternative metric is required. A measure of repeatability was obtained by determining an average cali-

bration transform. The average calibration transform was calculated by combining the Euclidean mean

of the translation with the norm-preserving average of the quaternions [Markley 2007]. The angular

and radial error compared to the average were calculated for each trial and a Kolmogorov-Smirnoff

test was applied to assess statistically detectable differences between the two calibration algorithms. A

significance level of α = 0.05 was used.

F.3.4 Summary

We successfully implemented a UKF algorithm to determine the primary axis of a tracked drill bit using

a rotation calibration procedure. We analysed the performance of our algorithm using simulated data

and measured a series of rotation procedures to test it experimentally. The next section presents the

results calibrations performed using the simulated and experimental data.

F.4 Results
This section provides results of the creation, tuning, and testing of a rotation calibration procedure and a

UKF-based axis calibration algorithm. The calibration is first demonstrated using simulated data. Next,

simulated data is used to tune and assess the performance of the algorithm. Finally, we present the

results of a set of experimentally measured calibrations.

F.4.1 Example

In this section, each step of the calibration process is illustrated using simulated data. Figure F.14 shows

a tool defined with a tip calibration of

T T IP
DRILL = [0.0868,0.0868,−0.0076,0.9924,−40,−20,120]T

and a tip position of

T T IP
TCF = [0.0713,−0.0500,−0.8160,0.5714,100,60,50]T .

These values were selected to represent an axis that has similar offsets to our experimental setup,

with a rotation axis that is roughly in the z-direction of the tool and the tracker. The drill is rotated 90◦

around the drill axis then returned to its original position. Each measurement is perturbed with noise

drawn from a uniform distribution. As shown in the figure, the data lies approximately along a segment

of a 3D circle.

The calibration ground truth is illustrated in Figure F.15. The ground truth consists of two sets of

two pierce points which represent where the axis pierces the distal and proximal pierce planes. Each
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Figure F.14 Illustration of a particular tool geometry (left) and simulated calibration procedure
(right). The tip is defined in the local tool coordinate system. Measurements in the tracker
coordinate frame are generated by rotating the tool around the ground rotation axis. This
figure shows a 20 measurement sample of a 0◦− 90◦− 0◦ simulated calibration with 1 mm
axial error, 0.25° tilt error, and 0.18 mm FRE.

plane is characterized by 5 parameters: a fixed plane offset, and two pierce points.

The UKF-based algorithm is applied to the simulated data with a default set of filter parameters

(α = 1×10−3,κ = −5,β = 2). The filter is iterated for each simulated measurement. Figure F.16

illustrates the estimate of the pierce point parameters after each iteration. Even with a naive initial

estimate, the parameters converge after 14-15 iterations.

By comparing the known axes with the estimated parameters, the ground truth difference for each

iteration can be calculated, as illustrated in Figure F.17. The ground truth difference decreases and

approaches zero as expected. The final ground truth difference for the tool is 0.03 mm and 0.33°.

When using experimental data, the ground truth isn’t known so an alternative measure must be used

to estimate the uncertainty. Figure F.18 illustrates convergence of the norm of the covariance matrix.

This represents an combined estimate of the maximum uncertainty in the parameters.

F.4.2 Filter Tuning

Optimization was performed on 100 sets of simulated data to determine the appropriate filter tuning

parameters. The simulated data were a 0◦−90◦−0◦ rotation with N = 500 samples. Table F.6 lists the

values of the tuning parameters resulting from the optimization.
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Figure F.15 Ground truth pierce points for example data. (Top) The rotation axis in the ground
frame is shown with the tip coordinate frame and its corresponding distal (ugd ,vgd) and
proximal (ugp,vgp) pierce points. (Bottom) The rotation axis in the tool frame is shown with
the tip coordinate frame and its corresponding distal (utd ,vtd) and proximal (ut p,vt p) pierce
points.

F.4.3 Testing and Comparison

The optimized tuning parameters were then used to evaluate the ground truth difference on an additional

100 sets of simulated data. Summary statistics for the radial and angular ground truth difference are

listed in Table F.7. The most relevant metric is the radial and angular ground truth difference for the

tool.
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Figure F.16 Convergence of pierce point locations with an initial estimate of x0 =
[0,0,0,0,0,0,0,0]T . The parameter estimate stabilizes after about 10 iteration.

Figure F.19 illustrates the angular and radial ground truth difference of each data set for both algo-

rithms. The LS3DCF algorithm clearly has less radial ground truth difference for the tool axis. A paired

t-test was used to test whether the mean of the ground truth difference differed between the algorithms.

Using a significance level of α = 0.05, there was a statistically detectable difference in all four ground

truth differences. Figure F.20 shows the empirical cumulative distribution function comparing the two

algorithms, which shows how the UKF algorithm has a smaller angular ground truth difference while the

LS3DCF algorithm has a smaller radial ground truth difference.
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Figure F.17 Ground truth difference for simulated example data. The final ground truth difference
for this N=20 sample is 0.69 mm and 0.40° for the tracker rotation axis and 0.03 mm and
0.33° for the tool rotation axis.

Figure F.18 Covariance matrix norm for example data. The norm of the covariance matrix is used
to estimate uncertainty in the axis estimate in the absence of ground truth.

F.4.4 Experimental Calibration Data

This section describes the results from the 30 experimental rotation procedures. Drill coordinate frame

transforms from a typical trial are shown in Figure F.21. Like the simulation, these measurements lie

along a portion of a 3D circle. At a localizer acquisition rate of 60Hz, each procedure takes just over 8

seconds to complete. Over a total rotation of 180◦, this corresponds to an average angular velocity of

22◦/s, or approximately 0.4◦ per measurement.
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Figure F.19 Comparison of radial and angular ground truth difference for 100 sets of simulated
data using UKF axis algorithm and LS3DCF algorithm.

Figure F.20 Empircal CDF of angular and radial ground truth difference for 100 simulated data
sets. Using a paired t-test, there is a statistically detectable difference between the means of
each component of the ground truth difference.
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Table F.6 Optimized Tuning Parameters

Tuning Parameter Simulation

λRLS 0.98
α 0.04
R 0.0001

Table F.7 Simulated Data Ground Truth Difference

Algorithm Parameter µ±σ 95% CI

UKF

Radial-Ground 0.19 ± 0.09 mm [0.17,0.21]
Radial-Tool 0.50 ± 0.23 mm [0.45,0.55]
Angular-Ground 0.16 ± 0.07◦ [0.14,0.17]
Angular-Tool 0.16 ± 0.07◦ [0.14,0.17]

LS3DCF

Radial-Ground 0.14 ± 0.08 mm [0.12,0.15]
Radial-Tool 0.13 ± 0.07 mm [0.11,0.14]
Angular-Ground 0.24 ± 0.15◦ [0.21,0.27]
Angular-Tool 0.24 ± 0.15◦ [0.21,0.27]

Ground truth error statistics for 100 simulated data sam-
ples with σz = 1mm axial error, σθ = 0.25° tilt error and
0.18 mm FRE.

Figure F.21 Measured drill transform data from a typical experimental rotation. Every 10th mea-
surement is shown for clarity. Each trial consisted of 500 measurements rotated over 90◦ and
back again.

Figure F.22 illustrates the pierce point estimates of a typical experimental dataset. The UKF was run

with the optimized tuning parameters.
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In this case, the estimate converges after about 35 iterations, which corresponds to approximately

14◦ of rotation. There is some variability between trials, as shown with the norm of the covariance

matrix for all experimental trials in Figure F.23. This figure clearly shows that essentially all trials

converge after 80 iteration, which corresponds to about 30◦ of tool rotation. An appropriate threshold

on the covariance matrix norm could be used to end the rotation when a desired level of uncertainty is

reached.

Figure F.22 Pierce point convergence behaviour for a typical experimental rotation. The top figure
shows pierce points corresponding to the ground rotation axis whereas the bottom figure
shows pierce points corresponding to the tool rotation axis. The first 75 iterations of 500 are
shown.
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Figure F.23 Convergence of covariance norm for N=30 experimental rotations. All trials converge
after approximately 80 iterations. The norm of the covariance matrix is a measure of the
maximum uncertainty in the parameters.

Since no ground truth is available for the experimental data, we calculated a measure of repeatability.

The pierce point parameters estimate for each trial was found by averaging the results of the last 50

iterations. Figure F.24 shows a set of boxplots representing the difference between the pierce points

parameter for each trial and the mean over all trials. The repeatability of the pierce points varied from

0.13 mm to 0.28 mm.

Figure F.24 Repeatability of pierce points determined by unscented Kalman filter (UKF) algorithm
for N=30 experimental rotations.

The average time taken to process each observation was 0.0028 s.

362



APPENDIX F. UKF DRILL AXIS CALIBRATION

Figure F.25 Calibrated tip pose (large coordinate frame) from typical experimental rotation data
(small coordinate frames). Only every 10 data transforms are shown for clarity.
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F.4.5 Least-Squared Circle Fitting Comparison

Figure F.26 illustrates a paired comparison of the two calibration algorithms for 30 experimental rotation

data sets. A Brown-Forsythe Levene-type test was used to assess whether the calibration errors comes

from groups with equal variances. A non-parametric test was used since the errors are all positive.

Although the radial ground error was close to reaching significance, no statistically detectable difference

was found, suggesting that the two methods have comparable repeatability (Table F.8).

Table F.8 Experimental Calibration Algorithm Comparison

Parameter Test Statistica p

Radial-Ground 3.85 0.054
Radial-Tool 3.25 0.077
Angular-Ground 1.03 0.31
Angular-Tool 0.68 0.412

a Brown-Forsythe Levene-type test for
equal variances.

F.4.6 Summary

This section presented the results of the testing and comparison of the UKF axis algorithm. An illus-

trative example was first used to demonstrate how the algorithm worked, followed by results of the

tuning and comparison to a LS3DCF algorithm using simulated data. Finally, the results of applying the

algorithm to data obtained using the experimental CAOS system were presented.

F.5 Discussion
We developed a calibration method to determine the unknown transformation of the primary axis of

a drill bit with respect to a marker frame attached to the body of the drill. Data were generated with

a rotation procedure and a UKF based algorithm was developed to process the data. The UKF based

algorithm was able to determine calibration parameters with a comparable ground truth difference to a

standard LS3DCF technique with the added benefit of being able to do it in real-time as well as provide

uncertainty metrics which can be used to enhance visualization.

F.5.1 Performance

In this section, we discuss the performance of the UKF axis calibration algorithm in the context of the

characteristics of an ideal registration algorithm proposed by Yaniv [2008].

Execution Time

The ideal registration algorithm should occur in real-time. The Matlab implementation of the algorithm

took approximately 0.0028 seconds to process each data point, which is more than sufficient for real-

time calibration using the NDI Polaris tracker, which is limited to an acquisition rate of 60 Hz. Based on
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Figure F.26 Comparison of radial and angular error for UKF algorithm and LS3DCF algorithm.

this timing, this algorithm could be used for real-time calibration with a measurement update frequency

as high as 300 Hz. Code optimization and a programming language with lower overhead could extend

this range even further. The ability to perform the calibration in real-time is a significant gain over the

standard LS3DCF technique which operates on batch data.

Accuracy

We adapted the original goal of a TRE less than 0.1 mm in the region of interest to better accommodate

the dual-errors associated with axes. For simulated data with realistic amounts of noise, the UKF axis

algorithm had a mean radial ground truth difference of 0.70 ± 0.29 mm (95% CI: 0.65–0.76) and a
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mean angular ground truth difference of 0.22 ± 0.10◦ (95% CI: 0.20–0.24). These errors are larger than

expected.

Breakdown Point

According to Yaniv, an ideal registration algorithm must be able to handle more than half of the data

elements as outliers before results fall outside of reasonable bounds. This was not tested explicitly for

this algorithm. In the case of a real-time UKF calibration, any errors in the rotation procedure would be

reflected in the uncertainty of the parameter estimates. If for example the drill slipped, the user could

simply correct the mistake and continue the rotation procedure. It might take slightly longer for the

calibration to converge to the desired uncertainty, but the built-in data forgetting factor should take care

of any outlying data points.

Automation

An ideal registration should not require user interaction. There are three aspects of the UKF calibration

that require some user input. First, the normal vectors of the pierce planes must be approximately

aligned with the rotation axis in order to work properly. The orientation of the pierce planes could

be automated, or simply chosen based on a priori knowledge of the tool geometry. Second, the tuning

parameters of the filter must be selected appropriately. A default set of tuning parameters should provide

convergence for an arbitrary condition. Once an application is selected, a developer could characterize

the tool and tracker to determine optimal parameters. Finally, the positive direction of the rotation axis

is calculated arbitrarily and must be sometimes be flipped by the user to align with the navigated model

of the tool. The calibration could be set up to start in a particular direction, e.g., clockwise, in order to

give the algorithm the necessary information to properly determine the positive direction.

Reliability

Given the expected clinical input, an ideal registration should always succeed. For a drill with a similar

geometry to the one used with our experimental CAOS system, the algorithm converged to a solution

for each experimental rotation data set. Further testing is necessary to ensure the algorithm works

successfully with different tool geometries and with the rotation axis fixed in different location over the

working volume of the tracking hardware.

F.5.2 Comparison to Other Methods

Part of the initial motivation of this project was difficulty in finding information on existing axis cal-

ibration techniques. Clinical systems like the VectorVision® (BrainLAB, Munich, Germany) rely on

specially designed tracked calibration tools, which are expensive and inconvenient for a research envi-

ronment. These calibration tools are manufactured with tolerances to achieve high levels of accuracy.

The need to track the calibration tool will also introduce inaccuracies due to noise in measuring the

markers and uncertainty in registering the marker array.
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The LS3DCF approach has been used by other researchers (e.g. Kassil [2007]), but limited details

were provided on its implementation or validation. Since the algorithm relies on a preliminary 3D plane

fitting technique, it can be sensitive to axial error, and measurements with low radius of curvature (e.g.

large radius and small rotation angle). Although some existing algorithms can return an estimate of

uncertainty, they definitely work on a batch of data. The other limitation is that the input is simply the

measurement translations. Any orientation information on the revolving rigid body is discarded.

Based on the slightly lower ground truth differences, this LS3DCF algorithm batch-processed the

simulated data sets more accurately than the UKF algorithm processed the data iteratively. Part of the

difference in performance is that this UKF axis algorithm implementation uses a static value for the

exponential weighting on past data. An intermediate value must be chosen to balance early convergence

with late susceptibility to noisy data.

There is no statistically detectable difference in repeatability between the two algorithms when

using experimentally measured data. Table F.7 demonstrates similar repeatability using simulated data

in all measures except the radial tool ground truth difference. The UKF algorithm appears to have a

positive relationship between radial and angular error, especially in the tool frame, whereas the LS3DCF

algorithm has a consistent level of radial error.

Summary

This section discussed the results of the UKF algorithm testing in the context of the characteristics of an

ideal registration algorithm and compared the UKF algorithms performance to a LS3DCF algorithm. The

UKF algorithm has similar levels of accuracy to a LS3DCF algorithm and has the advantage of being able

to complete the calibration in real-time. There is still room for improvement by reducing the need for

manual user intervention to make the algorithm more automated and to ensure the algorithm is reliable

with other tool geometries and rotation locations.

F.6 Conclusions
This section summarizes the development of the calibration procedure, and the results of the simulations

and experimental repeatability. The strengths and limitations of the UKF algorithm are discussed along

with opportunities for future work.

F.6.1 Contributions

The purpose of this project was to develop and test a method for calibrating the primary axis of an

optically tracked drill for use in CAS. We selected a simple rotation procedure to generate the data and

developed a calibration algorithm based on an unscented Kalman filter.

Appropriate filter tuning parameters were determined by an optimization approach using simulated

data and the ground truth difference. The mean values for the tuning parameters for 100 simulated data

sets with realistic error values were λ = 0.98 , α = 0.04, and R = 0.0001.

Using simulated data, the ground truth difference was found to be less than 1 mm and less than 1°.
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The radial and angular ground truth difference were 0.50 ± 0.23 mm (95% CI: 0.45–0.55) and 0.16

± 0.07◦ (95% CI: 0.14 –0.17) respectively. The algorithm takes approximately 0.0028 seconds per

iteration, which is sufficient to perform real-time calibration up to 300 Hz. The UKF outperformed the

LS3DCF algorithm in angular ground truth difference, but not radial ground truth difference.

An experimental CAS system was used perform a repeatability assessment using real data. A total

of 30 rotation procedures were measured by a single operator, each spanning approximately 90◦ of

rotation. For each trial, 500 measurements were recorded at 60 Hz. The repeatability of the calibrations

were 0.23 mm and 0.30°. There was no statistically detectable difference between the repeatability of

the UKF algorithm and the LS3DCF.

Overall, the algorithm should reliably calibrate a rotation axis within <1 mm and 0.5°.

F.6.2 Strengths and Limitations

The main advantages of the UKF axis calibration algorithm are the ability to perform the calibration

in real-time and generate estimates of uncertainty. The real-time calibration should enable surgeons to

save time by enabling them to stop the procedure once the desired accuracy is reached. The uncertainty

estimates can be used to enhance the visualization and improve surgical navigation. Furthermore, an

UKF can also be used for real-time tracking, and it is possible to develop a UKF for simultaneous tracking

and calibration.

The main limitation of the current implementation is the choice of axis parametrization. Given a set

of pierce planes, not all rotations can be represented. In order to avoid convergence difficulties, prior

knowledge of the tool geometry should be used to select an appropriate set of pierce planes, or the the

orientation of the pierce planes could also be adjusted automatically by preliminary code. In the context

of a well-defined CAS application, with known tool and marker geometries, this issue should not pose a

concern.

The tuning parameters to choose in advance are another limitation, since inappropriate values can

negatively affect the performance of the filter. This is another general limitation that can be addressed

by focusing on a particular application, and doing pre-operative evaluations to determine the appropriate

values. Adequate characterization of the noise associated with a given tracking system and tool would

allow the developer to select appropriate tuning parameters.

The main limitation of this study was the selection of a LS3DCF algorithm for comparison. Although

it would have required the development of an additional algorithm, a transform-based block fitting

method would have been a more appropriate choice, since it would incorporate both translation and

rotation information from the measurements.

F.6.3 Future Work

Robustness Testing

We have shown that the UKF axis calibration algorithm produces satisfactory results for a tool with

geometry similar to the one used in our experimental CAOS system. In order to comfortably use the
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algorithm with an arbitrary marker frame and tool geometry, further validation is required to ensure that

the algorithm performs as expected. One of the main limitations of the LS3DCF algorithm is a sensitivity

on the radial distance, i.e. the distance from the axis to the markers. The UKF axis calibration should be

less sensitive to this distance since it uses not only marker translations like the 3D circle fitting but also

the marker orientation information. The UKF algorithm should also be insensitive to axial translation

error for the same reason.

Full Drill Bit Calibration

Currently, the full drill calibration is found by taking the drill bit tip translation from a pivot calibration

and the drill bit orientation from a rotation calibration. The axis position information from the rotation

calibration is simply ignored. Performing each calibration separately and combining the results is sub-

optimal. Ideally, the two methods should be combined so that instead of discarding information, the

information is used to speed up the other portion of the algorithm.

For example, since the tip should lie along the primary axis, the pivot procedure should be completed

first. The resulting known tip translation could be incorporated into the rotation algorithm so that just

the orientation of the primary axis is determined.

Axis Parametrization

The use of pierce planes and pierce points is numerically convenient, but it does require some a priori

knowledge of the set up for the algorithm to work effectively. Ideally, the axis would be parametrized

with a quaternion and a translation vector. This is possible to achieve, but it involves modifying the

underlying UKF algorithm in order to properly average the quaternions (i.e. a Euclidean average is not

appropriate.) Using a quaternion and translation vector directly would make it easier to interpret the

uncertainty in the calibration parameters produced by the algorithm.

Appended Data Implementation

The current implementation of the observation model only considers a single measurement of the drill

marker frame during each iteration of the filter. Better performance may be achieved by appending

each new measurement to a list of previous measurements and changing the observation model so it

works on the entire set. This approach was utilized by Moghari [2006] to perform the calibration of a

freehand ultrasound probe. Moghari ’s algorithm yielded x−, y− and z− error components of 0.61 mm,

0.42 mm and 1.07 mm, respectively, which is comparable to block calibration algorithms. One potential

drawback is that the current implementation applies an exponential weighting to past data; if a similar

weighting method was not applied, erroneous measurements could continue to skew the data.

F.6.4 Conclusion

We successfully developed a UKF based algorithm for calibrating the primary axis of an optically tracked

drill. Data is generated by rotating the drill body around a fixed drill bit, which requires minimal
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hardware. The algorithm works iteratively, enabling the calibration to be performed in real-time and

stopped when the desired uncertainty is reached. Angular error is less than 0.2° and radial error is

less than 0.6 mm which is within the required accuracy range for procedures like distal locking of

intramedullary nails and core decompression of osteonecrosis.

F.7 Supporting Materials

F.7.1 Experimental Drill

The position of the markers was characterized using NDI 6D Architect (Version 2.02.11, NDI, Waterloo,

ON, Canada). A local drill coordinate frame was defined with the origin at marker A, −z axis through

marker B, and x perpendicular to plane defined by markers A, B, and C. The results are summarized in

Table F.9 and markers illustrated in Figure F.27.

Table F.9 Drill Marker Positions

Marker x [mm] y [mm] z [mm]
A 0.00 0.00 0.00
B 0.00 0.00 -96.74
C 0.00 -50.44 -0.33
D -2.12 -159.68 -94.28

A B

C

D

z
x y

Figure F.27 Labelled retroreflective markers for local drill coordinate frame definition.
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F.8 Code

F.8.1 Simulation
function [rotationPoses] = sim_Rotate2(calib, tool )

% simRotate2 - simulate an ordered rotation calibration

% nposes - number of poses to "record"

% angle [zanglemin zanglemax]

% error [ axialErr angErr]

% rotationPoses [nPoses x 8] matrix [qx qy qz qw tx ty tz err]

%number of calibration points

nPoses = calib.n;

%range of rotation

zangle = calib.range;

%intial drill marker position

startPose = composeT(calib.tipPose,inverse(tool.tip));

error = calib.error;

zmin = zangle(1);

zmax = zangle(2);

axialErr = error(1);

angErr = error(2);

locErr = error(3);

%initialize data variables

rotationPoses=zeros(nPoses,8);

%create angles for rotation about the drill axis for its

%calibration

%random angles

%anZ = zmin+(zmax-zmin).*rand(nPoses,1);

%ordered angles

alphaZ = zmin:(zmax-zmin)/(nPoses-1):zmax;

% create random vertical error to simulate axial tip motion

vertErr = -axialErr/2+(2*axialErr).*rand(nPoses,1);

%create random error for off-axis rotation

anOff = -angErr/2+(2*angErr).*rand(nPoses,1);

anOffang = -pi + (2*pi).*rand(nPoses,1);

xOffang = cos(anOffang);

yOffang = sin(anOffang);
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%calculate intial tip pose based on tool start pose

tipref = composeT(startPose,tool.tip);

%for each pose, rotate the markers about the drill axis

for i=1:nPoses

%generate deviations of tip from initial tip pose (in tip frame)

rotT = [0 0 vertErr(i)];

rotQ = [0 0 1*sin(alphaZ(i)/2) cos(alphaZ(i)/2)];

errQ = [xOffang(i)*sin(anOff(i)/2) ...

yOffang(i)*sin(anOff(i)/2) 0 cos(anOff(i)/2)];

err=0;

if( exist(’qmult’)==2) %quaternion toolbox installed

totQ=qmult(rotQ,errQ);

else

error(’No quaternion toolbox installed’)

end

rottip = [ totQ rotT err];

tip = composeT(tipref,rottip); %(deviated tip in world frame)

%calculate position of tool in world frame

rotationPoses(i,:) = composeT(tip,inverse(tool.tip));

end

noise = randn( nPoses, 3 );

rotationPoses(:,5:7) = rotationPoses(:,5:7) + locErr*noise;

end

F.8.2 UKF Algorithm

UKF

classdef ukf

%UKF Unscented Kalman Filter

% Standard Unscented Kalman Filter algorithm for parameter

% estimation.

%

% Based on the paper:

% THE SQUARE-ROOT UNSCENTED KALMAN FILTER FOR STATE AND

% PARAMETER-ESTIMATION

% Rudolph van der Merwe and Eric A. Wan
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Figure F.28 Standard UKF Algorithm. (Source: Simpson [2007].)

properties

xEst % state mean estimate at time k

PEst % state covariance at time k

U % control input vecto

Q % process noise covariance at time k

ffun % process Model

z % observation at time k+1

R % measurement noise covariance at time k+1

hfun % measurement model

dt % time step (passed to ffun/hfun)

alpha % sigma point scaling parameter

beta % higher order error scaling parameter

kappa % scalar tuning parameter
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end

methods

function obj = step( obj)

% This function performs one complete step of the Unscented Kalman Filter

%

% SYNTAX : [xEst, PEst] = standard_ukf(xEst, PEst, U, Q, ffun,

% z, R, hfun, dt, alpha, beta, kappa )

%alpha - spread of sigma points around xEst (1e-4 -> 1)

%kappa - secondary scaling parameter 0 for state estimation,

% 3 - L for parameter estimation

%beta - used to incorporate prior knowledge of distribution of x

% for gaussian distributions, beta = 2 is optimal

states = size( obj.xEst(:), 1 ); %size of state vector (L)

observations = size( obj.z(:), 1 ); % size of observation vector

% calculate the sigma points and their corresponding weights

% using the scaled unscented transform

%

% equation 6

%

% note we return nsp+1 weights. first nsp weights are

% w_iˆm, and the last one is w_iˆc

%xSigmaPts - (L x 2L+1)

%wSigmaPts - weights on estimates

%nsp - number of points (2*L + 1)

[xSigmaPts, wSigmaPts, nsp] = ...

ukf.scaledSymmetricSigmaPoints( obj.xEst, obj.PEst, ...

obj.alpha, obj.beta, obj.kappa );

% work out the projected sigma points and their means

% equation 7

xPredSigmaPts = feval( obj.ffun, xSigmaPts(1:states,:), ...

repmat(obj.U(:),1,nsp ), zeros( states, nsp ), obj.dt );

%(L x 2L+1)

% equation 8

xPred = sum( repmat( wSigmaPts(1:nsp), states, 1 ) .* xPredSigmaPts, 2 );

exSigmaPt = xPredSigmaPts - repmat( xPred, 1, nsp );

wSigmaPts_xmat = repmat( [ wSigmaPts(nsp+1) wSigmaPts(2:nsp) ], states, 1 );
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PPred = ( wSigmaPts_xmat .* exSigmaPt ) * exSigmaPt’ + obj.Q;

%Q - process noise covariance

% equation 9

% redraw sigma points to incorporate effect of process noise

[xPredSigmaPts, wSigmaPts, nsp] = ...

ukf.scaledSymmetricSigmaPoints( xPred, PPred, obj.alpha, obj.beta, obj.kappa );

zPredSigmaPts = feval( obj.hfun, xPredSigmaPts, repmat(obj.U(:),1,nsp), ...

zeros( observations, nsp), obj.dt );

% equation 10 alternative - 7.83‘

% zPredSigmaPts = feval( hfun, xPredSigmaPts, U(:),zeros(observations,nsp),dt);

% equation 10

zPred = sum( repmat( wSigmaPts(1:nsp), observations, 1 ) .* zPredSigmaPts, 2);

% measurement update equations

ezSigmaPts = zPredSigmaPts - repmat( zPred, 1, nsp );

exSigmaPts = xPredSigmaPts - repmat( xPred, 1, nsp );

wSigmaPts_zmat = repmat([ wSigmaPts(nsp+1) wSigmaPts(2:nsp) ],observations,1);

% equation 11

PxzPredPrime = ( wSigmaPts_zmat .* ezSigmaPts ) * ezSigmaPts’ + obj.R;

PxzPred = (wSigmaPts_xmat .* exSigmaPts) * ezSigmaPts’;

% equation 12

K = PxzPred / PxzPredPrime; % kalman gain

% equation 13

inovation = obj.z - zPred;

obj.xEst = xPred + K * inovation;

obj.PEst = PPred - K * PxzPredPrime * K’;

end

end

methods (Static)

function [xPts, wPts, nPts] = scaledSymmetricSigmaPoints(x,P,a,b,k)

% This function returns the scaled symmetric sigma point distribution.

%

% [xPts, wPts, nPts] =

% scaledSymmetricSigmaPoints(x,P,alpha,beta,kappa)

% Inputs:

% x mean
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% P covariance

% (a) alpha scaling parameter 1

% (b) beta extra weight on zero’th point

% (k) kappa scaling parameter 2 (usually set to default 0)

%

% Outputs:

% xPts The sigma points

% wPts The weights on the points

% nPts The number of points

%

%

%

% (C) 2000 Rudolph van der Merwe

% (C) 1998-2000 S. J. Julier.

% Number of sigma points and scaling terms

L = size(x(:),1);

nPts = 2*L+1; % we’re using the symmetric SUT

% Recalculate kappa according to scaling parameters

k = aˆ2*(L+k)-L;

% Allocate space %unnecessary?

%wPts=zeros(1,nPts);

%xPts=zeros(L,nPts);

% Calculate matrix square root of weighted covariance matrix

% %original

try

Psqrtm=(chol((L+k)*P))’;

catch

save error.mat x k P a -append

end

%Psqrtm = (L+k)*chol(P)’; %modified

% Array of the sigma points

xPts=[zeros(size(P,1),1) -Psqrtm Psqrtm];

% Add mean back in

xPts = xPts + repmat(x,1,nPts);

% Array of the weights for each sigma point

wPts=[k 0.5*ones(1,nPts-1) 0]/(L+k);

% Now calculate the zero’th covariance term weight

wPts(nPts+1) = wPts(1) + (1-aˆ2) + b;

end
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end

end

AxisUKF

classdef axisUKF < ukf

%axisUKF Axis Calibration Unscented Kalman Filter

% Derived from generic UKF class with parameters for calibrating the

% primary axis of a rotated tool.

properties

xdim = 8;

ydim = 1;

lambdaRLS = 0.99;

x0;

P0;

iteration = 0;

PNorm;

end

methods

function AU = axisUKF()

% process noise covariance at time k

AU.Q = 1e-6*eye(AU.xdim);

% process Model

AU.ffun = ’axisUKF.ffun_axis’;

% observation at time k+1

AU.z = zeros(AU.ydim,1);

% measurement noise covariance at time k+1

AU.R = 1e-6*eye(AU.ydim);

% measurement model

AU.hfun=’axisUKF.hfun_axis’;

% time step (passed to ffun/hfun)

AU.dt = 1;

AU.alpha= 1e-3; % sigma point scaling parameter

AU.beta = 2.0; % higher order error scaling parameter

AU.kappa = -5; % scalar tuning parameter

% Initial values

AU.P0 = 1*eye(AU.xdim);

AU.x0 = zeros(AU.xdim,1);

AU.PNorm = zeros(AU.xdim);

AU = reset(AU);

end

function AU = reset(AU)

AU.xEst=AU.x0;
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AU.PEst=AU.P0;

AU.iteration = 0;

end

function AU = initialize(AU,x0,P0)

AU.x0 = x0;

AU.P0 = P0;

end

function AU = update(AU,data)

AU.U = data;

AU.Q = (AU.lambdaRLSˆ(-1)-1)*AU.PEst; %process noise

AU = step(AU); % UKF step

AU.iteration = AU.iteration + 1;

end

end

methods (Static)

out = ffun_axis( x, u, n, t )

out = hfun_axis( X, u, n, t )

end %end static method

end %end classdef

function [out] = ffun_axis( x, u, n, t )

% Process Model

out = x;

end

function [out] = hfun_axis( X, u, n, t )

% HFUN(X,u,n,t)

% X - state vector [ua va ub vb uc vc ud vd]

% u - control input, measurement (tool poses)

% [qx qy qz qw tx ty tz err]

% error function is radial error of each pierce point

su = size(u);

L = size(X,2); %number of sigma points

%State Vector - > Pierce points

GP = [X(1,:);X(2,:);zeros(1,L)]; %ground proximal

GD = [X(3,:);X(4,:);100*ones(1,L)]; %ground distal

TP = [X(5,:);X(6,:);zeros(1,L)]; %tool proximal

TD = [X(7,:);X(8,:);100*ones(1,L)]; %tool distal
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% Project tool points into ground frame

TPg = qvqc(u(1:4,:),TP) + u(5:7,:);

TDg = qvqc(u(1:4,:),TD) + u(5:7,:);

%calculate tool rotation axis in ground

ntg = TDg - TPg;

rtg = sqrt(ntg(1,:) .* ntg(1,:) ...

+ ntg(2,:) .* ntg(2,:) ...

+ ntg(3,:) .* ntg(3,:) );

ntg = ntg ./ repmat(rtg,3,1); %normalize

%find tool rotation axis pierce points in ground planes

t1 = -TPg(3,:) ./ ntg(3,:); %Cg2z = 0

t2 = (100*ones(1,L) - TPg(3,:)) ./ ntg(3,:); %Dg2z =100;

TPg2x = TPg(1,:) + t1.*ntg(1,:);

TPg2y = TPg(2,:) + t1.*ntg(2,:);

TPg2z = TPg(3,:) + t1.*ntg(3,:); %zeros(1,L);

TDg2x = TPg(1,:) + t2.*ntg(1,:);

TDg2y = TPg(2,:) + t2.*ntg(2,:);

TDg2z = TPg(3,:) + t2.*ntg(3,:); %100*ones(1,L);

TPg2 = [TPg2x;TPg2y;TPg2z];

TDg2 = [TDg2x;TDg2y;TDg2z];

CA = TPg2 - GP;

DB = TDg2 - GD;

r1 = sqrt(CA(1,:) .* CA(1,:) ...

+ CA(2,:) .* CA(2,:) ...

+ CA(3,:) .* CA(3,:) );

r2 = sqrt(DB(1,:) .* DB(1,:) ...

+ DB(2,:) .* DB(2,:) ...

+ DB(3,:) .* DB(3,:) );

out(1,:)=r1+r2;

end
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