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Abstract

A vehicle-to-grid (V2G) aggregator is an agent between the power grid and the plug-in

hybrid electrical vehicles (PHEVs). In this thesis, we study the coordinated charging

control at a V2G aggregator. The coordinated charging control brings the advantages of

minimizing the charging cost and reducing the power losses, by coordinating the control

sequences of a group of PHEVs. On one hand, the lower cost of charging gives the users

of PHEVs an incentive to cooperate. On the other hand, with an increasing popularity

of PHEVs, the impact on the power distribution grid such as power losses should be of

concern to the aggregator. To this end, we investigate the tradeoffs between reducing

the charging cost and the power losses. We formulate the coordinated charging control

as a dynamic programming problem, given the planned schedules of all the vehicles at an

aggregator. As an inherent property of a V2G aggregator, we enable bidirectional electric

power flows between PHEVs and the power grid. Due to the curse of dimensionality, we

apply an approximate dynamic programming approach to decrease the dimensionality

of both the state space and control space. Simulation results show that coordinated

charging control can reduce both the total charging cost and the aggregated power losses

significantly, compared with the uncoordinated control where every vehicle starts charging



Abstract iii

as soon as it is plugged in. We also show that the charging control with bidirectional

power flows outperforms remarkably the one with unidirectional flows.
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Chapter 1

Introduction

In this chapter, we first present the background information and related works of the

charging control at vehicle-to-grid aggregator. We provide preliminary background of a

classic approximate dynamic programming approach to tackle the curses of dimensional-

ity. We also discuss the motivation and our contributions. The structure of the thesis is

given at the end of this chapter.

1.1 Background

Earlier attempts on using electric control, metering, and monitoring build up the fun-

damentals of smart power grid. For example, automatic meter reading [2, 3] was used

for monitoring loads for industrial customers, and has been evolved into the Advanced

Metering Infrastructure (AMI) in smart grid. According to the definition of smart grid by

the Electric Power Research Institute (EPRI), a smart grid is a power grid with the mod-

ernization of the country’s electricity transmission and distribution systems to maintain

a reliable and secure electricity infrastructure that can meet future demand growth and

to achieve power reliability and power quality, energy efficiency benefits, environmental
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and conservation benefits and direct financial benefits [4].

Smart grid technologies can help reducing CO2 emission and producing a cleaner

environment. Recently, much attention in the power industry has been drawn to research

on incorporating renewable energy into the power grid, and on increasing energy efficiency

through demand response and smart control [5, 6, 7]. For instance, plug-in hybrid electric

vehicles (PHEVs) have been used as a tool to shift demand within the transportation

sector, from gasoline to electricity. A typical PHEV can cruise a long distance using

only electric power with an all-electric range of forty or more miles [8], due to the ever-

increasing battery size. PHEVs have become much more popular in developed countries

since they provide substantial fuel savings as a result of reduced gasoline consumption.

As an increasing number of PHEVs are being plugged into the power grid, the control or

management issue may arise. To this end, a vehicle-to-grid (V2G) aggregator is required

to decide the control sequences of a group of PHEVs based on technical constraints

(e.g., the state of charge of a PHEV) and specific objectives (e.g., minimizing the cost of

charging).

One important constraint of PHEVs is the state of charge (SOC) in percentage.

Since different types of battery have different ranges of SOC (e.g., a lead-acid battery

installed on a hybrid-electric vehicle has an SOC range [16%, . . . , 80%] [9]), without loss of

generality, we assume the SOC range in this thesis is [0%, 1%, . . . , 100%]. The charging

of PHEVs usually has multiple objectives. On the customer side, the users may be

interested in reducing their charging cost. On the other hand, the convenience may also
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play an important role. The users park their vehicles in one of the sites managed by

an aggregator, in order to charge the vehicles for their next travel. A conventional and

uncoordinated charging scheme would give the users the great convenience as it begins to

charge at the full charging rate until the anticipated target SOC is reached. However, just

a few percents lower than the target SOC usually does not affect the convenience for the

next travel. Hence, the tradeoff between satisfying the target SOC and minimizing the

charging cost is possible. On the operator side, the V2G aggregator may be concerned

about the charging impact on the local distribution grid. Furthermore, uncoordinated

charging of PHEVs may lead to problems in the distribution grid (e.g., power losses).

Coordinated charging control [10, 11, 12, 13] manages the charging sequences of

PHEVs in real-time. By disabling charging of vehicles at peak time periods when the

demand is high, charging control helps smoothing the load of the power grid and thus

reduces power losses in the distribution grid. The studies in [10, 13] indicated that the

uncoordinated charging can result in 40% power losses more than coordinated charging.

The work in [11] showed that the coordinated charging control can maximize the load

factor and minimize the load variance other than minimizing power losses. Parks et al.

[12] conducted experiments on coordinated charging control. They analyzed the real data

from Xcel Energy Colorado, and concluded that there is a huge coincidence between the

normal power grid peak demand hours and the time when significant charging would

occur, and that a smart charging control is required to shave the charging profile of

PHEVs. They also showed that coordinated charging control can significantly reduce the
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cost of charging and also the fuel costs [12].

In order to make coordinated charging control feasible, an aggregator needs to have

real-time demand-side monitoring and the ability to communicate with end-users. The

National Institute of Standards and Technology (NIST) smart grid conceptual model [4]

defined seven important smart grid domains: bulk generation, transmission, distribu-

tion, customers, operations, markets and service providers. Since a V2G aggregator is

in the operations domain, it can interact with the distribution grid and end-users conve-

niently. Hence, the emergence of smart grid paves the way for the charging control of an

aggregator.

In addition to the technical challenge, an aggregator still has to confront market

challenges. One of the market challenges is that a V2G aggregator has to find a large

number of PHEVs within a local grid for contracts. According to [14, 15], however,

PHEVs will be widely available across the North America. Hence, the rapid expansion

of PHEVs paves the way for the commercial V2G aggregators.

1.1.1 Advantages of PHEVs

One distinctive advantage of PHEVs is to reduce carbon emission, compared with those

conventional vehicles. Even when we charge the PHEVs using electricity that comes from

a CO2 emitting source (e.g., a coal or gas fired power plant), the net CO2 production

from a PHEV is typically one half to one third of that from a comparable conventional

vehicle [16].
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Table 1.1: Estimated Future PHEV Incremental Manufacture Costs [1]

Type Year 2011 Year 2015 Year 2020 Year 2030

PHEV 40 $14,100-$18,100 $11,200-$14,200 $9,600-$12,200 $8,800-$11,000

PHEV 10 $5,500-$6,300 $4,600-$5,200 $4,100-$4,500 $3,700-$4,100

Other than the environmental benefits, the other advantage of a PHEV is its V2G

capability. As a PHEV can supply energy to the grid, it could be used in backup power

supply, ancillary services, peak shaving, load shifting and shaving the output of intermit-

tent generation.

1.1.2 Disadvantages of PHEVs

Despite the promising future of PHEVs, one of their disadvantages is that PHEVs have

a much higher cost than the conventional vehicles. Table 1.1 [1] shows the incremen-

tal manufacture costs of future PHEVs, compared with the conventional ones. These

are only manufacturing costs that do not include engineering, marketing, or other costs.

For example, PHEV-40 (a PHEV with 40-mile all-electric range) are estimated to cost

$14, 100− $18, 100 more than the conventional vehicles in manufacturing by 2011. How-

ever, as shown in Table 1.1, those additional costs of PHEVs over conventional vehicles

decrease year by year. Hence, it is worthwhile to study the applications of PHEVs.

Another shortcoming of PHEVs is that the penetration of PHEVs on the power

grid decreases the grid capacity. As the work in [17] indicated, the current electric
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grid infrastructure has enough spare generating capacity to support PHEV penetration

levels from 30% to 70% when being considered nation-wide in the United States. Yet

this penetration level is only for the whole country, and in small local power grid, the

penetration of PHEVs may result in an increase in the peak demand for electric power

and cause the lack of grid capacity. It will also incur a high investment cost for grid

operators to upgrade the power grid capacity. Rather than upgrading the power grid,

a smart coordinated charging control of PHEVs can help in alleviating the lack of grid

capacity.

1.2 Related Work

In this section, we discuss the related work on V2G charging control and recent appli-

cations of PHEVs. With the deployment of smart grid technologies, the control and

schedule of V2G power flows (and thus bidirectional flows) becomes possible [18].

Recently, the growing body of literature [4, 8, 19, 20, 21] paid much attention to

the use of PHEVs in energy markets. The Electric Power Research Institute (EPRI)

has managed and run several user cases of using electric vehicles as a distributed energy

resource in smart grids [4]. Kempton et al. [8, 22] retrofitted a Toyota Scion xB and pre-

sented a demonstration project to use electric vehicles in frequency regulation. Saber et

al. proposed the coordinated scheduling of PHEVs for unit commitment [19]. They used

the heuristic method particle swarm optimization to solve the optimal control PHEVs.

However, the solution quality is hard to guarentee as the heuristic method itself is not
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stable. Han et al. proposed the scheduling of a V2G aggregator for frequency regula-

tion [20]. By deciding when to charge and when to regulate, the aggregator maximizes

each PHEV’s compensation from frequency regulation against its charging cost. How-

ever, their model may not be suitable to frequency regulation, as the ISO (Independent

System Operator) will view all the vehicles of an aggregator as a whole and not split

those vehicles into two groups (i.e., charging and regulating). Sortomme et al. proposed

smart charging algorithms to obtain an optimal operation point of the aggregate load of

all PHEVs [21]. When the aggregator operates below the optimal point, it is considered

as regulating up, and vice versa. However, they assumed that V2G power flows and

dynamic arrivals and departures of vehicles are disabled.

Several charging controls have been studied in previous literature [12, 23, 24, 25].

In [23], Shao et al. examined the impact of charging PHEVs on a distribution trans-

former under charging scenarios of all PHEVs starts normal-charging at 6 pm, all PHEVs

starts quick-charging at 6 pm, all PHEVs starts normal-charging at off-peak hours and

all PHEVs starts quick-charging at off-peak hours. They showed that under the third

scenarios, the transformer has the highest efficiency as the peak demand of the third

scenario is the smallest. Parks et al. [12] investigated three charging controls: uncoor-

dinated charging (begins to charging at the full charging rate once plugged in), delayed

charging (delays charging until 10 pm when PHEVs are at home) and off-peak charging

(only charges at off-peak hours.) They showed that the uncoordinated charging maxi-

mizes electric operation and minimizes carbon emissions, while off-peak charging fills the
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valley of overnight demand and smooths the long-term load. Letendre and Watts [25]

experimented with a fleet of 50, 000 PHEVs in the Vermont state. They implemented

uncoordinated night charging, delayed and optimal night charging. In the delayed charg-

ing control, they used financial incentives such as off-peak rates to shift the peak load.

In the optimal nighttime charging, the vehicles are charged only at the night hours with

lowest demand. They found that the uncoordinated charging could lead to an increase

in the peak demand even at a low penetration rate, while delayed and optimal charging

can accommodate up to twice PHEVs than the uncoordinated charging.

Tate and Boyd [26] presented a charging control problem of hybrid electric vehicles.

They formulated the problem of maximizing the fuel efficiency or minimizing the fuel

usage as a nonlinear convex optimization problem that is approximated by a linear pro-

gram. The formulation of the linear program simplifies finding a global optimal solution.

However, the minimization of fuel usage may not become an interest of both vehicle users

and the aggregator.

Recent studies [10, 11] presented charging control with respect to power losses of the

power grid. In [10], Clement et al. proposed an optimal charging control that minimizes

the power losses of the distribution grid. They used stochastic programming to model the

unknown household load at each grid node. By shifting the load of PHEVs to non-peak

time periods of household loads, the system peak load and the power losses are reduced.

In [11], Sortomme et al. formulated the PHEV charging problem as a quadratic program.

They studied the relationship among power losses, load factor and load variance. The
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works in both [10] and [11] allow only power flows from the power grid to vehicles, while a

V2G aggregator allows power flows in both directions. Moreover, Clement and Sortomme

et al. considered the coordinated charging control with the sole purpose of minimizing

the power losses. This will clearly not be practical in a V2G aggregator as the users will

not be satisfied, given that only minimizing the power losses may lead to an increase of

charging cost.

1.3 Motivations

In this thesis, we consider the coordinated charging control of a V2G aggregator. The

coordinated charging control has to satisfy the customers’ needs. In other words, the

users of PHEVs may require the aggregator to achieve an SOC that is higher or equal to

the target SOC at departure. We propose a departure penalty function to address this

issue. As of the vehicle users’ interest, the charging cost has to be minimized. To achieve

this goal, a PHEV has to discharge at peak time and charge at non-peak time. However,

since different PHEVs have different schedules, a portion of PHEVs may coincide with

peak demand and need help from other PHEVs. Hence, the charging control of the V2G

aggregator should not focus on a single PHEV. The coordinated charging aims at the

cooperation among different PHEVs. It allows some PHEVs to discharge while others are

in need of energy. Moreover, as a large penetration of PHEVs would impose an increased

pressure on the distribution grid, the grid capacity may run out and lead to blackouts

in the local power grid. The coordinated charging control should have the ability to
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reduce congestion on transmission lines and provide transmission loading relief. Last

but not least, as power supply often comes from remote places, the power losses on the

distribution grid may be huge and increase in proportion to the square of the load. The

coordinated charging control should aim at reducing the quadratically increasing power

losses. In order to address all the above issues, we propose a weighted objective function

that combines departure penalty, charging cost, and power losses [27].

The objectives of this thesis are three-fold: minimizing the total charging cost, min-

imizing the power losses on the distribution grid; and increasing power grid capacity at

peak time through V2G power flows. On one hand, a lower cost of charging gives the

owners of PHEVs an incentive to cooperate. On the other hand, uncoordinated charging

of PHEVs may impose great impact on the power grid, such as the decreased voltage, in-

creased peak load and power losses. It is the aggregator’s interest to reduce the resultant

power losses, by coordinating a group of PHEVs with dynamic schedules.

Considering the dynamics of user behavior, PHEVs can have different time of arrivals

and departures. Given the schedules of all PHEVs at the aggregator, we optimize the

weighted objective function using approximate dynamic programming.

1.4 Preliminary Dynamic Programming

In this section, we provide some background information of preliminary dynamic pro-

gramming. First, we introduce a basic dynamic program. Then we explain the three

curses of dimensionality. Finally, we discuss the approximate dynamic programming
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approach that is used in the Chapter 2 of this thesis.

1.4.1 Dynamic Programming Problem

Dynamic programming is a mathmatical tool to study sequential decision problem [28,

29, 30, 31]. We present a finite-horizon dynamic programming problem in this section.

We consider a system with a total of T time slots. Let Sk denote the state space,

which is a given finite set. Let the xk denote the state at the kth time slot. xk is an

element of the state space Sk. Similarly, let uk denote the control or action at the kth

time slot. Let Ok denote the control space, which is a given finite set. uk is an element

of the control space Ok. Let Dk denote the disturbance space, which is a given finite set.

ωk is the random disturbance at the kth time slot and it is an element of the disturbance

space Dk.

The control uk is constrained to take values in a given nonempty subset ∅ 6= U(xk) ⊂

Ok. And we have uk ∈ U(xk), ∀xk ∈ Sk.

The random disturbance ωk subjects to a probability distribution and is not dependent

prior disturbances ωk−1, . . . , ω1.

Let fk (k = 1, . . . , T ) denote the given transition functions.

The discrete-time system is

xk+1 = fk(xk,uk, ωk), k = 1, . . . , T − 1, (1.1)

The cost incurred at the kth time slot is denoted by gk(xk,uk, ωk).
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We consider a vector π that consist of a sequence of policies

π = (π1, π2, . . . , πT ) , (1.2)

where πk maps state xk into control uk = πk(xk) ∈ U(xk).

We define the value functions Jπ
k , k = 1, . . . , T , associated with a given policy π, as

the sum of cost starting from xk.

Jπ
k (xk) = E

{

T
∑

i=k

gk (xi,ui, ωi)
}

= E
{

T
∑

i=k

gk (xi, πi(xi), ωi)
}

,

(1.3)

The optimization objective is to obtain the closed-loop optimal policy π∗, a feasible

policy that minimizes the sum of cost starting from the initial state x1.

π∗ = arg min
π

Jπ
1 (x1)

= arg min
π

E
{

T
∑

k=1

gk (xk, πk(xk), ωk)
}

.

(1.4)

The number of mappings from the state space to the control space is finite. And thus

the enumeration of π is finite.

The Dynamic Programming Algorithm

The optimal value (or cost-to-go) functions Jπ∗

k (xk) satisfy the following recursion of

dynamic programming

Jπ∗

k (xk) = min
uk∈U(xk)

E
{

gk (xk,uk, ωk) + Jπ∗

k+1(fk(xk,uk, ωk))
}

, k = 1, . . . , T − 1.

(1.5)
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The dynamic programming algorithm is essentially the backward induction until

Jπ∗

1 (x1). First we initialize Jπ∗

T (xT ). Second we derive Jπ∗

T−1(xT−1) from (1.5), so on

and so forth. After T − 1 steps, we finally obtain Jπ∗

1 (x1).

1.4.2 The Three Curses of Dimensionality

Let us consider the situation when xk, uk and ωk are all vectors. The explosions in

the state, control and outcome space (the space for next states, explodes due to the

disturbance ωk) are refer to as the well-known the three curses of dimensionality.

The key problem is that the state, control and outcome spaces are all vector spaces.

It is indeed impossible to store an vector space in a modern computer. Moreover, it is

even impossible to enumerate all the possible states or controls for any fixed time slot.

In (1.5), the curse of the state space results in the difficulty to enumerate value

functions Jπ∗

k (xk). The curse of the control space results in the difficulty to take the

minimum operation. And the curse of the outcome space results in the difficulty to

enumerate the value functions of the next state Jπ∗

k+1(fk(xk,uk, ωk)).

1.4.3 Approximate Dynamic Programming

In this thesis, we have two curses of dimensionality. One is from the state space and the

other is from the control space. We use state aggregation [28] to tackle the the curse of

the state space Sk, and introduce sub states [28] to tackle the the curse of the control

space Ok.
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Aggregation Method

Let H(xk) denote an aggregation function. The aggregation method basically gets the

hash of the state vector xk and maps the original multi-dimensional state space to a

smaller aggregated space, which can have one dimension or multi dimensions.

Eqn. (1.5) can be converted into (1.6). Jπ∗

k (H(xk)) takes average according to its

original states.

Jπ∗

k (H(xk)) =
∑

v |H(v)=H(xk)

θ(v) min
uk∈Uk(v)

E
{

gk (v,uk, ωk) + Jπ∗

k+1(H(fk(v,uk, ωk)))
}

,

k = 1, . . . , T − 1.

(1.6)

where θ(v) denotes the disaggregation probability.

Sub States

The minimization operation in (1.5) suffers from the dimensionality of the control space.

One way to solve this issue is to introduce sub states. This method basically divides the

multi-dimensional control vector uk into several subsets of dimensions.

Let M denote the number of sub states. We now introduce sub states x1
k,x

2
k, . . . ,x

M
k

between xk and xk+1. Let u
j
k denote the control vector of the sub-state x

j
k. Each sub

state x
j
k (j = 1, . . . , M) matches with the corresponding control vector of x

j
k.

In (1.5), we take the minimization over uk. After introducing the sub states, we

instead take the minimization over u1
k, and then take the minimization over u2

k, so on

and so forth. We obtain a solution for ui
k between sub state xi

k and xi+1
k . A solution for
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uk can be obtained by combining the solutions u1
k,u

2
k, . . . ,u

M
k . The new solution for uk

may not be a minimized solution in (1.5). However, we trade the quality of the solution

for a feasible time complexity of the dynamic programming algorithm.

1.5 Contributions

The contributions of this thesis are as follows:

• We formulate the coordinated charging control problem as a dynamic program. The

model captures the tradeoff between the total cost of charging, the power losses,

and the departure penalty.

• We apply approximate dynamic programming [28], a state-of-the-art approach that

tackles the curse of dimensionality [29], to solve the problem.

• We propose a coordinated charging control algorithm at a V2G aggregator.

• Simulation results show that the coordinated charging control can reduce both the

total cost of charging and power losses significantly, compared with uncoordinated

charging.

• The coordinated charging control with bidirectional power flows incurs much less

power losses, when its total cost of charging is the same as that of the counterpart

scheme with unidirectional power flows (i.e., V2G flows disabled). It also incurs

less charging cost than the scheme with unidirectional power flows, when the power
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losses of both schemes are the same.

Our work differs from [20] in that we consider a coordinated charging control of a V2G

aggregator while Han et al. considered each PHEV individually, although both works

studied the tradeoff between the cost of charging and satisfying the target SOC.. In [20],

each PHEV is optimized with its own schedule and interests. In this case, the charging

control in [20] is uncoordinated. The work [20] did not address the cooperation among

PHEVs and not consider the impact of PHEV charging on the power grid.

Prior work [10, 11] considered the coordinated charging control with the sole purpose

of minimizing the power losses. Our work differs in two aspects. First, the objectives we

used in this thesis are more practical since the owners of PHEVs can hardly benefit from

the sole objective of minimizing the power losses. Moreover, simulation results show

that the cash value of the power losses is much less than that of total charging cost.

Therefore, the charging cost should not be neglected. Second, the problem formulation

is more flexible. In other words, we enable bidirectional power flows between PHEVs

and the power grid whereas [10, 11] disabled the V2G power flows in order to reduce

the problem size and the number of constraints. We also take into account the the

dynamics of PHEVs. With our formulation, PHEVs can have different time of arrivals

and departures.

1.6 List of Publications

The following publication has been completed based on the work in this thesis.
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• Jinbiao Xu and Vincent W.S. Wong, “An approximate dynamic programming ap-

proach for coordinated charging control at vehicle-to-grid aggregator,” accepted for

publication in Proc. of IEEE SmartGridComm, Brussels, Belgium, October 2011.

1.7 Structure of the Thesis

The rest of this thesis is organized as follows. In Chapter 2, we present our system model

and problem formulation. We then describe the approximate dynamic programming

approach to solve the optimization problem. Furthermore, we present our simulation

setup and comparison results. Conclusions and future work are given in Chapter 3.
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Chapter 2

Coordinated Charging Control at

V2G Aggregator

In this chapter, we present the problem formulation of the coordinated charging control

of a vehicle-to-grid aggregator. We also develop an approximate dynamic programming

approach, which reduces the dimensionality of both the state space and control space,

to obtain the optimal control sequences. Finally, we present simulation results of the

coordinated charging control at an aggregator and give our analysis.

2.1 System Model

The system model of a V2G aggregator is shown in Fig. 2.1. An aggregator manages

multiple participating sites, such as residential and public sites. When a PHEV arrives

at a participating site, it can be plugged into the power grid. The aggregator operates

all those present PHEVs simultaneously.

The scheduling period is from time slot 1 to T . The length of each time slot is ∆.

In this thesis, we assume that an initial schedule of each PHEV during the scheduling
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Aggregator

Vehicle 
User 

Terminal

Figure 2.1: The system model of a V2G aggregator.

period is known before time slot 1. Since the schedules may be volatile, the owners of

PHEVs can update their schedules with the aggregator via wireless networks. If any user

does not comply with the planned schedule, the aggregator can re-run the scheduling

algorithm when the schedule is updated.

A planned schedule of a PHEV includes the expected arrival and departing time

slots, and the expected initial/target SOC at each arrival/departure time slot. Note that

each PHEV can arrive at and depart from the grid multiple times. Let ai,t denote the

expected initial SOC of vehicle i at arrival time slot t (valid only at the arrival time

slots). Similarly, di,t denotes the expected target SOC of vehicle i at departure time slot

t (valid only at the departure time slots). An example schedule of vehicle i is shown in

Fig. 2.2.

We assume the V2G aggregator has control of a total number of N vehicles. Let

si,t denote the state of charge (SOC) of vehicle i, at the beginning of time slot t. We
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Time Slot t
1 2 100 150 200 T=240... ...
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Present
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... ...

= 40% = 90% = 70%= 50%

Figure 2.2: An example schedule of vehicle i.

discretize si,t, i.e., si,t ∈ {0%, 1%, . . . , 100%}. Vehicle i has a maximum charging and

discharging power with a magnitude of mi. Let µi denote the number of time slots that

takes vehicle i to charge from empty to full capacity using full power mi.

The normalized charging or discharging rate of vehicle i at time slot t is ri,t. In this

thesis, ri,t can either take −1 (discharging at full power mi), 0 (idle), or 1 (charging at

full power mi). We define the state variable as

st = (s1,t, s2,t, . . . , sN,t), t = 1, . . . , T. (2.1)

The control of time slot t rt = (r1,t, r2,t, . . . , rN,t) ∈ U(st), where the control space

U(st) is

U(st) =
{

(r1,t, . . . , rN,t) | ri,t ∈ {−1, 0, 1}, ∀ i = 1, . . . , N ; (2.2)

ri,t = 0, if vehicle i is absent at time t;

0% ≤
⌊

si,t +
ri,t

µi
100%

⌋

≤ 100%,

if vehicle i is present in the power grid at time t
}

.

where ⌊ ⌋ is the floor function.
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2.1.1 State Transition

Both st and rt are vectors. The state transition function f has the form

st+1 = f(st, rt) (2.3)

= (s1,t+1, s2,t+1, . . . , sN,t+1).

For i = 1, . . . , N ,

si,t+1 =































ai,t+1, if vehicle i arrives at time t + 1,

⌊

si,t +
ri,t

µi
100%

⌋

, if vehicle i is present in power grid at time t,

0, otherwise.

(2.4)

When vehicle i is absent from the power grid at time slot t and does not arrive at

time t + 1, we let si,t+1 = 0 by default (2.4).

2.1.2 Charging Cost ct(rt)

The total charging cost of the aggregator at time t is

ct(rt) = pt

N
∑

i=1

ri,tmi∆, (2.5)

where pt is the price of electricity in time t. In this thesis, we obtain pt from the day-

ahead market [32]. Our formulation can be extended when pt is modeled as a random

variable with certain probability distribution.
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2.1.3 Power Losses lt(rt)

The resistance of transmission lines causes the real power losses, while the reactive power

losses attribute to reactive elements such as inductors. The real power losses can reduce

the efficiency of transmitted energy to customers, whereas the reactive power losses may

decrease the reactive power of the distribution system which is required to maintain at

a certain amount for sufficient level of voltage [33]. We consider the real power losses in

this thesis. Let X denote the number of transmission lines and lt(rt) denote the total

power losses of an aggregator at time slot t

lt(rt) =

X
∑

j=1

I2
j (rt)Ωj∆, (2.6)

where Ij(rt) and Ωj are the current and the resistance of transmission line j, respectively.

In this thesis, we assume the penetration level of PHEVs is 100%. In other words, we

consider that all the loads of the aggregator are PHEV loads. However, other loads such

as random household loads can be incorporated into our problem formulation. In that

case, the problem still remains as a dynamic program.

The current Ij is the sum of power flows that pass by line j. Let Φj,t denote the set

of vehicles, whose current passes by line j in time slot t.

Ij(rt) =
∑

i∈Φj,t

ri,tmi

V
, (2.7)

where V is the base line voltage.
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2.1.4 Departure Penalty gt(st)

When vehicle i departs at time slot t with SOC si,t, a penalty gi,t(si,t) will occur. We

assume that the departure penalty is greater than zero if and only if the departure SOC

si,t does not reach the target SOC di,t. There are a variety of penalty functions gi,t(si,t)

we can use. In this thesis, we choose the quadratic function

gi,t(si,t) =















(di,t − si,t)
2, if vehicle i departs at time t, and si,t < di,t,

0, otherwise.

(2.8)

The total departure penalty of all PHEVs at time slot t is

gt(st) =

N
∑

i=1

gi,t (si,t) . (2.9)

2.1.5 Problem Formulation

The objective function ot(st, rt) in time slot t is

ot(st, rt) = ct(rt) + λ1lt(rt) + λ2gt(st), (2.10)

where λ1 and λ2 are two positive control variables. λ1 represents how much power losses

(in W-h) are worth $1 charging cost. λ2 represents how much departure penalty is worth

$1 charging cost. In real applications, the value of the control variables λ1 and λ2 will

depend on the specific application requirement (e.g., if the first priority is minimizing the

power losses, a large λ1 should be appropriate.)

We consider the class of policies (also referred to as control laws [28]) that consist of
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a sequence of policies

π = (π1, π2, . . . , πT ) , (2.11)

where πt maps state st into control rt = πt(st).

We define the value functions Jπ
t , t = 1, . . . , T , associated with a given policy π, as

the sum of cost starting from st.

Jπ
t (st) =

T
∑

k=t

ok (sk, rk)

=

T
∑

k=t

ok (sk, πk(sk)) .

(2.12)

The optimization objective is to obtain the closed-loop optimal policy π∗, a feasible

policy that minimizes the sum of cost starting from the initial state s1.

π∗ = arg min
π

Jπ
1 (s1)

= arg min
π

T
∑

k=1

ok (sk, πk(sk)) .

(2.13)

2.2 An Approximate Dynamic Program Approach

The main issue of solving problem (2.13) is that both st and rt are vectors. Both the

state and control space will increase exponentially as the number of vehicles increases.

It is also computationally intractable to enumerate all the possible states and controls at

any one time slot. In this section, we use the approximate dynamic programming [28] to

obtain a sub-optimal solution of problem (2.13). State aggregation is used to reduce the

state space, whereas sub-states are introduced to reduce the control space.
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2.2.1 State Aggregation

We use an aggregate state space to approximate the value function of the original problem.

In this thesis, the aggregation function is

H(st) =
N
∑

i=1

si,t. (2.14)

Let Ĵπ∗

t (H(st)) (t = 1, . . . , T ) denote the optimal value functions of the aggregate

problem. We can obtain Ĵπ∗

t from the unique solution of Bellman’s equation [29].

Ĵπ∗

t (H(st)) =
∑

s |H(s)=H(st)

δs

{

ot(s, π
∗
t (s)) + Ĵπ∗

t+1 (H(f(s, π∗
t (s))))

}

, (2.15)

where δs is the disaggregation probability [28]. δs are the same for all s such that H(s) =

H(st). And
∑

s |H(s)=H(st)

δs = 1.

Since it takes exponential time to enumerate ∀s : H(s) = H(st), we can only approx-

imate Ĵπ∗

t (H(st)) using Monte Carlo simulations. As the number of samples that we

generated increases, the approximation for Ĵπ∗

t (H(st)), denoted by J̃π∗

t (H(st)), will be

close to optimal.

In this thesis, we solve the optimal policy π∗ by approximating the corresponding

value functions Ĵπ∗

t by J̃π∗

t , t = 1, . . . , T . Once we obtain J̃π∗

t , the optimal policy π∗ can

be computed as follows.

For t = 1, . . . , T ,

π∗
t (st) = arg min

rt∈U(st)

{

ot

(

st, rt

)

+ J̃π∗

t+1

(

H(f(st, rt))
)}

. (2.16)

Note that in (2.16), it takes exponential time to enumerate all the feasible control vari-

ables in U(st) since rt is a vector. The vector space of rt results in the curse of dimen-
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sionality [29]. To tackle this issue, we use sub-states [28] to reduce the dimensionality of

the control space.

2.2.2 Sub-States

We first define the controllable set of time slot t, Ψt as

Ψt = {ri,t | vehicle i (1 ≤ i ≤ N) is present in the power grid at time t}. (2.17)

For all vehicles that are absent at time slot t (ri,t /∈ Ψt), we have ri,t = 0 from (2.2).

We partition Ψt equally into the sequence of M groups of control variables Ψ1
t , . . . , Ψ

M
t

(Ψt =
⋃M

j=1 Ψj
t). Each group Ψj

t (j = 1, . . . , M − 1) contains the same number of control

variables except that the last group ΨM
t may possibly contain fewer control variables

(e.g., Ψ1
t = {r1,t, . . . , r5,t}, . . . , Ψ

M
t = {rN−4,t, . . . , rN,t}). In this thesis, we let each group

consist of no more than ν = 5 control variables. Thus, it takes at most O(3ν) to enumerate

all feasible controls of each group Ψj
t , j = 1, . . . , M .

We now introduce sub-states s1
t , s

2
t , . . . , s

M
t between st and st+1. Each sub-state s

j
t

(j = 1, . . . , M) matches with the corresponding group of control variables Ψj
t . Let r

j
t

denote the control vector of the sub-state s
j
t . Since r

j
t is associated with a group of

control variables Ψj
t , we have r

j
t ∈ U j(st), where the control space U j(st) is

U j(st) =
{

(rj
1,t, . . . , r

j
N,t) | r

j
i,t ∈ {−1, 0, 1}, ∀ i = 1, . . . , N ; (2.18)

rj
i,t = 0, if rj

i,t /∈ Ψj
t ;

0% ≤

⌊

si,t +
r

j
i,t

µi
100%

⌋

≤ 100%, if rj
i,t ∈ Ψj

t

}

.
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...

Figure 2.3: The transition diagram of sub-states.

Sub-State Transition

The transition of sub-states is

s
j+1
t = f

(

s
j
t , r

j
t

)

, j = 1, . . . , M − 1, (2.19)

and

st+1 = f
(

sM
t , rM

t

)

. (2.20)

For s1
t , we have

s1
t =

(

s1
1,t, s

1
2,t, . . . , s

1
N,t

)

. (2.21)

For i = 1, . . . , N ,

s1
i,t =































ai,t+1, if vehicle i arrives at time t + 1,

si,t, if vehicle i is present at time t,

0, otherwise.

(2.22)

The transition diagram of sub-states is shown in Fig. 2.3. The dashed line is the

regular state transition without sub states, while the solid lines are equivalent state

transition with sub states. We obtain a solution for ri
t between sub state si

t and si+1
t . We
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simply take the minimization over ri
t, given that r1

t , . . . , r
i−1
t are known since we already

obtained the solutions. When we take the minimization over ri
t, we are in the sub state

si
t. Therefore, ri+1

t , . . . , rM
t can be ignored (i.e., we simply let them be zero) while we

minimize ri
t. After M transitions among sub states, a solution for rt is obtained, which

simply combines r1
t , r

2
t , . . . , r

M
t .

Now, we can obtain π∗
t (st) from (2.16) by decomposing it into a sequence of optimiza-

tion problems after introducing sub-states.

For t = 1, . . . , T and j = 1, . . . , M ,

π∗j
t (sj

t ) = arg min
r

j
t∈Uj(st)

{

ot

(

s
j
t , r

j
t

)

+ J̃π∗

t+1

(

H(f(sj
t , r

j
t))
)

}

, (2.23)

where π∗j
t (sj

t ) contains a valid solution for all ri,t ∈ Ψj
t .

Although the combination of r1
t , r

2
t , . . . , r

M
t may not be the optimal solution for rt, we

can, by this way, trade the quality of solution for the time complexity of the approximate

approach.

2.2.3 Approximate Policy Iteration Using Monte Carlo

Simulation

In this section, we present a variant of approximate policy iteration [28] based on Monte

Carlo simulation. A complete policy iteration includes policy evaluation (steps 1−20) and

policy improvement (steps 21− 22) as shown in Algorithm 1. Suppose that the current

policy is π. We evaluate and approximate the value functions of π by J̃k
t , k = 1, . . . , K,

t = 1, . . . , T , using K evaluation iterations.
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In steps 5−12, we explore some random control with probability of ǫ, where 0 < ǫ < 1,

otherwise we obtain the control rt driven by current policy π. In steps 16 − 19, we

update the value function approximation for the aggregate state space J̃k
t (H(st)) with

the accumulated path cost Z. Here, γk is the step size for the kth iteration. After we run

the evaluation steps for the current policy π by K iterations, we obtain J̃K
t , t = 1, . . . , T .

Based on these approximated value functions, we generate an improved policy π̄, which

will be used in the next policy iteration, using the decomposition of control variables

(2.23) with sub-states in step 22.
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Algorithm 1 Approximate policy iteration using Monte Carlo simulation

1: Initialize J̃0
t (t = 1, . . . , T )

2: for k = 1 to K do {Evaluate current policy π}

3: s1 ← initial state

4: for t = 1 to T do

5: if rand(0, 1) < ǫ then

6: Generate a random exploratory control rt

7: else {Obtain control rt driven by current policy π}

8: rt ← 0

9: for j = 1 to M do

10: rt ← rt + arg min
r

j
t∈Uj(st)

{

ot

(

s
j
t , r

j
t

)

+ J̃π
t+1

(

H

(

f
(

s
j
t , r

j
t

)))}

11: end for

12: end if

13: st+1 ← f(st, rt)

14: end for

15: Z ← 0

16: for t = T downto 1 do

17: Accumulate the path cost Z ← Z + ot(st, rt)

18: Update the value functions

J̃k
t (H(st))← (1− γk)J̃

k−1
t (H(st)) + γkZ

J̃k
t (x)← J̃k−1

t (x) ∀x : x 6= H(st)

19: end for

20: end for

21: J̃ π̄
t ← J̃K

t (t = 1, . . . , T )

22: Generate an improved policy π̄ = (π̄1, . . . , π̄T ) by decomposing (2.16) into (2.23)
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Figure 2.4: One-line diagram of the 5-bus radial primary distribution system (base line

voltage at 12.47 kV).

2.3 Performance Evaluation

In this section, we provide numerical results of the coordinated charging control at an

aggregator with N = 100 PHEVs for the duration of 24 hours. We also compare with

the uncoordinated charging control and the unidirectional-power-flow scheme.

2.3.1 Simulation Setup

We consider an IEEE 5-bus radial primary distribution system in Fig. 2.4. Here, only

buses 2 to 5 are load buses. We assign N
4

= 25 PHEVs equally to each load bus. That is,

vehicles 1-25 are parked at bus 2, vehicles 26-50 are parked at bus 3, so on and so forth.

There are four transmission lines (1′, 2′, 3′, 4′). We assume the transmission lines are

aluminum conductor, steel reinforced (ACSR) 26/7 with 1-mile length. The resistance

of each transmission line is 0.1859 Ohm. The base line voltage V = 12.47 kV.

Since a PHEV may arrive or depart at any minute, we select a small granularity ∆
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Figure 2.5: The day-ahead locational marginal price used in simulation.

which is 6 minutes. The scheduling time period is from 12 PM to the next 12 PM. In

other words, T = 240. We employ the day-ahead locational marginal price (LMP) for pt

from California ISO [32]. The price information is shown in Fig. 2.5. We assume that all

N vehicles have a maximum power mi = 1 kW, and their battery capacity is 10 kWh.

Hence, µi = 100 for i = 1, . . . , N . In Algorithm 1, we choose K = 109. We use a step

size of γk = 1
k

[28]. Table 2.1 gives a summary of simulation parameters.

We generate the arrivals and departures of each vehicle (i = 1, . . . , N) as follows.

Each vehicle has two disjoint available periods that it is present in the power grid. The

length of each available period is randomly distributed among {40, . . . , 80} time slots,

namely 4 hours to 8 hours. The time slots of arrival/departure and the corresponding

initial/target SOC ai,t/di,t are generated at random. And we also guarantee that di,t is
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Table 2.1: List of Simulation Parameters

Symbol Definition Value

N The number of vehicles. 100

Ωj The resistant of transmission line j. 0.1859 Ohm

V The base line voltage. 12.47 kV

∆ The length of each time slot. 6 minutes

T The number of time slots. 240

mi The maximum power of vehicle i. 1 kW

µi The number of time slots that takes vehicle i

from empty battery capacity to full capacity. 100

K The number of evaluation iteration. 109

γk The step size of the kth iteration. 1
k

possible to reached at departure.

Fig. 2.6 shows the distribution of available time slots of a total number of N = 100

PHEVs. In Fig. 2.6, each line segment of vehicle i represents a time duration when

vehicle i is plugged in at the grid. For instance, the first line segment of vehicle i = 1

represents that vehicle i = 1 arrives in the grid at time slot 42 and departs at time slot

109.
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Figure 2.6: The distribution of available time slots of all PHEVs.

2.3.2 Simulation Results

In this section, we provide comparison results of the bidirectional-flow coordinated charg-

ing control and other counterpart schemes.

Coordinated v.s. Uncoordinated

To show the advantages of coordinated charging control, we first compare our proposed

coordinated charging control with the uncoordinated charging control scheme. The unco-

ordinated charging control simply let each vehicle start charging as soon as it is plugged

into the grid. Each vehicle keeps charging until either the target SOC is reached or it

departs from the power grid. Uncoordinated charging control is a myopic scheme that

does not consider the aggregate load of all PHEVs. However, a distinct advantage is that

it minimizes the departure penalty gt. In our simulations, the total departure penalty of
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Figure 2.7: The total charging cost versus the importance weight λ1.

the uncoordinated scheme is always zero.

Fig. 2.7 shows the total cost of charging of all PHEVs. The accumulated power losses

of the power distribution grid are shown in Fig. 2.8. Results show that increasing the

departure penalty will essentially reduce the total charging cost and accumulated power

losses. However, in practice, the charging requirement of PHEVs (i.e., meeting the target

SOC) should be given a high priority. In this thesis, we let λ2 = 0.001, 0.005 and 0.05.

When λ2 = 0.05, the total departure penalty of the coordinated scheme is always zero,

implying that all target SOCs have been reached (Fig. 2.9). Although a larger departure

penalty implies further away from the target SOCs, in the worst case when λ2 = 0.001,

the average gap between the target SOC and the actual SOC, is at most 5%. When
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Figure 2.8: The total power losses versus the importance weight λ1.

λ2 = 0.005, the average gap is at most 1%. We also investigate the largest gap between

the target SOC and the actual SOC. When λ2 = 0.001, the largest gap is 8%. When

λ2 = 0.005, the largest gap is only 2%

Coordinated charging control has basically two advantages. First, it is price-aware.

Fig. 2.7 shows that the coordinated scheme can reduce as much as 70% total cost of

charging compared with the uncoordinated scheme when λ1 = 0.01 and λ2 = 0.001. Sec-

ond, it enables the cooperation among different PHEVs, in order to smooth the aggregate

load over time and thus reduce the power losses. Fig. 2.8 shows that the coordinated

charging control can reduce as much as 77% accumulated power losses when λ1 = 1 and

λ2 = 0.001. Also, results in Fig. 2.8 show that the total power losses decrease as λ1



Chapter 2. Coordinated Charging Control at V2G Aggregator 37

0.01    0.05 0.2 0.3 0.4 0.5 0.7 1
0

1000

2000

3000

4000

5000

6000

7000

8000

λ
1

T
ot

al
 D

ep
ar

tu
re

 P
en

al
ty

Uncoordinated charging control
Coordinated charging control, λ

2
 = 0.05

Coordinated charging control, λ
2
 = 0.005

Coordinated charging control, λ
2
 = 0.001

Figure 2.9: The total departure penalty versus the importance weight λ1.

increases.

An interesting fact is that in Fig. 2.7, the lowest cost of charging is $13 when λ1 = 0.01

and λ2 = 0.001, whereas the highest power losses of the coordinated scheme is 0.035 kWh

in Fig. 2.8. Since the price of electricity that we used for the simulations is always less

than $0.2/kWh, the cash value of the accumulated power losses is smaller than the cost

of charging. The owners of PHEVs may be reluctant to sacrifice the charging cost to

reduce the power losses and thus may prefer a smaller λ1. On the other hand, the power

losses are concern to the V2G aggregator. As more power losses impose greater impact

to the power grid, the aggregator may prefer a larger λ1 in the interest of reducing the

power losses.
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Figure 2.10: The sum of objective functions from time slot 1 to T versus the importance
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Fig. 2.10 shows the sum of objective functions (i.e., eqn. (2.12)), starting from time

1 with initial state s1. The coordinated charging control outperforms the uncoordinated

one under all scenarios we use. The reason is that the coordinated charging control

reduces both the total cost of charging
∑T

t=1 ct(rt) and total power losses
∑T

t=1 lt(rt),

while keeping the weighted departure penalty λ2

∑T

t=1 gt(st) relatively low.

Bidirectional Flows v.s. Unidirectional Flows

To show the benefits of enabling V2G power flows, we then compare the coordinated

scheme with bidirectional power flows with the coordinated scheme with unidirectional

flows (i.e., ri,t ∈ {0, 1}). For a fair comparison, we choose the total departure penalty of
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Figure 2.11: Total cost of charging and power losses varying with different λ1 (λ2 = 10).

both schemes to be zero by setting the importance weight λ2 at a large value (λ2 = 10).

In other words, all the target SOCs in both schemes are reached. Fig. 2.11 shows the

total cost of charging and the power losses of both schemes varying with different λ1. The

way we choose λ1 is to make the ranges of power losses of both schemes corresponding

to each other. And the minimum λ1 for the unidirectional-flow scheme is 0 (i.e., only

minimize the charging cost), while the λ1 for the bidirectional scheme can be set further

smaller than 0.5.

The results show that coordinated charging control with bidirectional power flows

incurs much lower power losses, when its total cost of charging is the same as that of the

counterpart scheme with unidirectional power flows (i.e., V2G flows disabled). On the

other hand, it also incurs less charging cost than the scheme with unidirectional power
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flows, when the aggregated power losses of both schemes are the same. Note that the

coordinated scheme with unidirectional flows has a minimum cost of charging of $31.5

when λ1 = 0, while the one with bidirectional flows has a total cost of charging for only

$27 with the same amount of power losses where λ1 = 0.5.

Another interesting fact is that, as the power losses of both schemes become larger and

larger, the gap between the charging cost of both schemes are increasing. The reason can

be found in the X-axis of Fig. 2.11: enabling V2G flows provides the possibility of reduce

more charging cost. In Fig. 2.11, the charging cost of the bidirectional-flow scheme has

decreased $11 (38− 27) while the charging cost of the unidirectional one has decreased

only $6.5.
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Chapter 3

Conclusions and Future Work

In this chapter, we conclude this thesis by summarizing the research results and contri-

butions. We also suggest directions for future work.

3.1 Conclusions

In this thesis, we developed the coordinated charging control of a V2G aggregator, which

reduces both the total cost of charging and the aggregated power losses. Given the

day-ahead electricity prices and schedules of PHEVs, we formulated the problem as a

dynamic program. We solved the problem using approximate dynamic programming,

which reduces the dimensionality of both the state and control spaces. Simulation results

of an aggregator with 100 PHEVs are presented to validate the benefits of the coordinated

charging control. Simulation results show that coordinated charging control can reduce

both the total charging cost and the aggregated power losses significantly, compared with

the uncoordinated control where every vehicle starts charging as soon as it is plugged

in. We also showed that the charging control with bidirectional power flows outperforms

remarkably the one with unidirectional flows.
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3.2 Future Work

In this section, we suggest two future extensions to improve the quality of our present

work.

3.2.1 Incorporating Renewable Energy Sources and Battery

Storage

Since promoting green environment is an inherent property of smart grid, it would be

interesting to incorporate renewable energy sources and battery storage into the problem

formulation. Renewable energy sources [34, 35, 36] such as wind turbines, photovoltaic

(PV), are easy to deploy in the smart grid. Other than that, battery storage [37, 38,

39, 40] has been studied to integrate into the power grid. Battery storage is a group of

electrochemical cells and often comes in the form of battery arrays. The battery storage

may serve as an electric buffer. Battery storage would usually have high initial cost, but

can be recharged very cheaply and used many times.

Renewable Energy Sources

We can assume that the aggregator owns a total number of H renewable energy sources.

The output power of each renewable energy source is denoted by ωi,t(i = 1, . . . , H).

Let ωt denote a vector of output power

ωt = (ω1,t, ω2,t, . . . , ωH,t) . (3.1)
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Since most renewable energy sources are predictable power supply such as hydro

power, wind power and photovoltaic, we assume that each random variable ωi,t has a

given distribution.

Battery Storage

A battery storage can be regarded as a special PHEV that is always online (i.e., present

in the grid). There is no target SOC requirement for battery storage. We assume that

the aggregator owns a total number of G battery storage.

Let bi,t denote the state of charge of storage i at the beginning of time slot t. We

define the state vector bt as

bt = (b1,t, . . . , bG,t). (3.2)

Correspondingly, let ui,t denote the control variable. We then define the control vector

ut as

ut = (u1,t, . . . , uG,t). (3.3)

The domain of the control variable ui,t is

ui,t ∈ {−1, 0, 1}. (3.4)

Storage i has a maximum charging and discharging power with a magnitude of m̂i.

Let µ̂i denote the number of time slots that takes storage i to charge from empty to full

capacity.
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Hence, we have

0% ≤

⌊

bi,t +
ui,t

µ̂i

100%

⌋

≤ 100% (3.5)

Let ŝt denote the new state variable. We have

ŝt = (st,bt) (3.6)

Similarly, let r̂t denote the new control variable. And we also have

r̂t = (rt,ut) (3.7)

The new state transition function f̂ has the form

ŝt+1 = f̂ (̂st, r̂t)

= (f(st, rt), f(bt,ut))

(3.8)

Let us assume that storage i has an initial battery capacity βi at the beginning of

time slot 1.

For i = 1, . . . , G,

bi,t =















βi, t = 1,

⌊

bi,t−1 +
ui,t−1

µ̂i
100%

⌋

, otherwise.

(3.9)

In (3.9), the state transition of battery storage i is given. At the beginning of time

slot 1, bi,1 is initialized as βi (a known constant). Since the battery storage is a special

PHEV that is always online, the following states can be calculated by recursions.

State Reduction for Battery Storage

Recall that the time complexity of dynamic programming algorithms depends on the

number of variables in the state vector ŝt = [stbt] (i.e., N + G). Thus it is absolutely
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Figure 3.1: One-line diagram of the IEEE 8-bus radial primary distribution grid.

necessary to reduce the state vector whenever possible. Fortunately, we know that all

the battery storage arrive at time slot 1 and never depart. There is no requirement of

departure SOC for all battery storage. Hence, we can reduce the bt from G dimensions

to reduced dimensions.

The reason why we can preform state reduction for the battery storage lies in the fact

that a number of battery storage have the same location in the power distribution grid

and schedule. Moreover, unlike electric vehicles, battery storage does not have target

SOC requirement. The way we reduce bt is simply that we view all the battery storage

within the same bus of the distribution grid as a whole. For example, Fig. 3.1 gives

an example 8-bus distribution grid. In Fig. 3.1, bus 8 may connect with four buildings.

And we can combine all the battery storage within those four buildings. Assume that

the maximum charging and discharging power of the original four battery storage are
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m̂1, . . . , m̂4 and the number of time slots that takes storage 1− 4 to charge from empty

to full capacity are µ̂1, . . . , µ̂4 and the initial battery SOC are β1, . . . , β4 at the beginning

of time slot 1.

The combined battery storage for those battery storage within bus 8 has a maximum

charging and discharging power of min4
i=1{m̂i}, and the number of time slots that takes

it to charge from empty to full capacity is
∑

4

i=1
m̂iµ̂i

min4

i=1
{m̂i}

. The initial SOC of the combined

battery storage is
∑

4

i=1
m̂iµ̂iβi

∑

4

i=1
m̂iµ̂i

. Similarly, we can preform state reduction for all other buses

in Fig. 3.1.

Although we can obtain performance gain for the algorithm through state reduction,

the shortcoming of this approach is that only one battery storage can be active at one

time. Since we take all battery storage as a whole, if one of the battery is charged to full

state or discharged to empty state, the other will continue the former’s operation.

The New Problem Formulation

The total charging cost of the aggregator at time t is

ct(r̂t, ωt) = pt∆

(

N
∑

i=1

ri,tmi +
G
∑

i=1

ui,tm̂i −
H
∑

i=1

ωi,t

)

. (3.10)

The total power losses of an aggregator at time slot t is

lt(r̂t, ωt) =

X
∑

j=1

I2
j (r̂t, ωt)Ωj∆. (3.11)

The current Ij is the quotient of the sum of power and the voltage. To obtain the total

power across transmission line j, we let Φj,t denote the set of vehicles, which constitute
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a portion of the total power across transmission line j. Let φj,t denote the set of battery

storage, which constitute a portion of the total power across transmission line j. Let ϕj,t

denote the set of renewable energy sources, which constitute a portion of the total power

across transmission line j.

Ij(r̂t, ωt) =

∑

i∈Φj,t
ri,tmi +

∑

i∈φj,t
ui,tm̂i −

∑

i∈ϕj,t
ωi,t

V
. (3.12)

Since there is no requirement of departure SOC for all battery storage, the total

departure penalty at time slot t is

gt(̂st) =
N
∑

i=1

gi,t (si,t) . (3.13)

The objective function ot(̂st, r̂t, ωt) in time slot t is

ot(̂st, r̂t, ωt) = ct(r̂t, ωt) + λ1lt(r̂t, ωt) + λ2gt(̂st). (3.14)

From the objective function in (3.14), we can conclude that the scheduling problem

of the aggregator that incorporates with renewable energy sources and battery storage,

remains as a dynamic program. The difference between the new objective function (3.14)

and the original one in (2.10) is that the new one includes random variables ωt. Further-

more, the new problem can be readily solved using approximate dynamic programming.

Algorithm 2 shows the updated approximate policy iteration using Monte Carlo sim-

ulation. Steps 1 − 21 is the policy evaluation for the current policy, and steps 22 − 23

obtains an improved policy. The only change is the step 4, where we generate random

samples for ω1, . . . , ωT from their given distribution.
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Algorithm 2 Updated approximate policy iteration using Monte Carlo simulation

1: Initialize J̃0
t (t = 1, . . . , T )

2: for k = 1 to K do {Evaluate current policy π}

3: ŝ1 ← initial state

4: Generate samples of random variables ω1, . . . , ωT

5: for t = 1 to T do

6: if rand(0, 1) < ǫ then

7: Generate a random exploratory control r̂t

8: else {Obtain control r̂t driven by current policy π}

9: r̂t ← 0

10: for j = 1 to M do

11: r̂t ← r̂t + arg min
r̂

j
t∈Uj (̂st)

{

ot

(

ŝ
j
t , r̂

j
t , ωt

)

+ J̃π
t+1

(

H

(

f̂
(

ŝ
j
t , r̂

j
t

)))}

12: end for

13: end if

14: ŝt+1 ← f̂ (̂st, r̂t)

15: end for

16: Z ← 0

17: for t = T downto 1 do

18: Accumulate the path cost

Z ← Z + ot(̂st, r̂t, ωt)

19: Update the value functions

J̃k
t (H(̂st))← (1− γk)J̃

k−1
t (H(̂st)) + γkZ

J̃k
t (x)← J̃k−1

t (x) ∀x : x 6= H(̂st)

20: end for

21: end for

22: J̃ π̄
t ← J̃K

t (t = 1, . . . , T )

23: Generate an improved policy π̄ = (π̄1, . . . , π̄T )
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3.2.2 Studying the Effects of Unanticipated Schedules

Throughout this thesis, we have assumed that the initial schedules of PHEVs are known

before the scheduling periods. Recall that a planned schedule of a PHEV includes the

arrival and departure time, the initial and target SOC. In practice, people tend to change

their travel schedules based on last-minute decisions. Hence the expected arrival and

departure time may change. Moreover, the expected initial SOC may also change due

to different driving styles and various climate conditions. For example, a college student

may be expected to drive home after school at 4 pm. However, he may change his mind

at 3 pm and decide to drive to the football court first. Then he will drive home after a

2-hour football match with friends. The student can notify the aggregator his change of

schedule via his mobile phone. The aggregator will notice the change of the following time

of arrival and also calculate the change of initial SOC from the driving distances between

school and the football court, home and the football court. Although the aggregator can

re-run the scheduling algorithm once any information of the schedules has changed, the

effects of unanticipated schedules on performance are not within the scope of this thesis.

One important thing to address is that, given the fact that the uncertainty cannot

be predicted (i.e., we do not know the probability of when and how any schedule will

change, and the probability distribution of how one schedule changes to another), the

best effort we can try is to re-schedule given the maximum information. Hence, the

further improvement of this study should focus on modeling the when and how the

schedules change, as we cannot derive an adaptive algorithm without the knowledge of
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the uncertainty we want to adapt to.

For future work, it would be interesting to study the effects of unanticipated schedules

of PHEVs. First, investigate the performance gap between the case where the actual

arrival and departure times are known beforehand and the case where a portion of the

arrival and departure times are changing during the scheduling period. Second, study the

performance gap between the case where the actual initial SOCs are known beforehand

and the case where some of the initial SOCs are changing during the scheduling period.
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