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Abstract

Despite a century of study, the macroscopic behaviour of quasistatic granular materials remains poorly understood. In particular, we lack a fundamental system of continuum equations, comparable to the Navier-Stokes equations for a Newtonian fluid. In this thesis, we derive continuum models for two-dimensional granular materials directly from the grain scale, using tools of discrete calculus, which we develop.

To make this objective precise, we pose the canonical isostatic problem: a marginally stable granular material in the plane has 4 components of the stress tensor $\tilde{\sigma}$, but only 3 continuum equations in Newton’s laws $\nabla \cdot \tilde{\sigma} = 0$ and $\tilde{\sigma} = \tilde{\sigma}^T$. At isostaticity, there is a missing stress-geometry equation, arising from Newton’s laws at the grain scale, which is not present in their conventional continuum form.

We first show that a discrete potential $\psi$ can be defined such that the stress tensor is written as $\tilde{\sigma} = \nabla \times \nabla \times \psi$, where the derivatives are given an exact meaning at the grain scale, and converge to their continuum counterpart in an appropriate limit. The introduction of $\psi$ allows us to understand how force and torque balance couple neighbouring grains, and thus to understand where the stress-geometry equation is hidden.

Using this formulation, we derive the missing stress-geometry equation $\Delta (\tilde{F} : \nabla \nabla \psi) = 0$, introducing a fabric tensor $\tilde{F}$ which characterizes the geometry. We show that the equation imposes granularity in a literal sense, and that on a homogeneous fabric, the equation reduces to a particular form of anisotropic elasticity.

We then discuss the deformation of rigid granular materials, and derive the mean-field phase diagram for quasistatic flow. We find that isostatic states are fluid states, existing between solid and gaseous phases. The appearance of isostaticity is linked to the saturation of steric exclusion and Coulomb inequalities.

Finally, we present a model for the fluctuations of contact forces using tools of statistical mechanics. We find that force chains, the filamentary networks of contact forces ubiquitously observed in experiments, arise from an entropic instability which favours localization of contact forces.
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Chapter 1

Introduction

Pour sand on a table and it forms a pile; tilt the table and the sand flows. On the one hand, we have a solid; on the other, a fluid. What are the stresses exerted on the table? To what angle do we need to tilt the table to cause flow? How long is the runout from the flow? Though timeless and trivial to state, these questions still lack reliable quantitative answers.

Sand is one of many granular materials, that is, collections of grains sufficiently large that their thermal motion is negligible. Ubiquitous at home and in industry, granular materials pose outstanding challenges in physics, fluid mechanics, and engineering [JNB96, dG99, vH10, FP08, Yu02]. Common to these disciplines is the overarching problem of predicting macroscopic behaviour from knowledge of the grain-scale physics. To restate our elementary questions in more refined terms, we would like to know what equation governs stress transmission within a granular solid, and how large a shear stress need be applied to induce flow. Together, we call these questions the fundamental problem of granular solids. We will only partially address the difficult problem of what happens once flow has commenced.

For simplicity, we consider only dry, convex, cohesionless, macroscopic granular materials. Dry means that the grains are immersed in a fluid of sufficiently low density that it can be neglected. Convex means that two grains can touch at, at most, one contact. Cohesionless means that there are no attractive forces between grains, for example due to small liquid films [REYR06]. Macroscopic means that the grains are sufficiently large that electrostatic forces are negligible. Typical examples of such granular materials are sand grains, salt grains, glass beads, and mustard seed. It is a crucial point that under typical experimental conditions the Young’s modulus of the grains, $E$, is much larger than the external pressure imposed on the system, $P$, so that the stiffness number $\kappa$ [AR07]

$$\kappa \equiv \left(\frac{E}{P}\right)^{2/3} \gg 1. \quad (1.1)$$

For example, for sand grains with $E \sim 30\text{GPa}$ and a density of $\rho_g \sim 3 \times 10^3 \text{kg/m}^3$, supporting 20cm of grains under gravity, we have $\kappa \sim 5 \times 10^4$. For elastic grains of mean linear dimension $D$, the deflection of a typical contact is $D/\kappa$. The largeness
of $\kappa$ suggests that grains can be treated as rigid \cite{MH06}; we will not always do so, but we are always interested in the limit of large $\kappa$.

A static packing is physically equivalent to one deforming quasi-statically; this can be quantified by considering the inertial number \cite{MiD01}

$$I = \frac{\dot{\gamma}D}{\sqrt{P/\rho_g}},$$

where $\dot{\gamma}$ is the shear rate, $P$ is the pressure, and $\rho_g$ is the grain density. $I$ measures the importance of inertia; it is a ratio of a microscopic time scale $D/\sqrt{P/\rho_g}$ to a macroscopic one $1/\dot{\gamma}$. For example, if a 20cm thick layer of sand grains, with $D = 2\text{mm}$, is subject to simple shear under gravity with the upper wall moving at 1 cm/s, we have $I \sim 10^{-4}$ along the centre-line. We will exclusively consider the quasistatic limit $I \ll 1$.

In the fluid mechanics literature, it is customary to measure the importance of inertia with the Reynolds number $Re = UL/\nu$, where $U$ is a velocity scale, $L$ is a length scale, and $\nu$ is the kinematic velocity of the fluid. We can similarly define a granular Reynolds number $Re$, where for simplicity we will consider a simple shear geometry. We take $L = D$ and $\nu = \tau/(\rho_g\dot{\gamma})$, where $\tau$ is the shear stress. For rigid cohesionless grains, the only force scale comes from the pressure, hence $\tau = \mu_e P$ for some $\mu_e = \mu_e(I)$. In simple shear flow, the function $\mu_e$ is known empirically and tends to a constant at small $I$ \cite{MiD01}. Finally, there are two velocity scales, deriving from the aforementioned microscopic and macroscopic time scales. It is natural to define a velocity scale from the velocity fluctuations $U = \sqrt{\delta V^2} = \sqrt{\langle V^2 \rangle - \langle V \rangle^2}$. The latter exhibit a nontrivial scaling $\delta V^2 = (C_0\dot{\gamma}D)^2 I^\alpha$ with $\alpha \approx -1$ and $C_0$ a dimensionless constant \cite{MiD01}. We find

$$Re = \frac{UD}{\nu} \approx C_0 \frac{I^{2+\alpha/2}}{\mu_e(I)}$$

Because of the weak dependence of $\mu_e$ on $I$, this is monotonic with $I$, i.e., $Re \to \infty$ as $I \to \infty$ and $Re \to 0$ as $I \to 0$. However, because it involves the empirical functions $\delta V(I)$ and $\mu_e(I)$, it is more convenient to use $I$ to measure the importance of inertia.

Owing to their practical importance, scientific study of granular media goes back at least two centuries\footnote{We note, however, that the basic law of solid friction on which the Mohr-Coulomb relation is based was discovered by Leonardo da Vinci in the 15th century, and rediscovered by Guillaume Amontons in the 18th century \cite{dV80, Amo06}}. Charles Coulomb proposed that along a failure surface, for example the surface of a sandpile, the shear stress $\tau$ is related to the...
normal stress $\sigma_n$ by
\[
\tau = \sigma_n \tan \phi_f + c,
\]
where $\phi_f$ and $c$ are material constants, due to friction and cohesion, respectively [Cou21]. In the engineering literature, (1.4) is known as the Mohr-Coulomb relation, after Christian Otto Mohr, and Charles Coulomb [Ned92]. Before failure occurs, granular materials are typically modelled as isotropic elastic media. The usual equations of elasticity, together with (1.4), then provide a first solution to our fundamental problem.

In the last century, a huge body of theoretical, experimental, and computational work, mostly performed in engineering departments, has led to sophisticated refinements of this picture. The latter emphasize the history dependence of stresses, not accounted for in classical elasticity [Woo90]. This program has been largely successful in certain disciplines, in particular soil mechanics [Woo90]. However, more elaborate industrial manipulations of granular materials are often inefficient and dangerous, owing presumably to incomplete understanding of our fundamental problem [dG99].

To advance fundamental understanding, some twenty years ago a new generation of physicists began performing controlled experiments on granular materials [MOB96, VHBC99, GHL+01, GLBH01, GRCB03]. In particular, several experiments measured the normal stress under a sand pile, with the surprising conclusion that the stress profile depends on how the sand pile was created [VHBC99, SRC+01, GHL+01, GLBH01, GRCB03, ABG+01]. When created by pouring from an extended source, one finds that the stress is maximal directly below the centre of the pile, as one would naively expect. However, when the pile is created by pouring from a point source, the stress is a local minimum below the centre of the pile, and is instead maximal on a ring some distance from the centre. To explain this phenomenon, a lively debate has ensued on the form of equations governing stress transmission within a granular solid, so far without a satisfactory resolution.

One issue brought to the forefront by these experiments is the importance of the microscopic arrangement of the grains to stress transmission within the packing [Oda72a, Oda72b, RB89, CWBC98, dG99, EG99, EG01, BB02, ABG+01]. With regard to the stress under a sandpile, it was determined that pouring from a point source causes a dominant anisotropy in the arrangement of grain-grain contacts, known as the packing fabric. This occurs because of continual avalanching of grains from the pile centre during pile formation [ABG+01]. In contrast, when poured from an extended source, avalanching occurs in random directions and anisotropy

\footnote{We have $\tan \phi_f = \mu_e(I = 0)$ in terms of $\mu_e$ introduced above.}
is greatly reduced. Hence a fully microscopic theory of stress transmission in a granular solid must incorporate, at least statistically, the packing fabric.

From the perspective of physics, the way forward is to reconcile empirical laws with theoretical understanding under the simplest possible circumstances. In this thesis, we attempt to derive equations governing stress transmission in granular materials directly from Newton’s laws. To make this objective precise, we pose the isostatic problem \cite{Ale98, Mou98, EG99, EG01, BB02}.

Figure 1.1: Sketch of 2D packing of rigid grains, showing the position of a contact, $r^c$, and the position of a grain, $r^g$. The hatched grains are rattlers.

Consider a quasistatic frictional packing of $N$ rigid grains in $d$ dimensions (Figure 1.1). Of the $N$ grains, a fraction $x_0$ may be trapped within the packing but not contribute to mechanical stability; these are known as rattlers and will be discussed below. Mechanical equilibrium requires that each of the remaining $N_{RG} \equiv (1-x_0)N$ grains $g$ is subject to Newton’s laws of force and torque balance:

$$
F^g = - \sum_{c \in C^g} f^c, \quad 0 = \sum_{c \in C^g} (r^c - r^g) \times f^c.
$$

(1.5)
Here \( f^c_g \) is the contact force exerted on grain \( g \) at contact \( c \), \( r^c \) is the position of \( c \), \( r^g \) is position of the centre-of-mass of \( g \), and \( F^g \) is the body force exerted on the grain, typically due to gravity.

The real (non-rattling) grains touch at \( N_{RC} \) real (force-bearing) contacts. Each contact force is subject to the Coulomb friction inequality

\[ |f_T| \leq \mu f_N, \quad (1.6) \]

where \( f_N \) and \( f_T \) are the normal and tangential components of the force, and \( \mu > 0 \) is the microscopic friction coefficient. Some finite number of contacts, \( N_S \), will saturate this inequality; these correspond to sliding contacts.

For rigid grains, we can consider the grain positions as fixed, and the contact forces as degrees-of-freedom which are subject to the constraints (1.5) and (1.6). Force and torque balance give \( dN_{RG} \) and \( d(d-1)N_{RG}/2 \) scalar equations, respectively. For frictional grains we have \( dN_{RC} - N_S \) degrees-of-freedom in the contact forces. The number of linearly-independent constraints must not exceed the number of degrees-of-freedom, hence assuming linear independence of Newton’s laws and the sliding constraints we must have \( dN_{RC} - N_S \geq d(d+1)N_{RG}/2 \), or

\[ \bar{z} \geq \frac{1}{2}n_s + z_{iso}, \quad (1.7) \]

where \( \bar{z} = 2N_{RC}/N_{RG} \) is the average number of real contacts per real grain, known as the mean contact number\(^3\), \( n_s = 2N_S/N_{RG} \) is the number of sliding contacts per real grain, and \( z_{iso} = d+1 \).

A packing with \( \bar{z} = n_s/d + z_{iso} \) is said to be generalized isostatic \(^4\) such a packing is marginally stable in the sense that removing a single contact will lead to grain rearrangement. The isostatic state is thus the boundary between solidlike and fluidlike behaviour in a granular material, and has been likened to a critical point \([LN98, OSLN03, LN10]\). It occupies a special role in the study of stress transmission, for at isostaticity Newton’s laws can be solved for the contact forces. Given the external forces and the grain positions, there is a unique solution for the contact forces which does not depend on the deformation history, which is in general needed to know the frictional forces. Of course, the constitutive laws at contacts still hold; but at isostaticity all the relevant information is encoded in the geometry: changing the stiffness of a contact will not change the contact force there. This implies that these stiffnesses cannot appear in macroscopic equations.

---

\(^3\) \( \bar{z} \) is also called the mean coordination number.

\(^4\) Friction can also be modelled by geometrical asperities on otherwise spherical particles, interacting with normal, repulsive forces, without Coulomb friction. Such packings are found to be exactly isostatic, obviating the need to consider sliding contacts \([POS12]\).
To see why this presents a problem, let us take a macroscopic point of view. The macroscopic object of interest is the stress tensor $\hat{\sigma}$

$$\hat{\sigma} = -\frac{1}{V} \sum_{g \in G} \sum_{c \in C_g} (r^c - r^g) f^c_g,$$  

(1.8)

where $V$ is the volume of the packing. If a continuum description exists, then mechanical equilibrium requires that the stress tensor satisfies $[LL86, CL00]$

$$F = \nabla \cdot \hat{\sigma}, \quad \hat{\sigma} = \hat{\sigma}^T,$$  

(1.9)

where $F$ is the continuum body force. These equations are the macroscopic analog of (1.5), and give $d(d + 1)/2$ equations for the $d^2$ components of the stress tensor. To solve for the stress tensor, we need a further $d(d - 1)/2$ equations. For an elastic solid, these are provided by Saint Venant’s compatibility condition, which ensures that the strain can be derived from a displacement field $[LL86]$. Hooke’s law is then used to write this as an equation for the stress tensor. However, in the isostatic state, we appear to have no Hooke’s law, hence this program fails. It is believed that the isostatic state is characterized by $d(d - 1)/2$ stress-geometry equations which relate the external forces, the stress tensor, and the packing fabric $[EG99, EG01, BB02, Blu04]$. Determination of these missing equations is the isostatic problem.

The isostatic problem is particularly attractive because, at least in principle, everything is known at the microscopic level. The difficulty only arises in coarse-graining this microscopic information to produce a continuum description. This is in contrast to a general hyperstatic packing ($\bar{z} > n_s/d + z_{iso}$) for which the entire deformation history may be relevant.

Isostaticity has thus become a central, but controversial, paradigm in the study of granular materials $[EG99, Mou98, Rou00, MTDT02, BB02]$. Moukarzel and Roux have shown, and it has been confirmed by numerical simulations, that frictionless packings of spheres become exactly isostatic in the rigid limit $\kappa \to \infty$ $[Mou98, Rou00, MTDT02, OSLN03]$. Numerical studies have shown that frictional packings of spheres generally remain hyperstatic in the rigid limit $[AR07, SyHvS07]$. However, Kruyt recently performed numerical simulations of extremely large packings of 50 000 polydisperse disks under uniaxial compression $[Kru10]$. He found that after strains of $\sim 5\%$, the bound in (1.7) is approached to within 2\%, which is on the order of the softness $1/\kappa$. Hence, for frictional spheres in the

---

\(^5\)For frictionless packings, we must modify the above counting, since the contact forces then have only $N_{RC}$ degrees of freedom. For spherical grains, the torque balance conditions become redundant, and hence $z_{iso} = 2d$. For non-spherical grains, we find $z_{iso} = d(d + 1)$.  

---
double limit $N > \kappa \to \infty$, isostaticity may be attained under typical strains as an attractor of the dynamics.

Realistic grains are never perfectly spherical. It has been reported that numerical simulations of frictionless ellipsoids violate the rigidity inequality analogous to (1.7) [vH10]. In the frictionless limit $\mu \to 0$, the Coulomb inequality can only be met at real contacts (i.e. those with a non-zero force) by letting $|f_T| \to 0$. This forces all $d - 1$ components of $f_T$ to vanish, which amounts to letting $N_S \to (d-1)N_{RC}$. Rearranging (1.7) then gives $\bar{z} \geq d(d+1)$. This can be violated if the constraints are no longer linearly independent. Indeed, vanishing of tangential forces is equivalent to $f^c = n^c n^c \cdot f^c$ at each contact, with $n^c$ the contact normal. In the spherical limit, contact normals are collinear with contact vectors, and the torque balance equations become redundant; equivalently, the frictionless constraints together with the torque balance equations have $N_{RC}$ linear dependences. This reflects the fact that frictionless spheres can roll without affecting other grains. For aspherical grains, one can no longer see this linear dependence explicitly, but simulations indicate that $M$ linear dependences remain, with $M \to N_{RG}$ in the spherical limit [MSOC09, SMCO12]. These dependences are associated with extended rotational modes of deformation. If constraint counting is modified to account for these dependencies, then these packings can be considered generalized isostatic. Unfortunately, so far no theoretical argument can predict $M$ for a given grain shape [vH10, SMCO12]. In this work we exclusively consider frictional granular materials, for which rotation of spheres is no longer a trivial mode and (1.7) is always satisfied.

The physical argument for isostaticity is extremely simple. Imagine a static packing formed with grains of some finite stiffness, and consider what happens as the stiffness is increased; this is equivalent to reducing the applied pressure. Because all contact forces are repulsive and there is no cohesion, this process will break unnecessary contacts, i.e., those not needed to support the load. If an essential contact is broken, the packing will rearrange to find a new configuration which supports the load. As decompression ensues, the only way an unnecessary contact can be maintained is for the adjacent grains to move precisely such that the relative velocity at the contact vanishes; mathematically, grain positions must stay on a surface in configuration space of zero measure. For real grains with some amount of geometric randomness, no matter how small, it is believed that this never happens [Mou98, Rou00].

The delicate point of the argument is, of course, the final one. A simple illustrative example is that of a local triangular lattice, which can only be maintained under decompression if grain radii satisfy a certain linear relation. However, in the presence of friction, it is not obvious that such linear relationships will not be maintained, because friction tends to make grains move collectively in clusters.
Hence the degree to which isostaticity is applicable to realistic granular materials is still controversial. However, it remains a compelling starting point from which to achieve fundamental progress. In this thesis, we therefore consider granular materials which are isostatic or weakly hyperstatic.

Several issues mentioned above deserve elaboration. First, we have neglected from our analysis the rattlers, grains which do not contribute to mechanical stability. When only statics are considered, this definition is tautological; it is only well-defined when dynamics are considered. Operationally, one usually defines rattlers as those grains having fewer than 2 contacts\(^6\) or all of whose contact forces are below some threshold reflecting numerical precision [SvHvS07, AR07, vH10]. In the presence of gravity, this needs to be adjusted [AR07]. A systematic study of such definitions, as well as prediction of the rattler concentration \(x_0\), is still lacking.

Second, in deriving the stability inequality (1.7), we have assumed that grains are rigid. This allows us to explicitly separate the geometry from the forces. As discussed above, realistic granular materials are nearly rigid, but we do expect corrections due to finite stiffness. These should be negligible compared to other uncertainties in the problem.

Finally, an important but seldom mentioned point is that the rigid limit is singular with respect to ambient thermal fluctuations. Consider an experiment which undergoes fluctuations in the ambient temperature of order \(\Delta T\), for example due to diurnal cycles. The importance of these fluctuations is measured by the ratio of linear expansion of a grain to the typical deflection of a contact,

\[
\frac{\Delta \delta}{\delta} = \frac{\alpha_L D \Delta T}{D/\kappa},
\]

where \(\alpha_L\) is the coefficient of linear thermal expansion; \(\alpha_L \approx 8 \times 10^{-6}K^{-1}\) for glass. For \(\kappa = 5 \times 10^4\) and \(\Delta T = 1K\), we have \(\Delta \delta/\delta \sim 0.4\), which is not at all negligible. This effect is presumably responsible for long-time creep of granular materials [NDBC11]. We will not consider such time-dependent effects.

### 1.1 Outline of this thesis

In the next chapter, we develop analytic tools, under the rubric of discrete calculus, which allow us to rewrite Newton’s laws (1.5) in a framework in which a continuum limit can be taken. In particular, we show that, subject to some constraints,\(^6\) for frictionless spheres, one can make sharper statements. Hilbert showed that in \(d\) dimensions, \(d + 1\) contacts are needed for mechanical stability, hence grains with fewer than \(d + 1\) contacts are rattlers [HCV52].
Newton’s laws can be solved by a discrete potential analogous to the Airy stress function of elasticity. This allows us to reformulate the isostatic problem. In Chapter 3, we use discrete calculus to derive a general stress-geometry equation for granular materials in two dimensions. In Chapter 4, we consider the deformation of granular materials and derive equations relating the fabric, deformation, and stress. At the end of Chapter 4, we summarize the results of Chapters 2-4 and present the mean-field phase diagram for quasistatic granular materials.

In Chapter 5, we move away from continuum models and instead investigate statistical-mechanical models which take into account local fluctuations. We first give an overview of statistical-mechanical approaches to understanding static granular materials. We present arguments in favour of a statistical mechanics based on the Force Network Ensemble (FNE), the ensemble of mechanically equilibrated force configurations on a given geometrical arrangement of grains. In Chapter 6, a detailed mean-field theory is presented for the FNE, making use of the tools of discrete calculus. Finally, in Chapter 7 we conclude and discuss our results in a broad context.

1.2 Notation

In this thesis we deal with scalars, vectors, tensors, and their pseudo counterparts, defined on grains $g$, contacts $c$, loops $\ell$, triangles $t$, and tetrahedra $v$. When unambiguous, these are indicated by a single superscript, but it is often necessary to add subscripts to indicate orientation. These are explained as they appear.

The sets of all real grains, virtual grains, real contacts, virtual contacts, triangles, and tetrahedra in the packing are denoted by $RG$, $VG$, $RC$, $VC$, $T$, and $V$, respectively. Together, the real and virtual grains form the set of grains $G = RG \cup VG$, and similarly, the real and virtual contacts together form the set of contacts $C = RC \cup VC$. We also consider local sets, for example $C^g$ denotes the set of contacts surrounding a grain $g$, and likewise for other neighbouring quantities. The sets of boundary contacts, triangles, and tetrahedra are denoted $BC$, $BT$, and $BV$, respectively.

Tensors are denoted with a hat. The identity tensor is written $\hat{\delta}$. Outer (dyadic) products are simply denoted with a space, hence for vectors $a$ and $b$, $\hat{A} = ab$ is a tensor. For vectors and 2-tensors, operators always act on adjacent indices, in the same order as they are normally written, and all contractions are indicated with a dot, the number of dots indicating the number of contracted indices; e.g., the $km^{th}$ component of $\hat{A} : \nabla(\nabla \cdot \hat{C})$ is $\sum_{i,j,l} A_{ij} \partial_i (B_{jk} \partial_l C_{lm})$.

The 3D cross-product is defined with the Levi-Civita symbol. We take the free index to be the first, e.g., $(\hat{A} \times \hat{B})_{ijm} = \sum_{k,l} A_{ik} \varepsilon_{jkl} B_{lm}$. To conform to convention
we make an exception to the above rules for the tensor curl in 3D, letting \((\nabla \times \hat{B})_{ij} = \sum_k \varepsilon_{ikl} \partial_k B_{jl}\).

We make repeated use of the 2D cross product \((\hat{A} \times \hat{B})_{il} = \sum_{j,k} A_{ij} \varepsilon_{jk} B_{kl}\), with \(\varepsilon\) the 2D Levi-Civita symbol, \(\varepsilon_{12} = -\varepsilon_{21} = 1, \varepsilon_{11} = \varepsilon_{22} = 0\). We frequently use the properties \(\varepsilon^T = -\varepsilon\) and \(\varepsilon \cdot \varepsilon^T = \delta\). The 2D curl is \((\nabla \times u)_{ij} = \sum_k \varepsilon_{ik} \partial_k u_j\), i.e., the 2D curl only differs from the gradient by multiplication by \(\varepsilon\): \(\nabla \times = \varepsilon \cdot \nabla\).

In both 2D and 3D, the condition that a 2-tensor \(\hat{A}\) be symmetric can be written

\[
\hat{A} = \hat{A}^T \iff \varepsilon : \hat{A} = 0. \tag{1.11}
\]

Note that the trace of a 2-tensor can be written

\[
\text{tr} (\hat{A}) = \delta : \hat{A}. \tag{1.12}
\]

Contours are always oriented anticlockwise, and we use +/- to indicate geometric elements anticlockwise/clockwise from given elements, around grains, loops, etc. For example, in 2D, \(c^+ = c^+(g, \ell)\) is the contact anticlockwise from loop \(\ell\) when looking from grain \(g\).
Chapter 2

Discrete Calculus

In a granular solid, mechanical equilibrium requires a delicate balance of forces and geometry. To understand how macroscopic rigidity can emerge in this amorphous solid, it is crucial that we understand how Newton’s laws pass from the disordered grain scale to the laboratory scale. In this chapter, we introduce an exact discrete calculus, in which Newton’s laws appear as differential relations at the scale of a single grain. Using this calculus, we introduce gauge variables which describe identically force- and torque-balanced configurations. In a first, intrinsic formulation, we use the topology of the contact network, but not its geometry. In a second, extrinsic formulation, we introduce geometry with the Delaunay triangulation. These formulations show, with exact methods, how topology and geometry in a disordered medium are related by constraints. In particular, we derive Airy’s expression for a divergence-free, symmetric stress tensor in two and three dimensions.

In this chapter we consider a static, frictional packing $\Omega$ in dimensions $d = 2$ and $d = 3$, in the absence of body forces. The packing is kept rigid by the application of external forces at $N_{EC}$ external contacts. For simplicity, we consider identical disks ($d = 2$) or spheres ($d = 3$). Each of the $N_{RG}$ non-rattling grains $g$ is subject to force and torque balance:

$$0 = \sum_{c \in C_g} f^c_g, \quad 0 = \sum_{c \in C_g} (r^c - r^g) \times f^c_g.$$  \hspace{1cm} (2.1)

As above, $f^c_g$ is the contact force exerted on grain $g$ at contact $c$, $r^c$ is the position of $c$, and $r^g$ is position of the centre of $g$. Each contact force must also satisfy the Coulomb inequality $(1.6)$.

To relate contact forces to macroscopic objects, we need to consider the stress tensor

$$\hat{\sigma} = \frac{1}{V} \sum_{g \in G} \sum_{c \in C_g} (r^c - r^g) f^c_g,$$  \hspace{1cm} (2.2)

where $V$ is the volume of the packing. In what follows we will decompose this into contributions from each grain $g$, $\hat{\sigma}^g \equiv 1/V^g \sum_{c \in C_g} (r^c - r^g) f^c_g$, where $V^g$ is a volume associated to a grain, discussed below. The notation is described in $(1.2)$. 
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In this Chapter we will be interested in the continuum limit, in which the entire discrete packing \( \Omega \) shrinks to a point \( r \) in the continuum, and (2.2) becomes the value of the field \( \hat{\sigma} \) at \( r \). This limit can be taken in many ways, for example by including in (2.2) a smoothing function which is centred at the point \( r \) and decays to zero at infinity. It is theoretically convenient to omit such a smoothing function, and instead consider a neighbourhood of \( r \) defined topologically. We discuss this more in Chapter 3.

As in the Introduction, in the continuum the stress tensor satisfies

\[
0 = \nabla \cdot \hat{\sigma}, \quad \hat{\sigma} = \hat{\sigma}^T, \tag{2.3}
\]

the continuum analog of (2.1). In two dimensions (2D), in the absence of body forces, it implies that \( \hat{\sigma} \) can be written as \cite{Mus63, HC09}

\[
\hat{\sigma} = \nabla \times \nabla \times \psi, \tag{2.4}
\]

where \( \psi \) is a scalar, known as the Airy stress function. Here the 2D curl operator is \((\nabla \times \psi)_i = \epsilon_{ij} \partial_j \psi\), in analogy with the 3D curl operator \((\nabla \times \psi) = \epsilon_{ijk} \partial_j \psi_k\), with \( \epsilon_{ij} \) and \( \epsilon_{ijk} \) the 2D and 3D Levi-Civita tensors, respectively. Hence \( \sigma_{ij} = \epsilon_{ik} \partial_k \epsilon_{jl} \partial_l \psi \). In component form,

\[
\hat{\sigma} = \begin{pmatrix}
\partial_{yy} \psi & -\partial_{xy} \psi \\
-\partial_{xy} \psi & \partial_{xx} \psi
\end{pmatrix}.
\]

In three dimensions (3D), (2.4) also holds, with \( \psi \) replaced by a tensor \( \hat{\psi} \), known as the Beltrami stress tensor. A \( \hat{\sigma} \) of this form is identically divergence-free and symmetric, so \( \psi \) automatically yields stress configurations in force and torque balance.

The extension of (2.4) to granular materials was initiated by the seminal works of Satake \cite{Sat86, Sat92, Sat93, Sat97, Sat04} and Ball and Blumenfeld \cite{BB02}. These authors found “loop forces” \( \rho \) such that \( \hat{\sigma} = \nabla \times \rho \), as well as partial analogs of \( \psi \). However, they were not able to derive \( \rho \) from a discrete version of \( \psi \) which gives identically torque-balanced configurations, so that the analogy with (2.4) is incomplete\(^1\).

In this chapter we extend their results by deriving an exact, discrete analog of (2.4) for frictional sphere packings in two and three dimensions. We first present an \textit{intrinsic} formulation based solely on the topology of the contact network. We then present a complementary \textit{extrinsic} formulation, by building the contact network

\(^1\)We note that for strictly frictionless packings in 2D, a discrete Airy stress function was introduced by Henkes \cite{Hen09, HC09}.
into a triangulation of space. The added structure of the triangulation depends heavily on the geometry of the contact network.

The new variables $\rho$ and $\psi$ define changes of coordinates in phase space. In this chapter, we consider the rigid limit $\kappa \to \infty$ in which the deformation of grains can be ignored. This allows us to fix the grain positions and consider the Force Network Ensemble of force configurations on a fixed packing geometry [SVvHvS04, TSVvH10].

The geometry consists of $N_{RG}$ real (force-bearing) grains as well as $N_{VG}$ virtual grains, or rattlers, which are trapped in the packing, but do not contribute to mechanical stability. The real grains touch at $N_{RC}$ force-bearing contacts, so phase space is spanned by the $N_{RC}$ contact forces and has dimension $dN_{RC}$. Force and torque balance, as well as the sliding constraints, restrict force configurations to a subset of phase space, of dimension

$$H = dN_{RC} - N_{S} - \frac{d(d + 1)}{2}N_{RG},$$

(2.5)

which is a measure of hyperstaticity. The sliding constraints will play no role in what follows, so it is convenient to write $H' = H + N_{S}$. 

Since $H'$ depends only on the geometry, it is a topological invariant under any coordinate change in force space. The intrinsic formulation uses the contact network, which assigns a vertex to each grain centre and a link to each contact. Mechanical stability requires that real grains form closed loops $\ell$. This property implies a combinatorial identity between the number of independent loops $N_{L}$, real grains $N_{RG}$, and real contacts $N_{RC}$, which we can use to rewrite $H'$. To see this identity, we consider an arbitrary grain $g$ and inductively build the entire packing, one loop at a time. Initially, we have one grain, no contacts, and no loops. We choose an arbitrary contact belonging to $g$ and trace out a shortest loop back to $g$, containing, say, $k$ new grains. In doing so we have added $k$ grains, $k + 1$ contacts, and 1 loop, so $N_{RG} - N_{RC} + N_{L}$ is preserved at its original value, 1. We can continue in this way, tracing out paths from existing grains, through new grains, and back to the existing grains, each time adding a loop when the path rejoins the existing contact network. In doing so, always beginning loops on existing grains, we eventually trace out the entire interior contact network, so that

$$N_{L} = N_{RC} - N_{RG} + 1.$$

(2.6)

---

2These include $N_{EC}$ external contacts at the boundary at which external forces are applied; we assume that each of the $N_{BG}$ boundary grains is subject to one external force.

3'Shortest’ means fewest number of contacts.
This is a version of Euler’s formula\textsuperscript{4} for the contact network. We call the set of independent loops chosen by this process a net. In 2D, the net is unique, but in higher dimensions, many nets are possible\textsuperscript{5}.

Letting $\bar{z} = 2N_{RC}/N_{RG}$ be the average number of contacts per grain, and $\bar{z}_L = 2N_{RC}/N_L$ be the average number of contacts around a loop, Euler’s formula implies $2/\bar{z}_L = 1 - 2/\bar{z} + 1/N_{RC}$, or

$$\frac{1}{\bar{z}} + \frac{1}{\bar{z}_L} = \frac{1}{2} + \frac{1}{2N_{RC}},$$

which explicitly exhibits the duality between grains and loops.

\textbf{2.1 Intrinsic formulation}

The relation (2.6) allows us to write $H'$ in two distinguished ways, by eliminating either $N_{RC}$, or $N_{RG}$. The first,

$$H' = dN_L - \frac{d(d-1)}{2}N_{RG} - d,$$

indicates that phase space is spanned by a vector field defined on the loops, providing $dN_L$ degrees of freedom, subject to torque balance, providing $\frac{1}{2}d(d-1)N_{RG}$ constraints, and a single extra vector constraint. To exhibit this formulation explicitly, we assign to each loop a fixed orientation, and a pseudovector loop force $\rho_\ell$. Setting $\rho_\ell^g = +\rho_\ell$ if the oriented loop $\ell$ enters the grain $g$, and $\rho_\ell^g = -\rho_\ell$ if it exits $g$, we now write each contact force as

$$f_c^g = \sum_{\ell \in L^c} \rho_\ell^g,$$

where $L^c$ is the set of loops adjacent to the contact $c$. This definition ensures that Newton’s 3rd law is satisfied. Moreover, since each loop going through $g$ enters at precisely one contact, and exits at precisely one contact, when we sum the contact forces incident on a grain, each loop force appears in equal and opposite pairs, so that force balance is satisfied identically.

\textsuperscript{4}Euler’s formula states that $V - E + F = \chi$ for a graph with $V$ vertices, $E$ edges, and $F$ faces on a surface with Euler characteristic $\chi$. For a finite planar graph, we can embed the graph on the surface of a sphere, identifying the outside of the graph with a face that wraps around the sphere. This amounts to taking $\chi = 1$ in this formula.

\textsuperscript{5}In graph theory, what we call loops are known as cycles, and $N_L$ is called the cyclomatic number, or nullity. Nets are closely related to spanning trees, which can be explicitly counted by Kirchoff’s matrix-tree theorem. See [Bol79].
In 2D, each contact is adjacent to two loops, and the loops can all be taken to have anticlockwise orientation. This makes (2.9) a simple difference of loop forces, so that adding a constant to each $\rho^\ell$ leaves invariant the contact forces. In this case, there is a vector gauge freedom and so a vector constraint is needed to fix a gauge. However, in higher dimensions, the net is not unique, and there is no natural orientation of the loops. It is not clear in this case whether a gauge freedom exists, or whether the extra constraint is a net-dependent consistency requirement.

We may also write

$$H' = \frac{d(d+1)}{2} N_L - \frac{d(d-1)}{2} N_{RC} - \frac{d(d+1)}{2} N_{RE}, \quad (2.10)$$

in which the number of grains no longer appears. This formulation is achieved by supplementing $\rho^\ell$ with a field $\varphi^\ell$, a pseudoscalar in 2D and a pseudovector in 3D, defined so that

$$r^\ell \times f^c_g = \sum_{\ell \in L^c} \left( \varphi^\ell_g + r^\ell \times \rho^\ell_g \right), \quad (2.11)$$

where $r^\ell$ is the position of $\ell$, defined as the average of the position of the contacts belonging to $\ell$. As with $\rho^\ell$, $\varphi^\ell_g = +\varphi^\ell$ if the oriented loop $\ell$ enters the grain $g$, and $\varphi^\ell_g = -\varphi^\ell$ if it exits $g$. Summing the torques applied to a grain, it is easily seen that torque balance is satisfied identically.

To ensure that torques result from tangential contact forces, the torques inferred from $\rho^\ell$ must equal those determined from $\varphi^\ell$, which requires

$$0 = \sum_{\ell \in L^c} \left( \varphi^\ell_g + (r^\ell - r^c) \times \rho^\ell_g \right). \quad (2.12)$$

These are the contact constraints appearing in (2.10). As with the $\rho$ formulation, the residual constraint may depend on the net. In two dimensions (2.9) and (2.11) reduce to Satake’s formulation [Sat93].

The intrinsic formulation can be put into a differential form by defining topological divergence and curl operators. The former, defined for vector fields on the contacts, is $(d^* f)_g^c \equiv \sum_{c \in C^c} f^c_g$, while the latter, defined for pseudovector and pseudoscalar fields on the loops, is $(d^* \rho)_g^\ell \equiv \sum_{\ell \in L^c} \rho^\ell_g$. These operators satisfy the identity $d^* d^* = 0$. Dropping subscripts and superscripts, we can write Newton’s laws as $d^* f = 0$ and $d^* (r \times f) = 0$, (2.9) as $f = d^* \rho$, and (2.11) as $r \times f = d^* (\varphi + r \times \rho)$.

Continuing in this fashion, one can define a complete topological calculus, with analogs of Stokes theorem and Poincaré’s lemma. There is a difficulty, however; vector fields, such as $f$, have no direct continuum meaning, since they change sign
with the orientation of the contact. They are, properly, 1-forms. This difficulty may be overcome by pairing $f$ with a vector field; this is precisely what is accomplished by the stress tensor, \cite{1,8}. This introduces geometry into the formulation. In 2D the loops tile the plane, so their geometry is simple, but in 3D, they may connect in a complex way. Moreover, in 3D nets are not uniquely defined, so given a contact $c$, there is no way of knowing how many loops are adjacent to $c$ without some knowledge of the whole net.

Rather than proceeding in this way, we therefore present a complementary extrinsic formulation based on a triangulation of space. By using a triangulation, the topology is locally regular and simply related to the geometry. Around any grain, we can determine the topology and geometry of the triangulation knowing only the positions of the grain’s neighbours. In particular, we use the Delaunay triangulation and its dual, the Voronoi tessellation\cite{6} shown in Figure 2.1.

Figure 2.1: Delaunay triangulation (left) and Voronoi tessellation (right) in 2D. In the Delaunay triangulation, the lines are contact vectors, for both real (solid) and virtual (dotted) contacts. The contact vectors $\ell^c_g$ circulate anticlockwise around the Delaunay triangle $t$. The vector $s^c_g$ connects contacts belonging to the grain $g$. In the Voronoi tessellation, the vectors $s^c_g$ circulate anticlockwise around grains $g$. Although in reality soft spheres deform on contact, for simplicity real contacts are shown with overlaps.

The Delaunay triangulation is formed by adding to the contact network links between adjacent grains which do not touch, so that space is partitioned into simplices: triangles in 2-space and tetrahedra in 3-space\cite{7}. Physically, the new

\footnote{6Also known as the Dirichlet tessellation}

\footnote{7This is done in 2-space (3-space) in such a way that the circumcircle (circumsphere) formed from each elementary triangle (tetrahedron) contains no other grains. Hence, the vertices of the}
“virtual” contacts correspond to contacts that could be created under a small deformation\textsuperscript{8}. The Voronoi tessellation is the dual of the Delaunay triangulation; each Voronoi cell is centred on a grain and contains the points nearer to that grain than any other. We define the volume associated to a grain, \( V_g \), as the volume of its Voronoi cell.

Our general approach to derive an analog of (2.4) is to define an exact discrete calculus on these graphs in which (1.5) appear as differential relations\textsuperscript{9}. By Poincaré’s Lemma, \( \nabla \cdot \mathbf{F} = 0 \Rightarrow \mathbf{F} = \nabla \times \mathbf{G} \), these suggest natural forms for \( \rho \) and \( \psi \). Routine calculations then show that (1.5) holds identically in the new variables.

\section{2.2 Extrinsic formulation}

In the plane, contacts correspond to edges of Voronoi cells; we assign vectors \( s^c_g \) along these edges, circulating anticlockwise around grains (Figure 2.1). We also assign vectors \( \ell^c_g \) pointing from the center of \( g \) to the center of its neighbour at \( c \). These allow a natural definition for the (signed) area of a contact, \( A^c = \ell^c_g \times s^c_g \).

For a tensor field defined on the contacts, we define its divergence by analogy with a tensor version of Gauss’ theorem, defining the resulting line integral with the \( s \) vectors:

\[
\int_g dA \nabla \cdot \mathbf{\hat{\sigma}} \equiv A^g (\nabla \cdot \mathbf{\hat{\sigma}})^g \equiv - \sum_{c \in C^g} s^c_g \times \mathbf{\hat{\sigma}}^c \equiv - \oint_{\partial g} d\mathbf{r} \times \mathbf{\hat{\sigma}}.
\]

We emphasize that the underlying fields and definitions are discrete. Because the discrete fields satisfy a similar algebra as in the continuum, the continuum notation is useful for intuition and calculations.

We first rewrite (1.8) as a sum over contacts, such that the contribution from each interior contact is \( A^c \mathbf{\hat{\sigma}}^c \). One finds \( \mathbf{\hat{\sigma}}^c = -(1/A^c)\ell^c \mathbf{f}^c \). From this definition we see that \( s^c_g \times \mathbf{\hat{\sigma}}^c = \mathbf{f}^c \), so \( (\nabla \cdot \mathbf{\hat{\sigma}})^g = 0 \) is equivalent to force balance. By triangles (tetrahedra) correspond to the nearest grain centres.

\textsuperscript{8}In fact, the triangulation provides a means of defining “small deformation” rigorously, as a deformation which preserves the topology of the triangulation. This partitions the phase space of grain positions into equivalence classes, the boundaries of which correspond to the swapping of virtual contacts across a loop. This will be important in Chapter 7.

\textsuperscript{9}Elements of a discrete calculus have been reinvented many times in the literature. Our elementary approach emphasizes the connection with classical derivatives, whereas other works use the language of differential forms. Whereas we allow vector- and tensor-valued quantities on each graph element, others always have scalar-valued quantities, interpreting these as vectors or pseudovectors according to the graph element on which they are defined. See \cite{DD91, SMGSS99}. For a more mathematical approach, written in the modern language of differential forms, see \cite{DHLM03}. 
inspection of (1.8), and using (1.11), we see that
\( \hat{\sigma}^g = (\hat{\sigma}^g)^T \) is equivalent to
torque balance, and hence we reproduce the expected continuum equations (1.9)
in the discrete calculus, at the grain scale.

We will define the pseudovector \( \rho \) on the triangles, which correspond to vertices
of Voronoi cells; we assign vectors \( s_t^g \) circulating anticlockwise around grains,
connecting the Voronoi vertices. Using a form of Green’s theorem, for a vector
field defined on the triangles, we may define its curl as
\[
\int_g dA \nabla \times \rho \equiv A^g (\nabla \times \rho)^g \equiv -\sum_{t \in T^g} s_t^g \rho^t \equiv -\oint_{\partial \Omega} d\tau \rho. \tag{2.13}
\]
Noting that 2\( s_t^g = \ell^c_+ - \ell^c_- \), we see that \( \hat{\sigma}^g = (\nabla \times \rho)^g \) if
\[
f^c_g = \rho^+ - \rho^-, \tag{2.14}
\]
where \( t^+ = t^+(g, c) \) is the triangle anticlockwise from contact \( c \). Summing the
contact forces incident on a grain, all loop forces appear in equal and opposite
pairs, so force balance is identically satisfied.

By working with the Delaunay triangulation, we treat real and virtual contacts
on the same footing. Therefore, equation (2.14) applies to both real and virtual
contacts, and hence generically leads to virtual contact forces. To obtain physical
force configurations, we must explicitly impose that these vanish: if \( c \in VC^g \), \( 0 = f^c_g = \rho^- - \rho^+ \). Since virtual contacts only occur in the interior of loops, this
shows that \( \rho^t \) must be constant on loops; this also shows that we recover the
formulation of Satake [Sat93, Sat97, Sat04] and Ball and Blumenfeld [BB02] if we
sum over the virtual contacts.

An immediate consequence of \( \hat{\sigma}^g = (\nabla \times \rho)^g \) is that the stress tensor for the
packing can be written as a boundary sum [KR96, HOC07]
\[
\int_\Omega dA \hat{\sigma} \equiv \Lambda \hat{\sigma} = -\sum_{t \in BT} s_t^l \rho^t \equiv -\oint_{\partial \Omega} d\tau \rho,
\]
where the \( s \)'s connect boundary contacts in an anticlockwise manner.

We may check that \( H' \) is conserved under this coordinate change by counting
triangles. Applying Euler’s formula to a single loop \( \ell \), \( N_{VG}^\ell - N_{VC}^\ell + N_T^\ell = 1. \)
Adding this relation over the whole packing, we find \( N_{VG} - N_{VC} + N_T = N_L \), so that, using (2.5), \( H' = 2N_T - (2N_{VC} + N_{RG} - 2N_{VG} + 2) \). This indicates that
the loop forces are constrained by the virtual contact constraints and by torque
balance, and that 2\( N_{VG} \) constraints become redundant. This redundancy is a
consequence of the definition of loop forces. Indeed, since loop forces automatically
describe grains in force balance, for a virtual grain with \( z \) virtual contacts, it is
sufficient to impose $z-1$ virtual contact contraints to guarantee that all $z$ virtual contact forces vanish. Finally, the loop forces have a gauge freedom $\rho \rightarrow \rho + \Delta \rho$, with $\Delta \rho$ any constant, as is clear from their definition.

The torque balance constraint can be rewritten in terms of $\rho$ by first defining

$$\int_g dA \nabla \cdot \rho \equiv A^g (\nabla \cdot \rho)^g \equiv - \sum_{t \in T^g} s^t_g \times \rho^t \equiv - \oint_{\partial g} dr \times \rho.$$ 

Comparing this equation with (2.13), and using $\hat{\sigma}^g = (\nabla \times \rho)^g$, we see by inspection that $\hat{\sigma}^g = (\hat{\sigma}^g)^T$ is equivalent to $(\nabla \cdot \rho)^g = 0$. This motivates a search for $\psi^c$ such that $\rho^t = \nabla \times \psi^c$. We define

$$\int_t dA \nabla \times \psi \equiv A^t (\nabla \times \psi)^t \equiv - \sum_{c \in C^t} \ell^t_c \psi^c \equiv - \oint_{\partial t} dr \times \psi.$$

It is not obvious from this definition, but as shown in Appendix A, this yields force configurations that identically satisfy torque balance. Since each triangle is surrounded by three contacts, and contacts interior to a loop are shared by two triangles, $3N_T^t = 2N^t_{VC} + N^t_{BC}$. This yields the global counting relation $3N_T = 2N_C + N_{BC}$, in which $BC$ is the set of triangle edges that circulate around the boundary. We can therefore write $H' = (N_C + N_{BC}) - (2N_{VC} - 3N_{VG} + 3)$. The stress function $\psi$ is defined on the real and virtual contacts, and constrained on the virtual contacts by the requirement of no virtual contact force. Because rattlers automatically satisfy force and torque balance, $3N_{VG}$ constraints are redundant. Finally, $\psi$ has a three dimensional gauge freedom $\psi \rightarrow \psi + \Delta \psi$, with $(\Delta \psi)^c = A \cdot r^c + B$ any linear function of position, which follows from the computation $\nabla \times (\Delta \psi)^c = \hat{\epsilon} \cdot A$.

We have therefore succeeded in writing $\hat{\sigma}^g = \nabla \times \rho^t = \nabla \times \nabla \times \psi^c$. It is possible to invert this transformation, up to gauge freedom. For a contour of adjacent triangles $(t_0, t_1, \ldots, t_n)$, separated by contacts $(c_1, c_2, \ldots, c_n)$, we find

$$\rho^{t_n} - \rho^{t_0} = \sum_{i=1}^n f^{c_i} = \sum_{i=1}^n s^{c_i} \times \hat{\sigma}^{c_i} \equiv \int_{t_0}^{t_n} dr \times \hat{\sigma}, \quad (2.15)$$

where the forces are exerted from the left side of the contour to the right side. Similarly,

$$\psi^{c_n} - \psi^{c_0} = - \sum_{i=0}^{n-1} s^{t_i} \times \rho^{t_i} \equiv - \int_{c_0}^{c_n} dr \times \rho. \quad (2.16)$$

Force and torque balance ensure that the line integrals in (2.15) and (2.16), respectively, are path-independent.
Equation (2.16) allows us to relate \( \psi^c \) to \( \varphi^\ell \) in the intrinsic formulation. We first allow \( \psi \) to take two values on each real contact, one per adjacent loop \( \pm \ell \). We define a mean \( \psi \) within a loop by

\[
\bar{\psi}_\ell \equiv \frac{\sum_{c \in RC_\ell} \psi_c}{z_\ell},
\]

where \( z_\ell \) is the number of contacts around the loop. Then (2.16) implies

\[
\psi_c^\ell = \bar{\psi}_\ell + (r^\ell - r^c) \times \rho^\ell,
\]

where \( r^\ell \equiv \sum_{c \in RC^\ell} r^c \). Comparing with (3.3) we see that \( \varphi^\ell = \bar{\psi}_\ell \) and the consistency constraints in the intrinsic formulation are equivalent to \( \psi^c_{+\ell} = \psi^c_{-\ell} \). In the next chapter, we will exploit this observation.

With the Voronoi and Delaunay constructions, it is possible to build an extrinsic formulation in 3D as well. This is presented in Appendix B.

### 2.3 Discussion and extensions

#### 2.3.1 Physical interpretation

As gauge variables, \( \rho \) and \( \psi \) do not admit a unique physical interpretation. However, in 2D, the inversion formulae suggest a macroscopic interpretation of potential differences. In particular, equation (2.15) indicates that a difference of loop forces gives the flux of stress across any contour connecting two triangles. Similarly, equation (2.16) indicates that a difference of stress function gives the flux of loop force across any contour connecting two contacts. A linear change in stress function gives a constant flux of loop force, and hence no stress. Therefore, stresses correspond to curvature of the stress function. We prove in Appendix C that in 2D, in regions where macroscopic normal stresses are repulsive, the stress function is convex.

By considering how a single contact force is written in terms of \( \psi \), it is also possible to obtain a microscopic interpretation. In 2D, an arbitrary contact force \( f_g^c \) can be decomposed as

\[
f_g^c = \left( \frac{1}{A^c} + \frac{1}{A^c'} \right) \mathbf{\ell}_g^c \psi^c + \sum_{c' \in C^c} \frac{1}{A^{c(c')}} \mathbf{\ell}^{c'} \psi^{c'},
\]

where \( C^c \) is the set of contacts surrounding the loops adjacent to \( c \), and the \( \mathbf{\ell}^{c'} \) are oriented in the same direction as \( \mathbf{\ell}_g^c \). Considering rigid grains so that the geometry is fixed, we see from this expression that an increase in \( \psi^c \) directly increases the normal force at \( c \). It also propagates to neighbouring contacts, adding to their contact forces a component in the direction of \( \mathbf{\ell}_g^c \). If the neighbouring loops contain virtual contacts, the disturbance further propagates to the surrounding contacts in such a way that force and torque balance are preserved. We can therefore associate a change in \( \psi^c \) with a change in the normal force at \( c \), as well as the necessary
changes in normal and tangential forces at neighbours of \( c \) so as to preserve force- and torque-balance.

![Subset of a Maxwell-Cremona reciprocal diagram](image)

**Figure 2.2:** Subset of a Maxwell-Cremona reciprocal diagram. Each polygon corresponds to a single grain. Also shown is the subdivision into triangles for one particular grain, and a triangle corresponding to an external contact.

In 2D, one can also obtain some geometrical intuition for these quantities by plotting the loop forces as points in force space, and drawing lines connecting the loop forces of adjacent loops, which are the contact forces. The Maxwell-Cremona reciprocal diagram thus obtained \([\text{Max64 Sat92 TvEV08}]\) is a tiling of polygons, each tile corresponding to a single grain (Figure 2.2). The total area of the tiling depends only on the boundary loop forces, and hence only on the boundary contact forces. It can be estimated for large packings, as follows.

We define nominal tile centres for each grain, \( \bar{\rho}_g \), and divide each tile into triangles, one for each contact. The signed area of each triangle is

\[
\alpha_c = \frac{1}{2} (\bar{\rho}_g - \hat{\rho}_\ell) \times (\rho_{g+} - \hat{\rho}_\ell).
\]

For interior contacts, adding the contributions from each adjacent grain, we have

\[
\alpha_c = \alpha_{g+}^{c} + \alpha_{g-}^{c} = \frac{1}{2} \mathbf{f}_g^c \times (\rho_{g+} - \hat{\rho}_\ell). \tag{2.18}
\]

The total area of the tiling is

\[
A = \sum_{c \in RC} \alpha_c - \sum_{c \in EC} \alpha_{c,ext}. \tag{2.19}
\]
where the second term sums over the $N_{EC}$ external contacts at the boundary, to correct for overcounting in the first sum. It is clear from Figure 2.2 that $A$ is independent of the choice of $\bar{\rho}^g$, but the relative size of the terms in (2.19) is sensitive to this choice. For example, the trivial choice $\bar{\rho}^g = 0$ makes all $a^c = 0$, and the entire contribution comes from the boundary term.

This work has shown that $\hat{\sigma} = \nabla \times \rho$, which implies that the mean-field variation of $\rho$ is given by $\bar{\rho}(r) = \hat{\sigma} \times r$ in the continuum, up to an irrelevant constant of integration. If we choose $\bar{\rho}^g = \hat{\sigma} \times r^g$, then, on average, each $\bar{\rho}^g$ is in the middle of the tile corresponding to $g$, as shown in Figure 2.2. The sums in (2.19) therefore scale with the number of terms, i.e., as $N_{RC} \sim N$, and $N_{EC} \sim \sqrt{N}$, respectively, and hence for large enough packings, the boundary term is negligible. In fact, with this choice of $\bar{\rho}^g$, the interior term is exactly

$$a^c = \frac{1}{2}(\hat{e} \cdot \hat{\sigma} \cdot \hat{e}) : \sum_{c \in RC} f_c^g \ell_c^g$$

(2.20)

$$= -\frac{1}{2}(\hat{e} \cdot \hat{\sigma} \cdot \hat{e}) : A\hat{\sigma}^T$$

(2.21)

$$= A \det(\hat{\sigma}),$$

(2.22)

so that $A = A \det(\hat{\sigma}) + O(\sqrt{N})$. For periodic packings, there are no external contacts $EC$ and hence this result is exact [TV10].

The above choice of $\bar{\rho}^g$ does not guarantee that each $a^c$ is positive, which might be desirable in applications [TvEV05]. If we choose, instead, $\bar{\rho}^g = \det(\hat{\sigma}) / P \hat{\sigma} \cdot r^g$, where $P = 1/2 \text{tr}(\hat{\sigma})$ is the pressure, then we find $a^c = -\det(\hat{\sigma}) / (2P) f_c^g \ell_c^g$. In this representation, repulsion of the contact forces is equivalent to positivity of the areas. Moreover, $\sum_{c \in RC} a^c = A \det(\hat{\sigma})$ as before, so the boundary term must again be negligible for large enough packings.

Since the tiling area depends only on the boundary forces, it is invariant under force-balance preserving changes of interior forces. In our formulation, localized force rearrangements can be generated by changing the stress function $\psi_c$ at a particular contact, which changes the loop forces at adjacent loops. This construction can therefore be used to explore the Force Network Ensemble, and serves the same purpose as the “wheel moves” of Tighe and collaborators [TSS+05, TV10, TV11].

Attempts to extend the reciprocal diagram construction to 3D have not yet been successful [TV10]. In fact, since the loop forces are proper pseudovectors in 3D, they cannot simply be plotted as points in space and therefore cannot define the vertices of any polyhedra. Hence, if an analog of the reciprocal diagram exists, it is not obviously related to the loop forces defined in this work.
2.3.2 Polydisperse packings

For clarity we have considered only packings of identical $d$-spheres, but many of our results extend to polydisperse packings. Indeed, because it is topological in nature, the intrinsic formulation (2.9), (2.11), and (3.3) holds for packings of arbitrary convex grains, without modification.

To extend the extrinsic formulation to polydisperse spheres, it is most convenient to use the radical Voronoi tessellation [GF82], which ensures that the edges of Voronoi cells pass through contacts. Discrete derivatives can be defined exactly as in this paper, and the definition of $\rho$ is easily made, so that $\tilde{\sigma} = \nabla \times \rho$. However, $\psi$ as defined in this chapter does not describe identically torque-balanced configurations.

2.3.3 Force law

For simplicity, the discussion above was limited to hard disks and spheres, interacting without cohesion. In fact, these assumptions are inessential.

We considered hard disks and spheres, and framed this chapter as a discussion of force configurations on a fixed geometry, to show the power of constraint counting. However, the definitions of $\rho$ and $\varphi$ hold for disks and spheres of arbitrary softness. Provided contacts appear at the midpoint of contact vectors, the definition of $\psi$ also holds.

We also considered purely repulsive packings. In a repulsive packing, all real grains form closed loops. When grains admit cohesive forces, in addition to the loop-forming grains which bear the external load, there may be tree-like subsets of grains which extend into loops. Starting from the leaves of the tree, it is easy to see that each contact force on each of these grains must vanish. Therefore, provided the grains are treated as virtual, all of the results of this paper hold without modification. The physical novelty of cohesion is that the vanishing contact forces may be composed of an adhesive component, for example due to hydrodynamic forces, as well as an elastic component. This allows the grains to remain in place under an infinitesimal disturbance, unlike the rattlers.

More generally, this discussion shows that our results have little to do with the form of the force law and the repulsive constraints at the contacts, although the latter are an essential feature of granular physics [Mou98, Rou00]. Rather, the key physical requirement is that grains interact locally, so that a well-defined contact network exists. Our results then follow from the general form of Newton’s laws, (1.5), acting on this network. Our results may therefore be useful in other problems involving local balance constraints, e.g. rigidity percolation [JT96] and metabolic networks [SVC02, AKV04].
2.4 Conclusion

We have shown that Newton’s laws (1.5) can be interpreted as differential relations in a discrete calculus. In an intrinsic topological formulation, these take the form

\[ \text{d}^* f = 0, \quad \text{d}^*(r \times f) = 0. \]  

(2.23)

These fields can be written in terms of gauge fields \( \rho \) and \( \varphi \) as

\[ f = \text{d}^* \rho, \quad r \times f = \text{d}^*(\varphi + r \times \rho), \]  

(2.24)

which are required to satisfy, for consistency,

\[ \text{d}^*(\varphi + r \times \rho) = r \times \text{d}^* \rho. \]  

(2.25)

As discussed above, the stress tensor does not appear in this formulation, so the relation (2.4) is absent. Equations (2.23), (2.24) and (2.25) are exact, and hold for polydisperse, cohesive or non-cohesive, soft d-sphere packings. In this paper we considered \( d = 2 \) (disks) and \( d = 3 \) (spheres), but their extension to higher dimensions is straightforward.

To make contact with continuum equations, we also constructed an extrinsic formulation using the Delaunay triangulation and Voronoi tesselation. Using the triangulation, we constructed a discrete calculus in which Newton’s laws (1.5) reproduce their continuum equivalent (1.9) at the scale of a single grain, i.e.,

\[ (\nabla \cdot \hat{\sigma})^g = 0, \quad \hat{\sigma}^g = (\hat{\sigma}^g)^T. \]  

(2.26)

In 2D, we introduced gauge fields \( \rho \) and \( \psi \), defined so that

\[ \hat{\sigma}^g = (\nabla \times \rho)^g, \quad \rho^t = (\nabla \times \psi)^t. \]  

(2.27)

The same relations hold in 3D with \( \rho \rightarrow \hat{\rho} \) and \( \psi \rightarrow \hat{\psi} \). To obtain physical force configurations, these must be subject to the geometry-dependent virtual contact constraint \( \hat{\sigma}^c|_{c \in V_C} = 0 \). Equations (2.26), and (2.27) are exact, and hold for monodisperse, cohesive or non-cohesive, packings of soft disks or spheres.

Together, (2.27) imply that \( \hat{\sigma}^g = (\nabla \times \nabla \times \psi)^g \), which is an exact, discrete representation of (2.4). On a homogeneous packing geometry, in the continuum limit, \( \hat{\sigma} \) will satisfy \( \hat{\sigma} = \nabla \times \nabla \times \psi \), with \( \psi \rightarrow \hat{\psi} \) in 3D. From this expression we see that the pressure

\[ P \equiv \frac{1}{d} \text{tr}(\hat{\sigma}) = \begin{cases} \frac{1}{2} \nabla^2 \psi & \text{in 2D} \\ \frac{1}{5} \nabla^2 \text{tr}(\hat{\psi}) - \frac{1}{3} \nabla \cdot (\nabla \cdot \hat{\psi}) & \text{in 3D}. \end{cases} \]  

(2.28)
We also proved that, in 2D, if macroscopic stresses are repulsive, then $\psi$ is a convex function. These relations are insufficient to completely specify the continuum limit of this problem, as discussed in the Introduction.

The discrete representation of $\psi$ developed in this work allows insight into the missing stress-geometry equations [TW99, EG99, BB02]. Indeed, at the microscopic level, $\psi$ is only required to satisfy the virtual contact constraints, and the repulsive constraints. The former are present in all packing geometries but a very special one: the triangular lattice in 2D. On this lattice, the grains are locally and globally as densely packed as possible. In a sense, the geometry is trivial. If we assume that the repulsive constraint requires only that macroscopic stresses are repulsive, then $\psi$ can be any convex function.

In general, however, virtual contact constraints exist and couple the $\psi$ field throughout the packing. Their distribution is intimately related to the size and shape of loops. For hyperstatic packings, Newton’s laws are insufficient to fully specify the stress state at the microscopic level, so we expect a family of solutions at the macroscopic level as well. These could, in principle, depend on the microscopic force law and the packing history. In the simplest case, they would depend only on the distribution of virtual contacts.

Only at isostaticity is the microscopic stress state fully specified by the geometry. In the next chapter, we use discrete calculus to present a solution to the isostatic problem.
Chapter 3

Isostaticity

In this chapter we consider the problem of finding the missing stress-geometry equations in an isostatic granular medium. We fix the load, a collection of boundary forces, and the geometry, the positions and orientations of a set of rigid grains. Generalizing from the previous chapter, the grains can be of arbitrary convex shape. As discussed in the Introduction, at isostaticity we expect a unique solution for all the interior contact forces which depends only on the geometry and the load. In terms of the macroscopic stress tensor, in \(d\) dimensions \(d(d - 1)/2\) equations are missing, which arise microscopically from Newton’s laws.

Our starting point is the intrinsic formulation of Chapter 2. We consider a static packing in the absence of gravity, initially in either dimension \(d = 2\) or \(d = 3\). We define fields \(\rho\) and \(\varphi\) such that

\[
f_g^c = \sum_{\ell \in L^c} \rho_g^\ell, \tag{3.1}
\]

\[
r^c \times f_g^c = \sum_{\ell \in L^c} \left( \varphi_g^\ell + r^\ell \times \rho_g^\ell \right). \tag{3.2}
\]

Writing the contact forces and torques in this way, force and torque balance are identically satisfied. However, we must require that the torques computed from \(\rho\) are consistent with those computed from \(\varphi\). Writing \(t^c_\ell = r^c - r^\ell\), this imposes \(d(d - 1)N_{RC}/2\) constraints

\[
0 = \sum_{\ell \in L^c} \left( \varphi_g^\ell - t^c_\ell \times \rho_g^\ell \right), \tag{3.3}
\]

\(d(d - 1)/2\) for each contact \(c\). In the limit of large friction coefficient, these are precisely the missing stress-geometry equations, since all other constraints have been satisfied. At finite friction, there are also constraints due to sliding contacts, which hold in addition to (3.3). Hence as a starting point we consider first (3.3).

Our goal is to rewrite these equations in such a way that a continuum limit may be taken. In Chapter 2, we saw that continuum expressions are naturally related to sums of discrete expressions around closed contours. Since \(N_{RC} = N_L + N_{RG} - 1\), it is natural to sum these equations around grains and loops to form an equivalent set of constraints that are more easily interpreted as continuum equations.
We will define discrete integrals over the loops, exactly analogous to those over Delaunay triangles considered in Chapter 2. In fact, each loop integral can be considered as a sum over Delaunay triangles within a loop. The loops have the advantage of duality with respect to the grains in $d = 2$, and they lead to generalizations of the results of Chapter 2 to grains of arbitrary convex shape (Figure 3.1).

![Figure 3.1: Contact-network tesselation (left) and its dual (right) in 2D. In the contact-network tessellation, the lines are contact vectors, $\ell^c$, circulating anti-clockwise around loops $\ell$. In its dual, the vectors $s^c_g$ circulate anticlockwise around grains $g$.](image)

Summing around a grain $g$, we find

\[ 0 = \sum_{c \in C^g} r^c \times \sum_{\ell \in L^c} \rho^\ell_g, \]

since each loop containing $g$ shares exactly 2 contacts with $g$, which contribute $\rho^\ell$ and $\varphi^\ell$ in equal and opposite pairs. Recalling (3.1), this is exactly the original equation of torque balance. However, by performing a weighted sum around a loop with weights $v^c$, we find

\[ 0 = \sum_{c \in C^\ell} v^c \left( \sum_{\ell' \in L^c} \varphi^\ell' - t^\ell' \times \rho^\ell'_g \right). \]

We will specify $v^c$ below. Euler’s identity $N_{RC} = N_L + N_{RG} - 1$ indicates that these equations must have a degeneracy. Although we have no explicit expression
for this degeneracy, it is unimportant since any solution of (3.4) and (3.5) certainly
gives a solution to (3.3).

These equations hold in both $d = 2$ and $d = 3$, and can easily be extended to
arbitrary dimension. However, as mentioned in Chapter 2, only in $d = 2$ can all
the loops be oriented consistently\footnote{This is closely related to MacLane’s planarity criterion, a result in graph theory [Bol79, Mac37, O’N73]} To give (3.3) a continuum meaning in $d \geq 3$, it
appears necessary to sum around loops with antisymmetric tensorial coefficients,
which have the interpretation of loop orientations\footnote{In the plane, all antisymmetric tensors are multiples of $\hat{\epsilon}$, hence this is superfluous.}. We leave this complication
for future work and proceed in $d = 2$.

In this chapter, we will frequently write vectors $\ell^c$ without subscripts which
indicate how the contact is oriented. All such vectors will be oriented as shown in
Figure 3. We will often use the identities $A \times B = A \cdot \hat{\epsilon} \cdot B$ and $\hat{\epsilon}^T = -\hat{\epsilon} = \hat{\epsilon}^{-1}$.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure3.png}
\caption{Notation convention for $\ell^c$, $t^c_\ell$, and $s^\ell_g$ vectors. We also have $s^c = r_\ell^\prime - r^\ell = t^c_\ell - t^c_\ell'$.}
\end{figure}

In the plane, we can orient all loops anticlockwise; (3.3) becomes
\begin{equation}
0 = \phi^\ell - \phi^\ell' - t^c_\ell' \times \rho^\ell' + t^c_\ell \times \rho^\ell.
\end{equation}

\section{3.1 Geometric formulation}
Let us first establish the relationship between $\rho$ and $\phi$. We introduce auxiliary
variables
\begin{equation}
\psi^c_\ell \equiv \phi^\ell - t^c_\ell \times \rho^\ell,
\end{equation}

\end{document}
which, we will see, are the values of the Airy stress function. Our original equations (3.6) are equivalent to continuity of \( \psi^c \) at a contact, \( \psi^c_{\ell(\cdot)} = \psi^c_{\ell-(\cdot)} \). The definition (3.7) has a simple geometric interpretation (Figure 3.3). In \((r, \psi)\) space the plane with normal \((\hat{\varepsilon} \cdot \rho^\ell, +1)\) which passes through \((r^\ell, \varphi^\ell)\) is described by the equation \( 0 = (r - r^\ell, \psi - \varphi^\ell) \cdot (\hat{\varepsilon} \cdot \rho^\ell, +1) = (r - r^\ell) \times \rho^\ell + \psi - \varphi^\ell \). Recalling that \( t^\ell_c = r^c - r^\ell \), the definition (3.7) says that for each loop, we create a facet of a surface which passes through \((r^c, \psi^c)\) for each contact. Continuity of \( \psi \) across a contact is equivalent to continuity of the surface at that contact. Hence, in the continuum, \( \psi \) is a continuous function. Further properties of the geometric interpretation are discussed in Appendix E.

In this discussion, we began with the fields \( \rho \) and \( \varphi \) and defined \( \psi \) from them. Suppose, instead, that we are given \( \psi \). The necessary and sufficient condition that \( \psi \) forms a valid discrete stress function is that it varies linearly across loops. Since stress corresponds to curvature of the stress function, this is equivalent to requiring that all of the stress is concentrated on the grains. This is the physical meaning of the stress-geometry equation. We return to this point below.

If we sum (3.7) around a loop, we see that
\[
\varphi^\ell = \frac{1}{z^\ell} \sum_{c \in C^\ell} \psi^c_{\ell}
\]
provided
\[
r^\ell = \frac{1}{z^\ell} \sum_{c \in C^\ell} r^c,
\]
where \( z^\ell \) is the number of contacts around a loop. Hence \( \varphi \) is nothing but a loop average of \( \psi \). Again summing (3.7) around a loop, but with coefficients \( \ell^c \), we find
\[
\rho^\ell = -\left( \sum_{c \in C^\ell} \ell^c t^\ell_c \cdot \hat{\varepsilon} \right)^{-1} \cdot \sum_{c \in C^\ell} \ell^c \psi^c_{\ell}
\]
\[
= (\hat{g}^\ell)^{-1} \cdot \frac{-1}{A^\ell} \oint_{\partial \ell} d\mathbf{r} \psi
\]
\[
= (\hat{g}^\ell)^{-1} \cdot (\nabla \times \psi)^\ell
\]
\[
(3.10)
\]
where
\[
\hat{g}^\ell = \frac{1}{A^\ell} \sum_{c \in C^\ell} \ell^c t^\ell_c \cdot \hat{\varepsilon}
\]
\[
= \frac{1}{A^\ell} \sum_{c \in C^\ell} \ell^c r^c \cdot \hat{\varepsilon}
\]
\[
(3.11)
\]
is a fabric tensor, the first of several that we will encounter. To understand the behaviour of $\hat{\mathbf{g}}^\ell$, we use the remarkable geometric identity

$$A^\ell \hat{\epsilon} = \int \nabla r \cdot \mathbf{e} \cdot \sum_{c \in C^\ell} \ell^c \frac{1}{2} \left( r^{g'} + r^g \right),$$

which is valid for any closed loop $\ell$, for which the area enclosed by the contour is $A^\ell$. Here the integrals are in the continuum and we exactly discretize them by considering the contour formed by the contact vectors. We see that if $r^c = \frac{1}{2} \left( r^{g'} + r^g \right)$ for each $c$, then $\hat{\epsilon} \cdot \hat{\mathbf{g}}^\ell \cdot \hat{\epsilon}^T = \hat{\delta}$ and hence $\hat{\mathbf{g}}^\ell = \hat{\delta}$. Defining grain centres by centre-of-mass, the condition that contacts lie midway between adjacent grain centres is always satisfied by monodisperse disks. Hence $\hat{\mathbf{g}}^\ell - \hat{\delta}$ measures local deviations from a monodisperse disk packing.

The averaging properties of fabric tensors are closely related to the symmetries of the problem. At an individual contact, there is a reflection symmetry between the two participating grains, which we call contact symmetry. This implies that the average of any quantity which is antisymmetric at contacts must vanish up to boundary terms. Deviations of the fabric from a monodisperse disk packing satisfy contact symmetry and, moreover, are intensive. Hence averages of $\hat{\mathbf{g}}^\ell$ over a sufficiently large area always yield $\hat{\delta}$, even if the fabric is anisotropic.

For any field $\Psi$ defined on loops, we define its average

$$\langle \Psi^\ell \rangle \equiv \frac{1}{A^\Omega} \sum_{\ell \in \Omega} A^\ell \Psi^\ell$$

over some domain $\Omega$ with area $A^\Omega$. To compare with numerical simulations, for each loop $\ell$ we will let $\Omega = \Omega_m^\ell$ be the $m^{th}$ coordination shell of $\ell$, i.e., the set of loops that can be reached from $\ell$ by crossing $m$ or fewer contacts. This is illustrated in Figure 3.4.

To illustrate the behaviour of fabric tensors, we performed numerical simulations of highly polydisperse disks undergoing simple shear (Figure 3.5). We construct fabric tensors from the frame shown in Figure 3.5 for which $z = 3.1$. It is obvious from the picture that the forces are anisotropic; as will be shown below, the fabric is anisotropic as well: there are more contacts in the compressive direction than the dilatant one. However, Figure 3.6 shows that $\hat{\mathbf{g}}^\ell$ converges to $\hat{\delta}$ as averaging size increases, as anticipated above.

---

3Details of the numerics are discussed in Appendix D.
Note that with discrete calculus, $\hat{g}^\ell$ can be written as

$$\hat{g}^\ell = \oint_{\partial \ell} d\mathbf{r} \cdot \hat{\mathbf{e}}$$

$$= \mathbf{(\nabla \times r)^\ell} \cdot \hat{\mathbf{e}}^T$$

$$= \hat{\mathbf{e}} \cdot \mathbf{(\nabla r)^\ell} \cdot \hat{\mathbf{e}}^T.$$  \hspace{1cm} (3.14)

Since $\nabla \mathbf{r} = \mathbf{\delta}$ in the continuum, convergence of $\langle \hat{g}^\ell \rangle$ to $\mathbf{\delta}$ is consistent with this expression; indeed, it could have been anticipated without reference to the powerful identity (3.12).
Figure 3.3: Geometric interpretation of $\psi$. The horizontal coordinates are $(x, y)$ while the vertical coordinate is $\psi$. The vertical scaling is arbitrary. Each facet corresponds to a loop, its colour indicating the loop size, from hot (large loop) to cold (small loop). Dark blue corresponds to triangular loops ($z^\ell = 3$), through lime green for $z^\ell = 6$, to dark red for $z^\ell = 11$. The vertices of the facets are plotted at $(r^c, \psi^c)$. Each hole in the surface corresponds to a grain.
Figure 3.4: Averaging cells $\Omega^\ell_m$ for $m = 0$ (red), $m = 1$ (red+yellow), $m = 2$ (red+yellow+cyan), and $m = 3$ (red+yellow+cyan+blue). The $m^{th}$ averaging cell includes those loops that can be reached from $\ell$ by crossing $m$ or fewer contacts.
Figure 3.5: Frame of a highly polydisperse packing undergoing simple shear. Line thickness is proportional to the normal force.
Figure 3.6: Convergence of fabric tensor $\hat{g}$ to $\delta$. From simulations of highly polydisperse disks, we compute averages of the fabric tensor $\langle \hat{g}^\ell \rangle$ over neighbourhoods of $\ell$ of $m = 0, 1, 2, 3$ neighbours; i.e., for $m = 2$ we compute an average over all loops which can be reached from $\ell$ by crossing 2 or fewer contacts. The plot shows the mean and standard deviation of the individual components of $\hat{g}$ ($g_{xx}$ (red,x), $g_{xy}$ (green,o), $g_{yx}$ (blue,+), $g_{yy}$ (black,□)). We see that, on average, $\hat{g}$ is the identity, and that its fluctuations across the packing decrease with increasing $m$. For clarity, $g_{yx}$ and $g_{yy}$ have been shifted.
3.2 Discrete calculus equations

Now let us return to the consistency equations (3.4) and (3.5). Equation (3.4) becomes

\[
0 = \sum_{\ell \in L^g} s^\ell_g \times \rho^\ell_g \equiv \oint_{\partial g} dr \times \rho \equiv -A^g (\nabla \cdot \rho)^g, \tag{3.15}
\]

where \( s^\ell_g = r^{c_+} - r^{c_-} \) circulates around the grain (Figure 3). This already has a natural continuum meaning as \( (\nabla \cdot \rho)^g = 0 \). The loop equations become

\[
0 = \sum_{c \in C^\ell} v^c \left( \phi^{c'} - \phi^\ell \right) - \sum_{c \in C^\ell} v^c \left( t^c_{c'} \times \rho^{c'} - t^c_{c} \times \rho^\ell \right), \tag{3.16}
\]

which will take some work to be put into a continuum form. We begin with the \( \phi \) term. There is a special choice of \( v^c \) that makes

\[
A^\ell (\Delta \phi)^\ell \equiv \sum_{c \in C^\ell} v^c \left( \phi^{c'} - \phi^\ell \right)
\]

into a discrete Laplacian\(^4\). To see this, consider the continuum Green’s theorem in the form

\[
\int_\Omega dA \Delta \phi = -\oint_{\partial \Omega} dr \times \nabla \phi. \tag{3.17}
\]

The left-hand side is naturally defined by

\[
\int_\Omega dA \Delta \phi \equiv \sum_{\ell \in L} A^\ell (\Delta \phi)^\ell
\]

\[
= \sum_{c \in \partial \Omega} v^c \left( \phi^{c'} - \phi^\ell \right),
\]

where \( \ell' = \ell'(c) \) is the loop to the right of \( c \), orienting the sum anticlockwise. The second equality follows since all the contributions from interior contacts have cancelled. We aim to define \( \nabla \phi \) and \( v^c \) so that (3.17) holds identically. A natural definition of \( \nabla \phi \) on the contacts is

\[
(\nabla \phi)^c = \frac{1}{A^c} \hat{\varepsilon} \cdot \ell^c \left( \phi^{c'} - \phi^\ell \right), \tag{3.18}
\]

\(^4\)For a detailed discussion of possible weights for discrete Laplacians, see [WMKG07, BS01]
with $s^c = r^{\ell'} - r^\ell$ and $A^c = s^c \times \ell^c$, since this obeys a discrete gradient theorem. Indeed, for a contour of adjacent loops $(\ell_0, \ell_1, \ldots, \ell_n)$, separated by contacts $(c_1, c_2, \ldots, c_n)$, we find

$$\varphi^{\ell_n} - \varphi^{\ell_0} = \sum_{i=1}^{n} s^{c_i} \cdot (\nabla \varphi)^{c_i} = \int_{\ell_0}^{\ell_n} dr \cdot (\nabla \varphi).$$

(3.19)

With this definition,

$$\oint_{\partial \Omega} dr \times \nabla \varphi \equiv \sum_{c \in \partial C} \ell^c \times (\nabla \varphi)^c = - \sum_{c \in \partial C} \frac{|\ell^c|^2}{A^c} (\varphi^{\ell'} - \varphi^{\ell}).$$

To enforce (3.17), we should take $v^c = |\ell^c|^2/A^c$.

Similarly, we can write

$$\sum_{c \in C^\ell} v^c \left( t^c \times \rho^{\ell'} - t^c \times \rho^\ell \right) = \sum_{c \in C^\ell} v^c \left( r^c \times (\rho^{\ell'} - \rho^\ell) - (r^{\ell'} \times \rho^{\ell'} - r^\ell \times \rho^\ell) \right)$$

$$= \sum_{c \in C^\ell} \ell^c \times ((\nabla \rho)^c \times r^c + (\nabla (r \times \rho))^c)$$

$$= \oint_{\partial \ell} dr \times ((\nabla \rho)^c \times r^c + (\nabla (r \times \rho))^c)$$

$$= -A^\ell \nabla \cdot ((\nabla \rho)^c \times r^c + (\nabla (r \times \rho))^c).$$

(3.20)

Hence we obtain discrete calculus equations

$$0 = (\nabla \cdot \rho)^g,$$

(3.21)

$$0 = (\Delta \varphi)^\ell + (\nabla \cdot ((\nabla \rho) \times r + (\nabla (r \times \rho))))^\ell.$$  

(3.22)

As shown in Chapter 2, we also have

$$\hat{\sigma}^g = (\nabla \times \rho)^g.$$  

(3.23)

The Coulomb inequality provides additional constraints on solutions of (3.21) and (3.22). Indeed, at each contact, $|f^c_T| \leq \mu f^c_N$ can be written as the pair of inequalities

$$(\delta \pm \frac{1}{\mu} \hat{\varepsilon}) \cdot n^c f^c \leq 0,$$  

(3.24)

---

Note that $(\nabla \varphi)^c$ can be defined with $\hat{\varepsilon} \cdot \ell^c / A^c$ replaced by $a^c/(s^c \cdot a^c)$, for any vector $a^c$, and (3.19) will still hold. The choice (3.18) is fixed by requiring that $\hat{\varepsilon} \cdot (\nabla r)^c \cdot \hat{\varepsilon}^T$ gives $\hat{g}^\ell$ upon appropriate averaging.
where $\mathbf{n}^c$ is normal to the contact. We can write this as

$$\left(\hat{\delta} \pm \frac{1}{\mu}\hat{\varepsilon}\right) : (\mathbf{n}^c \ell^c \cdot \hat{\mathbf{\sigma}}^c) \geq 0. \quad (3.25)$$

By contact symmetry, contact normals and contact vectors are collinear, up to fluctuations. Hence on taking a continuum average (or by considering disks), this can more simply be written \( \hat{\mathbf{\sigma}}^c : (\hat{\delta} \pm \frac{1}{\mu}\hat{\varepsilon}) \geq 0 \). On taking an average, \( \hat{\mathbf{\sigma}} \) is symmetric, and hence this reduces to positivity of pressure \( P \geq 0 \), or

$$\Delta \psi \geq 0. \quad (3.26)$$

We will refine this condition in the next chapter. In the geometric interpretation, the surface \( \psi \) has positive mean curvature (see Appendix E). Note that the Coulomb constraint has continuum consequences beyond (3.26) in setting the initial fabric, and boundary conditions; for example, in packings created by deposition it is usually assumed that the Coulomb constraint is saturated at the surface \[WCCB96\].

Equations (3.21) and (4.33) are exact and hold at each grain \( g \), and loop \( \ell \), respectively. To obtain continuum equations, we need to take averages \( \langle \cdot \rangle \), as described above. The averaging cell must be large enough to suppress grain-scale fluctuations, but smaller than macroscopic length scales; if there is a wide separation between these scales, we can assume that the packing is homogeneous on the averaging scale. We let

$$\rho = \langle \rho \rangle, \quad \varphi = \langle \varphi \rangle, \quad \psi = \langle \psi \rangle \quad (3.27)$$

and have, as discussed above,

$$\langle \hat{g} \rangle = \hat{\delta}. \quad (3.28)$$

The average \( \rho \) can be identified with a continuous function evaluated at the point \( \mathbf{r}^\ell \).

With data from numerical simulations, this averaging can be explicitly implemented. However, it is analytically intractable. Hence to proceed theoretically, we will need to make approximations on some averages.

Recalling that \( \rho^\ell = (\hat{g}^\ell)^{-1} \cdot (\nabla \times \psi)^\ell \), this is already in a discrete calculus form

$$\rho = (\langle \hat{g} \rangle)^{-1} \cdot (\nabla \times \langle \psi \rangle). \quad (3.29)$$

Since fluctuations of \( \hat{g}^\ell \) are small, it is natural to consider a mean-field approximation \( \rho = (\hat{g}^\ell)^{-1} \cdot (\langle \nabla \times \psi \rangle)^\ell = \nabla \times \psi \).

Likewise, since \( \varphi^\ell = \frac{1}{2\pi} \sum_{c \in C^\ell} \psi^c \), the simplest mean-field approximation is \( \varphi = \psi \). Under these assumptions, the torque balance equation \( \nabla \cdot \rho = 0 \) is
identically satisfied. Because the packing is homogeneous on the averaging scale, 
\( \langle \nabla \cdot ((\nabla \rho) \times r) \rangle = \nabla \cdot ((\nabla \rho) \times r) \) and \( \langle \nabla \cdot (\nabla (r \times \rho)) \rangle = \Delta (r \times \rho) \); then the loop equation becomes \( 0 = \Delta \varphi + \nabla \cdot ((\nabla \rho) \times r + \nabla (r \times \rho)) = \Delta \varphi + \nabla \cdot (\dot{\varepsilon} \cdot \rho) = \Delta (\varphi - \psi) \).

Both equations are identically satisfied, hence these mean-field assumptions fail to give a continuum equation \([BB02]\).

We can understand the failure of these mean-field assumptions through the geometric interpretation of \( \psi \). Indeed, consider a smooth surface obtained by interpolating \( \psi \) across the grains, as easily imagined in Figure (3.3). The surface is alternately flat and curved on loops and grains, respectively. In passing to a continuum, we forget which parts of space were loops, and which were grains; hence we implicitly replace the original patchwork surface with a coarse-grained smooth surface which is not flat on loops. Each loop shrinks to a point, and the discrete loop equation \((3.22)\) will become an equation valid at the point \( r^\ell \).

Denoting this coarse-grained surface by \( \bar{\psi}(r) \), we have, by construction, \( \psi = \bar{\psi} \) in the continuum. The mean-field assumption \( \varphi(r) = \psi(r) \) is equivalent to \( \langle \varphi^\ell \rangle = \bar{\psi}(r^\ell) \) in terms of this smooth surface. But positivity of pressure implies that the surface has positive mean curvature; in many cases the surface will be convex, as apparent in Figure (3.3). This means that \( \varphi^\ell \) will systematically deviate from \( \bar{\psi}(r^\ell) \), and hence \( \varphi \neq \psi \) in the continuum.

Discrete calculus allows us to obtain self-consistent corrections to the mean-field assumption \( \varphi = \bar{\psi} \). Since the coarse-grained surface \( \bar{\psi}(r) \) is assumed smooth, we can Taylor expand \( \bar{\psi}(r^\ell) \) around \( \bar{\psi}(r^\ell) \), and compute \( \varphi^\ell = \frac{1}{\ell^2} \sum_{c \in C^\ell} \bar{\psi}(r^c) \) exactly, introducing fabric tensors which characterize the local geometry. Here we will fit \( \bar{\psi}(r) \) to a quadratic polynomial; this is physically equivalent to homogeneously distributing stress across a loop. Later we will discuss the effect of higher-order terms.\(^6\)

We have

\[
\bar{\psi}(r) = \bar{\psi}(r^\ell) + (r - r^\ell) \cdot \nabla \bar{\psi}(r^\ell) + \frac{1}{2}(r - r^\ell)^2 : \nabla \nabla \bar{\psi}(r^\ell),
\]

\(\text{For a typical loop, a quadratic polynomial is the lowest order polynomial that fits through all } \psi^c. \text{ To see this, consider an } m^{th} \text{ degree polynomial } \bar{\psi}(r) = \sum_{n=0}^{m} \tilde{a}_n \cdot (r - r_0)^n, \text{ in which } (r - r_0)^n \text{ is the } n\text{-fold outer product of } r - r_0 \text{ and } \cdot \cdot \cdot \cdot \cdot \text{ is shorthand for } n \text{ contractions. Each coefficient } a_n \text{ is a symmetric } n^{th} \text{-order tensor, with } n+1 \text{ degrees-of-freedom, so the polynomial has } j(m) = \frac{1}{2}(m+1)(m+2) \text{ degrees-of-freedom. Within a loop, the requirement that } \bar{\psi} \text{ goes through all } (r^c, \psi^c) \text{ gives } z^\ell \text{ constraints. The identity } \frac{1}{2} = 1/\varepsilon + 1/\langle z^\ell \rangle \text{ implies that at isostaticity, } \langle z^\ell \rangle = 6. \text{ Since } j(1) = 3, j(2) = 6 \text{ and } j(3) = 15, \text{ the lowest-order polynomial which passes through all } \psi^c \text{ has } m = 2; \text{ i.e., it is quadratic. Higher-order polynomials include effects of neighbouring loops.}\)
and hence
\[
\varphi^\ell = \tilde{\psi}(r^\ell) + \frac{1}{2z^\ell} \sum_{c \in C^\ell} t^\ell_c \cdot t^\ell_c : \nabla \nabla \tilde{\psi}(r^\ell)
\]
\[
= \tilde{\psi}(r^\ell) + \frac{1}{2} \hat{F}^\ell : \nabla \nabla \tilde{\psi}(r^\ell),
\] (3.31)

defining a fabric tensor
\[
\hat{F}^\ell = \frac{1}{z^\ell} \sum_{c \in C^\ell} t^\ell_c \cdot t^\ell_c.
\] (3.32)

Note that \( \hat{F} \) can be rewritten
\[
\hat{F}^\ell = \frac{1}{z^\ell} \sum_{c \in C^\ell} t^\ell_c \cdot r^c
\]
\[
= \frac{1}{z^\ell} \left( \sum_{c \in C^\ell} r^c \cdot r^c - z^\ell \cdot r^\ell \cdot r^\ell \right).
\] (3.33)

Hence, using a mean-field approximation on the term \( \hat{F}^\ell : \nabla \nabla \psi^\ell \), in the continuum we have
\[
\varphi - \psi = \frac{1}{2} \hat{F} : \nabla \nabla \psi.
\] (3.34)

Positivity of mean curvature means that the right-hand side is typically positive. We may likewise compare \( \bar{\rho}(r^\ell) \) with \( \rho^\ell \). In Appendix F we show that up to correlations on sub-averaging scales, \( \rho = \bar{\rho} \) to all orders in a Taylor expansion.

### 3.3 Final equation

Up to correlations on sub-averaging scales, we find
\[
\rho = \nabla \times \psi
\]
\[
\varphi = \psi + \frac{1}{2} \hat{F} : \nabla \nabla \psi.
\] (3.35)

Hence \( 0 = \nabla \cdot \rho \) is identically satisfied. However, the loop equation gives the leading-order stress-geometry equation
\[
0 = \Delta \varphi - \Delta \psi
\]
\[
= \frac{1}{z^\ell} \Delta \left( \hat{F} : \nabla \nabla \psi \right)
\] (3.36)
If desired, one can use $\nabla \nabla \psi = \text{tr}(\hat{\sigma}) \hat{\delta} - \hat{\sigma}$ to write this directly in terms of the stress tensor.

In view of the identity $P = \frac{1}{2} \Delta \psi$ and equation (3.34), the stress-geometry equation has a simple physical interpretation: in a homogeneous continuum which is macroscopically equivalent to the original discrete packing, the pressure in the loops, $\frac{1}{2} \Delta \phi$, must equal the pressure in the grains, $\frac{1}{2} \Delta \psi$; hence the stress-geometry equation imposes granularity in a literal sense.

It is natural to define the average of $\hat{F}$ over $\Omega$ as

$$\hat{F} = \frac{1}{2N_{RC}} \sum_{\ell \in \Omega} \sum_{c \in C} t^c \ell^c. \quad (3.37)$$

This choice of weighting ensures that, when $N_{RC}$ is fixed,

$$\langle \hat{F} \rangle = \langle t^c \ell^c \rangle. \quad (3.38)$$

The behaviour of $\hat{F}$ under averaging is shown in Figure 3.7, as computed from the packing displayed in Figure 3.5. We notice that $\hat{F}$ is close to $\hat{\delta}$, but has a systematic deviation which expresses fabric anisotropy. We also notice that fluctuations are much larger than in $\hat{g}$, since there is no exact cancellation on averaging.

Figure 3.7: Convergence of fabric tensor $\hat{F}$ under averaging. As in Figure 3.6 we compute $\hat{F}$ over neighbourhoods of $m = 0, 1, 2, 3$ neighbours. The plot shows the mean and standard deviation of the individual components of $\hat{F}$ ($F_{xx}$ (red,x), $F_{xy}$ (green,o), $F_{yx}$ (blue,+), $F_{yy}$ (black,□)). For clarity, $F_{yx}$ and $F_{yy}$ have been shifted. A dashed line is plotted at $\frac{1}{2} \langle |t^c \ell^c| \rangle$.

Our fabric tensor $\hat{F}$ differs from fabric tensors commonly appearing in the literature, which are constructed with contact vectors [Oda72a, Oda72b, MNN83].
A common choice is
\[ \tilde{F}' = \frac{1}{N_{RC}} \sum_{c \in RC} \ell_c \ell_c. \]
Since \( t_c^2/|t_c^2| = \varepsilon \cdot \ell_c/|\ell_c| \) up to fluctuations, over a sufficiently large area we have
\[ \tilde{F} \propto \varepsilon \cdot \tilde{F}' \cdot \varepsilon^T, \]
with the constant of proportionality reflecting different normalizations. This implies that over a sufficiently large area \( \tilde{F} \) and \( \tilde{F}' \) share principal axes.

### 3.3.1 Scaling

In deriving (3.36) we neglected higher-order terms in the Taylor expansion of \( \bar{\psi} \). By a scaling analysis, here we show that these terms should be irrelevant. For rigid grains there is a single stress scale given by the pressure \( P \). However, there are two length scales. The grain geometry gives a microscopic one, \( \xi \), which we can take as \( \sqrt{\langle |t_c^2| \rangle} \). We also have a macroscopic length scale \( L \) coming from boundary conditions. This could be the size of the domain, or the size of the region to which a force is applied. The continuum equation (3.36) can only apply when \( \delta \equiv \xi/L \ll 1 \). Moreover, in a continuum model all continuum variables must vary only over macroscopic length scales \( L \).

Variables and derivatives naturally scale as
\[ \psi \sim L^2 P, \quad \tilde{F} \sim \xi^2, \quad \nabla \sim \frac{1}{L}. \]

Consider the Taylor expansion
\[ \bar{\psi}(r_c) = \bar{\psi}(r_{\ell}) + \sum_{n \geq 1} \frac{1}{n!} (t_{c\ell}^n) :: \cdot \cdot \cdot :: \nabla^n \bar{\psi}(r_{\ell}), \]
with \( (t_{c\ell}^n) \) the \( n \)-fold outer product of \( (t_{c\ell}) \), and :: \cdot \cdot \cdot :: shorthand for \( n \) contractions. The \( n^{th} \) term will give rise to an \( n^{th} \)-order fabric tensor \( \tilde{F}_n \), which scales as \( \xi^n \). Hence the \( n^{th} \) order term will scale as \( \delta^n L^2 P \). In the macroscopic limit \( \delta \to 0 \), we need only keep leading order terms in \( \delta \).

Noting that
\[ \Delta \psi \sim P, \quad \Delta(\tilde{F} : \nabla \nabla \psi) \sim \delta^2 P, \]
we see that the simplest mean-field approximation corresponds to keeping terms up to \( n = 1 \) in (3.41). This fails to yield a non-vanishing continuum equation,
but we have seen that it is sufficient to work to quadratic order \( n = 2 \). Hence the failure of the simplest mean-field approximation is intimately related to the microscopic character of stress localization, as announced above. In the language of statistical field theory, stress localization renormalizes the relationships between \( \psi \), \( \varphi \), and \( \rho \). This is necessary to obtain a nontrivial continuum equation, just as renormalization is used in quantum field theory to remove infinities \[Par88][ID91].

3.3.2 Solutions

The stress geometry equation \( \text{[3.36]} \) is a closed equation for the stress function \( \psi \), given the specification of the geometry via \( \hat{F} \) and appropriate boundary conditions. Together with the Coulomb constraint, we have

\[
\Delta (\hat{F} : \nabla \nabla \psi) = 0, \quad \Delta \psi \geq 0. \quad (3.43)
\]

Using \( \nabla \nabla \psi = 2P \hat{\delta} - \hat{\sigma} \) we can also write

\[
\Delta (\hat{F} : (2P \hat{\delta} - \hat{\sigma})) = 0, \quad P \geq 0. \quad (3.44)
\]

Note that we have derived \( \text{[3.43]} \) under the assumption that body forces are absent. The latter are easily added at the continuum level, because of linearity. For example, a particular solution to a gravitational body force \( \nabla \cdot \hat{\sigma}_1 = g \) is \( \hat{\sigma}_1 = g \cdot r \hat{\delta} \). The Coulomb condition \( P \geq 0 \) applies to the total stress, hence if \( \hat{\sigma} = \hat{\sigma}_0 + \hat{\sigma}_1 \), we have \( P_0 + g \cdot r \geq 0 \).

Here we consider solutions to \( \text{[3.43]} \) under simple boundary conditions.

3.3.3 Homogeneous and isotropic fabric

The simplest geometry is an isotropic and homogeneous fabric, \( \hat{F} \propto \hat{\delta} \). In this case we find \( \Delta P = 0 \) or

\[
\Delta \Delta \psi = 0, \quad (3.45)
\]

which is exactly the equation satisfied by \( \psi \) for an isotropic elastic medium \[Mus63\]. It is noteworthy that we derive isotropic elasticity without the introduction of any strain variable. Some authors have claimed that isotropic elasticity yields solutions in agreement with experiments, but for values of the Poisson ratio violating the thermodynamic bound \( \nu < \frac{1}{2} \) \[SRC+01\]. Our result may resolve this paradox, since we obtain \( \Delta \Delta \psi = 0 \) without reference to strain, Hooke’s law, or energy\[7\].

\[7\] See also the force chain splitting model of Bouchaud et al, who derive isotropic elasticity by different means \[BCLO19\].
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By introducing complex coordinates, we can write down the general solution to \( \Delta \Delta \psi = 0 \) \cite{Mus63}. We let
\[
  z = x + iy, \quad \bar{z} = x - iy,
\]
\[
  \partial_z = \frac{1}{2} (\partial_x - i \partial_y), \quad \partial_{\bar{z}} = \frac{1}{2} (\partial_x + i \partial_y).
\] (3.46)

It is easily checked that
\[
  \Delta = 4 \partial_z \partial_{\bar{z}},
\] (3.47)
which allows immediate integration of (3.45). The latter introduces 4 unknown functions, which are reduced to 2 by the condition that \( \psi(x, y) \) is real; the result is that
\[
  \psi(z, \bar{z}) = \Re \left[ \bar{z} f(z) + g(z) \right]
\] (3.48)
for arbitrary functions \( f \) and \( g \), with \( \Re[f(z)] = \frac{1}{2} (f(z) + \overline{f(z)}) \).

The form of the potentials \( f \) and \( g \) is known for many boundary conditions. An important example is the Green’s function for a semi-infinite half-plane \( y < 0 \). The boundary conditions are
\[
  \hat{\sigma} \cdot \mathbf{y} \big|_{y=0} = 2\pi A \delta(x),
\] (3.49)
where the vector \( A \) indicates the direction of forcing, and the factor of \( 2\pi \) is there for later convenience. This amounts to 4 scalar equations: on \( y = 0, x \neq 0 \), we have \( \hat{\sigma} \cdot \mathbf{y} = 0 \), and the traction on an infinitesimal curve around the origin is \( 2\pi A \). Since
\[
  \hat{\sigma} = \begin{pmatrix}
    \partial_{yy} \psi & -\partial_{xy} \psi \\
    -\partial_{xy} \psi & \partial_{xx} \psi
  \end{pmatrix}
\]
these are equivalent to
\[
  \partial_x^2 \psi \big|_{y=0} = +2\pi A_y \delta(x),
\]
\[
  \partial_x \partial_y \psi \big|_{y=0} = -2\pi A_x \delta(x).
\] (3.50)

For these boundary conditions, the potentials take the form
\[
  f(z) = -A \log z, \quad \frac{dg(z)}{dz} = \bar{A} \log z,
\] (3.51)
where \( A = A_x + iA_y, \quad \bar{A} = A_x - iA_y \) \cite{Mus63}. The stresses described by these potentials are given explicitly in Appendix [G] and are plotted in Figure 3.8 for a normal forcing \( A = (0, 1) \).
3.3.4 Homogeneous and anisotropic fabric

In the more general case of a homogeneous but anisotropic fabric, we find

\[ \hat{F} : \nabla \nabla \Delta \psi = 0. \] (3.52)

In the principal axes of \( \hat{F} \), this is

\[ F_x \partial_x^2 \Delta \psi + F_y \partial_y^2 \Delta \psi = 0, \]

with \( F_x \) and \( F_y \) the eigenvalues of \( \hat{F} \). Empirically, deviations of the fabric \( \hat{F}' \) from \( \hat{\delta} \) are typically on the order of 10-20\%, so we expect that both eigenvalues \( F_x \) and \( F_y \) are positive [RDAR12]. So long as this is true, this is an elliptic equation for the pressure, and solutions will be qualitatively similar to those from isotropic elasticity.

In fact, (3.52) is equivalent to the equation satisfied by \( \psi \) in anisotropic elasticity [Sad09]. Because (3.52) only involves a 2nd-order tensor, it is not the most general form possible in anisotropic elasticity: (3.52), which can be written in any dimension, describes materials with orthotropic symmetry, i.e. \( d \) perpendicular hyperplanes of symmetry in \( d \) dimensions. In \( d = 2 \) this amounts to two perpendicular lines of symmetry. Physically, these symmetries represent those of
simple shear: reflection symmetry between the positive and negative shear axes, and reflection symmetry about the positive shear axis.

Remarkably, the general solution to (3.52) can also be written down [Sad09]. As above, we want to factor the operator \( \hat{\mathbf{F}} : \nabla \nabla \Delta \). Let us write
\[
\hat{\mathbf{F}} = F_0 (\hat{\delta} + \hat{\eta}),
\]
with \( \text{tr}(\hat{\eta}) = 0 \). A general \( \hat{\eta} \) can be written
\[
\hat{\eta} = \begin{pmatrix} a & b \\ b & -a \end{pmatrix},
\]
so that \(-\det(\hat{\eta}) = a^2 + b^2 > 0\). The latter measures the strength of fabric anisotropy and is expected to be much smaller than 1. To factor the operator \( \hat{\mathbf{F}} : \nabla \nabla \), we look for solutions of the form \( \psi(x, y) = f(x + \mu y) \). This implies
\[
0 = (1 + a + 2b\mu \pm (1 - a)\mu_\pm^2)(1 + \mu_\pm^2) f''(x + \mu \pm y) = 0.
\]
Solutions to \( f''(x + \mu \pm y) = 0 \) give stresses at \( \infty \) and will not interest us; however, we find nontrivial solutions when \( \mu_\pm \) is a root of the characteristic equation
\[
0 = (1 + a + 2b\mu \pm (1 - a)\mu_\pm^2)(1 + \mu_\pm^2).
\]
The roots \( \mu_\pm = \pm i \) give solutions depending on \( z \) and \( \bar{z} \), as earlier; but we also find
\[
\mu_\pm = \frac{1}{1 - a} \left( -b \pm \sqrt{a^2 + b^2 - 1} \right).
\]
For \( a^2 + b^2 < 1 \) the roots are complex conjugates, which, along with the condition that \( \psi \) is real, leads to the general solution
\[
\psi(z, w) = \Re[f(z) + g(w)],
\]
with \( w = x + \mu y, \mu = \mu_+ \), and \( f \) and \( g \) arbitrary functions. We notice two differences from the general isotropic solution (3.48): first, the new complex coordinate \( w \) is a more complicated mixture of \( x \) and \( y \) than \( z \) or \( \bar{z} \), involving a rotation whose magnitude depends on the anisotropy; and second, that the general form of the solution is actually simpler. We now have a sum of two functions of different variables, unlike (3.48); the mathematical degeneracy of the latter, obviously related to the root degeneracy of the characteristic equation, represents the physical degeneracy that isotropy implies infinitely many planes of symmetry.
The Green’s function for (3.49) is known [Sad09]. We find
\[ \frac{df(z)}{dz} = A_1 \log z, \quad \frac{dg(w)}{dw} = A_2 \log w, \] (3.58)
with
\[ A_1 = \frac{A_x + \mu A_y}{\pi (1 + i\mu)}; \quad A_2 = -\frac{A_x + i A_y}{\pi (1 + i\mu)}. \] (3.59)

In Figure 3.9, we show the stresses described by (3.58) for a normal forcing \( A_x = 0, A_y = 1 \), when \( a = 0.1 \) and \( b = 0.3 \). We notice that stress contours are stretched and rotated by fabric anisotropy, as observed in experiments [SRC+01] [GHL+01] [GRCB03].

We also notice that a region is produced in which \( P < 0 \), shown in light colours. The Coulomb condition requires that \( P_{tot} \geq 0 \), where \( P_{tot} \) is the total pressure. If the material were not pre-stressed or subject to gravity, then an instability is produced in these regions, since we require \( P \geq 0 \) everywhere. In general, regions where (3.58) has \( P < 0 \) are potentially unstable.

In Figures 3.10 and 3.11 we show the stresses described by (3.58) for a shear forcing \( A_x = 1, A_y = 0 \), on the same isotropic and anisotropic fabrics. We note a very large region of potential instability.

### 3.3.5 Inhomogeneous and anisotropic fabric

For a general inhomogeneous fabric, we can expand (3.43) into
\[ (\Delta \hat{F}) : \nabla \nabla \psi + 2(\nabla \hat{F}) : \nabla \nabla \nabla \psi + \hat{F} : \nabla \nabla \Delta \psi = 0. \] (3.60)

If the fabric varies on a mesoscopic scale \( L' \) which is smaller than macroscopic scales \( L \), then this equation can admit solutions which differ strongly from those of elasticity. Let us consider an extreme case
\[ (\Delta \hat{F}) : \nabla \nabla \psi = 0. \] (3.61)
Figure 3.9: Stresses resulting from a normal point forcing at the origin of a semi-infinite half plane, with anisotropic fabric. ($\sigma_{yy}$ (top left), $\sigma_{xx}$ (top right), $\sigma_{xy}$ (bottom left), $P$ (bottom right))

Figure 3.10: Stresses resulting from a shear point forcing in the $+x$ direction at the origin of a semi-infinite half plane, with isotropic fabric. ($\sigma_{yy}$ (top left), $\sigma_{xx}$ (top right), $\sigma_{xy}$ (bottom left), $P$ (bottom right))
This is an algebraic equation in the stress tensor; it says that $\hat{\sigma}$ has principal axes which are rotated $\pi/4$ from those of $\Delta \hat{F}$. If $\Delta \hat{F}$ has eigenvalues of opposite sign, it is a wave equation for $\psi$ and describes propagating stresses. It has been argued in the literature that an equation of this form applies to isostatic granular materials \cite{WCCB96, TW99, BB02, Blu04}.

### 3.4 Discussion

At isostaticity, the grain-scale equations exactly determine all contact forces, and hence it is natural to expect that a continuum equation exists which replaces these grain-scale equations. This is to be compared with a hyperstatic granular material, for which static Newton’s laws are insufficient to determine all contact forces, even at the microscopic level: the history of deformation is needed to know the tangential forces. In deriving our central result, the stress-geometry equation \eqref{eq:stress-geometry}, we never explicitly used isostaticity. Moreover, we made no reference to the locations of contacts which are sliding. However, we have seen that stresses described by the stress-geometry equation are equivalent to those in anisotropic elasticity. On a homogeneous fabric and for general stress boundary conditions, we expect a unique stress solution. Hence in passing from the grain scale to the
continuum, the role of hyperstaticity and sliding is relegated to three areas: first, in the validity of the mean-field assumptions made in taking the continuum limit; second, in the parameters of the theory, i.e., the fabric tensor $\hat{F}$; and third, in boundary conditions.

Regarding mean-field assumptions, we will see in Chapter 7 that force correlation lengths decrease away from isostaticity, and hence mean-field assumptions should become better away from isostaticity. Of course, it is possible that correlations alter the picture presented here; we leave this for Chapter 7.

The fabric certainly contains information about hyperstaticity. For example, its trace is

$$\xi^2 \equiv \text{tr}(\hat{F}) = \langle |t^c_\xi|^2 \rangle \approx \frac{A}{\pi N_L} = \frac{2A_g}{\pi(\bar{z} - 2)\phi(1 - x_0)}, \quad (3.62)$$

where have used $N_L \pi \xi^2 \approx A$ and $A = A_g N_{RG}/((1 - x_0)\phi)$ with $\phi$ the area fraction, $A_g$ the average area per grain, and $x_0$ the fraction of rattlers. At fixed volume and rattler fraction, this manifestly depends on the contact number of the packing: hyperstaticity decreases the size of loops and hence decreases $\xi$. Sliding may affect the rattler fraction and the contact number. Indirectly, hyperstaticity and sliding may also affect the orientational degrees of freedom in $\hat{F}$.

This leaves boundary conditions. Since we have not derived Hooke’s law or any variant thereof, we can consider only problems with boundary conditions on the stress. It is commonly assumed that when a packing is formed by slow deposition, as a sandpile, that the grains at the surface came to rest from sliding [WCCB96]; if this is the case, then the Coulomb condition will be saturated at the surface and sliding will directly influence the stress boundary conditions.

These points call attention to the evolution of the fabric, and the relation of the latter to deformation. We discuss this in the next Chapter.
Chapter 4

Deformation

In the previous chapter, we derived the stress-geometry equation, which allows the determination of stresses in a quasistatic granular material, if the fabric is known. In the simplest cases, the latter can be assumed homogeneous and its orientation obtained from boundary conditions. However, in general, we need to know how the fabric evolves under flow. Therefore, in this chapter we consider the deformation of quasistatic granular materials.

We first introduce the basic kinematic variables involved in deformation, and show how these are related to stress, in the case of rigid grains. The kinematic variables are subject to geometric compatibility conditions, expressing the grain-scale relationships between grain movement, grain rotation, and contact movement. After discussing allowable deformations, we then derive a differential equation for the evolution of the fabric.

4.1 Kinematic variables

Consider a deformation defined by grain velocities $v^g$ and angular velocities $\omega^g$ in the plane. In general, there are two velocities at each contact, corresponding to movement of what was, in the previous instant, the contact point $r^c$, on grains $g'(c)$ and $g(c)$. Under deformation, the contact point $c$ on grain $g$ moves at a rate

$$w^c_g = v^g - \omega^g \hat{\varepsilon} \cdot t^c_g,$$

where $t^c_g = r^c - r^g$. The relative velocity at a contact is

$$V^c = w^c_{g'} - w^c_g = v^{g'} - \omega^{g'} \hat{\varepsilon} \cdot t^{g'}_{g'} - v^g + \omega^g \hat{\varepsilon} \cdot t^c_g.$$

At the discrete level, $v$, $\omega$, $w$, and $V$ have distinct physical meanings. For any grain $g$, we can move into a Lagrangian frame in which $v^g = 0$ and $\omega^g = 0$. Hence the local deformation around $g$ is specified by $V^c$ at contacts belonging to $g$.

When $V^c = 0$, the contact $c$ stays fixed under deformation; the local deformation is a combination of rolling and rotation of the contact normal $n^c$. 
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When $V_N^c = n^c \cdot V^c < 0$, grains $g$ and $g'$ are moving closer together; when $V_N^c > 0$, the grains are separating. Finally, sliding deformation is described by $V_T^c = -n^c \times V^c \neq 0$.

To pass from the grain scale to the continuum, these fields need to be given continuum meanings. $v$, $\omega$, and $w$ have well-defined continuum averages, but $V^c$ is antisymmetric at contacts and does not have a continuum meaning. Just as the stress tensor encodes the information from contact forces, which are antisymmetric at contacts, we can create a tensor

$$\hat{\Gamma}^c = -\frac{1}{A_c} \hat{\varepsilon} \cdot s^c V^c,$$  

which has units of strain rate. Following Kruyt, we will call $\hat{\Gamma}$ the Cosserat strain rate [Kru03]. As we will see, it differs from the usual strain rate because of grain rotation.

$\hat{\Gamma}$ is related to $V$ in a similar way as the stress tensor is related to contact forces. For a contour of grains $(g_0, g_1, \ldots, g_n)$ separated by contacts $(c_1, c_2, \ldots, c_n)$, we have

$$\int_{g_0}^{g_n} dr \cdot \hat{\Gamma} = -\sum_{i=1}^{n} \ell^{c_i} \times \frac{1}{A^c} s^{c_i} V^{c_i} = \sum_{i=1}^{n} V^{c_i}, \quad (4.4)$$

which should be compared with

$$\int_{\ell_0}^{\ell_n} dr \times \hat{\sigma} = -\sum_{i=1}^{n} s^{c'_i} \times \frac{1}{A^{c'_i}} \ell^{c'_i} f^{c'_i} = \sum_{i=1}^{n} f^{c'_i}, \quad (4.5)$$

for a contour of loops $(\ell_0, \ell_1, \ldots, \ell_n)$ separated by contacts $(c'_1, c'_2, \ldots, c'_n)$. This shows that $\hat{\varepsilon}^T \cdot \hat{\Gamma}$ is to $V$ as $\hat{\sigma}$ is to $f$.

When an open contour is taken which shrinks to a point in the continuum, $(4.4)$ becomes $n \cdot \hat{\Gamma} = n_c V$, where the unit vector $n$ is directed from $g_0$ to $g_n$, $n_c$ is the contact density in the direction $n$, and $V$ is the mean relative velocity across contacts oriented with contact normal $n$; this is the analog of Cauchy’s stress theorem.

$\hat{\Gamma}$ is essentially the same as Satake’s void strain $\gamma$ and Kruyt’s Cosserat strain $\epsilon$ [Kru03 Sat04].
When sliding is predominantly anticlockwise, we have $V^c \sim -s^c$ and $\hat{\Gamma} \sim +\hat{\epsilon}$. Likewise, if sliding is predominantly clockwise, we have $\hat{\Gamma} \sim -\hat{\epsilon}$. Under affine compression, $V^c \sim \hat{\epsilon} \cdot s^c$ and $\hat{\Gamma} \sim -\hat{\delta}$.

The significance of $\hat{\Gamma}$ is further illustrated by energy considerations. Under the action of external forces $F^g$ and torques $\tau^g$, the rate at which work is done in a quasistatic deformation is

$$\frac{dW}{dt} = \sum_{g \in \Omega} (F^g \cdot v^g + \tau^g \omega^g)$$

$$= - \sum_{g \in \Omega} \sum_{c \in C^g} (f^c \cdot v^g + (t^c \times f^c) \omega^g)$$

$$= \sum_{c \in \Omega} f^c \cdot V^c$$

$$= - \sum_{c \in \Omega} \frac{1}{A^c} \ell^c f^c : (\hat{\epsilon} \cdot s^c V^c)$$

$$= - \sum_{c \in \Omega} A^c \hat{\sigma}^c : \hat{\Gamma}^c$$

$$\equiv - \int_{\Omega} dA \hat{\sigma} : \hat{\Gamma},$$

(4.6)

the continuum version of which is attributed to Hill [Hil63]. Equation (4.6) is the classical theorem of virtual work, which expresses energy conservation [Sat93, Rou00, Kru03, Sat04]. It indicates that $\hat{\Gamma}$ describes strain which costs energy.

### 4.2 Constitutive laws

Because $\hat{\Gamma}$ is directly related to deformation, it is the kinematic variable that is directly related to stress. The relation between $\hat{\Gamma}$ and $\hat{\sigma}$ depends on the constitutive laws at contacts; here we consider the simplest case, that of rigid grains. When grains are rigid, contact forces are Lagrange multipliers which are determined by the constraints of grain incompressibility (steric exclusion), repulsion of contact forces, and Coulomb friction. We decompose the relative velocity and contact force at $c$ into their normal and tangential parts

$$V^c = +n^c V_N^c + \hat{\epsilon} \cdot n^c V_T^c$$

(4.8)

$$f^c = -n^c f_N^c - \hat{\epsilon} \cdot n^c f_T^c,$$

(4.9)

where $n^c$ is a unit contact normal at $c$, with the same sign convention as $\ell^c$. Note that $V^c$ is the relative velocity of $g'$ with respect to $g$, while $f^c$ is the force exerted by $g'$ on $g$.  
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At each contact \( c \), stability with respect to normal movements requires that either the contact bears a repulsive force \( f_N^c > 0 \) and the normal relative velocity vanishes, \( V_N^c = 0 \), or the normal relative velocity is repulsive, \( V_N^c > 0 \), and the normal force vanishes, \( f_N^c = 0 \). This condition is called the Signorini condition and can be written

\[
f_N^c \geq 0, \quad V_N^c \geq 0, \quad f_N^c V_N^c = 0.
\] (4.10)

Similarly, Coulomb friction requires that if \(|f_T^c| < \mu f_N^c\), then no sliding can occur, \( V_T^c = 0 \), while if sliding is occurring, then the contact force must be at the boundary of the Coulomb cone, and friction must oppose motion. This can be expressed as

\[
|f_T^c| \leq \mu f_N^c, \quad f_T^c V_T^c \geq 0, \quad \left(|f_T^c| - \mu f_N^c\right)V_T^c = 0.
\] (4.11)

It is easy to see that these laws imply \( dW/dt \geq 0 \), i.e., quasistatic flow is dissipative.

The equalities in the discrete Signorini and Coulomb laws imply that the \( f \) and \( V \) fields are strongly correlated at the discrete level, since at each contact, either \( f_N^c = 0 \) or \( V_N^c = 0 \), and similarly for the tangential components. Nevertheless, they can be put into a continuum form with mean-field assumptions, as shown below. We comment on the validity of these assumptions in the conclusion of this chapter.

We can write the Signorini and Coulomb conditions in a continuum form by introducing a fabric tensor related to contact normals,

\[
\hat{G}^c = n^c n^c,
\] (4.12)

so that

\[
f_N^c = \frac{A^c}{n^c \cdot \ell^c} \hat{G}^c : \dot{\sigma}^c \quad \quad V_N^c = \frac{A^c}{s^c \times n^c} \hat{G}^c : \hat{\Gamma}^c \quad (4.13)
\]

\[
f_T^c = \frac{A^c}{n^c \cdot \ell^c} (\hat{G}^c \cdot \hat{\varepsilon}^T) : \dot{\sigma}^c \quad \quad V_T^c = \frac{A^c}{s^c \times n^c} (\hat{G}^c \cdot \hat{\varepsilon}^T) : \hat{\Gamma}^c.
\] (4.14)

For convex grains, we have \( \ell^c \cdot n^c > 0 \), and we expect that \( s^c \times n^c > 0 \) so that

\[
f_N^c \geq 0 \quad \iff \quad \hat{G}^c : \dot{\sigma}^c \geq 0
\] (4.15)

\[
V_N^c \geq 0 \quad \iff \quad \hat{G}^c : \hat{\Gamma}^c \geq 0.
\] (4.16)

Let \( \hat{M}_\pm = \hat{\delta} \pm \frac{1}{\mu} \hat{\varepsilon} \). Then we also have

\[
f_N^c \pm \frac{1}{\mu} f_T^c \geq 0 \quad \iff \quad (\hat{G}^c \cdot \hat{M}_\pm) : \dot{\sigma}^c \geq 0.
\] (4.17)
Note that these inequalities imply \( f_C^c N \geq 0 \). Since \((\hat{\sigma}^c)^T \cdot \hat{\Gamma}^c = -f^c V^c / A^c\), the equalities of the Signorini and Coulomb conditions can be written

\[
0 = ((\hat{\sigma}^c)^T \cdot \hat{\Gamma}^c) : \hat{G}^c,
0 = ((\hat{\sigma}^c)^T \cdot \hat{\Gamma}^c) : (\hat{M}_+ \cdot \hat{G}^c \cdot \hat{\varepsilon})((\hat{\sigma}^c)^T \cdot \hat{\Gamma}^c) : (\hat{M}_- \cdot \hat{G}^c \cdot \hat{\varepsilon}).
\]

The second is nonlinear because of the inherent nonlinearity of \(|f_C^c|\). Under the simplest mean-field assumptions the above conditions become

\[
\hat{G} : \hat{\sigma} \geq 0
\]

\[
\hat{G} : \hat{\Gamma} \geq 0
\]

\[
(\hat{G} \cdot \hat{M}_\pm) : \hat{\sigma} \geq 0,
\]

(4.18)

and

\[
0 = (\hat{\sigma} \cdot \hat{\Gamma}) : \hat{G}, \quad (4.19)
0 = (\hat{\sigma} \cdot \hat{\Gamma}) : (\hat{M}_+ \cdot \hat{G} \cdot \hat{\varepsilon})(\hat{\sigma} \cdot \hat{\Gamma}) : (\hat{M}_- \cdot \hat{G} \cdot \hat{\varepsilon}).
\]

These forms are not unique: for example, the discrete equation \( f^c N V^c = 0 \) could also give a continuum equation \((\hat{G} : \hat{\sigma})(\hat{G} : \hat{\Gamma}) = 0\), using (4.13). This equation differs from (4.19) in the mean-field assumptions implicit in writing it. We comment further on this below.

If \( \hat{\sigma}, \hat{\Gamma}, \) and \( \hat{G} \) vary smoothly in the continuum, then the domain will be partitioned into regions in which only one direction of sliding is permitted. In this case the nonlinearity in the Coulomb condition can be avoided, because in each domain

\[
0 = (\hat{\sigma} \cdot \hat{\Gamma}) : (\hat{M}_\pm \cdot \hat{G} \cdot \hat{\varepsilon}) \quad (4.20)
\]

will hold for one of \( M_+ \) and \( M_- \). At the discrete level, it is clear that, in principle, nearby grains may slide in an opposing sense. Hence it is implicitly assumed in the mean-field approximation that in an averaging domain all grains slide with the same sense.

Because \( \mathbf{n}^c = \mathbf{s}^c \cdot \hat{\varepsilon} / |\mathbf{s}^c| \) up to fluctuations, over a sufficiently large packing we have

\[
\hat{G} \equiv \frac{1}{N_{RC}} \sum_{c \in RC} \mathbf{n}^c \mathbf{n}^c = \frac{1}{\xi} \hat{\varepsilon}^T \cdot \hat{\Phi} \cdot \hat{\varepsilon}.
\]

(4.21)

This can be used to rewrite the constitutive equations in terms of \( \hat{\Phi} \), if desired.

Equations (4.19) and (4.20) are linear and algebraic and can be solved with long, but straightforward computations. Before delving into this solution, we derive continuum equations which represent the relationship between grain kinematics \( \mathbf{v} \) and \( \omega \), and contact kinematics \( \mathbf{w} \) and \( \hat{\Phi} \).
4.3 Geometric compatibility

The fields $v$, $\omega$, $w$, and $\hat{\Gamma}$ are related through discrete equations (4.1) and (4.2); admissible deformations must satisfy these equations of geometric compatibility. To understand admissible deformations in the continuum, these equations must be given a continuum meaning.

Let us first show that $v^g$ and $\omega^g$ can be recovered from $w^c_g$. Consider

$$\sum_{c \in C^g} q^c_g w^c_g = v^g \left( \sum_{c \in C^g} q^c_g \right) - \omega^g \hat{\varepsilon} \cdot \sum_{c \in C^g} q^c_g t^c_g.$$  

For convex particles, we can always choose positive coefficients $q^c_g$ so that the vector $\sum_{c \in C^g} q^c_g t^c_g = 0$. Then we have

$$v^g = \frac{1}{q^g} \sum_{c \in C^g} q^c_g w^c_g,$$  

(4.22)

with $q^g = \sum_{c \in C^g} q^c_g$, so that $v$ is a weighted grain average of $w$. Similarly,

$$\sum_{c \in C^g} s^c_g w^c_g = -\omega^g \sum_{c \in C^g} s^c_g \hat{\varepsilon} \cdot t^c_g,$$  

so that

$$\omega^g = \frac{1}{2A^g} \sum_{c \in C^g} s^c_g \cdot w^c_g$$

$$= \frac{1}{2A^g} \oint_{\partial g} dr \cdot w$$

$$= -\frac{1}{2} \text{tr} \left( \nabla \times w \right)^g,$$  

(4.23)

where $A^g = \frac{1}{2} \sum_{c \in C^g} t^c_g \times s^c_g$ is an area associated to a grain. Under the simplest mean-field closures on $\omega = \langle \omega^g \rangle$, $w = \langle w^c \rangle$, and $v = \langle v^g \rangle$, these become

$$\omega = -\frac{1}{2} \text{tr} \left( \nabla \times w \right)$$

$$v = w.$$  

(4.24)

Note that the relation between $\omega$ and $w$ can be rewritten as

$$\omega \hat{\varepsilon} = -\frac{1}{2} \text{tr} \left( \nabla \times w \right) \hat{\varepsilon}$$

$$= -\frac{1}{2} \hat{\varepsilon} \; : \; \left( \nabla w \right)^T$$

$$= \frac{1}{2} \left( \nabla w - \left( \nabla w \right)^T \right),$$  

(4.25)
hence grain rotation is equivalent to macroscopic vorticity in the mean-field approximation.\footnote{Here we have used the identity $\epsilon_{ij}\epsilon_{kl} = \delta_{ik}\delta_{jl} - \delta_{il}\delta_{jk}$.} This equivalence has been observed in two-dimensional experiments \cite{CCL97}.

Having related $v$ and $\omega$ to $w$, we need only relate $w$ to $V$. The form of these geometric compatibility equations will depend on the type of deformation; to see what is possible we reexamine the theorem of virtual work.

### 4.3.1 Floppy modes

Equation (4.6) indicates that any modes satisfying $V^c = 0$ at all contacts cost no energy, the so-called floppy modes \cite{vH10}. If an imposed boundary deformation is compatible with a floppy mode, then deformation can proceed without any external work being done on the system. We therefore ask, by counting equations, when floppy modes exist.

Let us first generalize floppy modes in the presence of sliding contacts. With a finite coefficient of friction, a certain number of contacts, $N_S$, will be sliding, in a direction $u^c_S$. McNamara and Herrmann have shown that we can assume that the list of contacts which are sliding is fixed during infinitesimal deformations and only changes when the Coulomb inequality is saturated at a contact \cite{MH06}. The natural generalization of a floppy mode is a mode for which the non-sliding contacts satisfy $V^c = 0$, while those which are sliding satisfy the weaker condition $V^c \propto u^c_S$. Assuming linear independence of the constraints, the number of such generalized floppy modes is

$$K = \frac{d(d+1)}{2}N_{RG} - \left(dN_{RC} - N_S + (d-1)N_S\right)$$

$$= \frac{d}{2}N_{RG} \left(z_{iso} + \frac{1}{d}n_s - \bar{z}\right),$$

(4.26)

where $\bar{z} = 2N_{RC}/N_{RG}$ and $n_s = 2N_S/N_{RG}$ as before. We find that generalized floppy modes exist when

$$\bar{z} < z_{iso} + n_s/d,$$

(4.27)

hence generalized isostaticity marks the arrival of these modes. Consider an isostatic granular material subject to a slowly varying load. If a single contact which was not previously sliding saturates the Coulomb inequality, and hence begins sliding, then there is a unique floppy mode which governs the ensuing infinitesimal deformation. This property of isostaticity has been discussed extensively by Combe and Roux \cite{CR00, Rou00, RC02}.
Now let us find continuum equations for floppy modes. Initially we will consider a strict floppy mode for which \( V^c = 0 \) at each contact. We will exploit a remarkable similarity between relative velocities and Newton’s laws. Because \( V^c = w^c_g - w^c_g' \), the floppy mode condition \( V^c = 0 \) is equivalent to continuity of \( w \) across a contact. There is a clear analogy between \( w^c_g \) and \( \psi^c_c \ell \) in the preceding chapter, laid out in detail in Table 4.1. Although this duality between deformation and stress has been noted by several authors [Sat92, Rou00, Kru03, Sat04], we take it further by introduction of the field \( \psi \). In the present context, duality allows us to derive a deformation-geometry equation analogous to the stress-geometry equation of the preceding chapter. Our strategy, as before, is to rewrite contact constraints as grain and loop equations, and then to put them into a continuum form.

<table>
<thead>
<tr>
<th>grains</th>
<th>loops</th>
</tr>
</thead>
<tbody>
<tr>
<td>( v^g )</td>
<td>( \varphi^\ell )</td>
</tr>
<tr>
<td>( \omega^g )</td>
<td>( \rho^\ell )</td>
</tr>
<tr>
<td>( w^c_g )</td>
<td>( \psi^c_c \ell )</td>
</tr>
<tr>
<td>( w^c_g = w^c_g' )</td>
<td>( \psi^c_c \ell = \psi^c_c \ell )</td>
</tr>
<tr>
<td>( (\nabla \times \omega)^\ell = 0 )</td>
<td>( (\nabla \cdot \rho)^g = 0 )</td>
</tr>
<tr>
<td>( (\Delta v)^g = \cdots )</td>
<td>( (\Delta \varphi)^\ell = \cdots )</td>
</tr>
</tbody>
</table>

Table 4.1: Deformation-stress duality

Summing \( V^c = 0 \) around a loop, we find

\[
0 = \hat{\varepsilon} \cdot \sum_{g \in G^\ell} (t^c_g^+ - t^c_g^-) \omega^g \\
= \hat{\varepsilon} \cdot \oint_{\partial \ell} dr \omega \\
= \hat{\varepsilon}^T \cdot A^\ell (\nabla \times \omega)^\ell,
\]

so \( 0 = \hat{\varepsilon}^T \cdot (\nabla \times \omega)^\ell = (\nabla \omega)^\ell \).

Summing around grains, with coefficients \( z^c \), we find

\[
0 = \sum_{c \in C^g} z^c(v^g - v^g) - \hat{\varepsilon} \cdot \sum_{c \in C^g} z^c(t^c_g \omega^g - t^c_g \omega^g).
\]
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As before, we write
\[ A^g(\Delta v)^g \equiv \oint_{\partial g} dr \times (\nabla v) = \sum_{c \in C^g} s^c \times (\nabla v)^c, \] (4.30)
with \( s^c \) oriented clockwise around the grain, and
\[ (\nabla v)^c \equiv -\frac{1}{A^c} \hat{\varepsilon} \cdot s^c (v^g' - v^g). \] (4.31)
Green’s theorem indicates that we should take
\[ z^c = |s^c|^2 / A^c. \]
We have
\[ \sum_{c \in C^g} g^c s^c \times (\nabla v)^c = \sum_{c \in C^g} r^c s^c \times (\nabla \omega)^c - \sum_{c \in C^g} s^c \times (\nabla (r^c \omega))^c = A^g (\nabla \cdot ((\nabla \omega) r))^g - A^g (\nabla \cdot \nabla (\omega r))^g \] (4.32)
which bears an obvious similarity to (3.20). Hence we find exact discrete calculus equations
\[ 0 = (\nabla \omega)^\ell \] (4.33)
\[ 0 = (\Delta v)^g + (\nabla \cdot ((\nabla \omega) r))^g \cdot \hat{\varepsilon} - (\nabla \cdot \nabla (\omega r))^g \cdot \hat{\varepsilon}, \] (4.34)
which are analogous to (3.21) and (3.22). Assuming that the packing is homogeneous on the averaging scale, we can ignore correlations between \( r \) and \( \omega \), and we find
\[ 0 = \nabla \omega = -\frac{1}{2} \nabla \text{tr}(\nabla \times u), \]
\[ 0 = \Delta w - \nabla \cdot (\omega \hat{\varepsilon}) \cdot \hat{\varepsilon} \] (4.35)
The loop equation can be written \( 0 = \nabla \cdot (\nabla w \cdot \hat{\varepsilon}^T)^T \), which is solved by writing \( (\nabla w \cdot \hat{\varepsilon}^T)^T = \nabla \times u \) for some velocity field \( u \). This can be rearranged to
\[ \nabla w = (\nabla u)^T. \] (4.36)
Separating this into symmetric and antisymmetric parts, we see that
\[ \hat{D} \equiv \frac{1}{2}(\nabla w + (\nabla w)^T) = +\frac{1}{2}(\nabla u + (\nabla u)^T) \] (4.37)
\[ \omega \hat{\varepsilon} = \frac{1}{2}(\nabla w - (\nabla w)^T) = -\frac{1}{2}(\nabla u - (\nabla u)^T), \] (4.38)
hence the strain rate \( \hat{D} \) described by \( u \) is the same as that described by \( w \), but their vorticities are inverted. The grain equation gives
\[ 0 = \Delta w = \nabla \cdot (\nabla u)^T = \nabla (\nabla \cdot u). \]
We recognize the Navier-Cauchy equation of linear elasticity for the velocity field $u$, in the special case of zero shear modulus. Since boundary conditions on $w$ can be converted into conditions on $u$ by inversion of shear directions, we infer that a granular material supporting floppy modes has no resistance to shear. Above, we found that a floppy mode exists when $\bar{z} < z_{iso}$, hence we predict that the shear modulus vanishes as $\bar{z} \to z_{iso}$. This is precisely what is found in simulations of frictional disks \cite{vH10}.

We can check that these floppy modes involve grain rotation. Indeed, let us count how many floppy modes there are for which grain rotation is a constant $\omega_g = \omega_0$. The earlier counting is modified by two factors: there are $N-1$ fewer degrees-of-freedom in $(r, \omega)$, but also $2N_L$ fewer constraints, since the loop equations (4.33) are identically satisfied. The number of such translational modes is then

$$K_T = 2(N_{RG} - N_{RC} + N_L) + 1 = 3,$$

(4.39)

using the identity $N_{RC} = N_L + N_{RG} - 1$. The only modes are the rigid-body motions, and they require $N_S = 0$. Hence the floppy modes described by $u$ involve variable grain rotation, i.e., rolling.

At first this appears to contradict the fact that $\nabla \omega = 0$, i.e., there is no macroscopic vorticity. The resolution to this apparent paradox is that, topologically, rolling exactly cancels around a loop: the sense of rotation of grains must alternate across each contact, and every loop must have an even number of grains.\footnote{Mathematically, the condition that all loops have an even number of grains means that the contact network is bipartite; grains can alternately be coloured red and blue, such that red grains are neighbours of blue grains and vice-versa.}

This implies that contact networks supporting floppy modes do not contain triangles of three grains in contact: the latter frustrate rolling. The importance of these microscopic properties of rolling has been stressed by Rivier \cite{Riv06, RARC09}. They appear here in mean-field as the condition $\nabla \omega = 0$. The special state in which all loops are even and no contacts are sliding has been called by Rivier the dry fluid, since a granular material in such a state flows without dissipation.

### 4.3.2 General deformations

For the general situation in which some contacts are sliding, we can impose a relative velocity $V^c$ at each contact, which may be zero at many contacts. We then sum the equations of geometric compatibility relating $V^c$ to $\omega^g$ and $w^c$ around loops and grains. The right-hand sides of these equations are the same as (4.33) and (4.34) considered above, so we need only sum $V^c$. Summing around a
loop, we find
\[
\sum_{c \in C^\ell} V^c = \sum_{c \in C^\ell} \ell^c \times \left( -\frac{1}{A^c} s^c V^c \right)
= -\oint_{\partial \ell} \mathbf{d}r \times (\mathbf{\hat{e}} \cdot \mathbf{\hat{\Gamma}})
= A^\ell (\nabla \cdot (\mathbf{\hat{e}} \cdot \mathbf{\hat{\Gamma}}))^\ell,
\]
while summing around a grain with coefficients \( z^c = |s^c|^2 / A^c \), we find
\[
\sum_{c \in C^g} z^c V^c = \sum_{c \in C^g} s^c \times \left( -\frac{1}{A^c} \mathbf{\hat{e}} \cdot s^c V^c \right)
= -\oint_{\partial g} \mathbf{d}r \times \mathbf{\hat{\Gamma}}
= A^g (\nabla \cdot \mathbf{\hat{\Gamma}})^g.
\]
The terms involving \( \mathbf{\hat{\Gamma}} \) modify (4.34) and (4.33) to
\[
(\nabla \cdot (\mathbf{\hat{e}} \cdot \mathbf{\hat{\Gamma}}))^\ell = (\nabla \omega)^\ell
(\nabla \cdot \mathbf{\hat{\Gamma}})^g = (\Delta v)^g + (\nabla \cdot ((\nabla \omega) r))^g \cdot \mathbf{\hat{e}} - (\nabla \cdot (\nabla (\omega r)))^g \cdot \mathbf{\hat{e}},
\]
which are the exact discrete calculus equations for arbitrary deformations of granular materials in the plane. Under the mean-field closures \( v = \mathbf{w} \) and \( \omega = -\frac{1}{2} \text{tr}(\nabla \times \mathbf{w}) \), we find
\[
0 = -\nabla \cdot (\mathbf{\hat{e}} \cdot \mathbf{\hat{\Gamma}}) + \nabla \omega
0 = \nabla \cdot (-\mathbf{\hat{\Gamma}} + \nabla \mathbf{w} - \omega \mathbf{\hat{e}}).
\]
Using (4.25) we find \( \nabla \mathbf{w} - \omega \mathbf{\hat{e}} = \frac{1}{2}(\nabla \mathbf{w} + (\nabla \mathbf{w})^T) = \mathbf{\hat{D}}, \) hence
\[
0 = \nabla \cdot (-\mathbf{\hat{\Gamma}} + \mathbf{\hat{D}}).
\]
We see that the grain equation constrains the strain while the loop equation constrains the vorticity. The latter can be written \( 0 = \nabla \cdot (-\mathbf{\hat{e}} \cdot \mathbf{\hat{\Gamma}} + \frac{1}{2}(\nabla \mathbf{w} \cdot \mathbf{\hat{e}}))^T), \) which implies
\[
\mathbf{\hat{\Gamma}} = \frac{1}{2}(\nabla \mathbf{w})^T - \frac{1}{2} \nabla \mathbf{u}
\]
(4.45)
for a velocity field $\mathbf{u}$. The grain equation becomes

$$0 = \nabla \cdot \left( -\hat{\Gamma} + \frac{1}{2} \nabla \mathbf{w} + \frac{1}{2} (\nabla \mathbf{w})^T \right)$$

$$= \nabla \cdot \left( -\hat{\Gamma} + \hat{\Gamma}^T + \frac{1}{2} (\nabla \mathbf{u})^T + \frac{1}{2} (\nabla \mathbf{w})^T \right)$$

$$= -\nabla \cdot (\hat{\Gamma} - \hat{\Gamma}^T) + \frac{1}{2} \nabla (\nabla \cdot \mathbf{u}) + \frac{1}{2} \nabla (\nabla \cdot \mathbf{w})$$

so that $\mathbf{u}$ must solve

$$\nabla (\nabla \cdot \mathbf{u}) = \nabla \cdot (\hat{\Gamma} - \hat{\Gamma}^T) - \nabla \text{tr}(\hat{\Gamma}),$$

which is the analog of the equation which, for true floppy modes, resembled linear elasticity. Here we see no resemblance for general $\hat{\Gamma}$. By similar manipulations, it can be shown that this equation is equivalent to

$$\Delta \mathbf{u} = \Delta \mathbf{w},$$

which may be more convenient if $\mathbf{w}$ is known. The 6 degrees-of-freedom in $\hat{\Gamma}$ and $\mathbf{w}$ are reduced to 4 in $\mathbf{w}$ and $\mathbf{u}$.

### 4.4 Fabric

So far we have related stress to fabric, stress to contact deformation, and contact deformation to grain motion. It remains to establish the relationship between the fabric and the deformation. During quasistatic flow, there will be periods of time during which the contact network is maintained, punctuated by instantaneous events of contact opening and contact closing. During the continuous part of deformation, we can simply differentiate

$$\frac{d}{dt} \hat{\mathbf{F}}^\ell = \frac{1}{z^\ell} \frac{d}{dt} \sum_{c \in C^\ell} t_c^{\ell} t_c^{\ell}$$

$$= \frac{1}{z^\ell} \frac{d}{dt} \sum_{c \in C^\ell} t_c^{\ell} r_c^{\ell}$$

$$= \frac{1}{z^\ell} \frac{d}{dt} \left( \sum_{c \in C^\ell} r_c^{\ell} r_c^{\ell} - z^\ell r^\ell r^\ell \right)$$

$$= \frac{1}{z^\ell} \sum_{c \in C^\ell} \left( \frac{dr_c^{\ell}}{dt} r_c^{\ell} + r_c^{\ell} \frac{dr_c^{\ell}}{dt} \right) - \frac{dr^\ell}{dt} r^\ell - r^\ell \frac{dr^\ell}{dt},$$
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where we have used the fact that \( z^\ell \) is constant during the continuous part of deformation.

We need an expression for \( dr^c/dt \). For strict floppy modes, the contact velocity \( \mathbf{w} \) is well-defined at contacts. However, when contacts slide, at each contact we have two velocities, \( \mathbf{w}_c^c \) and \( \mathbf{w}_c^g \), corresponding to the movement of each grain participating in the contact. The true velocity of the contact \( c \), \( \mathbf{\tilde{w}}^c \), depends on the local curvature of the grains. We can proceed as in the previous Chapter by Taylor expanding the continuum field \( \mathbf{\tilde{w}}(r^c) \) about the loop centre. It will be sufficient to expand to linear order. Hence we let

\[
\frac{dr^c}{dt} = \mathbf{\tilde{w}}(r^c) = \mathbf{w}(r^\ell) + t^c_\ell \cdot \nabla \mathbf{w}(r^\ell)
\]

and \( dr^\ell/dt = \mathbf{w}(r^\ell) \), which implies

\[
\frac{d}{dt} \mathbf{\hat{F}}^\ell = (\nabla \mathbf{w}(r^\ell))^T \cdot (\mathbf{\hat{F}}^c + \mathbf{\hat{F}}^g \cdot \nabla \mathbf{w}(r^\ell))
\]

\[
= (\nabla \mathbf{w}(r^\ell))^T \cdot (\mathbf{\hat{F}}^c + \mathbf{\hat{F}}^g \cdot \nabla \mathbf{w}(r^\ell)).
\]

It is clear that retaining higher order terms in a Taylor expansion will lead to terms involving higher order fabric tensors; as in the previous Chapter, these are expected to be irrelevant for large systems.

Under the simplest mean-field assumptions, this gives the continuum equation

\[
\frac{d\mathbf{\hat{F}}}{dt} = (\nabla \mathbf{w})^T \cdot \mathbf{\hat{F}} + \mathbf{\hat{F}} \cdot (\nabla \mathbf{w}).
\]

The right hand side describes advection of fabric by grain movement.

However, this is only valid so long as the contact network is maintained. When contacts open and break, the fabric tensor changes discontinuously. In Appendix \[H\] we show that if loops \( \ell \) and \( \ell' \) merge into \( \ell'' \) by opening of their common contact \( c \), then the change in \( N_{RC} \mathbf{\hat{F}} \) is

\[
\delta \mathbf{\hat{F}}_- = \frac{zz'}{z''} (t^c_\ell - t^c_{\ell'}) (t^g_\ell - t^g_{\ell'}) - \frac{2z}{z''} t^c_\ell t^c_{\ell'} - \frac{2z'}{z''} t^g_\ell t^g_{\ell'},
\]

(4.48)

where \( z = z^\ell, z' = z'^\ell, \) and \( z'' = z'^{\ell''} \). We can obtain a mean-field form by making replacements

\[
z, z' \rightarrow \bar{z}_L,
\]

\[
t^c_\ell - t^c_{\ell'} \rightarrow 2t^c_\ell
\]

\[
t^g_\ell t^c_\ell \rightarrow \mathbf{\hat{F}}_-
\]

\[
t^g_{\ell'} t^g_{\ell'} \rightarrow \mathbf{\hat{F}}_-
\]
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where $\hat{F}_-$ is the mean fabric which is destroyed by contact opening, and $\bar{z}_L$ is the mean loop contact number. Using $z'' = z + z' - 2$, this results in
\[
\delta \hat{F}_- \approx 2\bar{z}_L \hat{F}_-.
\] (4.49)

Under the same assumptions, contact creation will lead to a change in $N_{RC} \hat{F}$ of $-2\bar{z}_L \hat{F}_+$, where $\hat{F}_+$ is the mean fabric which is created by contact closing. These processes modify the fabric evolution equation to
\[
\frac{d}{dt}(N_{RC} \hat{F}) = N_{RC} (\nabla w)^T : \hat{F} + N_{RC} \hat{F} : (\nabla w) + 2\bar{z}_L (J_- \hat{F}_- - J_+ \hat{F}_+) \tag{4.50}
\]
where $J_\pm$ are the rates of contact opening and closing, which must satisfy
\[
J_+ - J_- = \frac{dN_{RC}}{dt}. \tag{4.51}
\]
The quantities $J_\pm$ and $\hat{F}_\pm$ should be related to the strain rate $\dot{D}$ by consideration of grain-scale deformation. The latter exhibits rich behaviour, including localization of deformation into slip bands [Kuh99]. Without entering into these details, a simple mean-field model which reproduces expected behaviour under compression and shear is
\[
\hat{F}_\pm = \frac{1}{2} \xi^2 \left( \hat{\delta} \mp \frac{1}{\sqrt{|\det \dot{D}|}} \dot{D} \right), \tag{4.52}
\]
where $\xi^2 = \langle |t|^2 \rangle = \text{tr}(\hat{F})$. The rates of contact opening and closing are determined by the proximity of neighbouring grains and the strength of velocity fluctuations; these are already complicated in isotropic packings, and barely studied in anisotropic situations [MN07, CCPZ12]. However, one simplification is afforded by quasistatic flow: the only time scale comes from the strain, hence we expect
\[
J_\pm = N_{RG} I_\pm \left( \bar{z}, \phi, \frac{\text{tr}(\dot{D})}{\sqrt{|\det \dot{D}|}} \right) \sqrt{|\det \dot{D}|}, \tag{4.53}
\]
for some functions $I_\pm$, where $\phi$ is area fraction. We will not propose a form for these functions; this is left for future work.

We can likewise differentiate the relation $A = A_0 N/\phi$ to see that
\[
\frac{d\phi}{dt} = \frac{\phi}{A} \frac{dA}{dt} = -\phi \nabla \cdot v = -\phi \nabla \cdot \mathbf{w}, \tag{4.54}
\]
using the fact that $A \nabla \cdot \mathbf{v} = dA/dt$, which follows from the definition of $\nabla \mathbf{v}$. 
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4.5 Summary of Chapters 2-4

Using tools of discrete calculus, in Chapters 2-4 we have developed a nearly complete mean-field theory of rigid, frictional, quasistatic granular materials in the plane. The basic variables in the theory are the stress tensor \( \hat{\sigma} \), the fabric tensors \( \hat{F} \) and \( \hat{G} \), the contact number \( \bar{z} \), the area fraction \( \phi \), the contact velocity \( w \), and the Cosserat strain rate \( \hat{\Gamma} \).

By linearity of Newton’s laws with stress, we can reintroduce gravity at the continuum level. We write \( g \) for the gravity vector, normalized to include density. The above variables are then related by Newton’s laws

\[
\begin{align*}
g &= \nabla \cdot \hat{\sigma} \\
0 &= \hat{\varepsilon} : \hat{\sigma},
\end{align*}
\]

the stress-geometry equation

\[
0 = \Delta (\hat{\delta} : (2P\hat{\delta} - \hat{\sigma})),
\]

the frictional rigid-contact constitutive laws

\[
0 = (\hat{\sigma} \cdot \hat{\Gamma}) : \hat{G} \hspace{1cm} (4.58)
\]

\[
0 = (\hat{\sigma} \cdot \hat{\Gamma}) : (\hat{M}_\pm \cdot \hat{G} \cdot \hat{\varepsilon}), \hspace{1cm} (4.59)
\]

the equations of geometric compatibility

\[
0 = \nabla \cdot (\hat{\varepsilon} \cdot \hat{\Gamma}) - \nabla \omega \hspace{1cm} (4.60)
\]

\[
0 = \nabla \cdot (-\hat{\delta} + \nabla w - \omega \hat{\varepsilon}), \hspace{1cm} (4.61)
\]

geometry evolution equations

\[
\begin{align*}
\frac{d\hat{F}}{dt} &= \frac{d\hat{F}}{dt} [\hat{F}, w, \bar{z}], \hspace{1cm} (4.62) \\
\frac{d\bar{z}}{dt} &= \frac{d\bar{z}}{dt} [w, \bar{z}, \hat{F}, \phi] \hspace{1cm} (4.63) \\
\frac{d\phi}{dt} &= -\phi \nabla \cdot w \hspace{1cm} (4.64)
\end{align*}
\]

and miscellaneous constitutive laws

\[
\begin{align*}
\hat{G} &= \frac{1}{\xi} \hat{\varepsilon}^T \cdot \hat{F} \cdot \hat{\varepsilon} \hspace{1cm} (4.65) \\
\omega &= -\frac{1}{2} \text{tr}(\nabla \times w) \hspace{1cm} (4.66) \\
\xi &= \sqrt{\text{tr}(\hat{F})} \hspace{1cm} (4.67) \\
\hat{M}_\pm &= \hat{\delta} \pm \frac{1}{\mu} \hat{\varepsilon}. \hspace{1cm} (4.68)
\end{align*}
\]
Admissible solutions are also constrained by inequalities

\[ \hat{G} : \hat{\Gamma} \geq 0 \]

\[ (\hat{G} \cdot \hat{M}_\pm) : \hat{\sigma} \geq 0. \] (4.69)

These equations can be simplified by writing \( \hat{\sigma} \) and \( \hat{\Gamma} \) in terms of potentials \( \psi \) and \( u \) as

\[ \hat{\sigma} = (g \cdot r) \hat{\delta} + \nabla \times \nabla \times \psi \] (4.70)

\[ \hat{\Gamma} = \frac{1}{2}(\nabla \omega)^T - \frac{1}{2} \nabla u. \] (4.71)

Written in this way, \( \hat{\sigma} \) and \( \hat{\Gamma} \) identically solve

\[ g = \nabla \cdot \hat{\sigma} \] (4.72)

\[ 0 = \varepsilon : \hat{\sigma} \] (4.73)

\[ 0 = \nabla \cdot (\hat{\Gamma} - \frac{1}{2}(\nabla \omega)^T - \frac{1}{2} \nabla \omega) \] (4.74)

and the remaining equation of geometric compatibility becomes

\[ \Delta(w - u) = 0. \] (4.75)

The primary physical ingredient which is presently missing is understanding of the contact opening and contact closing processes, which appear in \( d\hat{F}/dt \) and \( d\bar{z}/dt \). As a result, the system is not closed.

However, even if we were to specify phenomenological closures, it is not obvious how one would go about solving these equations, or whether it is possible to solve all equations simultaneously. To examine these issues, we synthesize the results of degree-of-freedom counting, presented in this Chapter and in the Introduction. We will assume that no further relations exist between the variables besides those implied by the above.

In the Introduction, we found that a granular material can support a load in mechanical equilibrium if \( \Delta \bar{z} \equiv \bar{z} - z_{iso} - n_s/2 \geq 0 \). If this is satisfied, we can write \( \hat{\sigma} \) in terms of \( \psi \) and the stress-geometry equation (4.57) must hold. If \( \Delta \bar{z} < 0 \), then mechanical equilibrium cannot hold on a generic geometry: if it holds at all, relations must exist between the grain positions and orientations, for example requiring that these lie on a lattice. Since we here assume that no such relations exist, we infer that the packing cannot support a nontrivial load. In the presence of inertia, we could have a kinetic stress \( \hat{\sigma} \neq 0 \), but in the quasistatic limit, we have \( \hat{\sigma} = 0 \). Thus, when \( \Delta \bar{z} < 0 \) the rigid-contact constitutive laws are trivially satisfied, independent of \( \hat{\Gamma} \). Note also that the Coulomb inequality is saturated.
In this Chapter, we counted generalized floppy modes, which are deformations that preserve the steric exclusions. For rigid grains, these are the only deformations possible. We found that the equations of geometric compatibility can be solved if $\Delta \bar{z} \leq 0$. If this is satisfied, $\hat{\Gamma}$ can be written in terms of $w$ and $u$, and (4.75) must hold. When $\Delta \bar{z} > 0$, deformations are not possible on a generic geometry: any deformation would involve elastic deformation of grains, which is forbidden with rigid grains. Thus we expect $\hat{\Gamma} = 0$ and $w = 0$, so that the contact constitutive laws are trivially satisfied, independent of $\hat{\sigma}$. In this case the steric exclusion inequality is saturated.

We also counted strict floppy modes, which are deformations which cost no energy. We found that these exist when $\bar{z} < z_{iso}$. This indicates that when $\bar{z} < z_{iso}$, a deformation which costs no energy could release any stress, and hence we expect $\hat{\sigma} = 0$, even if the packing is inertial.

The (generalized) isostatic line $\Delta \bar{z} = 0$ is marginal with respect both to mechanical equilibrium and geometric compatibility; indeed, these are closely related by duality, as discussed extensively by Moukarzel, Roux, and collaborators [Mou98, Rou00, CR00, Mou25, MTDT02]. Along the isostatic line, the packing can deform while supporting a load: it is a quasistatic fluid. For $\bar{z} > z_{iso}$, deformation requires sliding, which dissipates energy: the fluid is dissipative. At the special isostatic point $\bar{z} = z_{iso}$, $n_s = 0$, deformation is along strict floppy modes: this is Rivier’s dry fluid [Riv06, RARC+09].
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Figure 4.1: Phase diagram for rigid, quasistatic granular materials in the plane. The isostatic point is indicated by $I$. In the white region, we expect only inertial phases.

These results are summarized in the phase diagram of Figure 4.1. We find solid and gas phases, separated by the fluid/isostatic line and the isostatic point $I$. Note that when $\hat{\sigma} = 0$, sliding contacts do not give constraints, hence the gas
phase is along the line \( n_s = 0 \).

In the fluid phase, both \( \hat{\Gamma} \) and \( \hat{\sigma} \) are non-zero, in general, and all of the above equations need to be solved together. The 5 degrees-of-freedom in \( \psi \), \( w \), and \( u \) are constrained by the 3 scalar equations (4.57) and (4.58), and the vector equation (4.75). We will present some explicit solutions below, modulo the aforementioned uncertainty in the geometric evolution.

In the solid phase, \( \Delta \bar{z} > 0 \), the packing is static and the fabric is fixed: \( \hat{\Gamma} = 0 \), \( w = 0 \), and \( d\hat{F}/dt = 0 \). In this regime, we only need to solve the stress-geometry equation, subject to the Coulomb inequality. If the solution to a given boundary-value problem violates the Coulomb inequality, then the packing fails along the line \( (\hat{G} \cdot \bar{M}_{\pm}) : \hat{\sigma} = 0 \), for one of \( M_+ \) and \( M_- \). In the failed region, we expect that the packing is isostatic; here the full fluid equations need to be solved, subject to stress boundary conditions specified by the failure condition.

In the gas phase, \( \Delta \bar{z} < 0 \), the packing flows without stress. Since sliding contacts pose no constraints in this case, \( n_s = 0 \) and \( \hat{\Gamma} = 0 \). In this phase we need only solve the geometric compatibility condition (4.75), subject to the steric exclusion inequality. As mentioned above, the former is equivalent to the Navier-Cauchy equation of linear elasticity, for a material with zero shear modulus. If the solution to a given boundary-value problem violates the steric exclusion inequality, then a jamming transition occurs along the curve \( \hat{G} : \hat{\Gamma} = 0 \). In the condensed region, we expect that the packing is isostatic, and the full fluid equations need to be solved, subject to deformation boundary conditions specified by steric-exclusion.

Note that the unjamming and jamming transitions need not be the reverse of each other; in fact, hysteresis is expected because the transitions correspond to the saturation of different constraints.

Isostaticity is notable for several reasons: first, only at isostaticity are the contact constitutive laws nontrivial, and second, both the steric exclusion inequality and the Coulomb inequality are marginal when approaching isostaticity from the solid and gas phases, respectively. This suggests that the present model, like the critical state model of soil mechanics, can be put into the language of plasticity theory, where similar behaviour is found [Hil98, Woo90].

Finally, the absence of deformations in the solid phase suggests that this phase may be inaccessible to experiment. However, because contacts can be created by infinitesimal deformation, it is possible that real packings slowly creep into this phase without any visible macroscopic deformation; indeed, the finite stability of real frictional packings suggest that this is the case. Also, the finite stiffness of real grains allows deformations which are not floppy modes.
4.6 Homogeneous solutions

We now examine some solutions in the fluid phase, where the full system of equations needs to be solved. It is convenient to use Pauli matrices

\[ \hat{\varsigma}_1 \equiv \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}, \quad \hat{\varsigma}_2 \equiv \begin{pmatrix} 0 & -i \\ i & 0 \end{pmatrix}, \quad \hat{\varsigma}_3 \equiv \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}, \]

which satisfy

\[ \hat{\varsigma}_a \cdot \hat{\varsigma}_b = \delta_{ab} \hat{\delta} + i \epsilon_{abc} \hat{\varsigma}_c, \]

where \( \epsilon_{abc} \) is the 3D Levi-Civita symbol. We also have \( \det(\hat{\varsigma}_a) = -1 \), \( \text{tr}(\hat{\varsigma}_a) = 0 \).

We can decompose any 2-tensor in the plane in terms of Pauli matrices and the identity. We let

\[ \hat{\Gamma} = \Gamma_V \hat{\delta} + \gamma_a \hat{\varsigma}_a \]

(4.76)

\[ \hat{\sigma} = P(\hat{\delta} + \tau_a \hat{\varsigma}_a) \]

(4.77)

\[ \hat{G} = \frac{1}{2} \hat{\delta} + g_a \hat{\varsigma}_a, \]

(4.78)

with implied sums over \( a \). Symmetry of \( \hat{\sigma} \) and \( \hat{G} \) implies that \( \tau_2 = g_2 = 0 \). Substituting these relations into the contact constitutive laws (4.19) and (4.20) gives, after some algebra,

\[ 0 = \Gamma_V (1 + 2 \tau_a g_a) + 2i \gamma_2 (\tau_1 g_3 - \tau_3 g_1) + \gamma_1 (2 g_1 + \tau_1) + \gamma_3 (2 g_3 + \tau_3) \]

(4.79)

and

\[ 2 \Gamma_V (\tau_1 g_3 - \tau_3 g_1) + \gamma_1 (2 g_3 + \tau_3) + i \gamma_2 (1 - 2 \tau_1 g_1 - 2 \tau_3 g_3) - \gamma_3 (2 g_1 + \tau_1) \]

\[ = \pm \frac{2}{\mu} [\Gamma_V + \gamma_1 \tau_1 + \gamma_3 \tau_3]. \]

(4.80)

Using the identity \( \hat{\varepsilon} \cdot \hat{A} \cdot \hat{\varepsilon} = \hat{A}^T - \hat{\delta} \text{tr}(\hat{A}) \) and (4.65) we can check that

\[ \hat{F} : (2 \hat{P} \hat{\delta} - \hat{\sigma}) = \hat{F} : (\hat{\varepsilon} \cdot \hat{\sigma} \cdot \hat{\varepsilon}^T) \]

\[ = (\hat{\varepsilon}^T \cdot \hat{F} \cdot \hat{\varepsilon}) : \hat{\sigma} \]

\[ = \xi \hat{G} : \hat{\sigma}, \]

hence the stress-geometry equation is equivalent to

\[ 0 = \Delta(\xi \hat{G} : \hat{\sigma}) = 2 \Delta(\hat{P} \xi (\frac{1}{2} + g_1 \tau_1 + g_3 \tau_3)). \]

(4.81)
We can also write the Signorini and Coulomb inequalities in these variables. They are

\[ \begin{align*}
\hat{G} : \hat{\sigma} &= 2P\left( \frac{1}{2} + g_1 \tau_1 + g_3 \tau_3 \right) \geq 0 \quad (4.82) \\
\hat{G} : \hat{\Gamma} &= 2\left( \frac{1}{2} \Gamma_V + g_1 \gamma_1 + g_3 \gamma_3 \right) \geq 0 \quad (4.83) \\
(\hat{G} \cdot \hat{M}_\pm) : \hat{\sigma} &= 2P\left( \frac{1}{2} + \gamma_1 (g_1 \pm \frac{1}{\mu} g_3) + \gamma_3 (g_3 \mp \frac{1}{\mu} g_1) \right) \geq 0. \quad (4.84)
\end{align*} \]

We now want to write the equalities as partial differential equations in \( u \) and \( w \). To do so, from \((4.45)\) we simply compute

\[ 2\Gamma_V = \text{tr}(\hat{\Gamma}) = \frac{1}{2} \nabla \cdot (w - u) \quad (4.85) \]

\[ 2\gamma_1 = \xi_1^T : \hat{\Gamma} = \frac{1}{2} \partial_y (w_x - u_x) + \frac{1}{2} \partial_x (w_y - u_y) \quad (4.86) \]

\[ 2\gamma_2 = \xi_2^T : \hat{\Gamma} = \frac{1}{2} \partial_y (w_x + u_x) - \frac{1}{2} \partial_x (w_y + u_y) \quad (4.87) \]

\[ 2\gamma_3 = \xi_3^T : \hat{\Gamma} = \frac{1}{2} \partial_x (w_x - u_x) - \frac{1}{2} \partial_y (w_y - u_y), \quad (4.88) \]

omitting some intermediate steps. Substituting these into \((4.79), (4.80), \) and \((4.81)\) then gives 3 PDE’s in \( u, w, \) and \( \psi \), which are to be solved together with \( \Delta(w - u) = 0 \) and the inequalities \((4.82)\). Rather than pursuing an analytical general solution, we will look at the simplest case: the homogeneous solutions with \( \hat{\sigma}, \hat{G}, \nabla w \) and \( \nabla u \) constant. We will assume that \( \hat{G} \) is fixed and look for solutions as \( \hat{G} \) is varied. Note that for homogeneous stress and fabric, the stress-geometry equation is identically satisfied.

### 4.6.1 Simple shear flow

A natural flow problem is homogeneous shear flow \( w = (w_0 y, 0) \). It is easy to see that for any constant \( \hat{\Gamma} \), we can find a function \( u = (ax + by, cx + dy) \) that satisfies \( \Delta(w - u) = 0 \) and \( \hat{\Gamma} = \frac{1}{2}(\nabla w)^T - \frac{1}{2}u \). Hence \( w \) is irrelevant in determining the stresses: it only features in the equation \( d\hat{\Gamma}/dt = 0 \), which we are ignoring. This implies that we need boundary conditions on \( \hat{\Gamma} \).

Boundary conditions on slip velocity \( V^c \) can be applied to \( \hat{\Gamma} \) by considering \( n \cdot \hat{\Gamma} = n_c V \), which relates the mean relative velocity \( V \) across contacts oriented with contact normal \( n \) to \( \hat{\Gamma} \), with \( n_c \) the contact density in the direction \( n \). Under homogeneous shear flow we expect that when \( n = (0, 1) \), we have \( V = V_0(1, 0) \), and when \( n = (1, 0) \), we have \( V = V_1(0, -1) \); i.e. sliding is clockwise. We will assume that \( n_c \) has been absorbed into \( V_0 \) and \( V_1 \).

The slip velocities \( V_0 \) and \( V_1 \) will be similar in magnitude, but it is not obvious how they are precisely related; here we let \( V_1 = \beta V_0 \), where \( 0 \leq \beta \leq 1 \). Then \( \Gamma_V = \gamma_3 = 0, \gamma_1 = \frac{1}{2}V_0(1 - \beta), \) and \( i\gamma_2 = \frac{1}{2}V_0(1 + \beta) \). In steady simple shear flow,
it is observed that the fabric has principal axes at $\pi/4$ to the shear direction, so we let $g_3 = 0$ \cite{OK74}.

The solution to the constitutive laws is then

\begin{align}
\tau_1 &= \frac{4(\beta^2 + 1)\mu g_1}{-\mu + 2\mu\beta - \mu \beta^2 + 4g_1^2\mu + 8\mu g_1^2\beta + 4\mu \beta^2 g_1^2 + 4g_1 - 4\beta^2 g_1}, \quad (4.89) \\
\tau_3 &= -\frac{\mu \beta^2 - 4\beta^2 g_1 - \mu - 4g_1^2\mu + 8\beta g_1 + 4\mu \beta^2 g_1^2 - 4g_1}{-\mu + 2\mu\beta - \mu \beta^2 + 4g_1^2\mu + 8\mu g_1^2\beta + 4\mu \beta^2 g_1^2 + 4g_1 - 4\beta^2 g_1}. \quad (4.90)
\end{align}

Symmetry requires that the principal stress direction is at $\pi/4$ to the shear direction, and hence $\tau_3 = 0$, which is achieved for generic $\mu$ only when $\beta = 1$. The expression for $\tau_1$ then reduces to

$$\tau_1 = \frac{1}{2g_1}. \quad (4.91)$$

Surprisingly, this is independent of $\mu$. We notice that the solution saturates the steric exclusion inequality; this was previously noticed in simulations, and has been discussed in detail by Radjai and collaborators \cite{RDAR12}. In fact, given the earlier discussion of the dynamics in the gaseous phase, it should not be surprising: a fluid phase appears precisely when this inequality is saturated.

We also notice that the shear stress appear to diverge as the fabric becomes isotropic. Although we have no explanation for this phenomenon, we note that homogeneous shear flows are always observed with an anisotropic fabric, so these states may not be accessible \cite{RDAR12}.

### 4.6.2 Pure shear flow

Explicit numerical results on stress and fabric are available for pure shear flow, with $w = (v_x, -v_y)$ \cite{AR10, Kru10}. As above, we can always satisfy the geometric compatibility equations relating $w$ to $\hat{\Gamma}$, so that the latter must be constrained separately. By reflection symmetry of pure shear flow, $\hat{\Gamma}$ must take the form

$$\hat{\Gamma} = V_0 \begin{pmatrix} 1 & 0 \\ 0 & -\beta \end{pmatrix}, \quad (4.92)$$

where $V_0$ and $\beta$ are constants. Again, by symmetry, we must have $g_1 = \tau_1 = 0$. The constitutive laws then become

\begin{align}
0 &= (1 - \beta)(1 + 2\tau_3 g_3) + (1 + \beta)(2g_3 + \tau_3) \quad (4.93) \\
0 &= (1 - \beta) + (1 + \beta)\tau_3. \quad (4.94)
\end{align}
These imply $\tau_3 = (\beta - 1)/(\beta + 1)$ and $0 = g_3(1 - \tau_3^2)$. The latter equation indicates that either the fabric is isotropic, $g_3 = 0$, or one of the normal stresses vanishes, $\tau_3^2 = 1$. Neither of these conclusions are consistent with simulations: in pure shear, fabric anisotropy develops between compressive and expansive axes, and normal stresses are nonzero in both directions [AR10, Kru10]. This implies that either homogeneous solutions do not exist for pure shear, or that the mean-field assumptions leading to the contact constitutive laws are invalid, at least in this case. Future work should probe these questions.

4.6.3 Isotropic expansion

Another simple flow is isotropic expansion or compression, $\gamma_1 = \gamma_2 = \gamma_3 = 0$. We find that

$$-\frac{1}{2} = \tau_1 g_1 + \tau_2 g_3, \quad \tau_1 g_3 = \tau_3 g_1 \pm \frac{1}{\mu}.$$

The steric exclusion inequality requires that $\Gamma_V \geq 0$, i.e., only expansion is allowed. This is an expression of Reynolds’ dilatancy and a direct consequence of grain rigidity. We find that the Coulomb inequality becomes

$$\pm \frac{P}{\mu^2} \geq 0,$$

which must hold for both $\pm = +$ and $\pm = -$. This is only possible if $P = 0$, which means the solution is trivial. Physically, if we try to homogeneously expand a packing of rigid grains, it loses its ability to support a stress immediately; because grains lack cohesive forces, this is not surprising.

4.6.4 Conclusion

The simple solutions presented here satisfy the stress-geometry equation trivially, and because $\mathbf{w}$ can always be found which is compatible with the given $\hat{\Gamma}$, they offer little insight into the deformation equations. However, they show the importance of the steric exclusion and Coulomb inequalities in constraining solutions. The results qualitatively match with expectations from experiment, for simple shear and isotropic expansion, but not for pure shear.

As discussed above, the relation between the geometric variables $\hat{\Gamma}$, $\mathbf{w}$, $\hat{F}$, $\hat{G}$, $\bar{z}$, and $n_s$ is incomplete. Further investigation into the contact opening and contact closing processes is clearly an important direction for future work.
Chapter 5

Hyperstaticity

In the rigid limit, frictional granular materials are generically hyperstatic: for any given arrangement of grains, there is a family of solutions of contact forces which satisfy the constraints of mechanical equilibrium. As before, we consider a packing of \(N_{RG}\) force-bearing grains, touching at \(N_{RC} = N_{RG} \bar{z} / 2\) force-bearing contacts. Force and torque balance on each grain constrain contact forces to lie in a space of dimension

\[
H' = dN_{RC} - \frac{d(d+1)}{2} N_{RG}
\]
\[
= \frac{d}{2} N_{RG}(\bar{z} - z_{iso}), \quad (5.1)
\]

with \(z_{iso} = d + 1\). Sliding constraints further reduce the dimension of available contact force solutions to

\[
H = dN_{RC} - N_S - \frac{d(d+1)}{2} N_{RG}
\]
\[
= \frac{d}{2} N_{RG}(\bar{z} - 1/n_s - z_{iso}), \quad (5.2)
\]

where \(n_s = 2N_S / N_{RG}\).

In the Introduction we argued, on physical grounds, that granular materials should be close to generalized isostatic; equivalently, the degree of generalized hyperstaticity \(H\) should be small. But so long as \(\bar{z}\) is bounded away from \(\frac{1}{2} n_s + z_{iso}\), the dimension of available force configurations is extensive, and hence diverges in the macroscopic limit. It is not obvious that fluctuations in this large space do not play a role.

In the mean-field models of the previous Chapter, we did not take into account these fluctuations. Here and in Chapter 6, we will investigate the role of fluctuations using statistical mechanics. These Chapters are independent of Chapters 3 and 4, though we will use the tools developed in Chapter 2.

If fluctuations are important, macroscopic properties need to be determined by an ensemble average over all microscopically admissible states [Cha10, CRST12]. This requires knowing the appropriate phase space, and the frequency with which each state is visited. We address these points in turn. For simplicity, in Chapters 5 and 6 we will consider only packings of spheres or disks.
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5.1 Phase space

Subject to a transient external forcing, a frictional granular medium rapidly dissipation energy through friction and inelastic collisions and forms a static packing in metastable mechanical equilibrium. Hence the dynamics can be viewed as a process of energy dissipation. Due to grain stiffness, there are two widely separated energy scales associated with quasistatic dynamics.

Recall that for elastic grains of Young’s modulus $E$, subject to a pressure $P$, we define the stiffness number $\kappa = (E/P)^{2/3} \gg 1$, such that the typical deflection of a contact is $\delta = D/\kappa$, where $D$ is grain diameter. The energy needed to change a normal force by an amount on the order of its mean is $ED^3(\delta/D)^{5/2} = ED^3\kappa^{-5/2}$. At each contact, tangential forces are bound to normal forces by the Coulomb constraint $|f_T| \leq \mu f_N$. Normal force rearrangements will often lead to contact mobilization, and subsequent grain rotation will in turn adjust tangential forces. For spheres, grain rotation is sharply distinguished from centre-of-mass movement. As discussed in the previous chapter, grain movement near jamming is primarily perpendicular to contacts, which therefore need to be mobilized. Hence to move a grain by a distance on the order of its diameter requires an energy $|f_T|D \sim \mu PD^3$ in a jammed, frictional packing. The ratio of these energy scales is $1/(\mu\kappa) \ll 1$.

Since both grain rearrangement and force rearrangement are effected by grain movement, force configurations will be explored with a much greater frequency than geometrical configurations. Hence there are two time scales: a fast time scale, on which nearest-neighbour relationships are preserved and grains are fixed on grain-size length scales, and a slow time scale, on which the geometry evolves. On the fast time scale, the evolution is in an ensemble in which contacts can open and break, and contact forces can change $[\text{Bou02}, \text{SVvHvS04}]$. This separation of time scales has been explicitly observed in experiments $[\text{LDBB08}, \text{CBD12}]$.

Hence the dynamical variables are the contact forces $f = \{f^c\}$ and the status (open/closed) of each contact. For each choice of closed contacts, $\mathcal{T}$, the phase space is $\mathcal{O}(\mathcal{T})$, the space of contact force configurations which satisfies Newton’s laws on each force-bearing grain and the Coulomb inequality at each force-bearing contact. $\mathcal{O}$ has dimension $H'$.

We will consider separately the dynamics of opening and closing contacts, and that of contact force evolution on a fixed contact network. Initially, we consider

---

1Near jamming, non-spherical grains have rotational modes primarily involving grain rolling, whose energies are intermediate between translational modes and normal force rearrangement. The present argument needs refinement in this case.

2In a frictionless packing, grain movement is hindered by random inelastic collisions, but the energy needed to overcome these depends strongly on the local geometry.
the latter. For each $c$, the Coulomb inequality for $c$ defines a convex set $\mathcal{V}^c$ in $d$ dimensions. $\mathcal{O}$ is the intersection of this family with the subspace satisfying Newton’s laws. The geometry of $\mathcal{O}$ provides basic constraints on the dynamics. As shown by Unger et al [UKW05], $\mathcal{O}$ is convex: Consider any two solutions to Newton’s laws and the Coulomb inequality, $f_1 = \{f^1_c\}$ and $f_2 = \{f^2_c\}$. $\mathcal{O}$ is convex if every point on the straight line between them is also a solution. Let $f = f_1 + \lambda(f_2 - f_1)$, with $0 \leq \lambda \leq 1$. By linearity, $f$ solves Newton’s laws. For each $c$, $\mathcal{V}^c$ is convex, hence each $f^c$ lies in these convex sets. The field $f$ thus lies in the intersection of all the $\mathcal{V}^c$, hence $f$ lies in $\mathcal{O}$.

Convexity is important because it is impossible to get lost in a convex space. Roughly speaking, if states within a convex space have a similar a priori probability of being visited, then one expects that the states are actually visited with this probability, even in the limit of an infinite system; i.e., no glass transition takes place in which ergodicity is broken and the dynamics becomes stuck in a subset of phase space.

However, we have so far neglected the presence of sliding contacts. The latter correspond to saturation of the Coulomb inequality. Since the Coulomb inequality delineates the boundary of $\mathcal{O}$, if $N_S$ contacts are sliding, then configurations lie on a subset of the boundary of $\mathcal{O}$, with dimension $H = H' - N_S$. It is easy to see that the boundary of a single Coulomb cone is not convex, hence a glass transition is possible if a certain number of contacts are forced to be sliding. However, under the rigid-grain dynamics discussed in Chapter 4, (4.11), the direction of sliding is fixed once sliding commences. The subset of the Coulomb cone with a given sliding direction is convex, hence if we specify the direction of sliding at each contact, then phase space is convex.

Consider a horizontal layer of compacted granular material, initially with no contacts sliding. We slowly tilt the layer under gravity, inducing a shear stress on the packing. We assume the aforementioned separation of time scales so that the forces can be considered evolving on a fixed geometry. Then as the shear stress is increased, the force network is explored, with tangential forces increasing to support the load. This will lead to saturation of the Coulomb constraint, and hence sliding, at some contacts. Eventually the packing fails and flow is induced. This process can be viewed as a hierarchical shrinking of phase space: each time a Coulomb constraint is saturated, force networks are restricted to a subset of one fewer dimension. Since the direction of sliding at each contact is not expected to change during this process, phase space remains convex throughout. One then expects failure when the phase space becomes zero-dimensional, i.e., when generalized isostaticity is reached. The proposal that failure corresponds to generalized isostaticity was previously advanced by Wyart, who used the hypothesis to deduce the dependence of a horizontal layer’s avalanche angle on its
thickness, finding good agreement with experiments [Wya09].

We conclude that the relevant phase spaces for quasistatic dynamics are $\mathcal{T}$ and $\mathcal{O}(\mathcal{T})$, with dynamical variables $f$ and the status (open/closed) of each contact. Moreover, so long as sliding directions are maintained during the dynamics, then contact forces evolve within a convex space, and we expect force configurations to be ergodically explored.

5.2 Measure

For each $\mathcal{T}$, quasistatic force configurations necessarily lie in the space $\mathcal{O}(\mathcal{T})$, and in fact they will generically be on the boundary of $\mathcal{O}(\mathcal{T})$. However, we do not know the frequency with which each state is visited. This frequency, or equivalently, the measure on phase space with which we take ensemble averages, must either be postulated phenomenologically, or derived from the governing equations of motion [Kur00].

It is helpful to compare the situation with usual Hamiltonian mechanics. There, the dynamical variables $q$ and $p$ evolve under a dynamics that conserves energy $E$. The Hamiltonian structure of the equations of motion can be used to show that the dynamics preserves the canonical measure $\exp(-\beta H(q,p))$, where $H$ is the Hamiltonian function, and $\beta$ a constant (Liouville’s theorem).

For a general dissipative dynamics, as applies to granular materials, there is no known measure which is preserved by the dynamics [Kur00]. Recent work has set constraints on possible measures of nonequilibrium steady states in dissipative systems, but these are yet to be applied to granular materials [HS01, Kur05, PEKK12]. So we must proceed phenomenologically.

5.2.1 Edwards’ approach

Let us first consider approaches which appear in the literature. More than 20 years ago, Edwards proposed that static granular materials can be described by an ensemble over all mechanically stable configurations of rigid grains that fill a certain volume $V$ [EO89]. Later, it was realized that the macroscopic stress $\sigma$ can also be imposed independently of $V$, hence the full microcanonical Edwards ensemble considers all configurations of grain positions and orientations that fill $V$, as well as contact forces that support $\sigma$ [Edw05]. Edwards proposed that each such configuration in mechanical equilibrium be considered with equal probability.

\footnote{Of course, $\beta = 1/(k_B T)$ in terms of Boltzmann’s constant $k_B$ and temperature $T$.}
Hence the microcanonical Edwards probability density is

\[ P_{mc}(r, \omega, f) = \frac{1}{Z_{mc}} \delta(V - V[r, \omega]) \delta(\hat{\sigma} - \hat{\sigma}[r, f]) \Theta[r, \omega, f], \]  

(5.3)

where \( \delta(\cdot) \) is a Dirac delta-function, \( \Theta \) is a function which evaluates to unity if the configuration is in mechanical equilibrium, and zero otherwise, and \( Z_{mc} \) is a normalization constant. In Edwards’ approach, the configuration space is much larger than \( \mathcal{O} \), since it considers all possible geometric configurations in addition to force configurations.

The expected value of any macroscopic observable \( A(V, \hat{\sigma}) \) can be computed within this ensemble as

\[ \langle A \rangle = \int \mathcal{D}r \int \mathcal{D}\omega \int \mathcal{D}f \ A[r, \omega, f] \ P_{mc}(r, \omega, f), \]

where \( \mathcal{D}r \) is shorthand for integration over all \( r^6 \). Inserting \( 1 = \int d\hat{\sigma} \delta(\hat{\sigma} - \hat{\sigma}) \) and \( 1 = \int dV \delta(V - \hat{V}) \) into this expression, we find

\[ \langle A \rangle = \frac{1}{Z_{mc}} \int d\sigma \int dV A(\hat{V}, \sigma) \ e^{S(\hat{V}, \sigma)}, \]

with

\[ S(\hat{V}, \sigma) = \log \left[ \int \mathcal{D}r \int \mathcal{D}\omega \int \mathcal{D}f \ \delta(\hat{\sigma} - \hat{\sigma}[r, f]) \delta(V - V[r, \omega]) \Theta[r, \omega, f] \right] \]

the microcanonical entropy. As in usual Hamiltonian mechanics, the microcanonical entropy is extremely difficult to compute, because of the \( \delta \)-functions imposing the macroscopic constraints. Moreover, this is exacerbated by the complexity of \( \Theta \), to which we will return later.

It is therefore natural to pass to a canonical ensemble in which fixed macroscopic observables \( V \) and \( \hat{\sigma} \) are replaced by fixed temperature-like variables compactivity \( X = (\partial S/\partial V)^{-1} \) and angoricity \( \hat{\mathbf{A}} = V(\partial S/\partial \hat{\sigma})^{-1} \) [Edw05]. Note that angoricity is a tensor. Given the validity of a microcanonical ensemble, the justification for the canonical ensemble is standard and discussed in, for example, [BDD06, HC09]. The canonical Edwards probability density is

\[ P_c(r, \omega, f) = \frac{1}{Z_c} e^{-V[r, \omega]/X - V \hat{\sigma}[r, f]} \ \Theta[r, \omega, f], \]

(5.4)

where \( \hat{\mathbf{A}} = \hat{\mathbf{A}}^{-1} \).

The canonical form of the probability density implies relationships between the mean values and fluctuations of \( V \) and \( \hat{\sigma} \), which can be used to test the...
validity of (5.4) [MK02, HOC07, MRDR+09]. Numerical simulations suggest that for frictionless packings, fluctuations of stress indeed have the canonical form indicated in (5.4), but tests of the volume fluctuations have been less conclusive [MK02, HOC07, MRDR+09]. Recently, both volume and stress dependence of (5.4) has been indirectly tested with two-dimensional experiments [PD12]. These authors found that the stress fluctuations follow (5.4), but the volume fluctuations do not.

For small systems, it is possible to explicitly enumerate all the possible mechanically stable microstates and measure the frequency with which these states are accessed, for a given preparation protocol. This has been attempted for packings of frictionless disks, for \( N \leq 100 \), in constant volume experiments and simulations [ABOS12, GBO06, GBOS09]. These authors found that microstates were accessed with a frequency that was far from uniform, suggesting that (5.3) is incorrect: more variables are needed to characterize the macroscopic properties of these granular systems.

Because of these conflicting results, and because (5.4) lacks a microscopic justification, it has remained controversial. Despite obvious successes [MK02, HOC07], strict tests have also shown violations of (5.4), particularly in the behaviour of geometric observables [BKLS00, PD12, PF12]. Moreover, analytical calculations which could clarify these issues are intractable due to the complexity of (5.4)\(^4\).

Here we therefore consider a simpler ensemble, motivated by the aforementioned energy argument.

### 5.2.2 Force Network Ensemble

We have argued above that for nearly rigid grains, there is a separation of time scales between evolution of the forces and evolution of the geometry. Hence it is not entirely surprising that stress may equilibrate, in the sense of following (5.4), while volume does not. Here we therefore consider a restricted Edwards ensemble in which the geometry, and hence \( V \), is fixed. The restriction of the Edwards ensemble to force configurations on a strictly fixed contact network is known as the Force Network Ensemble [SVvHvS04, TV10, TVEvS08, TSVvH10].

However, because contacts can open and close with an infinitesimal amount of energy, it is more physically relevant to consider an enlarged Force Network Ensemble (eFNE) in which a contact network of potential contacts is fixed, and one considers all the possible configurations of closed contacts, \( \mathcal{T} \). The natural

\(^4\)However, see [HC05] where the partition function is calculated at isostaticity in the related stress ensemble, obtained from (5.4) in the limit \( X \to \infty \).
generalization of the canonical measure (5.4) to this case is
\[ P_{eq}(\mathcal{T}, f) = \frac{1}{Z} \lambda^{N_{RC}} e^{-V_\hat{\alpha}[\hat{\sigma}][f]} \Theta[\mathcal{T}, f], \tag{5.5} \]
where \( \lambda \) is a contact potential which governs the strength of fluctuations in contact number, analogous to a chemical potential in thermal statistical mechanics. Here we suppress dependence on the geometry, which is hidden in \( \Theta \) and \( \hat{\sigma} \). Explicitly,
\[ \Theta[\mathcal{T}, f] = \prod_g \left[ \delta \left( \sum_{c \in C^g} f^c_g \right) \delta \left( \sum_{c \in C^g} r^c \times f^c_g \right) \right] \prod_c \Theta \left( f^c_N - \frac{1}{\mu} |f^c_T| \right) \equiv \delta_{FB}[f] \delta_{TB}[f] \Theta_C[\mathcal{T}, f], \tag{5.6} \]
where in the final step we have collected contributions from force balance, torque balance, and the Coulomb inequality. The normalization constant in (5.5) is the partition function
\[ Z = \sum_{\mathcal{T}} \lambda^{N_{RC}} \int_{\mathcal{D}f} e^{-V_\hat{\alpha}[\hat{\sigma}][f]} \Theta[\mathcal{T}, f], \tag{5.7} \]
where \( \int_{\mathcal{D}f} \equiv \prod_{c \in RC} \int d f^c \), and \( \sum_{\mathcal{T}} \) is a sum over all topologies of the contact network, given the potential contact network. Equivalently, this sums over all choices of real contacts.

In the next Chapter, we will present a model to compute \( Z \), from which we can determine the thermodynamic properties of (5.5). We now establish some basic properties of (5.5).

5.3 Properties of the enlarged Force Network Ensemble

5.3.1 Contact potential

It is clear from the expression for \( Z \) that \( \lambda \) is necessary for dimensional homogeneity. By defining an elementary phase space volume, it plays a role very similar to \( \hbar \) in classical statistical mechanics. Indeed, we can write
\[ \sqrt{\lambda}^{3N_{RC}} Z = \sum_{\mathcal{T}} \int_{\mathcal{D}(\sqrt{\lambda}f)} e^{-V_{\sqrt{\lambda}\hat{\alpha}}[\sqrt{\lambda}\hat{\sigma}][\sqrt{\lambda}f]} \Theta[\sqrt{\lambda}f], \tag{5.8} \]
where all forces in the right-hand side now appear in the dimensionless combination \( \sqrt{\lambda} f \). One can consider \( \sqrt{\lambda} \) as the dimensional weight assigned to each real contact, per unit force. It has units of inverse force.
Note that equation (5.8) implies the scaling property
\[ Z(\hat{\alpha}, \lambda) = \frac{1}{\sqrt{\lambda^{3N_{RG}}}} Z(\hat{\alpha}/\sqrt{\lambda}, 1). \] (5.9)

5.3.2 Variational principles

The canonical probability distribution (5.5) has the Gibbs form and therefore satisfies the variational principles associated with this distribution [Par88]. For any probability distribution \( P \), we define its configurational entropy \( S[P] = -\langle \log(P) \rangle_P \), where \( \langle \rangle_P \) denotes an average taken with respect to \( P \). Then, of all normalized \( P \) restricted to \( C^5 \) for which \( \langle \hat{\sigma} \rangle_P = \bar{\sigma} \) and \( \langle N_{RC} \rangle_P = \bar{N}_{RC} \), we have
\[ S[P_{eq}] \geq S[P], \] (5.10)
where the constraints on \( \langle \hat{\sigma} \rangle \) and \( \langle N_{RC} \rangle \) fix the Lagrange multipliers \( \hat{\alpha} \) and \( \lambda \). The Legendre transform of \( S \) with respect to \( \hat{\alpha} \) and \( -\log \lambda \) is the free energy functional
\[ F[P] = -\log(\lambda) \langle N_{RC} \rangle + \hat{\alpha} : \langle V \hat{\sigma} \rangle_P - S[P], \] (5.11)
which satisfies the variational principle
\[ F[P_{eq}] \leq F[P], \] (5.12)
where the variation is taken over all normalized \( P \) restricted to \( O \). One can easily compute the standard relations
\[ F \equiv F[P_{eq}] = -\log(Z) \] (5.13)
and
\[ \langle \hat{\sigma} \rangle = \frac{1}{V} \frac{\partial F}{\partial \hat{\alpha}}, \quad \hat{\alpha} = \frac{1}{V} \frac{\partial S}{\partial \langle \hat{\sigma} \rangle}, \]
\[ \langle N_{RC} \rangle = -\lambda \frac{\partial F}{\partial \lambda}, \quad -\log \lambda = \frac{\partial S}{\partial \langle N_{RC} \rangle} \] (5.14)
where \( S = S[P_{eq}] \), and \( \langle \rangle \) denotes an ensemble average taken with respect to \( P_{eq} \).

\(^5\)Meaning that, for each \( T \), force configurations lie in \( O(T) \).
5.3.3 Microcanonical v.s. Canonical Ensembles

Let us establish the relationship between the canonical and microcanonical ensembles. Inserting
\[ 1 = \int d\sigma \delta(\hat{\sigma} - \bar{\sigma}) \] and
\[ 1 = \sum_{\bar{N}_{RC}} \delta_{\bar{N}_{RC}, N_{RC}(T)} \] into (5.7), we find
\[
Z = \sum_{\bar{N}_{RC}} \lambda^{N_{RC}} \int d\sigma e^{-\hat{\alpha} \cdot \sigma} \sum_{T} \delta_{\bar{N}_{RC}, N_{RC}(T)} \int \mathcal{D} f \delta(\hat{f}[f] - \bar{\sigma}) \Theta[f]
\]
\[ = \sum_{\bar{N}_{RC}} \lambda^{N_{RC}} \int d\sigma e^{-\hat{\alpha} \cdot \sigma} e^{S_{mc}(\hat{\sigma}, \bar{N}_{RC})}, \tag{5.15} \]
where
\[ S_{mc}(\hat{\sigma}, \bar{N}_{RC}) = \log \left[ \sum_{T} \delta_{\bar{N}_{RC}, N_{RC}(T)} \int \mathcal{D} f \delta(\hat{f}[f] - \bar{\sigma}) \Theta[f] \right] \tag{5.16} \]
is the entropy of the micro-canonical eFNE corresponding to fixed stress \( \hat{\sigma} \) and fixed contact number \( \bar{N}_{RC} \). In the thermodynamic limit, (5.15) is dominated by its saddle-point contribution \( (\hat{\sigma}_0, N_0) \), satisfying
\[
\hat{\alpha} = \left. \frac{1}{V} \frac{\partial S_{mc}}{\partial \sigma} \right|_{\sigma = \hat{\sigma}_0, \bar{N}_{RC} = N_0} \tag{5.17}
\]
and
\[
- \log \lambda = \left. \frac{\partial S_{mc}}{\partial \bar{N}_{RC}} \right|_{\sigma = \hat{\sigma}_0, \bar{N}_{RC} = N_0} \tag{5.18}
\]
In this limit,
\[ F = - \log Z = -N_0 \log \lambda + \hat{\alpha} : V \hat{\sigma}_0 - S_{mc}(\hat{\sigma}_0, N_0) + O(\log S_{mc}''), \tag{5.19} \]
hence
\[
\hat{\sigma}_0 = \frac{1}{V} \left. \frac{\partial F}{\partial \hat{\sigma}} \right|_{\hat{\sigma}} = \langle \hat{\sigma} \rangle, \quad N_0 = - \left. \frac{\partial F}{\partial \log \lambda} \right|_{\log \lambda} = \langle N_{RC} \rangle \tag{5.20}
\]
and
\[ S_{mc} = S[\mathbb{P}_{eq}], \tag{5.21} \]
establishing equivalence of the canonical and micro-canonical ensembles in the thermodynamic limit. The notable point of the above manipulations is (5.16), which shows that the entropy is simply the logarithm of the volume of configuration space on the shell \( \hat{f}[f] = \hat{\sigma}, N_{RC}(T) = \bar{N}_{RC} \). Hence, computing \( Z \) is equivalent to knowing the geometry of \( \mathcal{O}(T) \) as \( \hat{\sigma} \) and \( \bar{N}_{RC} \) are varied. Before presenting a model for \( Z \), we therefore examine some simple properties of \( \mathcal{O} \), and hence of \( S_{mc} \).
5.3.4 Scaling

In the special case of constant contact number, the linearity of Newton’s laws allows us to extract the dependence of $S$ on the pressure $P$. Consider

$$S_{FNE}(\hat{\sigma}) = \log \left[ \int Df \delta(\hat{\sigma}[f] - \bar{\sigma}) \Theta[f] \right],$$

(5.22)

the entropy of the Force Network Ensemble on a strictly fixed contact network. Making a change of coordinates in (5.22) to $\bar{\sigma} = k \hat{\sigma}'$, it is easy to show that

$$S_{FNE}(k \hat{\sigma}') = \left( \frac{1}{2} N_{RG} d \Delta z - d^2 \right) \log(k) + S_{FNE}(\hat{\sigma}')$$

(5.23)

where $\Delta z = \bar{z} - (d + 1)$. If we set $k = P$ then $\hat{\sigma}'$ has unit pressure. This can also be used to obtain the isotropic equation of state in the FNE. We write

$$\hat{\alpha} = \alpha(\hat{\delta} + \hat{\eta}),$$

(5.24)

where $\hat{\eta}$ is symmetric and $\text{Tr} \hat{\eta} = 0$. Using (5.23) with $k = 1/\alpha$, we find

$$Z_{FNE}(\alpha, \hat{\eta}) = \alpha^{-N_{RG} d \Delta z / 2} \int d\sigma e^{-\langle \hat{\delta} + \hat{\eta} \rangle_{V} \sigma} e^{S_{FNE}(\sigma)},$$

(5.25)

hence

$$\langle P \rangle = \frac{1}{d} \text{Tr}(\hat{\sigma})$$

$$= \frac{1}{dV} \left( \frac{\partial F_{FNE}}{\partial \alpha} + \frac{1}{\alpha} \sum_{i} \frac{\partial F_{FNE}}{\partial \eta_{ii}} \right).$$

(5.26)

The tensor $\partial F_{FNE}/\partial \hat{\eta}$ is function of $\hat{\eta}$. On an isotropic geometry, we can only form tensors from $\hat{\delta}$ and $\hat{\eta}$, hence its most general form is

$$\partial F_{FNE}/\partial \hat{\eta} = f(I_1, I_2, \ldots, I_d) \hat{\delta} + g(I_1, I_2, \ldots, I_d) \hat{\eta},$$

(5.27)

where $I_n$ is the $n^{th}$ invariant of the tensor $\hat{\eta}$, and $f$ and $g$ are unknown functions. Under reflection symmetry $r \rightarrow -r$, we have $F \rightarrow F$, $I_n \rightarrow (-1)^n I_n$, and $\hat{\eta} \rightarrow -\hat{\eta}$, which implies that odd-$n$ invariants must appear in ratios in $f$ and $g$, e.g. $I_1/I_3$, etc. Since $I_1 = \text{Tr} \hat{\eta} = 0$, in $d = 2$ and $d = 3$ this implies that $f$ and $g$ are functions of $I_2$ only. When subject to isotropic forcing ($\hat{\eta} = 0$), there is no physical difference between shear in $+\nu$ and $-\nu$ directions, and hence under $\hat{\eta} \rightarrow -\hat{\eta}$, we have $F \rightarrow F$. This implies $f(I_2)|_{\hat{\eta}=0} = f(0) = 0$. Hence $\partial F_{FNE}/\partial \hat{\eta}|_{\hat{\eta}=0} = 0$. 
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Using $F = -\log Z$ we find

$$\alpha \langle P \rangle = \frac{N_{\text{RG}} \Delta z}{2V}, \quad (5.28)$$

which is the isotropic equation of state in the Force Network Ensemble [TV11]. In physical systems, where contacts can open and close, the equation of state is no longer a consequence of scale invariance. In the next Chapter, we will generalize (5.28).

### 5.4 A note on percolation

The statistical mechanical approaches to understanding rigidity in a granular material discussed in this Chapter derive from the work of Edwards, and are not closely connected to models commonly appearing in the statistical mechanics literature. A separate thread of work has attempted to understand the rigidity of amorphous solids as a percolation phenomenon, aiming to draw on the large body of knowledge on the latter [GRH+90, MD95, JT95, JT96, Mou98]. More precisely, links have been drawn between granular materials and rigidity percolation, in which one considers a regular lattice of springs, diluted at random with a probability $p$, i.e., each spring is present with probability $1-p$. In the thermodynamic limit, at a critical $p = p_c$, the network of springs gains rigidity. The critical network is a fractal object, with structure at all scales [MD95].

However, in a granular material at the onset of rigidity, the contact network is not a fractal object [Mou98]. Moukarzel has suggested that the critical difference between networks of springs and granular materials is that the former contain a large number of redundant bonds [Mou98]. As discussed in the Introduction, in granular materials, the constraint that contact forces are repulsive leads to the removal of redundant contacts as the pressure decreases towards zero, i.e., as the onset of rigidity is approached. Hence the contact network of a granular material at the onset of rigidity does not resemble a critical percolation cluster.

More recently, a link to percolation has been drawn using not the contact network itself, but the network formed by considering contacts carrying normal forces larger than a threshold $f$ [OSN06]. In general, the resulting network consists of a number of disconnected clusters, separated by 'weak' contacts carrying forces smaller than $f$. There is a critical threshold $f_c$ such that when $f > f_c$, no cluster spans the system, but when $f < f_c$, almost all of the selected contacts belong to the same cluster. Around the critical $f = f_c$, the statistics of force network clusters display system-size scaling, exactly as in conventional percolation. Moreover, universality is found: variations in friction, polydispersity, and crystallization of the contact network do not affect the associated scaling exponents.
Although these scaling properties of the force networks are related to our statistical mechanical approach, we will not pursue this connection further. We leave this for future work.
Chapter 6

Mean-field Theory of Hyperstatic Packings

Figure 6.1: Frame of a polydisperse packing undergoing simple shear. Line thickness is proportional to the normal force.

As discussed in the previous Chapter, in the rigid limit there is a separation of time scales between evolution of the geometry and evolution of the contact forces. This motivates a statistical mechanics in which the geometry is fixed on grain-size length scale, and only the contact forces fluctuate. In this Chapter we
present a mean-field theory for such a scenario, in two dimensions. Our main goal is the computation of the enlarged Force Network Ensemble partition function $Z$, from which we can derive the macroscopic properties of the system. The complexity of this task means that numerous mean-field approximations will be necessary; although physically motivated these are often crude. Nevertheless, we will be able to explain one ubiquitous phenomenon of stress distribution in granular packings: at mesoscopic scales, it is highly heterogeneous. A glance at the contact forces in a numerical simulation, reproduced in Figure 6.1, reveals the existence of filamentary force-carrying structures, known as force chains. These are observed in numerical simulations and experiments, but so far are without an accepted theoretical explanation [RWJM98, MB05, MSLB07]. We will see that force chains can be explained as a result of an entropic instability: there are simply more force configurations with a heterogeneous distribution of stress than without.

We consider as fixed a contact network of potential contacts, called the slow geometry. The $N_{GC}$ potential contacts are what are measured geometrically: they correspond to grains which are touching, or grains which could touch by an infinitesimal movement. We ignore the geometrical change associated with contact opening and closing, since this is infinitesimal. In general, the set of $N_{RC}$ contacts which bear a non-zero force is a subset of the potential contacts. All lengths and areas are fixed, and the dynamics explores different topologies of the potential contact network, as well as the space of contact force configurations on each contact network.

In this Chapter, we do not deal with the evolution of the slow geometry, but instead suppose that its statistical properties are known. To obtain macroscopic stress-transmission properties, we integrate over all mechanically equilibrated microscopic force configurations consistent with macroscopic constraints. As discussed in the previous Chapter, we consider a canonical distribution

$$
\mathbb{P}_{eq}(f) = \frac{1}{Z} \lambda^{N_{RC}} e^{-\lambda \hat{\sigma} \Theta[f] \Theta[f]}, \quad (6.1)
$$

where volume $V$ has been replaced by area $A$ in two dimensions, and

$$
\Theta[f] = \prod_y \left[ \delta \left( \sum_{c \in C^g} f^c_y \right) \delta \left( \sum_{c \in C^g} r^c \times f^c_y \right) \right] \prod_c \Theta \left( f^c_N - \frac{1}{\mu} |f^c_T| \right)
$$

$$
\equiv \delta_{FB}[f] \delta_{TB}[f] \Theta_C[f]. \quad (6.2)
$$

In the work of Makse and collaborators, the contact number measured from the potential contacts is called the geometrical contact number, while that measured from the real contacts is called the mechanical contact number [SWM08].
The normalization constant in (6.1) is the partition function

$$Z = \sum_{\mathcal{T}} \lambda^{N_{RC}} \int \mathcal{D} f \; e^{-\lambda \mathcal{A}[f]} \Theta[f],$$  \hspace{1cm} (6.3)

where $\int \mathcal{D} f \equiv \prod_{c \in RC} \int df^c$, and $\sum_{\mathcal{T}}$ is a sum over all topologies of the contact network, given the potential contact network.

Because (6.1) has the canonical form, macroscopic properties are computed from derivatives of the free energy $F = -\log Z$. Hence our main goal is computation of $Z$, in the mean-field approximation. The reader who is not interested in the details of the computation can skip to section 6.5 where we present the result for $F$.

### 6.1 Gauge fields

From the perspective of statistical mechanics, force and torque balance are interactions that are implicitly specified by Newton’s laws. In their original form, they make evaluation of (6.3) extremely difficult. In Chapter 2, we showed how these constraints can be satisfied identically by the introduction of $\rho = \{\rho^t\}$ and $\psi = \{\psi^c\}$. For each grain $g$, the loop forces $\rho$ and stress function $\psi$ satisfy, in an exact discrete calculus, the relations

$$\mathbf{\hat{\sigma}}^g = (\nabla \times \rho)^g = (\nabla \times \nabla \times \psi)^g.$$  \hspace{1cm} (6.4)

Here we will use the extrinsic formulation of Chapter 2, based on the Voronoi tessellation and the Delaunay triangulation (Figure 2.1). The latter divides the packing into triangles $t$, whose edges are the contact vectors $\ell^c$. In addition to real contacts, these include virtual contacts, which connect grains which are geometrical neighbours, but not touching. In what follows, the real contacts $RC$ and virtual contacts $VC$ will play complementary roles.

Explicitly, the contact force at $c$ exerted on grain $g$ can be written

$$f^c_g = \rho^{t^-} - \rho^{t^+},$$  \hspace{1cm} (6.5)

in terms of the loop forces on the Delaunay triangles adjacent to $c$. Each loop force $\rho^t$ is written in terms of the stress function at neighbouring contacts as

$$\rho^t = (\nabla \times \psi)^t = -\frac{1}{A^t} \sum_{c \in C^t} \ell^c_t \psi^c,$$  \hspace{1cm} (6.6)

where $A^t$ is the area of the triangle $t$, and the $\ell^c_t$ circulate anticlockwise around the triangle. In this formulation, we treat real and virtual contacts on the same
footing, so to obtain physical force configurations we must explicitly require that virtual contacts carry no force, which is equivalent to requiring that loop forces are constant within the loops of the packing. Therefore, for each loop $\ell$,

$$\rho^\ell = (\nabla \times \psi)^\ell = -\frac{1}{A_\ell} \sum_{c \in RC^\ell} \ell^c \psi^c, \quad (6.7)$$

where the sum is over the real contacts around the loop.

The expressions for $f[\rho]$ and $f[\psi]$ indicate explicitly how force and torque balance cause $\rho$ and $\psi$ to interact. In the new variables Newton’s laws do not appear in $\Theta$. In two dimensions, $\Theta$ is a product of three terms. The first term, $\delta_G$, chooses a gauge. The second term is

$$\delta[f|_{VC}] = \prod_{c \in VC} \delta(f^c),$$

which ensures that virtual contacts carry no force. In terms of $\psi$, $\delta[f|_{VC}]$ requires that $\psi$ varies linearly across loops. Finally, $\Theta_C$ is the Coulomb constraint at the contacts, discussed above. In terms of these variables, the partition function can be written

$$Z = \sum_T \lambda^{N_{RC}} J \int D\psi \ e^{-A\hat{\alpha} \cdot \hat{\sigma}} \delta_G \delta[f|_{VC}] \Theta_C. \quad (6.8)$$

The Jacobian of the change of variables, $J$, depends only on the geometry and hence factors out of the integrals. As shown in Appendix 1 up to an irrelevant factor which depends only on the slow geometry, it is exactly $N_{ST}^2$, the square of the number of spanning trees in the contact network. The latter is exponential in the system size, $N_{ST} = e^{qN_{RC}}$, with $q$ dependent on the connectivity of the contact network. We will suppose that $q$ is a constant in the thermodynamic limit.

Recalling the geometric formulation of Chapter 3, the partition function (6.8) has a simple geometric interpretation: it sums over all continuous triangulated surfaces which are flat on the interior of loops and satisfy the Coulomb inequality at each vertex. The Boltzmann factor $e^{-A\hat{\alpha} \cdot \hat{\sigma}}$ weights these surfaces by their curvature, while the contact potential $\lambda^{N_{RC}}$ weights them by the number of vertices where curvature is allowed. Recalling that the normal to the surface $(\psi, r)$ on loop $\ell$ is $(1, \rho^\ell)$, we see that the difference in normals across a vertex is exactly $(0, f^c)$. Hence the Coulomb inequality $|f^c_T| \leq \mu f^c_N$ is a constraint on the curvature of the surface. In the frictionless limit, it corresponds exactly to convexity of the surface. With a finite coefficient of friction, a finite amount of twisting curvature is allowed at each vertex.
Sums over random surfaces have been studied by theoretical physicists since the early 1980’s, as models for quantum gravity [Dav85, ADF85]. If (6.8) did not contain the Coulomb inequality, it would be equivalent to one of these theories, with the dependence of $Z$ on $\lambda$ related to the so-called string susceptibility exponent. It was found that in the thermodynamic limit, the sum over surfaces is dominated by surfaces with infinite fractal (Hausdorff) dimension, and hence the model was declared unphysical. When subject to fixed total curvature and a convexity constraint at each vertex, it is not possible to crinkle the surface in such a way as to obtain an infinite fractal dimension. Hence our random surface theory differs essentially from these theories by microscopic constraints. In fact, we will see that convergence of $Z$ requires the Coulomb inequality. Incidentally, this suggests that one could obtain a finite theory of quantum gravity by including a local convexity constraint, which is related to assuming that mass is always positive. To the author’s knowledge, this has not been attempted.

In (6.8) we also have a gauge fixing constraint. Since stress corresponds to curvature, we can apply any rigid-body motion to the $(\psi, r)$ surface without affecting the stress. We can fix a gauge by choosing three contacts in the interior of the packing and setting their $\psi^c = 0$, which amounts to pinning the surface there. Having done so, this constraint will be omitted in the sequel.

In what follows, we measure all lengths by the grain diameter $D$, so that any contact vector $\ell^c$ between touching grains has unit length.

### 6.2 Isostaticity

The gauge and virtual contact constraints in $Z$ restrict the integral to $O$, which has dimension

$$H' = 2N_{RC} - 3N = N_{RG}(\bar{z} - z_{iso}) \geq 0, \quad (6.9)$$

where $\bar{z} = 2N_{RC}/N_{RG}$ is the mean contact number and $z_{iso} = 3$ in the plane. A packing is isostatic when $H'$ vanishes, i.e., when $\bar{z} = z_{iso}$.

When friction is present, the fast dynamics will, in general, cause contacts to slide, in which case the components of their contact forces are related by $\mu f_N = |f_T|$. This creates additional constraints to go in (6.8) and (6.9), and introduces an additional complexity which will be reported elsewhere: here we restrict ourselves

---

2After the crinkling problem was discovered, some authors added terms to the Einstein-Hilbert action which depended on higher powers of the curvature. These were found to not alter the conclusion that typical surfaces had infinite Hausdorff dimension. However, a strict inequality such as the Coulomb inequality is only equivalent to adding infinitely many such terms to the action. Apparently this has not been attempted [BV95].
to the case of perfect friction, $\mu \to \infty$. In this limit the Coulomb condition reduces to repulsion of normal forces

$$f_N^c \geq 0.$$  \hspace{1cm} (6.10)

To maintain continuity, we will continue to call this the Coulomb inequality.

In general, the contact number of a frictional packing depends on its preparation history \cite{SEmcG02, AR07}. However, in the realistic range of pressures for macroscopic grains, the force indeterminacy per grain is small, i.e.,

$$\Delta z = H'/N_{RG} = \bar{z} - z_{iso} \ll 1.$$  \hspace{1cm} (6.11)

These relations neglect boundary terms, which are irrelevant to the global force indeterminacy. However, we can sharpen the concept of force indeterminacy by considering a cluster of loops $i$, and measuring how determinate its interior degrees-of-freedom when those on its boundary are fixed.

In particular, we consider a finite connected cluster of loops, $i$, with some prescribed values of $\psi$ on its boundary $\partial i$, and ask: when do the virtual contact constraints in the cluster determine the values of all $\psi^c$ inside the cluster? The answer depends on the value of the local hyperstaticity

$$H^i = N_i^b - 2N_i^{VC} = 3 + 2N_i^{RC} - 3N^i - z^i,$$  \hspace{1cm} (6.11)

where the equality is a consequence of Euler’s relation. Here, $N_i^{RC}$ and $N_i^{VC}$ are the number of real and virtual contacts strictly inside the cluster, $z^i$ is the number of contacts around the cluster boundary, $N^i$ is the number of non-rattling grains inside the cluster, and $N_C = N_i^{RC} + N_i^{VC}$. The crucial difference between (6.11) and (6.9) is in the boundary terms. For a single loop, $H^i = 3 - z^i \leq 0$, because virtual contact constraints couple the $\psi$ field at the real contacts surrounding the loops. However, for a large enough cluster, $H^i \to H' > 0$. Hence, there is a critical size $\xi_I \sim 1/\delta z$ at which $H^i = O(1)$, and the cluster is isostatic. By construction, $\xi_I$ is a point-to-set force correlation length \cite{MC10, MC11}. The above argument is closely related to other bulk-surface arguments related to the jamming transition, but here we use $\psi$, which is less constrained than $f$ \cite{TW99, WNW05, MC10, MC11}.

Any packing can be decomposed into isostatic clusters, separated by a percolating network of real contacts, which we call force chains. Justification for this name will follow from the analysis. An example of such a decomposition, where each $H^i = 0$, is shown in Figure 6.2. We observe that the clusters have a broad range of sizes, and with our algorithm, which forces $H^i = 0$, they occasionally
Figure 6.2: Isostatic cluster decomposition on a monodisperse packing undergoing simple shear flow with $\bar{\varepsilon} = 3.4$. The colours have no meaning. Multiple colours on a single triangle indicate that the corresponding loop belongs to overlapping isostatic clusters.

overlap: typically, 1% of loops belong to multiple clusters. We will assume that these overlaps can be neglected.

The clusters, and hence the chains, are not unique; this is because the grains which participate in force chains are equivalent to the grains which form the isostatic clusters. However, for any cluster decomposition, we have

$$N_{FC} = N\Delta z + N_{\partial C},$$

a consequence of assuming $H'^i = 0$ for each cluster.

For systems large enough that $\sqrt{N}\Delta z \gg 1$, there will be many, large isostatic clusters. In this work we seek a simple model for such systems, in particular when they are homogeneous but perhaps anisotropic. As a mean-field approximation,
we suppose that each of these isostatic clusters is independent, and to ensure that the results do not depend on the cluster decomposition, we include a flat average over all decompositions. The partition function then partially factorizes as

$$Z ≈ Z_{MF} = \sum_T \lambda^{N_{RC}} e^{2qN_{RC}} \left\langle \frac{1}{Z_{FC}} \prod_i Z_i^i \right\rangle_C,$$

(6.13)

where $\langle \cdot \rangle_C$ denotes an average over cluster decompositions, $Z_i^i$ is the partition function for cluster $i$, and $Z_{FC}$ will correct for overcounting, as discussed below. Here, and in the following, the subscript $MF$ indicates that a mean-field approximation has been employed.

### 6.3 Isostatic cluster partition function

In the following we denote by $L_i$ the loops in $i$, $G^{\partial i}$ the grains on the cluster boundary, $G^i$ the grains in the interior of the cluster, $C^{\partial i}$ the contacts on the cluster boundary, $RC_i$ the real contacts in the interior of $i$, $VC_i$ the virtual contacts in the interior of $i$, and $C_i = RC_i \cup VC_i$. For each isostatic cluster, we have a partition function

$$Z^i = \int D\psi|_{C^{\partial i}} \int D\psi|_{C^i} e^{-\hat{\alpha}(\lambda \hat{\sigma})^i} \Theta_C^i \delta^i_{VC}.$$

(6.14)

In making the mean-field approximation, the Coulomb constraints on force chains will need to be replaced by appropriate mean-field expressions. For definiteness, we suppose that each $H^{\partial i} = 0$. Then in each cluster, each interior $\psi$ is exactly determined by those on the boundary. These interior integrations disappear, giving a Jacobian

$$J^i = \int D\psi|_{C^i} \delta^i_{VC}.$$

(6.15)

As shown in Appendix [J], $J^i$ can be estimated for a class of geometries, with the result

$$J^i \approx \left( \frac{A}{8N} \right)^{N_{VC}}.$$

(6.16)

Hence we have the cluster partition function

$$Z^i = J^i \int D\psi|_{C^{\partial i}} e^{-\hat{\alpha}(\lambda \hat{\sigma})^i} \Theta_C^i.$$

(6.17)
Note that $Z_i$ is holographic: the properties of the cluster are determined by the values of the gauge field $\psi$ on its boundary.

In the geometric interpretation, $Z_i$ is a sum over continuous surfaces, bounded by a simple closed curve, whose interior is fixed by the boundary values and the sliding constraints. By writing $Z$ as a product over $Z_i$, instead of integrating over surfaces, we need only to integrate over curves. The difficulty is that the shape of the surface in the interior of the cluster is determined by constraints which are only implicitly specified.

To each choice of contact network and isostatic cluster decomposition, there is an ensemble mean variation of the fields $\psi$, $\rho$, and $f$, which must respect force and torque balance. Because of linearity, it is convenient to introduce $\delta \psi = \psi - \bar{\psi}$, $\delta \rho = \rho - \bar{\rho}$, and $\delta f = f - \bar{f}$, the deviations from ensemble means.

### 6.3.1 Mean-field approximations

To compute $Z_i$, we need to express all quantities appearing in $\Theta^i_C$ and $\hat{\sigma}^i$ in terms of the values of $\psi$ on the boundary $C^{\partial i}$. The stress tensor for the cluster is

$$
(A\hat{\sigma})^i = -\sum_{c \in C^i} \ell_c^c f_c^c = \sum_{c \in C^i} A^c \hat{\sigma}^c
$$

$$
= \int_i dA \hat{\sigma} = \int_i dA \nabla \times \rho = -\int_{\partial i} d\rho
$$

$$
= -\sum_{c \in C^{\partial i}} \ell_c^c \rho_{f0(c)}^{c}
$$

(6.18)

where $\ell_0(c)$ is the loop adjacent to $c$ exterior to the cluster, and we have used discrete calculus to write this as a boundary sum. Ignoring intraloop coupling outside of the cluster, the best approximation for $\rho_{f0(c)}^{c}$ is

$$
\rho_{MF}^{\ell_0(c)} = \rho_{f0(c)}^{c} + \frac{1}{A_L} \delta \psi^c \ell_c^c,
$$

(6.19)

where, for simplicity, we assume that the external loop has the mean loop area $A_L = A/N_L$. Hence, as a consequence of $\nabla \cdot \hat{\sigma} = 0$, the stress tensor is easily written in terms of boundary $\psi$. We find

$$
(A\hat{\sigma})_{MF}^i = (A\hat{\sigma})^i - \sum_{c \in C^{\partial i}} \frac{1}{A_L} \delta \psi^c \ell_c^c,
$$

(6.20)

with $(A\hat{\sigma})^i = -\sum_{c \in C^{\partial i}} \ell_c^c \rho_{f0(c)}^{c} = -\sum_{c \in C^i} \ell_c^c f_c^c$. 
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More difficult are the Coulomb constraints $\Theta^c_C$, which involve each contact force in the cluster. In principle, the interior constraints can be solved to find

$$f^c = f^c[\psi_{C^0}], \quad (6.21)$$

however in practice this is intractable. We will be interested in the case where clusters are large, for which the stress-geometry equation should hold. Then, in the mean-field approximation, the solution $(6.21)$ will resemble the solution to the corresponding PDE. As we have seen, the Green’s function decays slowly as $1/|r|$.

A tractable mean-field approximation is to ignore this decay altogether, and replace occurrences of $\rho^c$ with

$$\rho^i = \frac{1}{A^i} \sum_{\ell \in L^i} A^\ell \rho^\ell = -\frac{1}{A^i} \sum_{c \in C^0} \ell^c \psi^c, \quad (6.22)$$

the average loop force across the cluster, which depends only on boundary $\psi$. In the geometrical interpretation, we want to know how the surface normal $(1, \rho^\ell)$ changes across the cluster as the boundary curve fluctuates. Since $(1, \rho^i)$ is the average surface normal across the cluster, the simplest approximation is that these normals fluctuate together, i.e., for each $\ell \in L^i$, we let

$$\delta \rho^\ell_{MF} = \lambda^\ell \delta \rho^i, \quad (6.23)$$

where $\lambda^\ell$ is a parameter, unrelated to the chemical potential $\lambda$. In Appendix K we show that, in the simplest mean-field approximation, $\lambda^\ell = 1$.

For $c$ on the cluster boundary, $f^c = \rho^{c_0(c)} - \rho^{c(c)}$, where $\ell(c)$ is the loop adjacent to $c$ interior to the cluster. Using $\bar{f}^c = \rho^{c_0(c)} - \rho^{c(c)}$, the mean-field expression for each $f$ on the cluster boundary is then

$$f^c_{MF} = \bar{f}^c - \delta \rho^i + \frac{1}{A_L} \delta \psi \ell^c. \quad (6.24)$$

Equivalently, we can write

$$\delta f^c_{MF} = \sum_{c' \in C^0} G^{cc'} \ell^{c'} \delta \psi^{c'}. \quad (6.24)$$

with

$$G^{cc'} = 1/A^i + \begin{cases} 1/A_L & \text{if } c' = c \\ 0 & \text{if } c' \neq c \end{cases}$$

and $\delta f = f - \bar{f}$. For interior contacts $c \in RC^i$, $\delta f^c_{MF} = 0$. Hence each interior contact in $i$ has its contact force set entirely by its mean value $\bar{f}^c$, and the fluctuations from $\psi$ affect only the contacts on $C^0$. This has the fortunate consequence
that the Coulomb constraints in the interior of \( i \) only constrain the mean values \( \bar{f} \).

It is worth considering the physical implications of this prescription for the contact forces. Since all contact forces are written in terms of loop forces, all grains in the cluster, including those on the boundary, are identically in force balance. Provided that the mean values \( \bar{f} \) are chosen to satisfy torque balance, then all interior grains will be identically in torque balance. If we consider a grain \( g \) on the cluster boundary, then the net torque exerted on \( g \) is

\[
\tau^g = -\frac{1}{2} \ell^{c-} \times \left[ \frac{1}{A_L} \delta \psi^{c-} \ell^{c-} - \delta \rho^i \right] + \frac{1}{2} \ell^{c+} \times \left[ \frac{1}{A_L} \delta \psi^{c+} \ell^{c+} - \delta \rho^i \right],
\]

where \( c_+ = c_+(g) \) is the contact anticlockwise around the cluster boundary from \( g \), and \( c_- \) the contact clockwise around the boundary from \( g \). We see that the direct contributions from \( \delta \psi^{c\pm} \) vanish identically, leaving only the indirect contribution

\[
\tau^g = \frac{1}{2} (\ell^{c-} - \ell^{c+}) \times \delta \rho^i.
\]

Hence the grains on the cluster boundary are not identically in torque balance, but receive small contributions from fluctuations of \( \psi \). However, since \( \sum_{g \in \partial G} \tau^g = 0 \), the entire cluster is in torque balance.

It is easily checked that the Coulomb condition \( \Theta^c(\bar{f}_{MF}) \geq 0 \) is equivalent to

\[
\delta \psi^c \leq \psi^c_M \equiv \bar{A}_L \left( \bar{f}^c_N + \ell^c \cdot \delta \rho^i \right).
\]  

**6.3.2 Computing the partition function**

Extracting the mean-stress contribution \( \bar{Z}^i = \exp(-\bar{\alpha} : (A \bar{\sigma})^i) \), we find

\[
e^{S_i} \equiv \frac{Z^i}{\bar{Z}^i} = J^i \prod_{c \in \partial G} \int d\psi^c e^{\frac{1}{2A_L} \alpha^c \delta \psi^c} \Theta^c, \tag{6.26}
\]

with \( \alpha^c = \bar{\alpha} : \ell^c \ell^c \). This integral is nontrivial because each Coulomb constraint couples all the boundary contacts through \( \delta \rho^i \). Nevertheless, it can be computed exactly using the Fourier transform. In particular, we impose the coupling with a \( \delta \)-function, i.e., we use

\[
1 = \int d\rho^i \delta(\rho^i - \rho^i[\psi]) = \left( \frac{A^i}{A_L} \right)^2 \int \frac{d\rho^i}{(2\pi)^2} dk^i e^{\frac{1}{2}A_L (ik^i + \nu^i) \cdot (\rho^i - \rho^i[\psi])},
\]

where
where we have introduced a Fourier representation of the \( \delta \)-function. The vector \( \nu^i \) will need to be chosen in a particular way to ensure convergence of the integrals. Substituting in \( Z^i \), changing the order of integration, and performing a trivial change of variables to \( \delta \psi \) and \( \delta \rho_i \), we find

\[
e^{S_i} = J^i \int d\mathbf{k}^i \frac{d(\delta \mathbf{p}^i)}{(2\pi)^2} e^{\frac{A^i}{A_L} (i\mathbf{k}^i + \mathbf{\nu}^i) \cdot \delta \mathbf{p}^i} \prod_{c \in C_{\partial i}} \int_{-\infty}^{\psi_M^c} d(\delta \psi_c^c) e^{\frac{1}{A_L} (\alpha^c + \gamma^c) \delta \psi_c^c},
\]

with

\[
\gamma^c = (ik^i + \mathbf{\nu}^i) \cdot \ell^c \quad (6.27)
\]

and \( J^i = J^i (A^i / A_L)^2 \). The \( \psi \) integrals now decouple into a product over the boundary contacts, each one being straightforward. Provided \( \alpha^c + \mathbf{\nu}^i \cdot \ell^c > 0 \) for each contact \( c \), we find

\[
e^{S_i} = J^i \int d\mathbf{k}^i \left[ \prod_{c \in C_{\partial i}} \frac{1}{\alpha^c + \gamma^c} e^{(\alpha^c + \gamma^c)f_N^c} \right] \int \frac{d(\delta \mathbf{p}^i)}{(2\pi)^2} e^{a^i \cdot \delta \mathbf{p}^i}, \quad (6.28)
\]

with

\[
a^i = \frac{A^i}{A_L} (i\mathbf{k}^i + \mathbf{\nu}^i) + \sum_{c \in C_{\partial i}} (\alpha^c + \gamma^c) \ell^c
\]

and \( J^i = J^i (A_L)^{\frac{3}{2}} \). Convergence of the \( \delta \mathbf{p}^i \) integral requires that \( \text{Re}[a^i] = 0 \), and hence

\[
0 = \frac{A^i}{A_L} \mathbf{\nu}^i + \sum_{c \in C_{\partial i}} (\alpha^c + \mathbf{\nu}^i \cdot \ell^c) \ell^c. \quad (6.29)
\]

The \( \delta \mathbf{p}^i \) integral then becomes \( \delta(\text{Im}[a^i]) \), so that

\[
0 = \frac{A^i}{A_L} k^i + k^i \cdot \sum_{c \in C_{\partial i}} \ell^c \ell^c = k^i \cdot \hat{M}.
\]

The matrix \( \hat{M} \) is non-singular and approximately equal to \( (A^i / A_L + \frac{1}{2} \mathbf{\nu}^i) \delta \). Hence the only solution for \( k^i \) is the zero wavenumber \( k^i = 0 \). We find

\[
e^{S_i} = J^{m i} \left[ \prod_{c \in C_{\partial i}} \frac{1}{\alpha^c + \mathbf{\nu}^i \cdot \ell^c} e^{(\alpha^c + \mathbf{\nu}^i \cdot \ell^c)f_N^c} \right], \quad (6.31)
\]

This is a consequence of the neglect of inter-cluster coupling. Future work should explore the effect of the latter on \( k \).
with \( \nu^i \) evaluated with (6.29) and \( J_m^m = J_m^m / \det(\hat{M}) \approx J_m^m / \left( A^i / \hat{A}_L + \frac{1}{2} z_i \right)^2 \). Note that \( \nu^i \) is a linear functional of the \( \alpha^c \)’s, which represents an additive renormalization of \( \alpha^c \) from coupling with the cluster. Solving (6.29),

\[
\nu^i = - \left( \delta + \frac{\hat{A}_L}{A^i} \sum_{c \in C^i} \ell^c \ell^c \right)^{-1} \cdot \frac{\hat{A}_L}{A^i} \sum_{c \in C^i} \alpha^c \ell^c.
\]

Since \( \sum_{c \in C^i} \ell^c = 0 \), under an isotropic forcing \( \alpha^c = \alpha \) we have \( \nu^i = 0 \). One can also show that when the cluster is isotropic, \( \nu^i = 0 \) even for anisotropic \( \alpha^c \). Hence \( \nu^i \neq 0 \) only from coupling between stress anisotropy and geometrical anisotropy.

In this work we consider the physically relevant case of large clusters, \( z_i \gg 1 \), for which \( \nu^i \) is negligible independent of \( \hat{\alpha} \). Indeed, \( A^i \sim (z_i)^2 \), hence \( \nu^i \sim 1/z_i \ll 1 \). Neglecting \( \nu^i \), we have our result

\[
e^{S_i} = J^i \prod_{c \in C^i} \hat{A}_L \frac{\alpha^c}{\alpha^c} e^{\alpha^c \hat{f}_N^c}.
\]

(6.32)

We saw earlier that convergence of the integrals requires that \( \alpha^c + \nu^i \cdot \ell^c > 0 \) for each contact \( c \). Hence \( \alpha^c > 0 \) for each contact, which requires that \( \hat{\alpha} \) be a positive definite tensor.

When we assemble the cluster partition functions, their product will count each force chain contact twice, except contacts at the boundary of the domain\(^4\). To correct for over counting, we set

\[
Z_{FC} = (\hat{A}_L)^{N_{FC}} \left[ \prod_{c \in FC} \frac{1}{\alpha^c} e^{-\hat{\alpha}^c A^c \sigma^c} e^{\alpha^c \hat{f}_N^c} \right].
\]

6.4 Global partition function

Hence we obtain the global mean-field partition function

\[
Z_{MF} = \sum_T \lambda^{N_{RC}} e^{2qN_{RC}} \left( A \right)^{N_{VC}} \left( \frac{A}{8N} \right)^{N_{FC}} e^{-\hat{\alpha}^c A^c \sigma^c} \prod_{c \in FC} \frac{1}{\alpha^c} e^{\alpha^c \hat{f}_N^c}. \]

\(^4\)Our mean-field approach, which breaks up the domain into overlapping subdomains, the isostatic clusters, is a type of Bethe-ansatz. See [ID91].
6.4.1 Mean-field contact forces

We have yet to specify the value of the mean field \( \bar{f} \). Implicitly, we have assumed that it satisfies force and torque balance, as well as the Coulomb constraints. The basic variation of \( \bar{f} \) needed to sustain an applied stress \( \bar{\sigma} \) can be obtained by solving \( \bar{\sigma} = \nabla \times \bar{\rho} = \nabla \times \nabla \times \psi \) for a constant \( \bar{\sigma} = \bar{\sigma} \) in the continuum. The result is

\[
\bar{\psi}(r) = -\frac{1}{2} \bar{\sigma} \times r,
\]
\[
\bar{\rho}(r) = -r \times \bar{\sigma},
\]

where we have set to zero the integration constants, which are gauge freedoms. These expressions indicate the basic secular variation of \( \rho \) and \( \psi \) needed to support the applied stress. The discrete mean fields are then obtained by \( \bar{\psi}^c \equiv \bar{\psi}(r^c) \) and \( \bar{\rho}^\ell \equiv \bar{\rho}(r^\ell) \), for each real contact \( c \) and loop \( \ell \), where \( r^\ell \) is the centroid of the loop.

The basic mean-field variation of contact forces is then

\[
\bar{f}_0^c = \bar{\rho}^c - \bar{\rho}^c = -s^c \times \bar{\sigma},
\]

(6.33)

This expression, derived from continuum considerations, gives the local variation of contact forces needed to support a constant applied stress. It accounts for the local geometry of loops, but it ignores the Coulomb constraints as well as the structure of isostatic clusters. Away from the frictionless limit, the Coulomb constraint is rarely violated by (6.33), and we do not consider it further.

The model treats contacts in the interior of isostatic clusters differently from those on the force chains, since all the fluctuations are concentrated on the latter. As a result, there is no a priori reason to expect that force chain contacts will experience the same mean stress as those in the interior of isostatic clusters. A powerful consequence of the canonical probability form is that we can consider a family of models, with different expressions for their mean stress, and determine the model which is closest to the true (non mean-field) form using the variational property of the free energy, (5.10). A mean-field theory using this property is often called variational mean-field theory [CL00].

We therefore consider a mean-field contact force

\[
\bar{f}^c = (1 + k\phi^c)\bar{f}_0^c = (1 + k\phi^c)s^c \times \bar{\sigma},
\]

(6.34)

where \( k \) is a variational constant, and \( \phi^c \) is a function such that \( \phi^c = +1 \) on FC, \( \phi^c \) averages to \(-N_{FC}/(N_{RC} - N_{FC})\) on RC - FC, and varies smoothly in between.

\[\text{To satisfy the Coulomb constraint, one could project } \bar{f} \text{ inside the Coulomb cone. We leave this for future work.}\]
to preserve force and torque balance. For \( k > 0 \), the effect of this modulation is to increase the mean contact forces on FC at the expense of those on RC-FC. When \( k = 0 \), the mean contact forces depend only on the local geometry and are otherwise the same in the interior and boundary of isostatic clusters. In order to have repulsive forces everywhere, we must have \(-1 \leq k \leq \frac{(N_{RC} - N_{FC})}{N_{FC}}\). This modulation can be considered the first in a series of corrections to (6.33) which accounts for correlations in the discrete geometry, going from the continuum scale downward. We assume that these are the most important corrections, and that the geometry is otherwise self-averaging, i.e., any extensive subset of the packing tends to its expected value in the thermodynamic limit.

Applying the cluster modulation, the resulting mean stress is

\[
\bar{\sigma} = \bar{\sigma}_0 + k \sum_{c \in FC} \ell^c f^c_0 - k \frac{N_{FC}}{N_{RC} - N_{FC}} \sum_{c \in RC-FC} \ell^c f^c_0
\]

\[
= \bar{\sigma}_0 \left( 1 - k \frac{N_{FC}}{N_{RC}} + k \frac{N_{FC}}{N_{RC} - N_{FC}} \right)
\]

\[
= \bar{\sigma}_0,
\]

where we have used self-averaging to replace, e.g., \(-\sum_{c \in FC} \ell^c f^c_0\) by \(A \bar{\sigma}_0 N_{FC}/N\).

By construction, the total stress is not affected by the cluster modulation.

### 6.4.2 Free-energy minimization

As discussed above, the minimization property of the free energy, (5.10) can be used to determine the optimal value of the parameter \( k \) without an ad-hoc prescription: we simply minimize \( F \) over all admissible values of \( k \); at the local minimum, the model is closest to the true canonical form, which minimizes \( F \) over all admissible probability distributions [CL00, ID91, Par88]. The crucial point in this minimization is that while \( \bar{\sigma} \) in \( Z \) comes from all contacts, the \( f_N \) term comes only from contacts on force chains. Hence \( f_N = (1+k)(f_N^0) \) for contacts on force chains, and

\[
Z_{MF} = \sum_T \lambda^{N_{RC}} e^{2aN_{RC}} \left( \frac{A}{SN} \right)^{-N_{RC}} \left( \frac{A}{NL} \right)^{N_{FC}} e^{-\bar{\sigma}:A\sigma_0} \prod_{c \in FC} \frac{1}{\alpha^c} e^{(1+k)\alpha^c(f_N^0)} \right)^C,
\]

where we have ignored an irrelevant constant term. For each cluster decomposition, we assume that the number of isostatic clusters and the number of contacts on force chains will diverge in the thermodynamic limit. In this case, Boltzmann weights can be replaced by average values

\[
\log \zeta = \langle \log \alpha^c \rangle,
\]

(6.35)
and
\[ \beta \equiv \langle \alpha^c \rangle_{\mathcal{N}} = \hat{\alpha} : \langle \ell^c \ell^c \rangle_{\mathcal{N}} \geq 0. \] (6.36)

Assuming that cluster decompositions are self-averaging, the average over decompositions gives
\[ Z_{MF} = \sum_{\mathcal{T}} \lambda^{N_{RC}} e^{2qN_{RC}} \left( \frac{A}{8N} \right)^{-N_{RC}} e^{-\hat{\alpha} : A \sigma_0} e^{\beta (1+k) N_{FC}} \left( \frac{A}{\zeta N_L} \right)^{N_{FC}}. \]

The $k$-dependence is via a term $\exp(k\beta)$. Since $\beta \geq 0$, $\exp(\beta) \geq 1$. For any topology $\mathcal{T}$, this minimizes the free energy (maximizes $Z$) when $k$ takes its maximal value $(N_{RC} - N_{FC})/N_{FC}$. This minimization indicates that a homogeneous stress distribution $k = 0$ is entropically unstable: the system can increase its entropy by concentrating stress on the force chains. The only limit to this process is that all real contacts must have repulsive forces. In particular, this means that contacts at the interior of the isostatic clusters are expected to have very small forces, while those on force chains may sustain very large stresses. Note that, in principle, this need not have happened: we could have found that the free energy is minimized when $k = 0$, which would favour a homogeneous distribution of stress, or $k < 0$, which would favour large forces in the interior of isostatic clusters.

### 6.4.3 Saddle-point equations

The sum over all topologies is now purely combinatorial:
\[ \sum_{\mathcal{T}} = \sum_{N_{RC}=0}^{N_{GC}} \binom{N_{GC}}{N_{RC}}, \]

where $N_{GC}$ is the number of potential contacts. In the thermodynamic limit, the only extensive terms in the free energy come from saddle point contributions: we write $Z_{MF} = e^{-\hat{\alpha} : A \sigma_0} \sum_{N_{RC}} e^{S_0}$ and seek the maximum value of $S_0$ over $N_{RC}$. In the thermodynamic limit, the sum is equivalent to an integral $\int dN_{RC}$. The exponent that we need to extremize is
\[ S_0 = \log \left( \frac{N_{GC}}{N_{RC}} \right) + N_{RC} \log \left( \frac{8N \lambda e^{2q} e^{\beta}}{A} \right) + (2N_{RC} - 3N) \log \left( \frac{A}{\zeta N_L} \right), \] (6.37)

where we have used the identity [6.12] to eliminate $N_{FC}$, and ignored sub-extensive boundary terms, irrelevant in the thermodynamic limit. We seek $\partial S_0/\partial N_{RC} = 0$. 
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Applying Stirling’s approximation \( \log N! = N \log(N/e) + \frac{1}{2} \log N + O(1/N) \) as \( N \to \infty \), it is easy to see that
\[
\log \binom{N}{K} = N \log N - K \log K - (N - K) \log(N - K) + O(\log N).
\]
The extremal condition is
\[
1 = \frac{N_{GC} - N_{RC}}{N_{RC}} \left( \frac{8N\lambda e^{2q \beta}}{A} \right) \left( \frac{A}{\zeta N_L} \right)^2 e^{-(2N_{RC} - 3N)/N_L}
\]
\[
= \frac{Z - \bar{z}}{\bar{z}} \frac{Z - \bar{z}}{N} 32A\lambda e^{2q \beta} \frac{e^{\beta}}{\zeta^2(\bar{z} - 2)^2} e^{-2\Delta z / (\bar{z} - 2)}
\]
\[
= g(\bar{z}; Z) \frac{32A\lambda e^{2q \beta}}{N\zeta^2},
\]
where \( Z = 2N_{GC}/N_{RG} \) is the geometrical contact number, and we have grouped the \( z \)-dependence into \( g(\bar{z}; Z) \). This equation determines \( N_{RC} \), or equivalently, \( \bar{z} \), as a function of \( \lambda \) and \( \hat{\alpha} \). To leading order in \( \Delta z \), its solution is
\[
\bar{z} - z_{iso} = \left( 1 - \frac{13}{13 + \tilde{h}} \right) \left( Z - z_{iso} - \frac{3}{\tilde{h}} \right),
\]
where
\[
\tilde{h}(\lambda, \hat{\alpha}) = \frac{32A e^{2q \beta}}{N} \frac{\lambda}{\zeta^2} = \frac{8\pi e^{2q \beta}}{\phi} \frac{\lambda}{\zeta^2}.
\]
where \( \phi \) is area fraction. Here we have used \( A = A_g N/\phi \) with \( A_g = \pi/4 \) the average area per grain.

The final expression for the partition function is \( Z_{MF} = e^{\hat{\alpha} A \bar{\sigma} e^{S_0}} \), with \( S_0 \) evaluated using the saddle point value of \( N_{RC} \). Comparing with (5.11) and (5.13), we thus identify the entropy \( S \) as
\[
S = S_0 - N_{RC} \log \lambda.
\]
Since we have neglected some constants above, our expression for \( S \) cannot be used to obtain numerical values for the entropy; however, it suffices to extract the parametric dependence of \( S \), as needed to obtain macroscopic properties.
6.5 Free energy

The dimensionless free energy is

\[ F(\lambda, \hat{\alpha}) = -\log(Z_{MF}) = \hat{\alpha} : A\vec{\sigma} - S_0 \]

\[ = \hat{\alpha} : A\vec{\sigma} - N_{GC}\log N_{GC} + N_{RC}\log N_{RC} + (N_{GC} - N_{RC})\log(N_{GC} - N_{RC}) \]

\[ - N_{RC}\log(8Ne^\beta e^{2q}/A) - N_{RG}\Delta z\log(A/(\zeta N_L)). \] (6.39)

In this expression, \( \bar{\sigma}, q, A, N_{RG}, \) and \( N_{GC} \) are constants; \( N_{RC} = N_{RC}(\lambda, \hat{\alpha}) \), as specified implicitly by (6.38), \( \zeta = \zeta(\hat{\alpha}) = \exp(\langle \log \alpha^c \rangle) \), and \( \beta = \beta(\hat{\alpha}) = \langle \alpha^c(f_N^c) \rangle \); and \( \bar{z} = 2N_{RC}/N, N_L = N_{RC} - N + 1, \alpha^c = \ell^c \cdot \hat{\alpha} \cdot \ell^c \). From \( F \) we can determine the equation of state, the contact potential equation, and the fluctuations and correlations in \( \hat{\sigma} \) and \( \bar{z} \).

To understand the physical meaning of (6.39), we recall the identification of entropy \( S \) as the logarithm of the number of states. The expectation value of a macroscopic variable \( Q = Q(\hat{\sigma}, \bar{z}) \) is

\[ \langle Q \rangle = \int d\bar{z} \int d\hat{\sigma} \lambda^{N_{RC}} e^{-A\hat{\alpha} : \hat{\sigma}} \Omega(\hat{\sigma}, \bar{z})Q(\hat{\sigma}, \bar{z}), \]

where \( \Omega = e^S \) is the density of states. We can write \( \Omega \) as

\[ \Omega = e^S = e^{S_1}e^{S_2}e^{S_3}, \]

where \( S_1 = N_{GC}\log N_{GC} - N_{RC}\log N_{RC} - (N_{GC} - N_{RC})\log(N_{GC} - N_{RC}), S_2 = N_{RC}\log(8Ne^\beta e^{2q}/A), \) and \( S_3 = N\Delta z\log(A/(\zeta N_L)) \). The prefactors in these terms reflect their origin. The combinatorial terms in \( S_1 \) correspond to the entropy of the contact network and count the number of ways to choose the real contacts from the potential contacts. The terms in \( S_2 \) are contributed from each real contact: \( N_{RC}\log(8Ne^\beta e^{2q}/A) \) arise from Jacobians and play a minor role. However, the term \( N_{RC}\beta \) is the entropy of the Coulomb inequality: in appropriate units, \( \beta \) is the difference between the average normal force at a contact and the minimum allowable normal force \( (f_N^c = 0) \). In a model with a finite coefficient of friction, this would be generalized to \( \beta = \langle \alpha^c(f_N^c - 1/\mu \sqrt{f_T^c}) \rangle \), with the same interpretation. Hence \( \beta \) measures the size of phase space without regard to force or torque balance. Finally, the terms in \( S_3 \) are contributed only from contacts on force chains. These correspond to the entropy of force configurations which satisfy Newton’s laws.
6.5.1 Equation of state

The mean-field equation of state is \( \langle \hat{\sigma} \rangle = \bar{\sigma} \). Using (5.13),

\[
\bar{\sigma} = \frac{1}{A} \frac{\partial F}{\partial \hat{\alpha}} = \bar{\sigma} - \frac{N_{RC}}{A} \frac{\partial \beta}{\partial \hat{\alpha}} + \frac{N_{\Delta z}}{A} \frac{\partial \log \zeta}{\partial \hat{\alpha}},
\]

since the terms from \( \partial N_{RC}/\partial \hat{\alpha} \) vanish by virtue of \( \partial S_0/\partial N_{RC} = 0 \). This simplifies to

\[
\frac{2\Delta z}{\bar{z}} \left( \frac{\ell^c \ell^c}{\ell^c \cdot \hat{\alpha} \cdot \ell^c} \right) = \langle \ell^c \ell^c \hat{f}_N^c \rangle,
\]

where we have dropped the subscript on \( \hat{f}_N \). We will resolve this into scalar equations below. Contracting along \( \hat{\alpha} \) this implies

\[
\frac{2\Delta z}{\bar{z}} = \hat{\alpha}: \langle \ell^c \ell^c \hat{f}_N^c \rangle = \beta.
\]

Substituting this into (6.38) and solving in the limit \( \Delta z \to 0 \), the leading-order contact potential equation is

\[
\bar{z} - z_{iso} = \left( 1 - \frac{11}{11 + h} \right) \left( Z - z_{iso} - \frac{3}{h} \right),
\]

where

\[
h(\lambda, \hat{\alpha}) = \frac{8\pi \epsilon^{2q}}{\phi} \lambda \zeta^2,
\]

where \( \phi \) is area fraction. The contact potential equation implies that at isostaticity, the geometrical contact number is

\[
Z_{iso} = z_{iso} + \frac{3\phi \zeta^2}{8\pi \epsilon^{2q}} \lambda.
\]

This implies that even when \( \bar{z} = z_{iso} \), a range of geometrical contact numbers is possible, owing to fluctuations.

It is convenient to put the equation of state in scalar form. We will take axes so that the stress tensor has the form

\[
\sigma = R^{-\omega} \cdot \begin{pmatrix} P + T & 0 \\ 0 & P - T \end{pmatrix} \cdot R^\omega = \begin{pmatrix} P + T \cos(2\omega) & -T \sin(2\omega) \\ -T \sin(2\omega) & P - T \cos(2\omega) \end{pmatrix},
\]
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where $R^\omega$ is an anticlockwise rotation matrix with angle $\omega$. In this representation, $P$ is the pressure, and $T$ is the shear part of the stress tensor. By allowing $T$ to take either sign, we can require $0 \leq \omega < \pi/2$.

The vectors $s^c$ connect the centres of neighbouring loops, and are, on average, perpendicular to $\ell^c$. We let $s^c/|s^c| = -\ell^c \times R^{\gamma^c}$, so that $\gamma^c$ represents the deviation from orthogonality. When the Delaunay triangulation and Voronoi tessellation are divided into areas for each contact, we find $A^c = \frac{1}{2} s^c \times \ell^c = \frac{1}{2} |s^c| \cos(\gamma^c)$. Writing contact vectors as $\ell^c = (\cos(\theta^c), \sin(\theta^c))$, we have $\bar{f}^c_N/|s^c| = -\ell^c \times R^{\gamma^c} \times \sigma \cdot \ell^c = \cos(\gamma^c)P + \cos(2\theta^c + 2\omega - \gamma^c)T$.

For simplicity, here we will consider only macroscopically isotropic geometries for which the distribution of contact angles is $P(\theta^c) = 1/(2\pi)$; the anisotropic case is discussed in Appendix L. Furthermore, we will let $\gamma^c = 0$; in Appendix L, we show that considering a distribution of $\gamma^c$ does not change the results in the isotropic case. Finally, as shown in Appendix L, $A^c$ is uncorrelated with $\theta^c$ in simple shear flow, which simplifies calculations.

To express the equation of state in terms of scalar equations, it is convenient to decompose the matrix $\langle \ell^c \ell^c \bar{f}^c_N \rangle = M$ into $M_{11} + M_{22} = \langle \bar{f}^c_N \rangle$, $M_{11} - M_{22} = \langle \cos(2\theta^c) \bar{f}^c_N \rangle$, and $M_{12} + M_{21} = \langle \sin(2\theta^c) \bar{f}^c_N \rangle$. Then with the above prescriptions

\[
\langle \bar{f}^c_N \rangle = \frac{2A}{N_{RC}} P
\]

\[
\langle \cos(2\theta^c) \bar{f}^c_N \rangle = \frac{AT}{N_{RC}} \cos(2\omega)
\]

\[
\langle \sin(2\theta^c) \bar{f}^c_N \rangle = -\frac{AT}{N_{RC}} \sin(2\omega),
\]

which gives the right-hand-side of the tensorial equation of state. To compute the left-hand-side, we likewise take coordinates so that

\[
\hat{\alpha} = R^{-\nu} \cdot \begin{pmatrix} \alpha + \eta \\ 0 \\ 0 \\ \alpha - \eta \end{pmatrix} \cdot R^\nu,
\]

(6.46)

where $R^\nu$ is an anticlockwise rotation matrix with angle $\nu$. We saw above that $\hat{\alpha}$ must be positive definite; this requires $\alpha > |\eta| \geq 0$. By allowing $\eta$ to take either sign, we can require $0 \leq \nu < \pi/2$. In these coordinates, we have $\alpha^c = \ell^c \cdot \hat{\alpha} \cdot \ell^c = \alpha + \eta \cos(2\theta^c + 2\nu)$. Writing

\[
\eta/\alpha = \sin(2\xi)
\]

(6.47)
with $|\xi| \leq \pi/4$, we find the isotropic-geometry equations of state

$$\frac{1}{\alpha \cos(2\xi)} = \frac{2AP}{\Delta z N_{RG}}$$

$$-\tan(\xi) \cos(2\nu) = \frac{AT}{\Delta z N_{RG}} \cos(2\omega)$$

$$-\tan(\xi) \sin(2\nu) = \frac{AT}{\Delta z N_{RG}} \sin(2\omega).$$

These can be rewritten more simply as

$$P = \frac{N_{RG} \Delta z}{2A} \frac{1}{\alpha \cos(2\xi)}, \quad (6.48)$$

$$T/P = -2 \tan(\xi), \quad (6.49)$$

$$\omega = \nu. \quad (6.50)$$

Not surprisingly, we find that the principal axes of the stress must coincide with those of $\hat{\alpha}$. The stress ratio $T/P$ is found to be a function of the analogous ratio $\eta/\alpha$ in $\hat{\alpha}$. We also note that the isotropic equation of state generalizes the scaling result of the previous Chapter: when stress fluctuations are isotropic, $\xi = 0$ and we recover the earlier result. However, we notice that contact fluctuations do not affect these equations.

Because we have no notion of a granular thermometer with which to measure $\hat{\alpha}$, the equations of state alone cannot be tested empirically. Just as in thermal statistical mechanics, we need additional relations which relate the temperature to the fluctuations. Recall that for an ideal gas, the equation of state relates the pressure to the temperature. This is only useful if we know how to measure $T$; we do so through the additional relation $\langle mv^2 \rangle = k_B T$. It is by relating velocity fluctuations to temperature that we understand the meaning of temperature, and thus understand the meaning of the equation of state. Likewise, we can derive equations from $F$ which relate $\hat{\alpha}$ to the stress fluctuations, and later eliminate $\hat{\alpha}$ to relate the mean stress to its fluctuations.

### 6.5.2 Fluctuations

The free energy also determines the fluctuations in stress and contact number, and their correlations. The stress fluctuations are determined by the 4-tensor

$$\langle \sigma \sigma \rangle - \langle \sigma \rangle \langle \sigma \rangle = -\frac{1}{A^2} \frac{\partial^2 F}{\partial \hat{\alpha} \partial \hat{\alpha}}$$

$$= \frac{N_{FC}}{A^2} \left\langle \frac{\ell^c \ell^c \ell^c \ell^c}{(\ell^c \cdot \hat{\alpha} \cdot \ell^c)^2} \right\rangle. \quad (6.51)$$
By symmetry, this reduces to 5 scalar equations. Rather than present the full system of 5 stress covariances, we concentrate on the variance and covariance of \(P\) and \(T\). Using \(\hat{\alpha} : \hat{\sigma} = 2\alpha P + 2\eta T \cos(2\omega - 2\nu)\), one can verify directly from (6.3) that

\[
(\delta P)^2 \equiv \langle(P - \langle P\rangle)^2\rangle = \frac{-1}{4A^2} \frac{\partial^2 F}{\partial \alpha^2},
\]

\[
(\delta T)^2 \equiv \langle(T - \langle T\rangle)^2\rangle = \frac{-1}{4A^2} \frac{\partial^2 F}{\partial \eta^2},
\]

\[
C \equiv \langle(P - \langle P\rangle)(T - \langle T\rangle)\rangle = \frac{-1}{4A^2} \frac{\partial^2 F}{\partial \alpha \partial \eta}.
\]

After some algebra we find

\[
(\delta P)^2 = \frac{1}{\alpha^2 \cos^3(2\xi)} \frac{N_{RG}}{4A^2} \left[ \Delta z - \frac{18g(\bar{z})}{z^2 g'(\bar{z})} \cos^2(\xi) \right]
\]

(6.52)

\[
(\delta T)^2 = \frac{1}{\alpha^2 \cos^3(2\xi)} \frac{N_{RG}}{4A^2} \left[ \Delta z \left( 1 - \frac{2\sin^2(\xi)}{\tan^2(2\xi)} \right) - \frac{18g(\bar{z})}{z^2 g'(\bar{z})} \cos^2(\xi) \right]
\]

(6.53)

\[
C = -\frac{1}{\alpha^2 \cos^3(2\xi)} \frac{N_{RG}}{4A^2} \left[ \Delta z \sin(2\xi) + \frac{18g(\bar{z})}{z^2 g'(\bar{z})} \tan(\xi) \cos(2\xi) \right].
\]

(6.54)

In each of these covariances, the term with \(\Delta z\) comes directly from stress fluctuations through \(\hat{\alpha}\), while the term with \(g(\bar{z})\) comes indirectly through the contact fluctuations. As \(\Delta z \to 0\), the former vanish, because isostaticity implies that there is a single force configuration in mechanical equilibrium. However, stress fluctuations can be induced by fluctuations in the contact network.

Similarly, the fluctuations in \(\bar{z}\) are determined by \(F\). We have

\[
(\delta \bar{z})^2 \equiv \langle \bar{z}^2 \rangle - \langle \bar{z} \rangle^2
= -\frac{4}{N_{RG}^2} \frac{\partial^2 F}{\partial (\log \lambda)^2}
= \frac{4}{N_{RG}^2} \frac{\partial N_{RC}}{\partial (\log \lambda)}
= -\frac{2}{N_{RG}} \frac{g(\bar{z})}{g'(\bar{z})}.
\]

(6.55)

A trivial consequence of this expression is that \(N_{RG} \delta \bar{z}\) depends only on \(\bar{z}\) and \(Z\); this has been observed in numerical simulations MLRJ+08.

These relations can be used to test the theory, as announced above. We have prepared 1000 homogeneous and isotropic packings at large friction \(\mu = 10\), over a
range of area fractions \((0.798 < \phi < 0.870)\) and system sizes \((1000 < N < 6800)\). The packings are formed by randomly placing grains in a box at initial area fraction \(\phi_0 = 0.5\), and then quasistatically, homogeneously, and isotropically compressing the gas to the desired final area fraction. Details of the numerics are discussed in Appendix D.

Basic results of the simulations are shown in Figure 6.3. We reproduce the expected scalings \(P \sim (\Delta z)^2\) and \(\Delta z \sim \sqrt{\phi - \phi_0}\) obtained in earlier simulations [OSLN03, vH10].

Figure 6.3: Results of numerical simulations showing the scaling of \(\sqrt{P}\) with \(z\) and \((\Delta z)^2\) with \(\phi\).

To test the equation of state, we solve both the isotropic equation of state and the pressure fluctuation equation for \(\alpha\), and check that we get the same result. From numerical simulations, it is straightforward to compute everything needed to do so, except the geometrical coordination number \(Z\). A simple physical hypothesis is that new contacts are formed by contact of a rattler with a force-bearing grain, and hence \(N_{GC} = N_{RC} + x_0 N\), where \(x_0\) is the proportion of rattlers. \(x_0\) is shown as a function of \(P\) in Figure 6.4.

To compute fluctuations numerically, recall that the canonical ensemble we consider has a single value of angoricity and contact potential across the system, which leads to fluctuations in the stress and contact number in subsets of the system. Any such subsystem must be sufficiently large for the canonical distribution to hold. Numerical simulations of frictionless packings indicate that the angoricity

\[\text{Note that, when comparing } P \text{ to } \phi \text{ or } \Delta z, \text{ one must take into account the contact force law. Our code uses linear springs, which implies } P \sim \phi - \phi_0. \text{ Hertzian contacts would have } P \sim (\phi - \phi_0)^{1/2}. \text{ See } [AR07, vH10].\]
is well-defined down to subsystems of three grains \cite{HOC07}. In our simulations we compute fluctuations over subsystems of approximately 25 grains.

Figure 6.4: Proportion of rattlers as a function of $P$, as obtained from numerical simulations.

Figure 6.5: Prediction of $1/\alpha$ from equation of state (black, ×) and pressure fluctuations (red, 0). Each mark corresponds to a different simulation, over a range of $N$ and $\phi$. The left assumes $Z = \bar{z} + 2x_0/(1 - x_0)$, while the right assumes $Z = 6$.

The resulting $\alpha$ comparison is shown in Figure 6.5. On the left we use $Z = \bar{z} + 2x_0/(1 - x_0)$, as suggested above, while on the right we consider an extreme
case \( Z = 6 \), meaning that all virtual contacts in the Delaunay triangulation could be closed by an infinitesimal movement. In both cases, the prediction of \( 1/\alpha \) from the pressure exceeds the prediction from the fluctuations. As shown in Figure 6.6, the ratio of these predictions has a nontrivial scaling with \( \Delta z \). Disagreement between these predictions for \( \alpha \) is a failure of the theory. The dynamics of the contact network appears to play a minor role.

![Figure 6.6: Ratio of \( \alpha \) as predicted from fluctuations (\( \alpha_F \)) to \( \alpha \) as predicted from the equation of state (\( \alpha_E \)), using \( Z = 6 \).](image)

### 6.6 Conclusion

In this Chapter we have presented a statistical-mechanical theory of the enlarged Force Network Ensemble. Using tools developed in Chapter 2, we have been able to sum a large number of force configurations which are exactly in force balance, and macroscopically in torque balance. The weights given to these configurations depend on the total stress supported by the packing as well as the number of force-bearing contacts.

Our first step in computation of the partition function is to divide the packing into isostatic clusters. These are clusters of loops such that when the stress function \( \psi \) is specified on the boundary of the cluster, its value everywhere in the interior is uniquely determined by constraints of mechanical equilibrium. The isostatic cluster construction is closely related to similar constructions in the literature, which count constraints in the interior and boundary of a domain [TW99, WNW05, MC10, MC11]. However, unlike the Tkachenko-Witten
and Wyart et al constructions, we consider hyperstatic, rather than hypostatic ($\bar{z} < z_{iso}$) packings. Mailman and Chakraborty consider regions in which the boundary contact forces are fixed, and the interior contact forces allowed to vary. The latter are more strongly correlated than the stress function $\psi$, since they are more strongly constrained. By working with the stress function $\psi$ rather than contact forces, we are able to create clusters which are *exactly* isostatic, whose size can be precisely enumerated using Euler’s formula, i.e., by setting the local hyperstaticity $H^i = 0$. In contrast, the Mailman-Chakraborty construction yields only scaling arguments for the size of isostatic regions. An example of an isostatic cluster decomposition is shown in Figure 6.2. We call the boundaries of isostatic clusters force chains.

An isostatic cluster decomposition indicates the spatial extent to which forces are correlated by mechanical equilibrium. Indeed, suppose we have a configuration in force and torque balance, and now perturb $\psi^c$ at one contact which is on a force chain. Then, by construction, a new configuration in force and torque balance can be found by changing the field $\psi$ in the two isostatic clusters adjacent to $c$, and nowhere else.\footnote{This precise identification of the minimal changes between configurations in mechanical equilibrium on disordered packings is novel; however, see [TvEV08, TV11].}

This explicitly indicates that the point-to-set correlation length for the field $\psi$, $\xi_I$, is the linear size of isostatic clusters [MC10, MC11]. Assuming that clusters are circular leads to a simple estimate of $\xi_I$. Indeed, the area and circumference of a typical cluster will then be $\pi \xi_I^2$ and $2\pi \xi_I$. If there are $N_I$ isostatic clusters, we find $N_I \pi \xi_I^2 = A$ and $N_I 2\pi \xi_I = N_{FC}$, which implies

$$\xi_I = \frac{2A}{N_{FC}} \sim \frac{2A}{N_{RG} \Delta z} \frac{1}{N_{RG} \Delta z},$$

where we have used $N_{FC} = N_{RG} \Delta z + O(\sqrt{N_{RG}})$ and assumed that the packing is large. Hence the size of typical isostatic clusters diverges as isostaticity is approached, though one must treat boundary terms carefully [WNW05, MC10, MC11].

Because $\xi_I$ is the correlation length of forces induced by mechanical equilibrium, it is natural to suppose that the isostatic clusters are statistically independent. This is our first approximation in the mean-field theory; it reduces computation of the partition function to computation of the partition function of a single isostatic cluster.

Within a cluster, we need only integrate the field $\psi$ around its boundary: mechanical equilibrium then uniquely fixes the value of $\psi$ in the cluster interior. At this point, the computation is still intractable; we therefore approximate the
interior using knowledge of the stress-geometry equation, developed in Chapter 3. Beyond this point, the computation is straightforward.

The mean-field approximation requires that we specify how ensemble-mean contact forces $f^c$ depend on the local geometry. Using a variational property of the canonical distribution (6.1), we have shown that it is entropically favourable for mean contact forces to be very large on the force chains and small in the interior of isostatic clusters. This provides a plausible explanation for the ubiquitous observation of filamentary networks of large forces, surrounded by regions of small forces, in experiment and simulation [RWJM98, MB05, MSLB07]. However, there is an important caveat: the isostatic cluster decomposition is not unique. This implies that in real systems, the observed forces will be a superposition of the forces obtained from different isostatic cluster decompositions. The present theory says nothing about how the weights of this superposition are chosen.

The phenomenology of isostatic clusters is reminiscent of the decomposition into strong and weak force networks considered by Radjai and collaborators [RWJM98, SR05]. These authors have shown that strong contacts, that is, contacts bearing normal forces above the mean, are structurally different from the weak contacts. The strong contacts form a filamentary network which spans the system and carries nearly all of the shear stress. In contrast, the weak contacts contribute only a pressure, and thus play the role of an interstitial fluid. In the isostatic cluster framework, because of entropic instability, the weak contacts are precisely those in the interior of isostatic clusters. We thus attribute the existence of these distinct force networks as a consequence of entropic instability.

Some of the predictions of the theory have been tested with numerical simulations. We find quantitative disagreement, indicating that the approximations employed need to be scrutinized. We leave this for future work.
Chapter 7

Conclusion

In this thesis we have considered the quasistatic flow of two-dimensional granular materials. In Chapter 2, we developed tools of discrete calculus, which allow discrete equations to be written in a form which converges to their continuum counterpart when averaged over a sufficiently large volume. The main application of these tools is the motivation for and natural definition of stress and torque potentials, which can be used to satisfy the equations of mechanical equilibrium identically. In this way, we have recovered earlier results of Satake and Ball and Blumenfeld, in particular the definition of loop forces which satisfy force balance identically [BB02, Sat92, Sat93]. However, we have been able to extend these results by introducing a discrete Airy stress function, which plays a crucial role in later chapters. Moreover, we have extended these constructions to 3D, as presented in Appendix B.

In Chapters 3 and 4, we have derived, directly from first-principles, the missing stress-geometry equation, as well as a mean-field phase diagram for quasistatic flow. These results are new, and are summarized in section 4.5.

If the fabric of a packing is known, then the equation allows the complete determination of stresses, given stress boundary conditions. To illustrate this, we have derived the Green’s function for a point forcing at the edge of a semi-infinite plane. We have not attempted quantitative comparison with experiment, which is a definite goal of future research. One issue which arises in comparison with real data is that real geometries are finite, which makes solving the equation much more difficult. Numerical solutions to the stress-geometry PDE may be necessary.

As discussed in Chapter 3, the stress-geometry equation is equivalent to the equation satisfied by $\hat{\sigma}$ in a particular flavour of anisotropic elasticity. Several researchers have claimed that stress distribution in granular materials should be described by anisotropic elasticity, but these arguments have all been heuristic [dG99, GG02, GG04]. By deriving the equation from first principles, we have been able to put these investigations on a sounder footing. Moreover, the derivation makes a precise and testable connection between the anisotropy tensor and fabric anisotropy [Oda72a, Oda72b, OKNNS2]. In a comparison of isotropic elasticity with experimental data of stresses below a sandpile, Serero and collaborators found qualitative, but not quantitative, agreement; they suggested that anisotropic elas-
ticity would be a natural refinement, but could not test this hypothesis because the large number of fitting parameters in the anisotropy tensor would need to be constrained \cite{SRC01}. By showing the relation of the latter to fabric anisotropy, we remove this difficulty.

In Chapter 4, we extended this discussion to include the deformation of granular materials, which shed some light on the development of fabric, and the jamming and unjamming transitions between solid and gaseous phases. Owing to incomplete understanding of contact opening and contact closing processes, the deformation equations are incomplete: we can solve them only by ignoring the relation between fabric and deformation. The results qualitatively agree with experiment, but a closer look into contact opening and closing is necessary to complete the model.

The mean-field model thus goes a long way towards resolving the fundamental problem we posed in the Introduction: we have derived an equation for stress transmission in a granular material, and we have established conditions under which the material is predicted to fail. Future work is needed to close the gaps in the theory, and to establish the limits of the present approach with numerical and experimental tests.

In Chapter 5, we shifted perspective from mean-field models which ignore fluctuations to statistical mechanics proper, where these fluctuations can be taken into account. Motivated by energy arguments, we considered a statistical mechanics of contact forces on a fixed geometry. We generalize earlier constructions by allowing contacts to open and close, defining the enlarged Force Network Ensemble. Before presenting a detailed mean-field model for the partition function of this ensemble, we derive some simple consequences of the assumed probability distribution.

Finally, in Chapter 6, we use tools from Chapter 2 as well as mean-field approximations to construct the partition function for the enlarged Force Network Ensemble. In doing so, we found that the existence of force chains can be explained by an entropic instability. Although quantitative agreement with numerical simulations was not obtained, this theory provides a plausible scenario by which to construct a statistical mechanics for granular materials. Each approximation in the theory can be scrutinized with numerical simulations, a goal of future work.

To overcome the difficulties of discrete models and naturally explore the continuum limit, it is customary in theoretical physics to pose statistical mechanics problems as computation of a functional integral, where one integrates over entire functions rather than a discrete collection of variables \cite{CL00, D91, Par88, HC05}. Because the results of Chapter 2 and 3 transform the discrete equations of force and torque balance into continuum equations, it is possible to formulate such a functional integral for granular materials. This is a promising direction for future work.
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Appendix A

Torque Balance in 2D

![Geometry used in torque balance computation.](image)

To verify that torque balance is satisfied identically when $\mathbf{\rho} = \nabla \times \psi$, we need to show that $(\nabla \cdot \mathbf{\rho})^g = 0$. Labelling the contacts and triangles around a grain as in Figure A.1, we note that $s^g_t$ is parallel to $\ell^{c_0}(g,t)$, so that

$$A^g(\nabla \cdot \mathbf{\rho})^g = \sum_{t \in T^g} s^g_t \times \mathbf{\rho}^t$$

$$= \sum_{t \in T^g} s^g_t \times \frac{-1}{A^t} \left( -\ell^{c^-} \psi^{c^-} + \ell^{c^+} \psi^{c^+} + \ell^{c_0} \psi^{c_0} \right)$$

$$= \sum_{t \in T^g} \frac{1}{2} (\ell^{c^+} - \ell^{c^-}) \times \frac{-1}{A^t} \left( -\ell^{c^-} \psi^{c^-} + \ell^{c^+} \psi^{c^+} \right)$$

$$= \sum_{t \in T^g} \frac{1}{A^t} \left( A^t \psi^{c^-} - A^t \psi^{c^+} \right)$$

$$= 0$$

on summation around the grain.
Appendix B

Discrete Calculus in 3D

Figure B.1: Subset of Delaunay triangulation and Voronoi tesselation in 3D. Real contacts are indicated by small dots, with their associated contact vectors solid. Virtual contacts are shown as unfilled circles, with their associated contact vectors dashed.

In three dimensions, we can proceed analogously. The Voronoi tesselation assigns to each grain a convex polyhedron (Figure B.1). Each face corresponds to a contact, each edge corresponds to a Delaunay triangle, and each vertex corresponds to a Delaunay tetrahedron. As before, we can define a discrete divergence with
where \( \hat{\mathbf{e}} = \mathbf{e}/|\mathbf{e}| \) and the natural area for a contact, \( A^c \), is the area of the contact face. We rewrite (1.8) as a sum over contacts, such that each interior contact contributes \( V^c \hat{\sigma}^c = - \mathbf{f}^c \). In analogy with 2D, the natural choice of \( V^c \) is the product of the contact face area and the contact vector length, i.e., \( V^c = A^c |\mathbf{e}^c| \).

We then see that \( A^c \hat{\mathbf{e}}_g^c \cdot \hat{\mathbf{e}}^c = - \mathbf{f}_g \), so again \((\nabla \cdot \hat{\sigma})^g = 0 \) is equivalent to force balance. Again \( \hat{\sigma}^g = (\hat{\sigma}^g)^T \) is equivalent to torque balance, and hence we reproduce the expected continuum equations (1.9) in the discrete calculus, at the grain scale.

We now seek to define \( \hat{\rho} \) so that \( \hat{\sigma} = \nabla \times \hat{\rho} \). By Gauss’ theorem

\[
\int_g dV \nabla \times \hat{\rho} \equiv V^g (\nabla \times \hat{\rho})^g = \sum_{c \in C_g} A^c \hat{\mathbf{e}}_g^c \cdot \hat{\mathbf{e}}^c = \int_{\partial g} dS \cdot \hat{\rho},
\]

we have used the identity \( \sum c \in C_g \mathbf{e}_g = 0 \) to exchange \( \mathbf{r}^t \) with \( \mathbf{r}^g \). Using (1.8), we now see that \( \hat{\sigma}^g = \nabla \times \hat{\rho}^t \) if \( \mathbf{e}_g^c \mathbf{f}_g^c = \frac{1}{2} \sum_{c \in C_g} (\mathbf{e}_g^c \times \mathbf{s}_g^c) \times (\hat{\rho}^t)^T \). This is equivalent to

\[
\mathbf{f}_g^c = - \frac{1}{2} \sum_{t \in T^c} \hat{\rho}^t \cdot \mathbf{s}_g^c \equiv - \frac{1}{2} \oint_{(\partial c)_g} \hat{\rho} \cdot d\mathbf{r}, \quad (B.1)
\]

and \( 0 = \sum_{t \in T^c} \mathbf{s}_g^c \hat{\rho}^t \cdot \mathbf{e}_g^c \). The latter equation is satisfied identically if we let \( \hat{\rho}^t = - \frac{1}{2 |A^c|} \mathbf{f}_g^c \cdot \mathbf{s}_g^c \). This allows (B.1) to be rewritten \( \mathbf{f}_g^c = \sum_{t \in T^c} \hat{\rho}_{gc}^t \), which shows explicitly that the contact forces depend only on a vectorial quantity, albeit one
with an intrinsic orientation. It also shows reduction to the form of the intrinsic formulation.

Summing the contact forces incident on a grain, all loop forces appear in equal and opposite pairs, so force balance is identically satisfied. As in 2D, we must explicitly require that there be no virtual contact forces. A new feature in 3D is that \( \hat{\rho}^{t}_{gc} \) has a nontrivial gauge freedom \( \rho_{gc}^{t} \rightarrow \rho_{gc}^{t} + (\Delta \rho)^{t}_{gc} \) with \( (\Delta \rho)^{t}_{gc} = B^{v+} - B^{v-} \), for any vector field \( B^{v} \) defined on the Delaunay tetrahedra, which are dual to Voronoi vertices.

Again, \( \hat{\sigma}^{g} = (\nabla \times \rho)^{g} \) implies that the stress tensor for the packing can be written as a boundary sum \( [KR96] \)

\[
\int_{\Omega} dV \, \hat{\sigma} = V \hat{\sigma} = \sum_{c \in BC} A^{c} \ell^{c} \times (\rho^{t})^{T} \equiv \int_{\partial \Omega} dS \times \rho^{T},
\]

where the \( \ell^{c} \)’s are oriented outwards.

We now seek \( \hat{\psi}^{c} \) such that \( \hat{\rho}^{t} = \nabla \times \hat{\psi}^{c} \). Using Stokes’ theorem, we set

\[
\int_{t} (\nabla \times \hat{\psi}) \cdot dS \equiv A^{t} (\nabla \times \hat{\psi})^{t} \cdot \tilde{s}^{t} \equiv \sum_{c \in C^{t}} \hat{\psi}^{c} \cdot \ell^{c} \equiv \int_{\partial t} \hat{\psi} \cdot dr,
\]

where \( \tilde{s} = s/|s| \) and the contour is oriented anticlockwise around \( \tilde{s}^{t} \). A natural choice to guarantee \( \hat{\rho}^{t} = \nabla \times \hat{\psi}^{c} \) is to set \( \hat{\psi}^{c} = \frac{1}{t} \ell^{c} \psi^{c} \); then we have \( A^{t} \rho^{t}_{gc} = -\frac{1}{3} |s|^{t} \sum_{c \in C^{t}} \ell^{c}_{gst} \psi^{c} \), in close analogy with the 2D case. The computation that this leads to torque-balanced force configurations is almost identical to the 2D case, and for the same reasons, works only for identical spheres.

We can count degrees-of-freedom to check these formulations. Applying Euler’s formula to the Voronoi polyhedron of grain \( g \), we have \( N_{V}^{g} - N_{T}^{g} + N_{C}^{g} = 2 \). Each vertex is the confluence of three edges of the polyhedron, so that \( 3N_{C}^{g} = 2N_{T}^{g} \). Summing over the entire packing, \( 4N_{V} - N_{BV} - 3N_{T} + N_{BT} + 2N_{C} - N_{BC} = 2N \) and \( 12N_{V} - 3N_{BV} = 6N_{T} - 2N_{BT} \). Since the entire packing is itself a convex polyhedron with trivalent vertices, we have \( N_{BV} - N_{BT} + N_{BC} = 2 \) and \( 3N_{BV} = 2N_{BT} \), so that \( 4N_{V} - 3N_{T} + 2N_{C} = 2N + 2 \) and \( 2N_{V} = N_{T} \). With these relations we can write \( H' = 3N_{T} - 3N_{RG} - 3(N_{VC} - N_{VG}) - 3(N_{V} - 1) \). This shows that the loop forces \( \rho \) are constrained by torque balance and the virtual contact constraints, \( N_{VG} \) of which are redundant. The gauge freedom has a dimension of \( N_{V} - 1 \) because adding a constant to \( B^{v} \) does not change \( \Delta \rho \).

For \( \psi \), we write \( M_{3} = N_{C} - 3N_{VC} + 6N_{VG} = 3(N_{T} - N_{C}) - (N_{C} - N) - (6N_{C} - 6 - 12N_{V} + N) \). All but the first three terms correspond to gauge freedoms. First, we have gauge transformations of the form \( \Delta \psi^{c} = r^{c} \cdot B \), which lead to \( (\Delta \rho)^{t}_{gc} = -s^{t}_{gc} \times B \). Here \( B \) is a constant, but it may be derived from a fluctuating
field on the triangles, viz. $B = \sum_{t \in T} B^t$. This gives $3N_T$ unknowns constrained by $3N_C$ equations. Second, we can have $\Delta \psi^c = |\ell|^{-1} \ell^c \cdot (\Delta \psi^g^+ - \Delta \psi^g^-)$, with $\Delta \psi^g = r^g B$, where again $B$ is a constant. In this case it can be derived from $B = \sum_{c \in C} B^c$, which gives $N_C$ unknowns constrained by $N$ equations. Gauge transformations of this type leave invariant $\rho$. There remains a gauge subspace of dimension $6N_C - 6 - 12N_V + N$, the significance of which is unclear.
Appendix C

Convexity of $\psi$

The force acting on a plane with unit normal $n$ and area $A$ is $An \cdot \hat{\sigma}$, with normal component $An \cdot \hat{\sigma} \cdot n$. This is always positive, and hence repulsive, if and only if $\hat{\sigma}$ is a positive-definite tensor.

In 2D, $\hat{\sigma} = \nabla \times \nabla \times \psi$ can be inverted to write $\nabla \nabla \psi = -\hat{\epsilon} \cdot \hat{\sigma} \cdot \hat{\epsilon}$. Using a matrix identity, this can be written

$$\nabla \nabla \psi = \text{tr}(\hat{\sigma})\hat{\delta} - \hat{\sigma}, \quad (C.1)$$

where $\hat{\delta}$ is the identity tensor.

Writing $\hat{H} \equiv \nabla \nabla \psi$, convexity of $\psi$ is equivalent to positive definiteness of $\hat{H}$. The latter is equivalent to the statement that $\hat{H}$ has positive eigenvalues. Writing $\lambda_i$ and $u_i$ for the eigenvalues and eigenvectors of $\hat{\sigma}$, we have $\text{tr}(\hat{\sigma}) = \sum_i \lambda_i$. From (C.1), $\hat{H} \cdot u_j = \sum_{i \neq j} \lambda_i u_j$, so $u_j$ is an eigenvector of $\hat{H}$ with eigenvalue $\sum_{i \neq j} \lambda_i$. This is positive if $\hat{\sigma}$ is positive definite.
Appendix D

Numerical Simulations

We have performed numerical simulations using DEM, a Discrete Element Method code written by Jim McElwaine. The software models granular materials as a collection of soft disks or spheres, interacting via linear contact laws

\[ f_N^c = k_N \delta^c \]
\[ \frac{df_T^c}{dt} = k_T V_T^c, \]

where \( k_N \) and \( k_T \) are spring constants, \( \delta^c \) is the overlap at \( c \), and \( V_T \) is the tangential component of the relative velocity at \( c \). The contact forces are subject to the Coulomb inequality

\[ |f_T^c| \leq \mu f_N^c, \]

such that contacts begin sliding when this inequality is saturated. The code directly solves Newton’s laws

\[ m^g \frac{d^2r^g}{dt^2} = \sum_{c \in C^g} f^c_g \]
\[ I^g \frac{d\omega^g}{dt} = \sum_{c \in C^g} r^c_g \times f^c_g, \]

where \( m^g \) and \( I^g \) are the mass and moment of inertia of grain \( g \).

For such interactions, the appropriate definition of the stiffness number is

\[ \kappa = \frac{k_N}{P}. \]

Simulations discussed in Chapter 3 were performed with \( \kappa > 10^3 \), while those discussed in Chapter 6 have \( \kappa > 10^2 \).
Appendix E

Differential Geometry

In the exact geometrical formulation of $\psi$, it is natural to ask how physical quantities relate to mathematical quantities, particularly those for which differential geometry offers applicable theorems. Here we discuss the physical interpretation of curvature and the Gauss-Bonnet Theorem.

A first, trivial point is that since $\psi$ and $r$ have different units, we can rescale $\psi$ by any positive factor. By taking a factor which is arbitrarily small, the surface becomes asymptotically flat; we assume that such a rescaling has already been done. This allows us to keep only leading-order terms in $\psi$. We will work in the continuum, although these quantities have exact analogs for the original discrete surface.

The most basic mathematical quantities are the metric tensor

\[ \hat{g}_\psi = \hat{\delta} + (\nabla \psi)(\nabla \psi), \]

which measures distances along the surface, and the shape tensor

\[ \mathcal{I} = \frac{1}{\sqrt{1 + |\nabla \psi|^2}} \nabla \nabla \psi, \]

which measures curvature. The Gaussian curvature is

\[ K = \frac{\det \mathcal{I}}{\det \hat{g}_\psi} = \det(\nabla \nabla \psi) + O(\psi^4) \]

(E.3)

Using $\nabla \nabla \psi = \hat{\varepsilon} \cdot \hat{\sigma} \cdot \hat{\varepsilon}^T$, we have

\[ K = \det(\hat{\sigma}) + O(\psi^4), \]

(E.4)

while the mean curvature is

\[ H = \frac{1}{\det \hat{g}_\psi} \text{tr}(\hat{g}_\psi \cdot \hat{\varepsilon} \cdot \mathcal{I} \cdot \hat{\varepsilon}^T) \]
\[ = \frac{1}{1 + O(\psi^2)} \text{tr}(\hat{\sigma} + O(\psi^2)) \]
\[ = 2P + O(\psi^2). \]

(E.5)

\footnote{Also called the first fundamental form.}

\footnote{Also called the second fundamental form.}
The celebrated Gauss-Bonnet theorem states that
\[ \int_{\Omega} dA K = \int_{\partial \Omega} k_g ds + 2\pi, \quad (E.6) \]
where \( \Omega \) is the surface and \( k_g \) is the geodesic curvature of the boundary. The physical interpretation of this theorem is that
\[ A = \int_{\Omega} dA \det(\hat{\sigma}) \quad (E.7) \]
depends only on boundary quantities. In fact, \( A \) is exactly the area of the Maxwell-Cremona reciprocal tiling discussed in Chapter 2; compare equation (2.20).
Appendix F

Renormalization of $\rho$.

Here we compare $\rho(\ell)$ with $\rho^\ell$. Throughout, we will ignore correlations between $\ell$ and other loop quantities, which amounts to assuming that the geometry is homogeneous on the averaging scale. Initially, we work to quadratic order. We find

$$\hat{g}^\ell \cdot \rho^\ell = -\frac{1}{A^\ell} \sum_{c \in C^\ell} \ell^c(t^c_\ell : \nabla \tilde{\psi}(r^\ell) + \frac{1}{2}t^c_\ell \cdot t^c_\ell : \nabla \nabla \tilde{\psi}(r^\ell)) = \hat{g}^\ell \times \nabla \tilde{\psi}(r^\ell) - \frac{1}{2} \hat{G}^\ell_2 : \nabla \nabla \tilde{\psi}(r^\ell),$$

(F.1)

with

$$\hat{G}^\ell_2 = \frac{1}{A^\ell} \sum_{c \in C^\ell} \ell^c t^c_\ell.$$

(F.2)

The tensor $\hat{G}$ vanishes on average and hence does not give a systematic correction. To see this, consider the related tensor

$$\hat{g}^\ell_2 = -(\nabla \times (\ell r))\ell = \frac{1}{A^\ell} \sum_{c \in C^\ell} \ell^c r^c$$

$$= \frac{1}{A^\ell} \sum_{c \in C^\ell} \ell^c(t^c_\ell + r^\ell)(t^c_\ell + r^\ell)$$

$$= \hat{G}^\ell_2 + \frac{1}{A^\ell} \sum_{c \in C^\ell} \ell^c r^c r^\ell + \frac{1}{A^\ell} \sum_{c \in C^\ell} \ell^c r^\ell r^c.$$

(F.3)

In index notation\footnote{There is an insufficiency of notation here, since $(\hat{g}^\ell \cdot \hat{G}^\ell_2)_{ij} = (\hat{g}^\ell \cdot \hat{\varepsilon}^T)_{ij}(r^\ell)_k + (\hat{g}^\ell \cdot \hat{\varepsilon}^T)_{ik}(r^\ell)_j.$} we find

$$(\hat{g}^\ell_2 - \hat{G}^\ell_2 \cdot \hat{\varepsilon})_{ijk} = (\hat{g}^\ell \cdot \hat{\varepsilon}^T)_{ij}(r^\ell)_k + (\hat{g}^\ell \cdot \hat{\varepsilon}^T)_{ik}(r^\ell)_j.$$

(F.4)
However, discrete calculus implies

$$\langle \hat{g}^\ell_{ij} \rangle_{ijk} = -\langle (\nabla \times (rr))^\ell \rangle = -\varepsilon_{ij}r_k - \varepsilon_{ik}r_j = \langle (\hat{g}^\ell \cdot \hat{\varepsilon}^T)_{ij} \rangle \langle (r^\ell)_{k} \rangle + \langle (\hat{g}^\ell \cdot \hat{\varepsilon}^T)_{ik} \rangle \langle (r^\ell)_{j} \rangle. \quad (F.5)$$

Hence $\langle \hat{G}^\ell_2 \rangle = 0$, and to quadratic order there is no renormalization of $\rho$; $\rho = \bar{\rho}$.

In fact, this argument can be continued to all orders; only the tensor algebra is more complicated. Let us write $\hat{A}^\ell_n$ for the part of $\hat{A}$ which is symmetric in its last $n$ indices. Then we define

$$\hat{A}^\ell_n = \frac{1}{A^\ell} \sum_{c \in C^\ell} \ell^c (r^c)^n = \frac{1}{A^\ell} \sum_{c \in C^\ell} \ell^c (t^c_\ell + r^\ell)^n \quad (F.6)$$

so that

$$\langle \hat{g}^\ell_n \rangle_n = \frac{1}{A^\ell} \sum_{c \in C^\ell} \ell^c \sum_{k=1}^{n} \binom{n}{k} (t^c_\ell)^k (r^\ell)^{n-k} \bigg|_n, \quad (F.7)$$

where the sum runs from $k = 1$ rather than $k = 0$ because $\sum_{c \in C^\ell} \ell^c = 0$. Ignoring correlations between $r^\ell$ and other loop quantities, we have

$$\langle \hat{g}^\ell_n \rangle_n = \left\langle \frac{1}{A^\ell} \sum_{c \in C^\ell} \ell^c \sum_{k=1}^{n} \binom{n}{k} (t^c_\ell)^k (r^\ell)^{n-k} \right\rangle_n = n \left\langle \hat{g}^\ell \cdot \hat{\varepsilon}^T r^{n-1} \right\rangle_n + \sum_{k=2}^{n} \binom{n}{k} \left\langle \frac{1}{A^\ell} \sum_{c \in C^\ell} \ell^c (t^c_\ell)^k \right\rangle_n (r^\ell)^{n-k} \bigg|_n. \quad (F.8)$$

However, with discrete calculus we observe that

$$\langle \hat{g}^\ell_n \rangle_n = -\nabla \times (r^n) \bigg|_n = -n \left\langle \nabla \times r \right\rangle (r^{n-1}) \bigg|_n = -n \hat{\varepsilon} r^{n-1} \bigg|_n. \quad (F.9)$$
Since $\langle \hat{g}^\ell \rangle = \hat{\delta}$, we find

$$
\sum_{k=2}^{n} \binom{n}{k} \mathcal{G}_k r^{n-k} = 0, \quad \text{(F.10)}
$$

with

$$
\mathcal{G}_k = \left\langle \frac{1}{A^n} \sum_{c \in C^\ell} c^k (t^\ell_c)^k \right\rangle. \quad \text{(F.11)}
$$

Inductively, (F.10) implies $\mathcal{G}_k = 0$ for all $k \geq 2$. Indeed, for $n = 2$ we find $0 = \mathcal{G}_2 = r^2$. This then implies $0 = \mathcal{G}_3 = r^3$, etc. So we find that $\rho = \bar{\rho}$ to all orders in $n$, up to neglected correlations.
Appendix G

Green’s Function for a Half-plane

The solution to $\Delta \Delta \psi = 0$ with $\hat{\sigma} = \nabla \times \nabla \times \psi$ and $\hat{\sigma} \cdot \mathbf{y} |_{y=0} = 2\pi \mathbf{A} \, \delta(x)$ is given by

$$
\psi(z, \bar{z}) = \frac{1}{2} \bar{z} f(z) + \frac{1}{2} g(z) + \text{c.c.}, \quad (G.1)
$$

with $f(z) = -A \log z$ and $dg/dz = \bar{A} \log z$. One can directly compute

$$
\begin{align*}
\partial^2_z \psi &= \frac{A \bar{z}}{2 z^2} + \frac{\bar{A}}{2 z} \\
\partial^2_{\bar{z}} \psi &= \frac{\bar{A} \bar{z}}{2 \bar{z}^2} + \frac{A}{2 \bar{z}} = \partial^2_{\bar{z}} \psi \\
\partial_{z \bar{z}} \psi &= -\frac{A}{2 \bar{z}} - \frac{A}{2 \bar{z}}.
\end{align*}
$$

We use

$$
\begin{align*}
\sigma_{xx} &= 2 \partial_{z \bar{z}} \psi - \partial^2_z \psi - \partial^2_{\bar{z}} \psi \\
\sigma_{yy} &= 2 \partial_{z \bar{z}} \psi + \partial^2_z \psi + \partial^2_{\bar{z}} \psi \\
\sigma_{xy} &= -i (\partial^2_z \psi - \partial^2_{\bar{z}} \psi)
\end{align*}
$$

and the identities

$$
\begin{align*}
\Re[z \bar{w}] &= \mathbf{w} \cdot \mathbf{z} \\
\Im[z \bar{w}] &= \mathbf{w} \times \mathbf{z} \\
\Re[z^2] &= x^2 - y^2 \\
\Im[z^2] &= 2xy
\end{align*}
$$
with \( z = (\Re[z], \Im[z]) \), etc. Then

\[
\begin{align*}
\partial_z^2 \psi &= \frac{A \cdot z}{z^2} \\
\partial_{\bar{z}}^2 \psi &= \frac{A \cdot z}{\bar{z}^2} \\
\partial_z \partial_{\bar{z}} \psi &= -\frac{A \cdot z}{|z|^2}
\end{align*}
\]

and

\[
\begin{align*}
\sigma_{xx} &= -\frac{4x^2 A \cdot r}{|r|^4} \\
\sigma_{yy} &= -\frac{4y^2 A \cdot r}{|r|^4} \\
\sigma_{xy} &= -\frac{4xy A \cdot r}{|r|^4}
\end{align*}
\]  

where we have switched to a full vector notation with \( r = (x, y) \).

For the anisotropic Green’s function, we have \( \psi(z, w) = \Re[f(z) + g(w)] \) with

\[
\begin{align*}
\frac{df(z)}{dz} &= A_1 \log z, \\
\frac{dg(w)}{dw} &= A_2 \log w.
\end{align*}
\]

We use the identities [Sad09]

\[
\begin{align*}
\sigma_{xx} &= -f''(z) + \mu^2 g''(w) + \text{c.c.} \\
\sigma_{yy} &= +f''(z) + g''(w) + \text{c.c.} \\
\sigma_{xy} &= -if''(z) - \mu g''(w) + \text{c.c.}
\end{align*}
\]  

and find

\[
\begin{align*}
\sigma_{xx} &= -\frac{A_1 \cdot r}{|r|^2} + \frac{A_3 \cdot w}{|w|^2} \\
\sigma_{yy} &= +\frac{A_1 \cdot r}{|r|^2} + \frac{A_2 \cdot w}{|w|^2} \\
\sigma_{xy} &= +\frac{r \times A_1}{|r|^2} - \frac{A_4 \cdot w}{|w|^2}
\end{align*}
\]  

with \( A_3 = A_2 \mu^2 \) and \( A_4 = A_2 \mu \).
Appendix H

Fabric Change due to Contact Opening

Here we consider the renormalization of fabric due to contact opening. When the latter occurs, contact positions $r^c$ do not change, but loop positions do change, because of the definition $z^\ell r^\ell = \sum_{c \in C^\ell} r^c$. We will use a basic property of the fabric tensor

$$z^\ell \hat{F}^\ell = \sum_{c' \in C^\ell} t^c_i t^c_i = \sum_{c' \in C^\ell} r^{c'} r^c - z^\ell r^c r^\ell.$$

It follows that if loops $\ell$ and $\ell'$ merge into $\ell''$ by opening of their common contact $c$, then the change in $N_{RC} \hat{F}$ is localized to the contributions from these loops. The change in $N_{RC} \hat{F}$ is

$$\delta \hat{F}_- \equiv z^{\ell''} \hat{F}^{\ell''} - z^\ell \hat{F}^\ell - z^{\ell'} \hat{F}^{\ell'}$$

$$= \sum_{c' \in C^{\ell''}} t^c_i t^c_i - \sum_{c' \in C^\ell} t^c_i t^c_i - \sum_{c' \in C^{\ell'}} t^c_i t^c_i$$

$$= -z^{\ell''} r^{\ell''} r^{\ell''} - 2r^c r^c + z^\ell r^\ell + z^{\ell'} r^{\ell'} + z^{\ell''} r^{\ell''} r^{\ell''}.$$

We have basic relations

$$z^{\ell''} = z^\ell + z^{\ell'} - 2$$

and

$$z^{\ell''} r^{\ell''} = \sum_{c' \in C^{\ell''} \setminus \{c\}} r^{c'} + \sum_{c' \in C^{\ell'} \setminus \{c\}} r^{c'}$$

$$= z^\ell r^\ell + z^{\ell'} r^{\ell'} - 2r^c,$$

which imply

$$z^{\ell''} t^c_\ell = z^{\ell''} (r^c - r^{\ell''})$$

$$= (z^\ell + z^{\ell'} - 2) r^c - (z^\ell r^\ell + z^{\ell'} r^{\ell'} - 2r^c)$$

$$= z^\ell t^c_\ell + z^{\ell'} t^c_\ell.$$
Hence

\[ \delta \hat{F} = -(z^\ell r^\ell + z^\ell' r^\ell' - 2 r^c) r^\ell'' - 2 r^c r^c + z^\ell r^\ell + z^\ell' r^\ell' \]

\[ = z^\ell r^\ell (t^\ell_{\ell'} - t^\ell_{\ell''}) + z^\ell' r^\ell' (t^\ell'_{\ell'} - t^\ell'_{\ell''}) - 2 r^c t^\ell_{\ell''} \]

\[ = (z^\ell r^\ell + z^\ell' r^\ell' - 2 r^c) t^\ell_{\ell''} - z^\ell r^\ell t^\ell_{\ell'} - z^\ell' r^\ell' t^\ell'_{\ell''} - z^\ell'' r^\ell t^\ell' t^\ell'_{\ell''} \]

\[ = z^\ell'' (r^c - t^\ell'_{\ell''}) t^\ell'_{\ell''} - z^\ell (r^c - t^\ell_{\ell'}) t^\ell_{\ell'} - z^\ell' (r^c - t^\ell'_{\ell'}) t^\ell'_{\ell''} \]

\[ = -z^\ell'' t^\ell_{\ell''} t^\ell'_{\ell''} + z^\ell t^\ell_{\ell'} t^\ell'_{\ell'} + z^\ell' t^\ell'_{\ell'} t^\ell'_{\ell''}. \]

This form is suggestive, but it will be useful to eliminate \( t^\ell_{\ell''} \) completely, giving

\[ \delta \hat{F} = -\frac{1}{z^\ell''} \left( z^\ell t^\ell_{\ell'} + z^\ell' t^\ell'_{\ell'} \right) \left( z^\ell t^\ell_{\ell'} + z^\ell' t^\ell'_{\ell'} \right) + z^\ell t^\ell_{\ell'} t^\ell'_{\ell'} + z^\ell' t^\ell'_{\ell'} t^\ell'_{\ell''} \]

\[ = \left( 1 - \frac{z^\ell}{z^\ell''} \right) z^\ell t^\ell_{\ell'} + \left( 1 - \frac{z^\ell'}{z^\ell''} \right) z^\ell' t^\ell'_{\ell'} - \frac{z^\ell}{z^\ell''} \left( t^\ell_{\ell'} t^\ell_{\ell'} + t^\ell'_{\ell'} t^\ell'_{\ell''} \right) \]

\[ = z^\ell' - 2 z^\ell t^\ell_{\ell'} + \frac{z^\ell - 2 z^\ell'}{z^\ell''} z^\ell t^\ell'_{\ell'} - \frac{z^\ell}{z^\ell''} \left( t^\ell_{\ell'} t^\ell_{\ell'} + t^\ell'_{\ell'} t^\ell'_{\ell''} \right) \]

\[ = -\frac{z^\ell}{z^\ell''} \left( t^\ell_{\ell'} - t^\ell'_{\ell'} \right) \left( t^\ell_{\ell'} - t^\ell'_{\ell''} \right) - 2 \frac{z^\ell}{z^\ell''} t^\ell_{\ell'} t^\ell'_{\ell'} - 2 \frac{z^\ell'}{z^\ell''} t^\ell'_{\ell'} t^\ell'_{\ell''}. \]
Appendix I

Jacobians I

In changing coordinates from $f$ to $\rho$ to $\psi$, Jacobians are introduced into the partition function. The relation of $f$ to $\rho$ can be understood by a classic subject in graph theory: cycle spaces and bond spaces \[Bol79, BM76]. The contact network forms a graph, with grains as vertices and real contacts as edges. We consider $f$ as a vector-valued function defined on the real contacts. The contacts are oriented, so each contact $c = gg'$ for two grains $g$ and $g'$. Formally, we have

$$f(c') = \sum_c f^c e_c(c'), \quad (I.1)$$

where $e_c(c')$ is an abstract basis element for each contact. Each $e_c$ is a function such that $e_c(c') = \delta_{cc'}$. In this formalism, a change of coordinates consists of selecting $N_{RC}$ linear combinations of basis elements, as in linear algebra. Associated to the contact network there are certain natural bases, associated to loops, and cuts, defined below. To each loop $\ell$ we assign a basis element $z_\ell$ such that $z_\ell(c) = +1$ if the contact circulates anticlockwise around the loop, $-1$ if the contact circulates clockwise around the loop, and 0 otherwise. A cut $p$ is a separation of the grains of the packing into two sets; call them $A_p$ and $B_p$. We define the basis element $u_p$ such that if the contact $c$ goes from $A_p$ to $B_p$, then $u_p(c) = +1$, if the contact goes from $B_p$ to $A_p$, then $u_p(c) = -1$, and 0 otherwise. The number of linearly independent cuts is exactly $N - 1$. Thus, using Euler’s formula $N_{RC} = N_L + N - 1$, we can write $f = \rho + \eta$, where $\rho$ and $\eta$ are vector-valued functions defined on the loops, and the cuts, respectively. We have

$$f(c') = \sum_\ell \rho_\ell z_\ell(c') + \sum_p \eta_p u_p(c'). \quad (I.2)$$

The span of $\rho$ is the cycle space of the graph, and the span of $\eta$ is the bond space of the graph. These spaces are orthogonal, hence the coordinate change is 1 to 1. Moreover, the Jacobian is exactly

$$\left| \frac{\partial f}{\partial (\rho, \eta)} \right| = N_{ST}^2, \quad (I.3)$$
where $N_{ST}$ is the number of spanning trees in the contact network. This quantity has been well-studied for lattices, and is related to statistical mechanical problems in percolation \cite{Wu01, SW00}. For large systems, it is exponential in the number of edges, $N_{ST} = e^{qN_{RC}}$. The constant $q$ has been evaluated for various lattices. For the 4-8-8 (bathroom tile) and honeycomb planar lattices with $\bar{z} = 3$, we have $q = 0.52$ and $q = 0.54$, respectively, while for the square lattice with $\bar{z} = 4$ we have $q = 0.58$. All of these lattices can be constructed as contact networks with monodisperse grains, hence we expect that $q$ for realistic contact networks is in this range.

To apply these results to our partition function, we first note that $\rho$ as defined above exactly corresponds to $\rho$ as defined in the main text. Since loop forces automatically describe configurations in force balance, when we make a coordinate change from $f$ to $(\rho, \eta)$, the $N$ vector constraints of force balance involve only the field $\eta$, except at the boundary of the packing. Solving the first $N - 1$ vector equations, we obtain $\eta[\rho]$. The final vector equation is a gauge fixing constraint on the $\rho$ field. We have

$$Z = \sum_T \lambda^{N_{RC} N_{ST}} \int D\rho D\eta \ e^{-V_{\hat{\alpha}:\hat{\sigma}}} \Theta[f]$$

$$= \sum_T \lambda^{N_{RC} N_{ST}} \int D\rho \ e^{-V_{\hat{\alpha}:\hat{\sigma}}} \delta_G[\rho] \delta_{TB}[\rho] \Theta_C[\rho],$$

(I.4)

where $\delta_G$ is the gauge fixing constraint.

To introduce the field $\psi$, we first need to transform from the contact network to the Delaunay triangulation. To do so, we introduce the field $\rho$ defined on the Delaunay triangles, with

$$1 = \prod_t \int d\rho^t \ \delta(\rho^t - \rho^{e(t)}).$$

(I.5)

We insert this into $Z$, change the order of integration, write everything in terms of $\rho$ defined on the triangles, and eliminate $\rho$ defined on the loops by eliminating a $\delta$ function from each loop. We thus have remaining $N_T - N_L$ vector equations equating $\rho$ within a loop. By a graph identity $N_T - N_L = N_{VC}$, these are exactly the $N_{VC}$ virtual contact constraints $\delta(f^c) = \delta(\rho^{t+}(c) - \rho^{t-}(c))$ which say that there can be no contact forces on virtual contacts.

Finally, we need to introduce new orthogonal fields $\psi$ and $\phi$ and perform a similar transformation as above to eliminate the torque balance constraints.
However, since all fields are written in terms of the Delaunay triangulation, the resulting Jacobian will only depend on the slow geometry, not on the fast geometry $T$. Hence it contributes only an overall and irrelevant constant to the partition function. We thus obtain (6.8).
Appendix J

Jacobians II

For each isostatic cluster, the integrals over the internal contacts give a Jacobian

\[ J^i = \int \mathcal{D}\psi|_{C^i} \delta \tilde{\psi}_{C^i}. \]  

(J.1)

From the fact that each cluster is isostatic, \( H^i = 0 \), we have \( N^i_{RC} = N^i_{VC} \) (6.11). Hence each real contact in the cluster can be paired with a virtual contact. This integral then involves two types of integrals: (i) integrals over virtual contacts \( c \) of \( \delta(f^c_N) \), and (ii) integrals over real contacts \( c \) of \( \delta(f^c_T) \) for a virtual contact \( c' \). For a large class of cluster geometries, contacts can be paired up in such a way that in (ii) the virtual contact \( c' \) is adjacent to the real contact \( c \). Let us first perform these integrals, assuming that they can all be done independently. Then for (i), we have

\[
\int d\psi^c \delta(f^c_N) = \int d\psi^c \delta(\frac{|\ell^c|}{A^c}\psi_c + \cdots) = |\bar{A}^c|.
\]  

(J.2)

Here \( 1/\bar{A}^c = 1/A^{t+}(c) + 1/A^{t-}(c) \) and \( \cdots \) refers to terms depending on \( \psi \) at adjacent contacts. We have also used the fact that \( |\ell^c| = 1 \) for real contact. In case (ii) we have

\[
\int d\psi^{c'} \delta(f^c_T) = \int d\psi^{c'} \delta(\ell^c \times \ell^{c'} \frac{1}{|\ell^c|A^c} \psi^c + \cdots) = \frac{|\ell^c|A^t}{2A^t},
\]  

(J.3)

since \( \ell^c \) and \( \ell^{c'} \) form the sides of the triangle \( t \).

We have ignored the fact that when we sequentially perform the integrals, the earlier integrations affect the later ones; e.g. we solve \( \psi^c \) in terms of \( \psi \) at its neighbours \( c' \), and then we perform a \( \psi^{c'} \) integral. This is generically affected by the original \( c \) integral. The key point is that the coupling has a random sign. We assume that these signs cancel, so that the Jacobian is the product of integrals of the above type.
The triangle areas are not broadly distributed so we replace each by their mean value \( A/N_T = A/(2N) \). Assembling results, we find

\[
J^i \approx \left( \frac{A}{8N} \right)^{N_i V_C}.
\]  

(J.4)
Appendix K

Mean-field Relation Between $\rho^\ell$ and $\rho^i$.

Within each isostatic cluster $i$, we make an approximation for the loop force in loop $\ell$ of the form

$$\delta \rho^\ell_{MF} = \lambda^\ell \delta \rho^i,$$  

(K.1)

where

$$\rho^i = \frac{1}{A^i} \sum_{\ell \in L^i} A^\ell \rho^\ell = -\frac{1}{A^i} \sum_{c \in C^i} \ell^c \psi^c,$$  

(K.2)

$\lambda^\ell$ is a parameter. Here we show that, in the simplest mean-field approximation, $\lambda^\ell = 1$.

First, the form of (K.1) should ensure that for any choice of the $\psi^c$’s, (K.2) holds with $\rho^\ell \to \rho^\ell_{MF}$. This requires

$$\delta \rho^i = \frac{1}{A^i} \sum_{\ell \in L^i} A^\ell \delta \rho^\ell_{MF}$$

$$= \frac{1}{A^i} \sum_{\ell \in L^i} A^\ell \lambda^\ell \delta \rho^i$$

$$= -\frac{1}{A^i} \sum_{c \in C^i} \left( \frac{1}{A^i} \sum_{\ell \in L^i} A^\ell \lambda^\ell \right) \ell^c \delta \psi^c,$$

hence

$$\frac{1}{A^i} \sum_{\ell \in L^i} A^\ell \lambda^\ell = 1.$$  

(K.3)

To determine the $\lambda^\ell$’s, we note that when the cluster is a single triangle, we must have $\lambda^\ell = A^i / A^\ell = 1$. Conversely, when the cluster is large, we use the
Figure K.1: Schematic of homotopy construction. Only grains on $RC^\ell$ and a subset of $C^{\partial i}$ are shown. The green lines show paths from $c \in C^{\partial i}$ to $c_0 \in RC^\ell$ for $M = 3$. The dashed lines are the averages over $j$.

exact discrete calculus relation $\psi^c - \psi^{c_0} = - \int_{c_0}^c \mathbf{dr} \times \mathbf{p}$ to pair each boundary contact with one on the boundary of a loop $\ell$, establishing a homotopy between the cluster boundary and the loop, allowing an estimate of the $\lambda^\ell$'s. For each $c \in C^{\partial i}$, we consider $M$ paths from $c$ to contacts $c_0(c,j) \in RC^\ell$, chosen so that

$$\langle \sum_{c \in C^{\partial i}} | c_0(c,j) = c' \rangle \ell^c = \ell^c z^i / z^\ell$$

(see Figure K.1).

We have

$$A^i \delta \rho^j = - \sum_{c \in C^{\partial i}} \ell^c \delta \psi^c$$

$$= - \sum_{c \in C^{\partial i}} \ell^c \left( \delta \psi^{c_0(c,j)} - \int_{c_0(c,j)}^c \mathbf{dr} \times \delta \mathbf{p} \right)$$

$$= - \frac{z^i}{z^\ell} \sum_{c' \in RC^\ell} \ell^{c'} \delta \psi^{c'} + \sum_{c \in C^{\partial i}} \ell^c \left( \int_{c_0(c,j)}^c \mathbf{dr} \times \delta \mathbf{p} \right).$$

(K.4)

The first term in (K.4) is simply $(z^i / z^\ell) A^i \delta \rho^\ell$. The second term is a discrete area integral over the cluster, outside of $\ell$. Applying (K.1),

$$\sum_{c \in C^{\partial i}} \ell^c \left( \int_{c_0(c,j)}^c \mathbf{dr} \times \delta \rho_{MF} \right) = \sum_{c \in C^{\partial i}} \ell^c \left( \int_{c_0(c,j)}^c \mathbf{dr} \lambda \right) \times \delta \rho^j.$$
replacement

\[
\lambda_1^{\ell_1} \rightarrow \bar{\lambda} \equiv \frac{1}{A_i - A_1^{\ell}} \sum_{\ell' \in L_i, \ell' \neq \ell} A^{\ell'} \lambda^{\ell'} = 1 + \frac{A_1^{\ell}}{A_i - A_1^{\ell}} (1 - \lambda^{\ell}),
\]

assuming that the \(\ell_1\)'s are sampled, on average, proportional to their area \(^1\) Hence we let

\[
A^{\ell} \delta \rho^i - \frac{z^i}{z_\ell} A^{\ell} \delta \rho_{MF}^i = \bar{\lambda} \sum_{c \in C^{\ell_1}} \ell^c \left( \int_{c_0(c,j)}^{c} dr \right) \times \delta \rho^i
\]

\[
= \bar{\lambda} \sum_{c \in C^{\ell_1}} \ell^c (r^c - \langle r^{c_0(c,j)} \rangle_j) \times \delta \rho^i
\]

\[
= \bar{\lambda} \left( \sum_{c \in C^{\ell_1}} \ell^c r^c - \frac{z^i}{z_\ell} \sum_{c' \in RC_\ell} \ell^{c'} r^{c'} \right) \times \delta \rho^i
\]

Using the geometric identity \(\sum_{c \in RC_\ell} \ell^c r^c = A_\ell \bar{\bar{\epsilon}}^T\), valid for any loop, we see that

\[
A^{\ell} \delta \rho^i - \frac{z^i}{z_\ell} A^{\ell} \lambda^{\ell} \delta \rho^i = \bar{\lambda} \left( A^i - \frac{z^i}{z_\ell} A^{\ell} \right) \delta \rho^i,
\]

from which it follows that \(\lambda^{\ell} = 1\).

\(^1\)In fact, loops will be sampled with a weight proportional to \(|r^{\ell_1} - r^{\ell}|^{-1} A^{\ell_1}\). This leads to the same conclusion.
Appendix L

Contact-angle Anisotropy

In the main text, we suppose that contact angles are isotropically distributed, and that the angles $\gamma^c$ vanish identically. Here we remove these assumptions. We will need to specify the joint distribution

$$P(\gamma^c, A^c, \theta^c) = P(\gamma^c|A^c, \theta^c) P(A^c|\theta^c) P(\theta^c).$$

We have performed simulations of nearly rigid disks in steady shear, and found that, with negligible error, the contact areas $A^c$ are independent of $\gamma^c$ and $\theta^c$, as previously observed [RB89, VRDEY09]. This implies that $P(\gamma^c|A^c, \theta^c) \approx P(\gamma^c|\theta^c)$ and $P(A^c|\theta^c) \approx P(A^c)$. When crystallization is avoided, the distribution of $\gamma^c$ has 2 components: a $\delta$-function peak at $\gamma = 0$, corresponding to grains which are locally in a triangular lattice configuration, and a diffuse peak, vanishing at $\gamma - a_\gamma \sin(2\theta) = \pm \pi/2$, with $a_\gamma$ an anisotropy parameter. As shown in Figure L.1, our simulations are relatively well-fit by

$$P(\gamma^c|\theta^c) = \lambda \delta(\gamma^c) + (1 - \lambda) \frac{1}{C_n} \cos^n(\gamma^c - a_\gamma \sin(2\theta)), \quad (L.1)$$

for $|\gamma^c - a_\gamma \sin(2\theta)| < \pi/2$, with $\lambda \approx 0.1$, $n = 8$, and $C_n$ a constant\footnote{The normalization constant $C_n = \pi[(n-1)(n-3)\cdots(1)]/[n(n-2)\cdots(2)]$.}. Deviations from the fit are visible near $\gamma^c = \pm 0.3$. These are a signature of nascent crystallization. Because this is an artifact of monodispersity, which is absent in realistic packings, we do not refine (L.1) in this case. The anisotropy parameter $a_\gamma$ is small and can be written in terms of the anisotropy in the contact angle distribution, as discussed below. In particular, (L.1) should be considered only as valid to $O(a_\gamma^2)$.

We have checked that in very strongly polydisperse disk packings, which look to the eye very different, (L.1) is robust, with the same values of the parameters $\lambda$ and $n$. In polydisperse packings, the humps near $\gamma^c = \pm 0.3$ are absent.

Many studies have found that the contact angle distribution is well fit by its first two Fourier components, viz., [RDAR12, RR05]

$$P(\theta^c) = \frac{1}{2\pi} (1 + a_c \cos(2\theta^c)). \quad (L.2)$$
Because the Delaunay triangulation tiles the plane, the variables $\gamma^c$ and $\theta^c$ are not independent. In fact, by a geometrical identity, consistency of (L.1) and (L.2) to $O(a^2)$ requires that $a_\gamma (1 - \lambda) = a_c$.

As in the main text, we decompose the matrix $\langle \ell^c \ell^c \bar{f}_N \rangle = \hat{M}$ into $M_{11} + M_{22} = \langle \bar{f}_N^c \rangle$, $M_{11} - M_{22} = \langle \cos(2\theta^c) \bar{f}_N^c \rangle$, and $M_{12} + M_{21} = \langle \sin(2\theta^c) \bar{f}_N^c \rangle$.

We consider first the conditional expectation of normal forces at a given contact angle $\theta$, denoted with a subscript $\gamma|\theta$. Using (L.1), this is

$$\langle \bar{f}_N^{\gamma|\theta} \rangle = \frac{2A}{NRC} \left( P + T \cos(2\theta + 2\omega) + Ta_c \frac{C_{n-2}}{C_n} \sin(2\theta) \sin(2\theta + 2\omega) + O(a^2) \right).$$

(L.3)

This expression is compared to data from numerical simulations in Figure L.2. The fit is extremely good, which is not surprising since the stress is a linear functional of the contact forces. It implies that

$$\langle \bar{f}_N \rangle = \frac{2A}{NRC} \left( P + \frac{1}{2} Ta_c \cos(2\omega) \right)$$

$$\langle \cos(2\theta^c) \bar{f}_N \rangle = \frac{A}{NRC} (T \cos(2\omega) + a_c P)$$

$$\langle \sin(2\theta^c) \bar{f}_N \rangle = -\frac{A}{NRC} T \sin(2\omega).$$
As in the main text, we take coordinates so that
\[ \hat{\alpha} = \mathbf{R}^{-\nu} \cdot \begin{pmatrix} \alpha + \eta & 0 \\ 0 & \alpha - \eta \end{pmatrix} \cdot \mathbf{R}^\nu, \]
where \( \mathbf{R}^\nu \) is an anticlockwise rotation matrix with angle \( \nu \). We saw above that \( \hat{\alpha} \) must be positive definite; this requires \( \alpha > |\eta| \geq 0 \). By allowing \( \eta \) to take either sign, we can require \( 0 \leq \nu < \pi/2 \). In these coordinates, for a contact vector \( \ell^c = (\cos(\theta^c), \sin(\theta^c)) \), we have \( \alpha^c = \ell^c \cdot \hat{\alpha} \cdot \ell^c = \alpha + \eta \cos(2\theta^c + 2\nu) \). Writing \( \eta/\alpha = \sin(2\lambda) \), with \( |\lambda| \leq \pi/4 \), we find the equations of state
\[
\frac{1}{\alpha \cos(2\lambda)} \left( 1 - a_c \cos(2\nu) \tan(\lambda) \right) = \frac{2A}{N_{FC}} \left( P + \frac{1}{2} T a_c \cos(2\omega) \right),
\]
\[
- \frac{1}{\alpha \cos(2\lambda)} \left( \tan(\lambda) \cos(2\nu) - a_c \left( \frac{1}{2} \cos(4\nu) \sec^2(\lambda) + \sin^2(2\nu) \right) \right) = \frac{A}{N_{FC}} \left( T \cos(2\omega) + a_c P \right),
\]
\[
- \frac{1}{\alpha \cos(2\lambda)} \left( \tan(\lambda) \sin(2\nu) + a_c \left( - \sec^2(\lambda) + \cos(2\nu) \right) \right) = - \frac{A}{N_{FC}} T \sin(2\omega).
\]
We notice that $\hat{\sigma}$ is no longer aligned with $\hat{\alpha}$, i.e., $\omega \neq \nu$. We also notice that stress anisotropy has coupled to geometrical anisotropy, even in the isotropic equation which relates $P$ to $\alpha$.

It is likewise possible to find corrections to the fluctuations induced by geometrical anisotropy. We omit these, as the lengthy expressions offer little insight.