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Abstract

Cooperative communications was proposed to enable spatial diversity in small and inexpensive devices. It allows the creation of virtual antenna array through the antennas of the participating users. The benefits offered by cooperation include increase in data rate, robustness against shadowing, decrease in overall transmit power of the system etc. However, when user cooperation is extended to include multiple users or multiple relays, the system suffers from loss in throughput due to increased number of channel use. To overcome this, cooperative communications schemes often make use of network coding which helps trade-off resource allocated for cooperation and system performance.

In the first part of the thesis, we propose random network coding based user cooperation scheme in wireless networks. Our scheme is very effective in spreading the information of the pool of cooperating users so that the message can reach the destination via many alternative paths. Also, the proposed scheme is decentralized and the cooperating nodes act independent of the others. Results show that our scheme is resilient to inter-user channel noise and can achieve high diversity gain when number of cooperating users is large. We further enhance the
performance of our scheme for bad user-destination channel by protecting the packets by convolutional coding. This version of our scheme performs better than traditional $N$ user cooperation in terms of both outage and throughput for all user-destination channel conditions when inter-user channel is good. It also shows better robustness to inter-user channel than original scheme.

In second part of this thesis, we consider analog network coding based bidirectional relaying system. We develop a scheme to optimally allocate power at the relay nodes such that overall data rate, in transfer of messages between two user nodes is maximized under uncertain channel conditions. We have proposed an iterative solution for rate maximization problem and solve a geometric program at each step. Results show that bidirectional relaying can achieve significantly more data rate than conventional unidirectional relaying scheme at the cost of reduced diversity. Also, addition of more relays makes the system more robust to imperfections in channel.
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A tremendous increase in mobile phone subscribers has been witnessed in many parts of the world. Customer demand for numerous applications which require high data rate and reliability has fueled a lot of research in this area. The applications like video conferencing, mobile TV, telemedicine and online gaming on handheld devices are few such examples. Wireless channels suffer from various impairments including fading which can create a bottleneck on rate and reliability of transmission. One way to surmount it is to use spacial diversity through Multiple Input Multiple Output (MIMO) systems. However the space and cost limitations in small hand held devices often restrict the use of multiple antennas for transmit or receive diversity. Cooperative and relay based communication is an innovative way to enable spacial diversity in such cases. Users can create spatially distributed virtual antenna array to transmit or receive independent copies of signals in fading environment, thus achieving much needed diversity. Users who
partner for cooperation share their resources by transmitting a part or whole of the message transmitted by other users involved in cooperation.

Knowledge of relay based communication has been around for a long time. One of the first treatment on the relay channels appeared in [22] and [9]. However, these early studies were limited to relaying in Gaussian channels. Recent studies on relaying and cooperation [20, 24] are motivated by the fading due to multipath nature of the wireless channels. Cooperative system if properly used can increase data rate and decrease the outage of the participating users, which leads to net power savings due to the diversity it offers. Cooperation can also shield mobile users against shadowing, which is an added advantage over MIMO systems.

1.1 Basic Three Node Cooperation

The basic concept of cooperation (through relaying) which takes advantage of broadcast nature of the wireless channel is shown in fig. 1.1. In the first time slot, node 1 transmits the information to the destination. Node 2 which is acting as relay for node 1 will also receive the information and in the next time slot it transmits the same or part of the received information over an independent channel, which leads to diversity in the system. If the cooperation is mutual, nodes 1 and 2 keep changing their roles as active and relay nodes. In some cases, node 2 can be dedicated infrastructure based relay set up by the mobile service provider.

Depending on how much processing capability node 2 has (or is willing to expend), different protocols can be followed while relaying. The four major relaying protocols are: Amplify-and-Forward [3], Decode-and-Forward [20], Coded Co-
Figure 1.1: Cooperation through relaying, three node case.

- Amplify-and-Forward: The relay amplifies and retransmits the analog signal it has received in the first time slot from the active user node. The relay need not know the details such as modulation scheme and coding scheme used by the active user node. However, storing and amplifying analog signals is not very easy.

- Decode-and-Forward: In this case, the relay demodulates and decodes the signal it has received in the first time slot. Then it forwards the decoded bits
to the destination in the second time slot.

- **Coded Cooperation:** In the above two methods the relay repeats the signal they have received from the active user node, while this scheme uses channel coding for cooperation. The relay decodes the message it has received in the first time slot and forwards the parity bits to destination in the next time slot. Cooperative systems using Network Coding may also be included in this category.

- **Compress-and-Forward:** In this technique the relay forwards compressed (often quantized) version of the message it has received from the active user node. The destination has two correlated versions of the same message and hence the concept of (de)coding with side information can be used to estimate the original message.

It should be noted that (unidirectional) relaying discussed above leads to loss in spectral efficiency due to the use of additional time slot. To overcome this problem bidirectional or two way relaying was proposed which has its roots in [25]. This scenario is applicable when nodes 1 and 2 (fig. 1.2) have to exchange information in presence of a relay node. In first time slot both the nodes transmit their information simultaneously to the relay. In the next time slot the relay broadcasts the received signal to both of the nodes. Individual nodes can cancel the effect of their own transmitted signal from the signal received from the relay to estimate the message of the other node. Thus we achieve message exchange between two nodes in two time slots, unlike spending two time slots for message transmission.
Figure 1.2: Bidirectional or two way relaying, three node case.

from only one node to the other, attaining higher spectral efficiency in the process. But price to be paid is some loss in spatial diversity relative to unidirectional relaying scheme. To achieve diversity gain in bidirectional relaying scheme we need additional relays, so as to allow the reception of signal from independent paths. If the relay employs amplify and forward strategy, the signal transmitted by the relay in the second time slot is sum total of the signals by both of the nodes. For this reason amplify and forward bidirectional relaying is sometimes said to make use of physical layer network coding.

1.2 Scope and Contribution

• In chapter 3 we consider a network coding based cooperative communication system which falls within the framework of coded cooperation. We
propose a novel random network coding based cooperative communication scheme for multi-user scenario and study the outage and throughput performance of the proposed scheme through simulations. To further enhance the performance of the proposed scheme, we allow forward error correction in the network coded packets and study the performance of the improved scheme.

- In chapter 4 we consider analog network coding based bidirectional relaying system which can be considered as an amplify-and-forward system. We formulate the problem to maximize rate of data transfer when two user nodes exchange information between each other. We consider the presence of multiple relay nodes and assume imperfect knowledge of channel. Bidirectional relaying is compared with unidirectional amplify-and-forward system under similar assumptions.

1.3 Thesis Organization

Rest of this thesis is organized as follows. Chapter 2 discusses existing literature in the area of network coding and network coding based cooperative communication schemes. Further, work related to amplify-and-forward bidirectional relaying is discussed. In chapter 3 we discuss and analyze the random network coding based cooperative communication scheme. Resource allocation for bidirectional relaying under channel uncertainty is discussed in chapter 4. Finally we draw conclusions and present some possible extensions of this thesis in chapter 5.
Chapter 2

Related Work

In this chapter we present a survey on the related work. Specifically we focus on network coding based cooperative communications and analog network coding based bidirectional relaying schemes. These areas have attracted lot of interest due to potential benefits they offer.

2.1 Network Coding and Cooperative Communication

Network coding was originally proposed for wired networks [2]. It allows intermediate nodes in the network to linearly combine previously received packets to form a network coded packet. Depending on the network architecture, network coding offers throughput improvement in wired networks apart from robustness against packet loss and delay. An introduction to the concept of linear network coding can be found in [10]. Chou et al. [8] have analyzed the performance of ran-
dom network coding on network graphs of commercial internet service providers.

Network coding is often blended with cooperative communication protocols due to benefits and flexibility it offers in designing the system. The broadcast nature of wireless channel makes the use of network coding easier. Many authors have studied cooperation schemes aided by network coding. Lai et al. [19] proposed the use of network coded cooperation to reduce transmit powers of mobile units far away from the base station as compared to direct transmission. In addition to decreased transmit power, their system which employed Time Division Multiple Access (TDMA) protocol, achieved reduction in transmission delay from $O(N^2)$ to $O(N)$ for $N$ cooperating mobiles. Chen et al. [6] investigated the use of network coding in distributed antenna systems and cooperative communication scenarios. They recommended the use of network coding in cases where long channel codes were not practical. However they suggested that a hybrid system incorporating both network and channel code will further improve the performance of the system.

Woldegebrereal et al. [26] carried out outage analysis of network coded cooperative communication scheme under noisy inter-user channel and showed that diversity order upto two can be achieved for a group of two cooperating users. Xiao et al. [27] studied a cooperative scheme for three nodes where channel coded version of information generated at each node was combined to form the network coded packet. The destination decodes the data of the cooperating users by iterating between their packets. They showed superior performance achieved by their scheme than when network coding was not used. Haas et al. [13] proposed
a “cluster based cooperative coding protocol” applicable in dense wireless sensor networks where link level retransmission of large packets were not allowed. They grouped nodes in the network into cooperating clusters which made use of network coding in their operation. They showed that by choosing clusters of proper size end to end communication between source and destination can be made more reliable.

2.2 Bidirectional Relaying

Three node architecture with bidirectional relaying has been studied by Zhang et al. [29]. The authors assumed that a relay with multiple antennas assisted single antenna sources. They proposed a convex optimization based technique for optimal beamforming and studied the capacity region of their optimal scheme. Koike-Akino et al. [18] pointed out that conventional modulation schemes were not optimal in terms of end-to-end throughput for two way relaying schemes and proposed optimized constellations for that purpose.

Zhang et al. [31] devised a power allocation scheme based on mean channel strength for information exchange between two nodes. They maximized the average sum rate of the two users and designed scheme to trade-off outage probability of the participating users. A multi-relay architecture for two way relaying was studied by Nassab et al. [14]. The authors proposed distributed algorithm to compute the beamforming coefficients at each of the relay nodes for two way relaying such that overall transmission power was minimized given some user rate constraints. Zeng et al. in [28] have studied the achievable rate region for such
multi-relay networks assuming both channel reciprocity and non-reciprocity.

In [30] authors have developed power allocation strategies for multi-relay network when relays transmit at different time slots. Ho et al. [15] addressed power allocation problem for three node amplify-and-forward bidirectional relaying scheme over OFDM link such that the data rate of message exchange between the nodes is maximized. They identified the optimization problem as non convex and solved its dual. To further increase data rate, they proposed tone permutation at the relay node.
Chapter 3

Cooperative Communication in
Wireless Uplink Transmissions
Using Random Network Coding

3.1 Background

Network coding can help extending the user cooperation to multiple users in a convenient way. If $N$ users are cooperating in uplink transmission in a TDMA system, traditional cooperative communication scheme requires a transmission delay of $N^2$ time slots and allocates $(N - 1)/N$ of the total system resources for cooperation. Network coding can trade off the allocated resources and system performance, reducing the delay required in transmission process. In this chapter, we propose a novel multiuser cooperative communication scheme using random
network coding for uplink wireless transmissions. Participating users transmit a linear combination of their new data packet and packets successfully decoded due to preceding transmissions by other users, thus sending new information as well as relaying the information for other users at the same time. The coefficients used for linear combination are selected at random from the finite field used to carry out the network coding. At the base station, original data packets are recovered from the received packets by solving system of linear equations in the finite field.

Existing schemes which employ network coding in multi-user cooperative wireless communications have not been able to exploit its full potential – especially, when it comes to making the system robust against inter-user channel noise. This is mainly because deterministic schemes seldom re-encode the network coded packets which make them prone to packet losses due to channel noise. To this end, we propose a cooperative communication scheme that exploits random network coding to spread the information of the pool of cooperating users. This scheme allows the source packets dropped at intermediate nodes to reach the destination through alternative paths thus, achieving better robustness against the effects of noisy inter-user channel. Results from current study show that, even in presence of moderate level of channel noise in inter-user channels, the proposed scheme offers system performance comparable to noiseless inter-user channels.

We further improve the network coded cooperation scheme to include forward error correction using convolutional code. This scheme performs very well when channel between users to destination is weak. The schemes presented in this chapter achieve full diversity of $N$ for $N$ cooperating users.
3.2 System Model and Assumptions

We consider an uplink transmission scenario where a group of $N$ mobile stations (also termed as users) are cooperating to communicate to the same base station (also termed as destination). Inter-user channels and the user-base station channels are assumed to be Rayleigh flat faded with unit variance. Slow fading scenario is considered where fading coefficient is constant over the transmitted packet. Moreover, fading coefficients are assumed to be perfectly known to the receivers (base station and mobile stations, when they decode signals transmitted by their partners) during packet demodulation and detection. All users are assumed to transmit at different time slots following a TDMA protocol. All the receivers (base station and mobile units as intermediate nodes) are assumed to have single antenna. The proposed scheme falls within the framework of ‘coded’ cooperation [23] where network coding is used.

3.3 Proposed Scheme

When the traditional cooperative scheme is extended to $N$ users in a TDMA system, each of the $N$ users relay information for all other partners once, utilizing $N - 1$ time slots, (apart from broadcasting its own data in one time slot) thus requiring a delay of $N^2$ time slots between transmission of new data packets from a particular user. Also, since only one out of the $N$ time slots are used to transmit new data, $(N - 1)/N$ of the total system resources are allocated for cooperation in the traditional cooperative communication system which may not be desirable. The scheme proposed in this chapter can trade off allocated system resources with
performance to come up with a cooperation protocol which requires a delay of only $2N$ between the new transmissions from a user.

### 3.3.1 Encoding

$s$ consecutive bits of packets of length $L$ bits are assumed to be symbols in the finite field $F_{2^s}$ for the purpose of network coding [10]. Thus each packet becomes vector of length $K = L/s$. The steps in the encoding process are shown in the flowchart (fig. 3.1). All the computations were carried out in the finite field $F_{2^s}$.

The transmission is divided into two rounds. In the first round of $N$ time slots, each of the users take turn in transmitting a linear combination of their own (new) packet (also termed as information packet) and the packets they have correctly decoded due to transmission of preceding users in this round (packets from preceding users are already network coded). The $n^{th}$ user, $1 \leq n \leq N$, generates the coefficients, $h = (h_1, \ldots, h_n)$ (also termed as encoding vector) used for linear combination, randomly from the set $F_{2^s} - \{0\}$, where each element of the set has equal probability of occurrence. If $M_n$ is the new information packet at this node and $\{X_j, 1 \leq j < n\}$ are the packets transmitted by preceding users, the $n^{th}$ node computes the network coded packet as

$$X_n = \sum_{j=1}^{n-1} h_jX_j + h_nM_n. \quad (3.1)$$

It should be noted that if the $n^{th}$ user was unable to successfully decode the packet transmitted from the $j^{th}$ user, $h_j$ in $h$ is set to zero to remove the contribution of
Figure 3.1: Flowchart to compute packets, \((g^p, X_p)\), \(1 \leq p \leq 2N\), transmitted by the users in the two rounds. Transmission is done following TDMA protocol. \(1 \leq p \leq N\) denotes packets transmitted in 1st round and \(N + 1 \leq p \leq 2N\) denotes packet transmitted in 2nd round. All computations are carried out in the finite field \(F_{2^s}\).
the corrupted packet in $X_n$. For the purpose of decoding network coded packets, it is necessary to send information of how the packets were combined. For ease of decoding it is customary to send the encoding vectors with respect to the original information packets of the source nodes [8]. Denoting the encoding vector with respect to the original information packets at the $n^{th}$ node as $g^n = (g^n_1, \ldots, g^n_n)$, they can be easily calculated as

$$g^n_i = \sum_{j=1}^{n-1} h_j g^n_j$$

$$g^n_n = h_n.$$ (3.2)

Finally, the $n^{th}$ node transmit the packet $(g^n, X_n)$. Users store the packet transmitted by them for the use in second round. Other users try to decode this transmitted data and if error free packet is received, it is stored, or else it is discarded (and all zero vector is stored instead).

In the second round of $N$ time slots, each user transmits a linear combination of all the packets they have correctly decoded in the first round to the base station. Users don’t decode/store the packets transmitted in the second round. The base station decodes and stores the correctly decoded packets in both the rounds. The second round only has added redundancies which are useful in case the channels between users and base station are noisy.
3.3.2 Decoding

If base station receives the set of packets \( R = \{(g_1, X_1), (g_2, X_2), \ldots, (g_P, X_P)\} \) then decoding asks for solving the system of linear equations

\[
X_j = \sum_{i=1}^{N} g^i_j M_i, \tag{3.3}
\]

where \( \{M_i, 1 \leq i \leq N\} \) are the unknowns. Thus we require \( P \geq N \) linearly independent equations to recover \( N \) unknowns. Gaussian elimination can be used to solve the system of equations without the need to compute the inverse of the equivalent matrix equation. We carry out all of the computations in the finite field \( F_{2^r} \). The scheme is quite robust in the sense that decoding will be successful even though we lose some of the packets due to user-base station channel noise. It should be noted that partial decoding is possible sometimes even if less than \( N \) packets are received. For example if the cardinality of \( R \) is less than \( N \) but it contains one of the packets which is composed of only one of the \( M_i \)'s, then that information packet can be recovered, similarly if \( R \) contains two (or more) packets which is composed of only two information packets \( M_i \) and \( M_j \), then they can be recovered, and so on. Due to the noise in inter-user channel many possibilities for \( i \)'s and \( j \)'s exist. In other words whenever Gaussian elimination leads to a row with only one element, that information packet can be recovered.

Unlike the previous works we have allowed the users to use the partners’ correctly decoded packets in first round of transmission itself. This leads to information spreading to a greater extent because the possibility of data reaching the final
destination though alternate paths (i.e. via cooperating users) increases; which in turn improves the robustness of system against inter-user channel noise.

3.4 Forward Error Correction Through Convolutional Code

As we will see in section 3.5, performance of the scheme proposed in this chapter can be improved further when operating at low signal to noise values. In this domain, the packet loss is too high which leads to such a low performance. To protect the packets against impairments of fading in such a situation, we propose using convolutional codes. It has been found that even with this simple coding scheme, we can achieve significant improvement in system performance at low signal to noise ratios (SNRs). At a node, we perform network coding first, this data is then augmented by parity bits generated by convolutional code. While decoding (at other nodes or destination) of the convolutional code viterbi algorithm is used.

3.5 Results

We evaluate the performance of the above network coded cooperative scheme on group of $N = 4$ cooperating users. Packet size is assumed to be 128 bits and finite field size is $2^8$ (or $s = 8$). The inter-user channels and channels between the mobiles and the base station are assumed to be Rayleigh flat faded. Fading coefficient is assumed to be constant in the whole packet and independent for different packets. Modulation scheme in the transmission is taken to be Binary Phase Shift Keying (BPSK). It is also assumed that all the receivers are capable of
detecting the packet errors with certainty.

Fig. 3.2 shows outage performance of the scheme proposed in this chapter for varying inter-user channel noise conditions. In the figure, the *system outage probability* is plotted, which is defined as the ratio between the correctly decoded information packets to the total transmitted information packets for *all* the $N$ users.
Figure 3.3: Throughput performance of the proposed scheme for different values of inter-user signal to noise values
In the calculation only the actual information packets generated at the \( N \) sources are considered. In the simulation, all the 4 users have same \( E_b/N_0 \) value for the channel between them and the base station. The scheme is slightly inferior to the traditional four user cooperation scheme (both with noiseless inter-user channels) in terms of outage probabilities. But such a performance is achieved at the cost of more resources with traditional cooperation scheme allocating \( 3/4^{th} \) of the total system resource for user cooperation (because each of the users transmit for their 3 partner once). In contrast, the proposed scheme allocates only \( 1/2 \) of the total system resource for cooperation. Further, the traditional four user cooperative communication scheme incurs a delay of \( N^2 = 16 \) compared to \( 2N = 8 \) time slots by the scheme proposed in this chapter. When the inter-user channel is reliable enough, both the traditional and network coded cooperation achieves diversity order of 4 for high signal to noise values of user-destination channel. For different values of the inter-user channel, the scheme proposed in this chapter performs at least as good as the traditional two user cooperative communication scheme. The performance improvement is substantial however for moderate to high signal to noise values of the inter-user channel. More precisely, when the inter-user channel is 15 db or more, the performance achieved is almost as good as the random network coding scheme with noiseless inter-user channel. Thus for the proposed scheme to perform well, searching partners with extremely good inter-user channel conditions is not required.

Fig. 3.3 shows the throughput performance of the proposed scheme for different conditions of inter-user channels and compares it with Rayleigh channel and
traditional two user cooperation (with noiseless inter-user channel). Throughput for the system is defined as the ratio of total number of information packet correctly decoded by the destination to the total number of packets transmitted by all the user nodes in the system. Observations reveal that, at high signal to noise values of the user-destination channel, the system throughput saturates at 0.5 for traditional two user cooperation and proposed scheme in this chapter. This is so because for each new information packet generated at the user nodes, two packet is transmitted by the node. However, for traditional $N$ user cooperation, for each new information packet, $N$ packets are transmitted to the destination hence the system throughput saturates at $1/N = 0.25$ (for $N = 4$ in our case) for high signal to noise values of user-destination channel. It is clear from fig. 3.2 and fig. 3.3 that for good user-destination channel conditions, traditional $N$ user cooperation has better outage performance at the cost of poor throughput performance. However, when user-destination channel is below 5db, traditional $N$ user cooperation is better than network coded cooperation both in terms of outage and throughput (when both systems have noiseless inter-user channels).

Figs. 3.4 displays the outage and fig. 3.5 shows the throughput performance of each of the users involved in network coded cooperation. For the results shown in these figures, the inter-user channel is assumed to be noise free and all the users have equal $E_b/N_0$ value for the channel between them and the base station. We have discussed the possibility of partial decoding when the base station receives less than $N = 4$ packets from cooperating users. Due to partial decoding, user 1 performs better than user 2, user 2 does better than user 3 and user 3 better
Figure 3.4: Outage performance of different users for the proposed scheme with and without random network coding
Figure 3.5: Throughput performance of different users for the proposed scheme with and without random network coding.
than user 4; both in terms of outage and throughput. To explain such a behaviour we can analyze the fraction of total system resources used by the users. User 1 who starts the transmission in the first round will have its packet most probably incorporated in transmission by each of the subsequent users (subject to correct decoding), similarly user 2’s packet is most likely to be present in all but one (first) transmission to the base station, and so on. In second round, however, users get same representation. Thus it can be seen that user 1 utilizes greater portion of the allocated resources than others, then user 2 follows and so on, their performance follow the same trend.

Fig. 3.6 shows how the cooperation help share the benefits brought by improved user-destination channel even if some of the participating users are always in shadow region. Figure shows the outage probability of the participating users. $E_b/N_0$ values for all inter-user channels are fixed at 15 db. Also the channel between user 1 and destination has fixed $E_b/N_0$ of 12 db. The link for rest of the three users (2,3 and 4) to the destination are of similar quality. As seen from the figure, the outage of user 1 decreases as the channel quality of its partners (users 2, 3 and 4) improve (even though the channel quality of user 1 is constant). Fig. 3.7 shows the corresponding throughput performance.

In figs. 3.8 and 3.9 we analyze the outage and throughput performance of the proposed scheme when forward error correction is used. We have used rate half convolutional code used in Digital Video Broadcasting [1]. The generator polynomials for convolutional code are 171 (Octal) and 133 (Octal). Viterbi algorithm is used for decoding. As seen in the figures, this version of network coded coop-
Figure 3.6: Users with weaker as well as stronger channels are benefited due to network coded cooperation, inter-user channels are 15 db.
Figure 3.7: Throughput performance of the users, channel of user 1 to destination is fixed at 12 db and inter-user channels are 15 db
Figure 3.8: Outage performance of the proposed scheme when forward error correction (through convolutional coding) is used.
Figure 3.9: Throughput performance of the proposed scheme when forward error correction (through convolutional coding) is used.
ation performs much better than the older version and the traditional cooperation in terms of both outage and throughput at low signal to noise values of operation. In high SNR regime, it achieves same throughput performance as traditional cooperation at much better outage.

3.6 Conclusions

In this chapter we proposed a new cooperative communication scheme for multi-user scenario, that exploits random network coding in uplink wireless transmissions. Nodes transmit linear combination of their own data and successfully decoded data from the partners. Our scheme is decentralized, in the sense that each node acts independent of others. The scheme is very robust to inter-user channel noise and achieves almost full diversity ($N$ for $N$ cooperating users) for moderate inter-user channel conditions. For bad user-destination channels, we proposed the use of forward error correction through convolutional codes, to improve throughput and outage performances. Our scheme can be easily modified to design more flexible network coded cooperative communication schemes to tradeoff allocated resources and system performance.
Chapter 4

Optimal Resource Allocation for Analog Network Coding Based Bidirectional Relaying

4.1 Background

In conventional (unidirectional) relaying a message is transmitted from the source to the relay in the first time slot and, from the relay to the destination in the second time slot. Thus a total of four time slots are required if two user nodes wish to exchange messages in presence of a single relay node. With the use of network coding based bidirectional relaying message can be exchanged between two user nodes in only two time slots, thus providing the possibility to achieve higher system rate. In the first time slot both the user nodes transmit their message to the
relay node(s) on the same physical channel and in the second time slot the relay(s) broadcast the messages to both the user nodes. Similar to one way relaying where the relay can apply strategies like amplify-and-forward and decode-and-forward, in bidirectional relaying the relays can either amplify the signal which they have received in the first time slot or they can try to decode the information received in the first time slot and broadcast it to the user nodes. If amplify-and-forward is used in bidirectional relaying, the setup is very similar to analog network coding. On the other hand if decode-and-forward is used the setup is close to the traditional (digital) network coding.

Maximization of overall system rate when two user nodes are involved in information exchange in two time slots and in presence of multiple relays, for analog network coding based bidirectional relaying network is still an open problem in the literature. In this chapter, we develop optimal power allocation strategies for networks employing bidirectional relaying such that the overall system rate is maximized given some power budget. We propose an iterative algorithm which converts the power allocation problem successively to a geometric program, which can be solved efficiently.

4.2 Bidirectional Relaying

4.2.1 System Model

This section discusses the system model when two user nodes, $N_1$ and $N_2$ want to exchange information through $J$ assisting relay nodes, $R_j$, $j \in \{1, 2, ..., J\}$. All
the transmitters and receivers are assumed to be single antenna nodes operating in half-duplex manner. We assume all transmissions and receptions are perfectly synchronized. The wireless channel from node $x$ to node $y; x, y \in \{N_1, N_2, R_1, \ldots, R_J\}$ is denoted by $h_{xy}$ and is modeled as $P \times \mathcal{N}(0,1)$, where $P = kd^{-\alpha}$ represents the path loss ($d =$distance, $\alpha =$path loss factor) and $\mathcal{N}(0,1)$ represents zero mean circularly symmetric complex Gaussian random variable with unit variance for flat Rayleigh fading. We consider the general case where channels are non-reciprocal. The receiver is assumed to have imperfect estimate of the channel. The relationship between the estimated channel, $\hat{h}_{xy}$ and $h_{xy}$ is

$$h_{xy} = \hat{h}_{xy} + e_{xy}. \quad (4.1)$$

e_{xy}$ is a complex random variable with zero mean and known variance, $\sigma^2_{e_{xy}}$, representing the uncertainty in the channel from node $x$ to node $y$. The real and imaginary parts of $e_{xy}$ are independent and assumed to have same distribution.

The relays employ analog network coding based bidirectional relaying. In the first time slot, both of the user nodes transmit their signal on the same physical channel to all of the relay nodes. The signal transmitted by the user node $N_i$, $i = 1, 2$ in the first time slot is

$$t_{N_i} = \sqrt{P_{N_i}x_i}, \quad (4.2)$$

where $P_{N_i}$ is the power of the transmitted signal and $x_i$ is the signal content of the node $N_i$ (normalized to unit energy). The signal received by the relay node $R_j$, $j = 1, 2, \ldots, J$ in the first time slot is the superposition of the signals transmitted
by both user nodes and is given by

\[ r_{R_j} = (\hat{h}_{N_1 R_j} + e_{N_1 R_j}) \sqrt{P_{N_1} x_1} + (\hat{h}_{N_2 R_j} + e_{N_2 R_j}) \sqrt{P_{N_2} x_2} + n_{R_j}, \quad j = 1, \ldots, J. \] (4.3)

Here, \( n_x \sim \mathcal{N}(0, \sigma^2_{n_x}) \) represents the noise at node \( x; x \in \{N_1, N_2, R_1, \ldots, R_J\} \) with variance \( \sigma^2_{n_x} \).

In the second time slot, all of the \( J \) relay nodes transmit the scaled version of the signal they have received, to both user nodes simultaneously on the same channel. The signal transmitted by the relay node \( R_j \) in the second time slot is

\[ t_{R_j} = \sqrt{P_{R_j} \eta_{R_j} r_{R_j}}, \] (4.4)

where

\[ \eta_{R_j} = \left( \frac{1}{|\hat{h}_{N_1 R_j}|^2 P_{N_1} + \sigma^2_{e_{N_1 R_j}} P_{N_1} + |\hat{h}_{N_2 R_j}|^2 P_{N_2} + \sigma^2_{e_{N_2 R_j}} P_{N_2} + \sigma^2_{n_{R_j}}} \right)^{1/2}. \] (4.5)

The signal received by user node \( N_i \) in the second time slot, which is superposition of the signals transmitted by all of the \( J \) relay nodes, is given by

\[ r_{N_i} = \sum_{j=1}^{J} (\hat{h}_{R_j N_i} + e_{R_j N_i}) \sqrt{P_{R_j} \eta_{R_j} r_{R_j}} + n_{N_i}, \quad i = 1, 2. \] (4.6)

After substituting equation (4.3) in (4.6) and removing the self interference term,
the received signal at the user node $N_i$ from $N_k$ can be written as
\begin{align*}
r'_N &= \sum_{j=1}^{K} \hat{h}_{R,N_j} \hat{n}_{N_j} \sqrt{P_{N_j}} \eta_j \sqrt{P_{R_j}} \eta_{R_j} x_k + \sum_{j=1}^{K} \hat{e}_{N_j} \sqrt{P_{N_j}} \eta_j x_k \eta_{R_j} \sqrt{P_{R_j}} \\
&+ \sum_{j=1}^{K} \hat{e}_{R_N_i} \sqrt{P_{R_j}} \eta_{R_j} x_k + \sum_{j=1}^{K} \hat{e}_{R_N_i} \sqrt{P_{R_j}} \eta_{R_j} x_k + \sum_{j=1}^{K} \hat{e}_{R_N_i} \sqrt{P_{R_j}} \eta_{R_j} \eta_{R_j} x_k + n_{N_k},
\end{align*}
(4.7)
where $k = 2$ for $i = 1$ and $k = 1$ for $i = 2$. The signal to noise ratio (SNR) for transmission from user node $N_k$ to $N_i$ is given by
\begin{align*}
\gamma_{N_k N_i} = \frac{\left| \sum_{j=1}^{K} \hat{h}_{R,N_j} \hat{n}_{N_j} \sqrt{P_{N_j}} \eta_j \sqrt{P_{R_j}} \eta_{R_j} \right|^2}{\sum_{j=1}^{K} \left| \hat{h}_{R,N_j} \right|^2 P_{N_j} \eta_j \eta_{R_j} + \sum_{j=1}^{K} \left| \hat{e}_{N_j} \right|^2 P_{N_j} \eta_j \eta_{R_j} + \sum_{j=1}^{K} \left| \hat{e}_{R,N_j} \right|^2 P_{R_j} \eta_j \eta_{R_j} + \sum_{j=1}^{K} \left| \hat{e}_{R,N_i} \right|^2 P_{R_j} \eta_j \eta_{R_j} + \sum_{j=1}^{K} \left| \hat{e}_{R,N_i} \right|^2 P_{R_j} \eta_j \eta_{R_j} + \sigma_{n_{N_k}}^2}.
\end{align*}
(4.8)
where $k = 2$ for $i = 1$ and $k = 1$ for $i = 2$. As mentioned in [21] the channel measurement noise has worst effect if it is assumed to behave as additive white Gaussian noise (AWGN). Hence, the lower bound to the rate of data transfer from node $N_k$ to $N_i$ can now be written as
\begin{align*}
R_{N_k N_i} &= \frac{1}{2} \log \left( 1 + \gamma_{N_k N_i} \right),
(4.9)
\end{align*}
where $\gamma_{N_k N_i}$ is defined in (4.8).

Assuming BPSK modulation, bit error rate (BER) for the transmission can be calculated as
\begin{align*}
p_e = Q(\sqrt{2 \times \gamma_{N_k N_i}}),
(4.10)
\end{align*}
where $Q$-function is defined as, $Q(x) = \frac{1}{\sqrt{2\pi}} \int_x^{\infty} e^{-u^2/2} du$. 
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4.2.2 Problem Formulation

The objective is to maximize the overall system rate given the constraint on total power transmitted by users and all of the relays in each time slot, \( P_T \). As only the lower bound to the rate of data transfer is available, the optimization problem is lower bounded by the following:

\[
\begin{align*}
\text{minimize} & \quad R_{N_2N_1} + R_{N_1N_2} \\
\text{subject to:} & \quad P_{N_1} + P_{N_2} \leq P_T, \\
& \quad \sum_{j=1}^{J} P_{R_j} \leq P_T, \\
& \quad P_{N_1}, P_{N_2}, P_{R_j} \geq 0; j = 1, 2, ..., J.
\end{align*}
\]  
(4.11)

4.2.3 Power Allocation

In the high SNR region, the objective function in problem (4.11) can be written as

\[
R_{21} + R_{12} = \frac{1}{2} \log \left\{ (1 + \gamma_{21})(1 + \gamma_{12}) \right\} \geq \frac{1}{2} \log (\gamma_{21}\gamma_{12}) = -\frac{1}{2} \log \left( \frac{1}{\gamma_{21}\gamma_{12}} \right).
\]  
(4.12)

Since log \((.)\) is a monotonically increasing function, maximization of \( R_{21} + R_{12} \) is lower bounded by minimization of \( \frac{1}{\gamma_{21}\gamma_{12}} \). Hence optimization problem in (4.11)
is lower bounded by,

$$\begin{align*}
\text{minimize} & \quad \frac{1}{\gamma_{12}}, \frac{1}{\gamma_{21}} \\
\text{subject to:} & \quad P_{N_1} + P_{N_2} \leq P_T, \\
& \quad \sum_{j=1}^{J} P_{R_j} \leq P_T, \\
& \quad P_{N_1}, P_{N_2}, P_{R_j} \geq 0; j = 1, 2, \ldots, J.
\end{align*}$$

(4.13)

Three Node Network

The power allocation optimization problem for the three node network with two user nodes and one relay node can be easily formulated as a geometric program (GP) [7], which can be solved numerically for the three power variables. Power allocation optimization problem for single relay two way relaying systems have been solved previously by dual decomposition of original optimization problem [15]. In [30] it has also been identified as a GP. It is straightforward to see that for single relay case ($J = 1$), $\frac{1}{\gamma_{21}}$ and $\frac{1}{\gamma_{12}}$ are posynomials, where $\gamma$'s are defined in (4.8). Problem (4.13) has an objective function which is product of two posynomials (and hence a posynomial) and has posynomial inequality constraints with upper bounds. Thus it is a GP, and can be solved optimally and efficiently by transforming into a convex optimization problem [4]. The optimal powers $P_{N_1}, P_{N_2}$ and $P_R$ can be determined numerically by using GP solvers (such as CVX [12]).
Multi-relay Network

In multi-relay case ($J > 1$) we fix the user nodes’ powers to make the problem mathematically tractable. The objective function in the optimization problem (4.13) can be approximated by a posynomial. Thus solution can be found by successively approximating the optimization problem as a GP.

Let $g_{N_k N_i}(P_R)$ and $f_{N_k N_i}(P_R)$ denote the denominator and numerator respectively, of $\gamma_{N_k N_i}$ defined in (4.8), where $P_R$ is a $J$-tuple containing all the relay nodes’ power variables. Then problem (4.13) can be written as

$$\min_{P_R} \frac{g_{N_k N_i}(P_R)}{f_{N_k N_i}(P_R)} \cdot \frac{g_{N_k N_2}(P_R)}{f_{N_k N_2}(P_R)}$$

subject to:

$$\sum_{j=1}^{J} P_{R_j} \leq P_T,$$

$$P_{R_j} \geq 0; j = 1, 2, ..., J.$$

(4.14)

It can be seen that the objective function in (4.14) is neither a monomial nor a posynomial and hence cannot be formulated as a GP. However the problem can be solved very accurately by local approximation of denominator by monomial which is explained next.
Problem (4.14) can be written as,

$$\begin{align*}
\text{minimize } & \quad P_{R_2}, P_{R_4} \\
\text{subject to: } & \quad f_{N_2N_1}(P_R) \geq t_1, \\
& \quad f_{N_1N_2}(P_R) \geq t_3, \\
& \quad g_{N_2N_1}(P_R) \leq t_2, \\
& \quad g_{N_1N_2}(P_R) \leq t_4, \\
& \quad t_1, t_2, t_3, t_4 > 0, \\
& \quad \sum_{j=1}^{J} P_{R_j} \leq P_T, \\
& \quad P_{R_j} \geq 0; j = 1, 2, \ldots, J.
\end{align*}$$

Due to first and second constraints, problem (4.15) is not a GP. Rest of the constraints and the objective function satisfy the criteria of GP. Therefore, we can convert the problem to a GP by approximating $f_{N_2N_1}(P_R)$ and $f_{N_1N_2}(P_R)$ by corresponding monomials. Details of the procedure can be found in [5]. If $f_{N_2N_1}^{P_R^0}(P_R)$ represents the monomial approximation of $f_{N_2N_1}(P_R)$ around the point $P_R = P_R^0$, it can be written as

$$f_{N_2N_1}^{P_R^0}(P_R) = f_{N_2N_1}(P_R^0) \prod_{n=1}^{J} \left( \frac{P_{R_n}}{P_{R_n}^0} \right)^{e_n} \approx f_{N_2N_1}(P_R),$$

where

$$e_n = \left. \frac{P_{R_n}^0}{f_{N_2N_1}(P_R)} \frac{\partial f_{N_2N_1}(P_R^0)}{\partial P_{R_n}} \right|_{P_{R_n}=P_{R_n}^0}.$$
After some algebraic manipulation \( \frac{\partial f_{N_2N_1}(P^0_R)}{\partial P_{R_n}} \) can be written as,

\[
\frac{\partial f_{N_2N_1}(P^0_R)}{\partial P_{R_n}} = \frac{\partial}{\partial P_{R_n}} \left| \sum_{j=1}^{J} h_{R,N_j} \sqrt{P_{N_k}} \sqrt{P_{R_j} \eta_{R_j}} \right|^2 \\
= \frac{\partial}{\partial P_{R_n}} \left( \sum_{j=1}^{J} h_{R,N_j} \sqrt{P_{N_k}} \sqrt{P_{R_j} \eta_{R_j}} \right) \left( \sum_{j=1}^{J} \hat{h}_{R,N_j} \hat{h}_{N_k,R_j} \sqrt{P_{N_k}} \sqrt{P_{R_j} \eta_{R_j}} \right)^* \\
= \frac{P_{N_k} \eta_{R_n}}{\sqrt{P_{R_n}}} \sum_{j=1}^{J} \sqrt{P_{R_j} \eta_{R_j}} \text{Re}(\hat{h}_{R,N_j} \hat{h}_{N_k,R_j} \hat{h}^*_{R,R_n} \hat{h}^*_{N_k,R_n}) ,
\]

(4.18)

where, \( \text{Re}(z) \) is real part of complex number \( z \) and \( z^* \) is complex conjugate of \( z \).

Similarly, monomial approximation \( f_{N_1N_2}(P^0_R) \) for \( f_{N_1N_2}(P_R) \) can be computed. It should be noted however, that as we deviate from \( P^0_R \), the point where approximation was made, the accuracy decreases. Hence we need an iterative approach to solve problem (4.15) where \( f_{N_2N_1}(P^0_R) \) and \( f_{N_1N_2}(P^0_R) \) are revised at each iteration.

The algorithm to achieve this is explained in the following.

**Step 1:** Initialize \( P^0_{R_j} = P_T/J, \ j = 1, 2, ..., J, \ iter = 1 \) and obtain \( iter_{\text{max}} \), the maximum number of iterations.

**Step 2:** Find \( f_{N_2N_1}^0(P_R) \) and \( f_{N_1N_2}^0(P_R) \) following the steps in (4.16) and (4.17).

**Step 3:** Find optimal \( P_{R_j}, \ j = 1, 2, ..., J \) by solving the following geometric pro-
gram

minimize $\frac{t_2}{t_1}$, $\frac{t_4}{t_3}$

$$P_R$$

subject to:

$$f_{N_2N_1}^{P_0} (P_R) \geq t_1,$$

$$f_{N_1N_2}^{P_0} (P_R) \geq t_3,$$

$$g_{N_2N_1} (P_R) \leq t_2,$$

$$g_{N_1N_2} (P_R) \leq t_4,$$

$$t_1, t_2, t_3, t_4 > 0,$$

$$\sum_{j=1}^{J} P_{R_j} \leq P_T,$$

$$P_{R_j} \geq 0; j = 1, 2, ..., J.$$ (4.19)

Step 4:

If $\text{iter} = \text{iter}_{max}$

then goto step 5.

else $\text{iter} = \text{iter} + 1,$

$$P_{R_j}^{0} = P_{R_j}; j = 1, 2, ..., J,$$

goto step 2.

Step 5: Output $P_R$ and stop.

4.3 Unidirectional Relaying

Now we discuss conventional unidirectional amplify-and-forward relaying under channel uncertainty. Our objective is to have a unified framework so that we can compare the performance of bidirectional relaying schemes presented in section
4.2 with unidirectional relaying. The user node $N_k$ transmits information to the user node $N_i$ (where $k = 2$ for $i = 1$ and $k = 1$ for $i = 2$) in presence of $J$ assisting relays. As in section 4.2.1 we assume half duplex nodes and perfect synchronization in transmission and reception.

In absence of network coding the system is assumed to follow TDMA protocol. The signal transmitted by the user node $N_k$ in first time slot is

$$u_{N_k} = \sqrt{P_{N_k}x_k}$$  \hspace{1cm} (4.20)

The signal received by $N_i$ in the first time slot (due to transmission from user node $N_k$) is

$$v_{N_i}^{N_k} = (\hat{h}_{N_kN_i} + e_{N_kN_i})\sqrt{P_{N_k}x_k} + n_{N_i}. \hspace{1cm} (4.21)$$

The signal received by the relay nodes $R_j$, $(1 \leq j \leq J)$ in the first time slot, which is analogous to equation 4.3 is

$$v_{R_j}^{N_k} = (\hat{h}_{N_kR_j} + e_{N_kR_j})\sqrt{P_{N_k}x_k} + n_{R_j}. \hspace{1cm} (4.22)$$

In $J$ subsequent time slots, $2^{nd}$ to $(J + 1)^{th}$, all the relay nodes transmit one by one to the destination. Similar to equation 4.4, signal transmitted by the relay node $R_j$ in the $(j + 1)^{th}$ time slot is

$$u_{R_j} = \delta_{R_j}\sqrt{P_{R_j}^{N_k}v_{R_j}}, \hspace{1cm} (4.23)$$
where $P_{R_j}^{N_iN_j}$ represent power transmitted by relay node $R_j$ during information transmission from node $N_k$ to $N_i$ and,

$$\delta_R = \left( \frac{1}{|\hat{h}_{N_kR_j}|^2 P_{N_k} + \sigma_{N_kR_j}^2 P_{N_k} + \sigma_{N_iR_j}^2} \right)^{1/2}. \quad (4.24)$$

The signal received at destination $N_i$ due to transmission of the relay $R_j$ in the $(j+1)^{th}$ time slot can be written as

$$v_{R_j}^{N_i} = (\hat{h}_{R_jN_i} + e_{R_jN_i}) \sqrt{P_{R_j}^{N_kN_i}} \delta_{R_j, v_{R_j}} + n_{N_i}$$

$$= \hat{h}_{R_jN_i} \sqrt{P_{R_j}^{N_kN_i}} \delta_{R_j, \chi_k} + \hat{h}_{R_jN_i} e_{R_jN_i} \sqrt{P_{R_j}^{N_kN_i}} \delta_{R_j, \chi_k} + (4.25)$$

$$\hat{h}_{R_jN_i} \sqrt{P_{R_j}^{N_kN_i}} \delta_{R_j, n_{R_j}} + e_{R_jN_i} \sqrt{P_{R_j}^{N_kN_i}} \delta_{R_j, v_{R_j}} + n_{N_i}$$

Assuming maximum ratio combining (MRC) at the destination, SNR at the receiver node $N_i$ (corresponding to equation 4.8) is given by

$$\beta_{N_kN_i} = \frac{|\hat{h}_{N_kR_j}|^2 P_{N_k}}{\sigma_{N_kN_i}^2 P_{N_k} + \sigma_{N_iN_k}^2} + \sum_{j=1}^{J} \frac{|\hat{h}_{R_jN_i}|^2 |\hat{h}_{N_kR_j}|^2 P_{N_k} P_{R_j}^{N_kN_i} \delta_{R_j}^2}{|\hat{h}_{R_jN_i}|^2 \sigma_{N_kR_j}^2 P_{R_j}^{N_kN_i} \delta_{R_j}^2 + |\hat{h}_{R_jN_i}|^2 \sigma_{R_jN_i}^2 P_{R_j}^{N_kN_i} \delta_{R_j}^2 + \sigma_{N_iN_k}^2 + \sigma_{N_kN_i}^2}. \quad (4.26)$$

Similar to section 4.2.1, we assume channel measurement noise to behave as AWGN to find lower bound to the rate of data transfer from node $N_k$ to $N_i$ as

$$R_{N_kN_i} = \frac{1}{J+1} \log(1 + \beta_{N_kN_i}), \quad (4.27)$$

To maximize the rate of data transfer in the information exchange between two
user nodes, the problem can be written as

\[
\begin{align*}
\text{maximize} & \quad P_{N_1}, P_{N_2}, P_{R_j}^{N_2N_1}, P_{R_j}^{N_1N_2} \frac{1}{2}(R_{N_2N_1} + R_{N_1N_2}) \\
\text{subject to:} & \quad P_{N_1} + P_{N_2} \leq P_T, \\
& \quad \sum_{j=1}^{J} P_{R_j}^{N_2N_1} + \sum_{j=1}^{J} P_{R_j}^{N_1N_2} \leq P_T; j = 1, 2, \ldots, J, \\
& \quad P_{N_1}, P_{N_2}, P_{R_j}^{N_2N_1}, P_{R_j}^{N_1N_2} \geq 0; j = 1, 2, \ldots, J.
\end{align*}
\]

(4.28)

where \( R_{N_2N_1}, R_{N_1N_2} \) are defined in (4.27), \( P_T \) is the power budget and \( P_{R_j}^{N_2N_1}, P_{R_j}^{N_1N_2} \) are the power transmitted by relay nodes during the transmission from user node \( N_2 \) to \( N_1 \) and \( N_1 \) to \( N_2 \) respectively. First and second constraints in problem (4.28) are selected such that total energy spent per packet in transmission is same as in bidirectional relaying case in section (4.2.2). This is done to insure fair comparison of the performances of the two schemes. Power is a non negative quantity and hence the last constraint. The rate of information transfer is halved if we consider one round of information exchange between the nodes because a total of \( 2(J+1) \) time slots are used by the nodes, in first \( J+1 \) slots data is transfered from \( N_2 \) to \( N_1 \) during which the transmission from \( N_1 \) to \( N_2 \) is idle and in next \( J+1 \) time slots the opposite happens.

To solve the unidirectional relaying power optimization problem following approach is taken. Problem (4.28) is not a convex optimization problem as the objective function is non convex function. To make the problem mathematically
tractable, we fix $P_{N_1}$ and $P_{N_2}$, and the resulting problem is,

$$\begin{align*}
\text{maximize} & \quad \frac{1}{T}(R_{N_2N_1} + R_{N_1N_2}) \\
\text{subject to:} & \quad \sum_{j=1}^{J} P_{R_j}^{N_2N_1} + \sum_{j=1}^{J} P_{R_j}^{N_1N_2} \leq P_T; j = 1, 2, \ldots, J, \\
& \quad P_{R_j}^{N_2N_1}, P_{R_j}^{N_1N_2} \geq 0; j = 1, 2, \ldots, J.
\end{align*}$$

(4.29)

It can be shown that problem (4.29) is a convex optimization problem (see Appendix A).

Once the convexity of the problem has been established, it can be solved for the power variables numerically, using various well established algorithms such as Gradient Descent Method, Interior Point Method or Sequential Quadratic Programming (SQP) [4]. Here we have used SQP due to fast convergence and robust performance.

### 4.4 Results

In the simulation the user nodes are fixed at coordinates $(0, 0)$ and $(100, 0)$ meters. The channel between any two nodes $x, y \in \{N_1, N_2, R_1, \ldots, R_J\}$ is modeled as, $h_{xy} = k d^{-\alpha} \times \mathcal{N}(0, 1)$ which is Rayleigh flat faded. $d$ is the distance between the nodes, constant $k = 1000$ and path loss factor $\alpha = 4$ is chosen. We use a maximum of three relays $R_1, R_2$ and $R_3$ located respectively at $(x, 10), (x, 20)$ and $(x, -20)$ where the $x$-coordinate, $x$ lie between 0 and 100 metres. The results are shown for $J = 1, 3$. When one relay is employed we use $R_1$, and when three relays are employed we use all of $R_1, R_2$ and $R_3$. The power budget is fixed at $P_T = 10 \, 45$. 
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mW. We have plotted system rate and system BER which is defined as rate and BER averaged over transmissions in both directions and over different channel realizations.

### 4.4.1 Comparison of Equal and Optimal Power Allocation

In figs. 4.1 and 4.2, for varying relay locations, we compare the rate and BER performances of the optimal power allocation scheme proposed for multi-relay bidirectional relaying with equal power allocation at the relay node(s). We assume noise variances at all of the user and relay nodes as $\sigma_n^2 = 10^{-12}$. Further, for these results all channel uncertainties are assumed to be zero, i.e. $\sigma_{exy}^2 = 0$. The figures also show the results of unidirectional relaying. Figs. 4.1 and 4.2 show that the proposed power allocation scheme performs better in terms of rate and much better in terms of BER than equal power allocation at the relays. Although bidirectional relaying scheme beats unidirectional relaying in terms of data rate (for same number of relays), the BER performance of unidirectional relaying scheme is much better than bidirectional relaying scheme. It should be noted that there is only a single graph for optimal and equal power allocation for single relay unidirectional relaying because they give the same solution, which is using whole power budget $P_T$ at the only relay.

### 4.4.2 Effect of Channel Uncertainty

In figs. 4.3 and 4.4 we show the rate and BER performances of the optimal bidirectional and unidirectional relaying schemes with varying uncertainty, for number
Figure 4.1: Rate achieved by the optimal bidirectional and unidirectional relaying schemes compared to equal power allocation for different relay locations
Figure 4.2: BER performance of the optimal bidirectional and unidirectional relaying schemes compared to equal power allocation for different relay locations
Figure 4.3: Rate achieved by optimal bidirectional and unidirectional relaying schemes for different values of channel uncertainties. X-coordinate of relay(s) are fixed at 20 meters.
Figure 4.4: BER performance of optimal bidirectional and unidirectional relaying schemes for different values of channel uncertainties. X-coordinate of relay(s) are fixed at 20 meters.
of relays $J = 1,3$. Variance of uncertainty in all the channels are assumed to be the same. In both the figures x-axis represents $\frac{\sigma_{h_{N_1N_2}}^2}{\sigma_{e_{xy}}^2}$, where $\sigma_{h_{N_1N_2}}^2$ is the variance for channel between nodes $N_1$ and $N_2$, and $\sigma_{e_{xy}}^2$ is the channel uncertainty variance for all the channels. We compare the system rates when $\frac{\sigma_{h_{N_1N_2}}^2}{\sigma_{e_{xy}}^2} = 2$ and $10^4$, i.e. channel uncertainties are at two extremes. We adopt relative decrease in rate as the criteria to evaluate the schemes. When number of relays are one and three, the decrease in system rate is 23% and 20% for bidirectional relaying scheme. These numbers are 24% and 18% respectively in case of unidirectional relaying. Clearly in both the cases adding more relays makes the system more robust to channel uncertainty (cost to be paid is increased system complexity). Also for the case of multiple relays, unidirectional relaying is slightly more robust than bidirectional relaying. From the BER plot of fig. 4.4 it can be concluded that unidirectional relaying is more robust to channel uncertainty than bidirectional relaying (cost involved is reduced absolute system throughput).

In figs. 4.5 and 4.6 we study the rate and BER performance of bidirectional and unidirectional relaying schemes with uncertain channels (such that $\frac{\sigma_{h_{N_1N_2}}^2}{\sigma_{e_{xy}}^2} = 10$, uncertainties in all the channels are same). Noise variance at all the nodes is fixed such that $\sigma_{n_x}^2 = 10^{-12}$. It can be seen from fig. 4.5 that for a given relay location and value of $J$, absolute decrease in system rate is less in case of unidirectional relaying than bidirectional relaying. Simple calculation show that same is true even for relative decrease in system rate. Addition of relays in cases of both bidirectional and unidirectional relaying reduces the relative decrease in rate which asserts the conclusion drawn from fig. 4.3 that more relays leads to better
Figure 4.5: Rate achieved by optimal bidirectional and unidirectional relaying schemes for different values of channel uncertainties and different relay locations.
Figure 4.6: BER performance of optimal bidirectional and unidirectional relaying schemes for different values of channel uncertainties and different relay locations.
robustness to channel uncertainty. Finally, the figures show that relay(s) placed mid-way between the two nodes leads to best performance in terms of BER and rate. Such a position mitigates the path loss to the best extent possible.

4.4.3 Effect of Noise Variance

Figs. 4.7 and 4.8 show the rate and BER performance of the bidirectional and unidirectional relaying schemes for varying channel noise conditions. For the simulation, relay(s) are fixed such that their x-coordinates are 50 meters. The x-axis in figures represent $\sigma^2_{h_{N_1N_2}} / \sigma^2_{n_x}$. The noise variance at all of the nodes, $\sigma^2_{n_x}$ are considered to be the same. For the results here, the channel uncertainty variances for all channels are set to zero. As seen in fig. 4.7 bidirectional relaying clearly beats unidirectional relaying in terms of system rate but the opposite is true if we compare them in terms of BER (fig. 4.8). Additional relays in bidirectional scheme leads to further increase in rate and increases diversity achieved by the system too. However, in the case of unidirectional relaying, although diversity increases with addition of relays, the system rate decreases due to increased channel use. The order of diversity achieved by unidirectional scheme is always greater than that achieved by bidirectional scheme with same number of relays due to existence of the direct path in unidirectional scheme (additional path leads to more spatial diversity). Due to half duplex nature of the nodes, direct path is absent in the bidirectional relaying method (since both user nodes transmit simultaneously in first time slot).
Figure 4.7: Rate achieved by optimal bidirectional and unidirectional relaying schemes for different values of noise variances. X-coordinate of relay(s) are fixed at 50 meters.
Figure 4.8: BER performance of optimal bidirectional and unidirectional relaying schemes for different values of noise variances. X-coordinate of relay(s) are fixed at 50 meters.
4.5 Conclusions

In this chapter we have proposed an optimal power allocation scheme for analog network coding based multi-relay bidirectional relaying system in which the relays assist two user nodes in message exchange. The relays employ amplify-and-forward strategy on the received signal. Our objective was to maximize the overall rate of data transfer between the users nodes given some power budget. We also assume imperfect knowledge of channel at user and relay nodes. The problem can be formulated as a geometric program which can be solved efficiently. The results show that bidirectional relaying systems can achieve substantially high data rate than conventional unidirectional amplify-and-forward systems at the cost of reduced diversity. Further, addition of relays make the system robust against channel imperfections but the price to be paid is increased system complexity.
Chapter 5

Conclusions and Future Work

5.1 Conclusions

In this thesis we considered network coding based cooperative communications schemes. Broadcast property of wireless networks make them ideal for application of network coding. Whether digital or analog, network coding enhances throughput of the network and reduces delay in successive transmissions by user nodes.

In first part of this thesis we proposed a random network coding based multi-user cooperative communication scheme in which the cooperating nodes transmit linear combination of their new data packet and the packets successfully decoded due to transmissions by other partners. Each node acts independent of others in selecting the coefficient used for linear combination. The proposed scheme achieves high diversity gain and has better throughput performance than tradi-
tional $N$ user cooperation when channel between users and destination is good (at the cost of increased outage). To improve the performance of the scheme for bad user-destination channel we used convolutional coding based forward error correction. The enhanced scheme not only shows better robustness to inter-user channel noise but also has better outage and throughput performance than traditional $N$ user cooperation.

We further investigated analog network coding based bidirectional relaying system and developed optimal power allocation scheme to maximize the rate of data transfer between two user nodes which are assisted by multiple relays. We assume imperfect knowledge of channel while allocating the power. The results show that bidirectional relaying achieves significantly more data rate than unidirectional relaying. However, unidirectional relaying is more robust to channel noise and achieves better diversity gain. Also, addition of more relays makes the system more robust to channel uncertainties in case of both bidirectional and unidirectional relaying. In case of multiple relays, unidirectional scheme is more robust to channel imperfections than bidirectional relaying.

### 5.2 Future Work

The work presented in this thesis can be extended in the following directions:

- In chapter 3 there is a possibility to develop joint network coding, channel coding multi-user cooperative communications scheme. For three node scenario, such a technique was developed by Xiao et al. [27].
• In the bidirectional relaying system considered in chapter 4, OFDM can be incorporated. Then power should be distributed optimally among the sub-carriers.

• Recently some work has been done on channel estimation for three node bidirectional relaying network [11]. Authors note that resources expended in channel estimation leads to reduction in capacity of such networks. Developing low complexity channel estimation algorithms for multiple relay network and analyzing data rate reduction compared to unidirectional relaying may be interesting extensions.

• It will also be interesting to analyze how the performance of bidirectional relaying schemes will be affected if the transmission and reception by the user and relay nodes are not perfectly synchronized. The assumption of perfectly synchronous transmission and reception may not be true in practical scenario due to different geographical locations of nodes and finite speed of electromagnetic waves.
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Appendix A

Convexity of Problem (4.29)

It is easy to verify that constraints of the problem form a convex set. If we show that the objective function is a concave function, then maximization of a concave function within a convex feasible region is a convex optimization problem.

In problem (4.29) we have fixed $P_{N_1} = P_{N_2} = P_T/2$; the concavity of objective function in problem (4.29) can be established in the following steps.

- Equation (4.26) can be written as

$$
\beta_{N_kN_i} = a + \sum_{j=1}^{J} f_j(P_{R_j}^{N_kN_i}),
$$

(A.1)
where,

\[ f_j(P_{R_j}^{N_kN_i}) = \frac{b_j P_{R_j}^{N_kN_i}}{c_j P_{R_j}^{N_kN_i} + d}, \]

\[ a = \frac{\hat{h}_{N_iN_j}^2 P_{N_k}}{\sigma_{e_{N_kN_i}}^2 P_{N_k} + \sigma_{e_{N_i}}^2}, \]

\[ b_j = |\hat{h}_{R_jN_i}^2| \hat{h}_{N_iN_j}^2 P_{N_k}, \]

\[ c = |\hat{h}_{R_jN_i}|^2 \sigma^2_{\epsilon_{N_i}R_j} P_{N_k} \delta_{R_j}^2 + |\hat{h}_{R_jN_i}|^2 \sigma^2_{\epsilon_{R_j}N_i} \delta_{R_j}^2 + \sigma_{\epsilon_{R_jN_i}}^2, \]

\[ d = \sigma_{\epsilon_{R_jN_i}}^2. \]  

(A.2)

Now, all the constants \(a, b_j, c_j, d > 0\) hence,

\[ \frac{\partial}{\partial P_{R_j}^{N_kN_i}} f_j(P_{R_j}^{N_kN_i}) = \frac{d b_j}{(c_j P_{R_j}^{N_kN_i} + d)^2} > 0 \quad \forall P_{R_j}^{N_kN_i} > 0, \]  

(A.3)

and

\[ \frac{\partial^2}{\partial P_{R_j}^{N_kN_i}^2} f_j(P_{R_j}^{N_kN_i}) = \frac{-2 d b_j c_j}{(c_j P_{R_j}^{N_kN_i} + d)^3} < 0 \quad \forall P_{R_j}^{N_kN_i} > 0. \]  

(A.4)

From (A.3) and (A.4) it is clear that \(f_j(P_{R_j}^{N_kN_i})\) is a concave increasing function. Sum of concave functions is a concave function, thus \(\beta_{N_kN_i}\) defined in (A.1) is a concave function.

- The composition rule in [4] (page 84) states that a function \(f = h(g(\cdot))\) is concave if \(h(\cdot)\) is concave and non-decreasing in concerned domain and \(g(\cdot)\) is concave. Since, \(\log(\cdot)\) is concave and nondecreasing function for all positive arguments; and \((1 + \beta_{N_kN_i})\) is concave taking only positive values,
we can invoke the above composition rule to ascertain that

\[ R_{N_iN_i} = \frac{1}{f+1} \log(1 + \beta_{N_iN_i}) \]

defined in (4.27) is a concave function.

- It is easy to see that the objective function in problem (4.29), being sum of two concave functions \( R_{N_2N_1} \) and \( R_{N_1N_2} \), is a concave function.

Problem (4.29) requires maximization of a concave function over a convex set formed by intersection of linear inequalities and hence is a convex optimization problem.