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Abstract

Unit cell modeling of the woven fabric composites is a strong tool for studying fabric behavior at meso-level. Among the suggested methods the three-dimensional finite element analysis is found to be promising and of greater interest to researchers in the field. However, due to the multi-scale nature and particular behavior of fibrous yarns, numerical procedures applicable to woven fabrics differ from conventional finite element routines. Moreover, from a practical point of view, most of the models in the literature focus on the ideal unit cells and excludes the meso-level uncertainty factors. On the other hand, experimental measurements indicate non-repeatability of test data which is a result of embedded inherent uncertainties. In this study, a finite element model capable of defining the representative volume element of a plain weave under homogenous loading has been created. Because of particular behavior of dry fabrics, a special constitutive material behaviour is defined via user-defined subroutines, which links to the solver of a finite element package (Abaqus). Material properties of yarns for dry glass fabrics are extracted by fitting their numerical responses to results of experiments. Subsequently, geometrical and material meso-level uncertainty factors are studied separately using two-level factorial designs. The output of runs are inserted into a commercial design package (Design Expert) for producing results in terms of probability plots, effects and percentage contribution of each factor and their interactions. Result shows that depending on the loading type, there are factors that show significant contribution toward the final response, whereas others are quite negligible. More elaboration on the design results provides informative conclusions regarding modeling of unit cells, as well as their behavior during different loading steps. These conclusions can be used in more comprehensive unit-cell homogenization formulations, as well as for defining appropriate tolerances for meso-level defects in woven fabric composites.
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Chapter 1: Introduction

In recent years, there has been an increase in the use of composite materials, especially in the aerospace and transportation industries. In comparison to traditional materials, composites offer higher strength to weight ratios, non-corrosive properties, dimensional stability and good conformability. Their high strength to weight ratio and anisotropic properties are particularly used in structural design and optimization. Recently, percentage weight of composites in aerospace applications has increased from 3% in Airbus A320 to over 20% in A380. Similarly, Boeing’s 787 uses over 50% of composites (Potluri and Manan 2007). In naval architecture, Fibre-Reinforced Polymer (FRP) composites have been increasingly used in the production of hulls, topsides, masts, sails and other parts of the vessels. Furthermore, composite materials have played key roles in reducing the magnetic, acoustic, hydrodynamic, radar, thermal signatures, as well as increasing payload, top speed, and operation range in marine vessels (Lua 2007). Additionally, the Comanche helicopter, the Composite Armored Vehicle, the Resin Fusion Infusion (RFI) NASA (Chung and Tamma 1999), the centre wing box of A380, and wings and fuselage of Boeing and Airbus’ future aircrafts (Boisse et al. 2007) are among the numerous examples of composite material usage in modern industries.

1.1 Textile composites and woven fabrics

Textile composites are produced by mechanically bonding two or more fibre bundles (also known as yarns) together in a specific architecture to meet the desired mechanical, thermal, etc. properties in a final product. The four most commonly used textile composites are woven, braided, knitted and stitched fabrics. The difference between these types of woven fabrics arises from the way that yarns are placed and held together. Figure 1-1 shows a schematic for these four different textile types. The most common type of textiles is the woven fabric, which is made through the interlacing of yarns. Braided fabrics are produced by interweaving three or more strands of yarn, whereas knitted fabrics are fabricated by inter-looping yarns in a horizontal or vertical direction. The former is known as weft knit and latter as warp knit, respectively. In stitched fabrics, also called non-crimp fabrics, yarns are stitched to each other.
Essentially, all textiles composites are made of two-dimensional or three-dimensional repetitions of a pattern, known as Representative Unit Cell (RUC) or shortly Unit Cell. This pattern can be used for the classification of any type of fabric. For woven fabrics (which are the type of textiles used in this thesis), there are two geometrical parameters that must be defined in order to identify fabric (Ishikawa and Chou 1982) $n_{fg}$ and $n_{wg}$, where the former denotes a warp thread is interlaced with every $n_{fg}$-th fill and the later denotes a fill thread interlaced with every $n_{wg}$-th warp. Figure 1-2 shows three different types of woven fabrics most commonly used in industry. The yellow box shows the common unit cell for each fabric type. Here only the balanced fabrics were considered i.e. the case of $n_{fg} = n_{wg} = n_g$. 

**Figure 1-1: Four common types of textiles (a) woven (b) braided (c) knitted (d) stitched fabric**

(Potluri and Manan 2007)
Over the past decade, considerable attention from composite manufacturing sector has been devoted to textile composites and especially woven fabrics. These materials have many advantages over unidirectional fibre reinforce composites, such as enhanced dimensional stability over a large range of temperatures (Tabiei and Yi 2002), more balanced properties in the fabric plane, and better impact resistance. Generally, unidirectional fibre reinforced and laminated composite plates are used where the in-plane mechanical properties of the final part is as important as an overall design factor. However, they have proven to show weaknesses in thickness direction and they are prone to interlaminar delamination (Aitharaju and Averill 1999). To overcome this limitation of composites, textile composite laminates are utilized to provide tri-directional reinforcement. In comparison to unidirectional composites, impact toughness in woven textile composites is higher because of interlacing fibre bundles that prevent the growth of damage (Peng and Cao 2000). In addition, the reorientation of the fibres can cause significant change in the fabric stiffness with high degree of anisotropy, which affects the material behavior in both crash and impact loading (Tabiei and Ivanov 2003). These features make woven fabrics popular for use in structures that are subjected to transverse impact loading, such as airbags, human body armors and protective jackets in airplane jet engines (Ivanov and Tabiei 2002). In addition, the out of plane strength of woven fabrics, which is a result of interlacing yarns, can be useful in carrying secondary loads due to load-path eccentricities, local buckling, etc. (Seng et al. 1997).

One of the other important advantages of woven fabrics for composite manufacturers is their ease of formability and low production cost. Woven fabrics are easy to handle in dry or pre-impregnated pre-form and offer good drapeability. Many different forming techniques, such as
rolling, molding, compression and diaphragm forming, as well as machining, have been utilized for the manufacturing of woven fabric composites (Lim and Ramakrishna 2002). Reports have also shown that woven composites are particularly suited for manufacturing of doubly curved components (Page and Wang 2002). Furthermore, in relation to increasing concerns regarding environmental aspects of industrial products, thermoplastic woven composites are seen as superior materials for mass production, because of their recycling potential compared to those of thermoset composites (Lebrun et al. 2003). When considering the huge amount of raw material consumption in modern industries, especially in transportation, the use of thermoplastic textile composites can be an efficient way of reducing environmental waste.

There are also several new research areas that have brought the capabilities of other technologies, such as flexible electronics, microfluidics and actuated materials, into the woven fabrics field and vice versa. This helps in design and manufacturing of highly advanced products like body armor with embedded medical sensors or communications equipment, apparel with microfluidic cooling or heating capabilities (King et al. 2005).

As previously stated, one of the primary advantages in woven fabric composites is their flexibility for making 3D complex surfaces. For example, in their manufacturing stage, dry fabrics are first formed into the 3D shape by punching, manual laying, etc., and then impregnated by resin to give them a solid shape. Deformations and loadings during these processes can affect the mechanical behavior of the final product, as well as the behavior of the material in additional manufacturing processes (if there is more than one process involved). Prediction of material properties in the final product can, however, introduce some difficulties due to the highly nonlinear behavior of woven fabrics. This is a result of the extremely low resistance of fabrics to in-plane shear deformation, which allows for yarns to orient easily and gives fabrics an enormously anisotropic behavior (Xue et al. 2003). There can be the possibility of defects, such as wrinkles, folds and tearing during the forming process of woven fabrics. Moreover, the deformation of fabric changes the permeability of parts that can significantly affect the RTM (Resin Transfer Molding) efficiency. Consequently, there is a substantial need for detailed models that can predict the mechanical behavior of woven fabrics during the manufacturing process, as well as their mechanical properties after the deformation in the final product.

The above discussion implies that the first step in utilizing composite materials, especially the woven fabric composites in engineering platform and their spectacular benefits in design, is a
reliable prediction of their material properties and mechanical behavior. The development of woven fabric textiles hinges on comprehensive and convenient models that can be used in real life applications. The mechanical properties of woven fabrics, including stiffness, strength and thermal coefficients, are important in optimizing manufacturing of composites. It should also be noted that the established material models must be neither too complicated to make their usage practically feasible, nor too simple to underestimate the accurate properties and characteristics of the composite materials. Additionally, they should be flexible enough to be incorporated into common modeling procedures, such as finite element methods.

1.2 Multi-scale modeling of woven fabrics

The mechanical behavior of woven fabrics is difficult to predict due to complex interactions of yarns in the fabric and the interaction of fibres in each yarn. Indeed, the associated problem of characterizing the multiple scales is the greatest obstacle to unrestricted implementation of woven fabrics.

While the traditional short-fibre and unidirectional long fibre composites are often treated at micro- and macro-scales (Potluri et al. 2006), textile composites and specifically woven fabrics have an additional intermediate level known as meso-level. Essentially, woven fabrics can be considered as structured, hierarchical materials, having three structural levels (Lomov et al. 2007). These three levels are called macro-level, meso-level and micro-level, where the first has the largest and the latter has the smallest order of magnitude (Figure 1-3). The order of magnitude for each of these scales and the definition of material behavior is as follows:
Figure 1-3: Multi-scale nature of woven fabrics

**Macro-level**: Can be defined as the level of geometry of the final composite product. In this scale, which is usually in the order of $10^{-1} - 10^0$ meters, the geometry of mechanical parts including curvature, fibre volume fraction and shear angle are most frequently dealt with. The macroscopic behavior is, however, extremely dependent on the interactions of yarns at the meso-scale.

**Meso-level**: Is characterized by the yarn dimensions, the interactions of individual yarns and fabric textures. Meso-scale defines both the internal structure of the yarns and the variations of the yarn direction. The order of magnitude here is $10^{-3} - 10^2$ meters, depending upon the yarn size and pattern of fabric. Indeed, this level greatly influences the mechanical behavior of the woven fabrics and, consequently, is the most necessary to analyze (Guagliano and Riva 2001). Nevertheless, each yarn itself is made of bundles of fibres, which makes the next hierarchical scale. The analysis at meso-scale includes the geometry of the woven fabric and interlacing of the yarns. Here, the yarns are considered as continuous domains. This assumption can, however, be disputed considering the micro-level behavior.

**Micro-level**: Is defined by the arrangement of fibres in each impregnated yarn or fibrous ply. The order of magnitudes in this scale is close to the fibre size (typically around 5–20 μ meters), which is relatively small in comparison to the final part or even fibre yarns. Nonetheless, fibre interactions and behaviors have a significant influence on the properties at the meso-level, which eventually has an effect on the macro-level behavior.
1.3 Meso-level modeling

As previously discussed, it is important to study the woven fabrics and their behaviour in the meso-level. Response at this scale can be used in a homogenization process to find the equivalent material properties for models at macro-level, as well as to investigate local deformation mechanisms that are often necessary in damage analysis. Details of the homogenization of material properties for macro level can be found in the study conducted by Takano et al. (1999), Carvelli and Poggi (2001) and Peng and Cao (2002). To study the behavior of the parts made from woven fabrics, it is necessary to use their homogenized material properties at macro-level, which requires a detailed study of fabric behavior at meso-level.

Kawabata et al. (1973a-c) presented general form theories for uni-axial, bi-axial and shear deformation properties of plain weave fabrics based on a simplified model representing the structure of the fabric unit cells. The basic geometry used in this theory is based on one-dimensional stiffness elements (bars) representing yarns. Lateral compression between the yarns is also modeled by stiffness elements that are located at intersection of the yarns (Figure 1-4). Mathematical formulation includes some geometrical and mechanical constants, which can be determined using real specimens and experimental data (usually yarn tensile test and fabric bi-axial tension test). They also showed that compressive properties of the yarn, which is a result of lateral compressive force, have a profound influence on the tensile properties of the fabrics.

![Figure 1-4: Simplified geometry used by Kawabata et al. (1973 a-c) for study of woven fabrics](image)

Ishikawa and Chou (1982) compared three different analytical models for the investigation of stiffness and strength of an impregnated unit cell woven fabric. These three methods were
already developed by the same authors and included “mosaic model,” “fabric undulation” and “bridge model.” In the mosaic model, the resin impregnated woven fabric was idealized as an assemblage of asymmetrical cross ply laminates and yarn waviness is neglected. By applying iso-stress and iso-strain assumption on this model, lower and upper bounds of elastic modulus can be determined (Ishikawa and Chou 1982). Fabric undulation method (also known as crimp method) was designed for assessing the validity of the mosaic model and for studying the elastic and knee behavior of woven fabrics (Ishikawa and Chou 1983). The bridge model idea was based on the success of the “threadwise” idealization, which was suggested in the undulation model. This method is effective in the study of satin composites; further details about the method are presented in Ishikawa and Chou (1982). It should be noted that all of these methods are based on the assumption of one-dimensional behavior of woven fabrics and classical laminate theory. Furthermore, the last two models only consider the undulation of yarns in the given loading direction.

These three methods are based upon assumptions for simplifying the yarns geometry (Figure 1-5) and/or mechanical behavior of the unit cell, which leads to loosing accuracy. However, they can still effectively predict the equivalent material properties of impregnated woven fabrics for specific loading modes. Results from experimental studies conducted on woven fabrics have revealed that for 8H satin composites, the methods proposed by Ishikawa and Chou (1982) can, in many cases, predict the material properties of woven fabrics. Generally, however, there are still discrepancies between the results of the experiment and the values determined by the prediction (Ishikawa et al. 1985).

Figure 1-5: Geometrical assumption of woven fabrics used in Ishikawa methods (a) mosaic model (b) fibre undulation model (c) bridge model (Ishikawa and Chou 1982)
Naik and Shembekar (1992) proposed a two-dimensional model based on Ishikawa and Chou (1982) models that considered the effect of undulation on both warp and weft yarns for more detailed analysis of woven fabrics. This model, however, still relies on geometrical simplifications and may not be used for finding the deformation details in all possible modes. In particular, it is not effective in including the geometrical changes that are observed during the loading of woven fabrics (especially dry fabrics), which can be a significant source of nonlinear behavior.

Taking advantage of numerical methods, Whitcomb (1989) conducted studies on the numerical analysis of woven fabrics using a 3D finite element method. Here, he emphasized the aspects of the FEA that are different from the classical methods used for unidirectional laminated composites. As a continuation to this idea, Woo and Whitcomb (1993) and Whitcomb et al. (1994) developed a new element type for the finite element method in order to account for fabric microstructure. They called this new element type “macro-elements.”

Cox et al. (1994) and Xu et al. (1995) introduced binary models as a computationally effective tool for analyzing different types of textile composites. This model analyzes the textiles on the tow gauge. Binary model formulation represents the tow architecture by a set of strings of one-dimensional line elements, which identifies the location of the axis of one of the tows in the three-dimensional space. The one-dimensional tow elements constitute one finite element mesh. The solid geometry of the component is also meshed by the conventional three-dimensional solid finite element called “effective medium element.” The effective medium elements constitute a second finite element mesh. In real terms, this means that the one-dimensional elements represent the axial properties of tows (axial stiffness), while the effective medium elements represent the matrix dominated properties of the composite (transverse and shear stiffnesses, and Poisson’s effect). In the next step, the dual element system of the two meshes and the corresponding constitutive laws are combined into a single problem by coupling the meshes using multi-point constraints, which can be done by customized or commercial finite element software. In the end, the combined problem is solved and the stress and strain values are calculated using finite element software (McGlockton et al. 2003).

Vandeurzen et al. (1996a-b) developed a general library of building blocks for textile composites, which includes both geometrical models of fabrics and the prediction of their engineering constants for laminate-based models on macro-cells and micro-cells. This method
was named the Combi-Cell model by the authors. While their model is very accurate in predicting the fabric tensile behavior, it is, however, not able to predict the shear modulus correctly. They also implemented their model into a comprehensible software package called TEXCOMP, which is based on Microsoft Excel®. It has been suggested that more accurate results can be achieved using the finite element method, although this was impractical because of computational limitations at that time. More recently, the authors developed an analytical model of stress distribution in a general stress model for woven fabrics (Vandeurzen et al. 1997). In this model, a multilevel-multistep approach was applied for the first time in woven fabrics. Indeed, the model proposed by Chen and Cheng (1993) for unidirectional composites was extended for woven fabrics in each step.

Bigaud and Hamelin (1997) developed a computer program called TIS3D for the geometrical modeling of textile composites along with a numerical procedure for the estimation of elastic and failure properties of textiles in a polymer matrix. The mechanical analysis of stiffness behavior is done in multi-scale: micro, meso and macro. The equivalent properties at each scale are determined from the lower scale and are based on an energy method, Lagrange multipliers (Chen and Cheng 1993), and averaging of strain and stress. A similar model was developed by Tan et al. (1997) to evaluate the three-dimensional elastic properties of woven fabrics using micro/macro elements. This model can be used for the evaluation of different weaving types. Comparisons between the results from theoretical data and the finite element method show a good contingency in the linear deformation range.

Boisse et al. (1997) proposed a finite element simulation method for the 3D shaping process of fabrics. The constitutive model for the construction of finite elements was based upon the bar model (Kawabata 1973a-c). First, a series of experimental bi-axial tests were designed to investigate the fabric behavior and warp/weft interactions. Next, the finite element model was used for the simulation of stamp forming using a square box punch, as well as an ellipsoidal punch and die.

Tabiei and Jiang (1999) developed a micromechanical composite material model for woven fabrics including the nonlinear stress-strain behavior. They coded a user defined subroutine in the Abaqus finite element package to define the constitutive behavior of woven fabrics including the nonlinearity. Using iso-stress and iso-strain assumptions and meso-mechanical analysis, the constitutive equations were averaged in each representative unit cell. Then effective stress and
strains in each unit cell were passed to the finite element code for a global analysis of the material structure. Comparing results from case studies using this model and linear analysis showed that, in axial loading, there is a slight difference between the results from nonlinear analysis and linear analysis. However, under shear deformations, the effect of nonlinear material behavior was noticeable. Indeed, experimental results from picture frame and trellising tests highlighted that shear nonlinearity exists in the majority of polymer composites. Tabiei and Yi (2002) compared several methods previously presented by Tabiei and Jiang (1999), Tabiei et al. (2000), Jiang et al. (2000), Tanov and Tabiei (2001) and arrived at a new simplified method for woven fabrics. They discovered that the simplified formulation could make their method more cost effective for numerical calculation of multi-scale problems.

Kuhn et al. (1999) developed a semi-analytical and computationally effective method for calculating the elastic micro-fields in a woven fabric under in-plane loadings including uni-axial, bi-axial and shear. They used the Rayleigh-Reitz method to estimate the displacement field in the laminate.

While most the models previously discussed in the above section were designed for systems with matrix surrounding the yarns, in many other applications the designers have to, instead, deal with dry fabrics. Yarns in dry fabrics are made of bundles of fibres without any consolidation to hold them together. This gives dry yarns negligible shear stiffness values in their constitutive models, as well as highly nonlinear and strain dependant transverse stiffness. As a result, the study of mechanical properties in these types of materials requires modified techniques for accuracy and constitutive models that are close to the real system. Gasser et al. (2000) studied the mechanical behavior of dry fabrics by focusing on the local (meso-scale) behavior for better understanding of their influence on the macro-level behavior. They developed a procedure for nonlinear finite element analysis specifically for studying mechanical behavior of dry fabrics based on their constituents. Their results were compared to biaxial tests and showed an agreeable accuracy of this method for predicting the material behavior in the macro-level. Additionally, they were able to establish a general foundation to simulate the drawing of woven fabrics in the manufacturing processes (Boisse et al. 2001; Buet-Gautier and Boisse 2001; Hivet et al. 2002; Boisse et al. 2005). Initially, experimental bi-axial tests were utilized to study the effect of nonlinearity in meso-scale on the macroscopic behavior. Afterwards, the results from bi-axial tests were incorporated into models based on bars and yarns (Kawabata 1989; Boisse et al.
2005), which were then used in a special finite element formulation for fabrics. Boisse et al. (2001) and Hivet et al. (2002) also included a meso-level 3D finite element analysis (Figure 1-6) for better understanding of the local phenomena in the fabric meso-level, especially yarn crushing, which is one of the main sources of nonlinearity. It was shown that nonlinear behavior is mainly due to geometrical changes rather than contact nonlinearities. The authors also used virtual test data from 3D modeling of unit cells under biaxial and shear tests in meso-level in order to develop a new three-node finite element model, which can be used effectively in the simulation of draping in woven fabrics (Hamila and Boisse 2007). It should be further emphasized that because of the special mechanical behavior of yarns at meso-level, classical methods of finite element are not suitable. Most routine methods and finite element packages use rate constitutive equations (or hypo-elastic constitutive equations) for finite strain analyses. Hamila and Boisse (2007) used the standard Green Naghdi or Jaumann objective derivatives, which are not suitable for the analysis of finite strain in fibrous materials where there exists an immense drop in stiffness in the transverse direction, as compared to the longitudinal direction (Badel et al. 2007). The constitutive equations in dry fabric materials should be handled using fibre rotation frame, which requires modifications to the classical equations used for finite rotations (Badel et al. 2008a; Badel et al. 2009).

![Figure 1-6: 3D finite element models used by Boisse et al. (2001)](image)

Peng and Cao (2000 and 2002) applied a dual homogenization technique to predict the mechanical behavior of woven fabrics from a sequence of models for fibres. In the first step, a unit cell was made for the yarn section to estimate the effective elastic constants of fibre yarn. Then, another unit cell in meso-level was constructed to represent the periodic structure of woven fabric. Three basic numerical tests (uni-axial, bi-axial and shear) were performed using
this unit cell. Finally, by correlating the force versus displacement of this unit cell and a four node shell element with the same size, the effective mechanical properties of the fabric were evaluated. A comparison between the results from the numerical shear test and experimental results (Chen et al. 2001) demonstrated the effectiveness of this procedure. However, their analysis was based on the classical finite element procedures and particular mechanical behavior of dry yarns, which was considered by Gasser et al. (2000), was neglected. While this makes the method easier to apply, it also reduces the accuracy of predicted results to some degree. Carvelli and Poggi (2001) used a similar method for estimating the stiffness and strength in woven fabrics, the implementation of the failure criteria into dual homogenization techniques and 3D finite element analysis of unit cells in meso-level.

Lomov et al. (2001) suggested the use of an integral modeling and design tool, which can be effectively used for the meso-level modeling of textile structures. It is also efficient in stiffness analysis for finding homogenized material properties, studying local phenomena, and permeability analysis. The suggested method could be used as a foundation to start the analysis of textiles. This method was also shown to be effective in constructing models for complex shapes and textile architecture. The authors incorporated some of their techniques into an easy to use software package called WiseTex, which can be used as a powerful tool in the manipulation and visualization of fabrics.

Roy and Sihn (2001) derived a mixed three-dimensional variation model for stress analysis of the Representative Volume Element (RVE) of woven fabric composites based on the Reissner variational principle (Reissner 1950; Pagano 1978; Harrison and Johnson 1996). Their formulation yields a set of second order differential equations that can be solved numerically by the finite element or finite difference methods (Sihn and Roy 2001). However, the numerical results using polynomial shape functions revealed singular stress behavior in the interface region of the material junction, which could not be handled even by using higher order polynomials or finer mesh (Sihn and Roy 2001). Sihn et al (2004a) modified their proposed method by using B-spline displacement approximation, which could provide continuity of stress and displacement within each yarn and matrix sub-region. The new method could reduce singularity effects in the presence of perfect bonding between the yarns and the matrix with small crimp. However, for increased crimp angle it was still sensitive to singularities with a small variation in the stiffness of matrix materials (Sihn et al. 2004b).
Page and Wang (2002) developed a finite element model for the prediction of shear reaction force in fabrics. They used a simplified geometry for yarn cross section and generated the yarn waviness by applying the appropriate boundary condition and loading, which simulates the weaving process in yarns. Transverse stiffness modulus was estimated by a series of fabric compression tests using ASTM 1388. Results showed a highly nonlinear response for the transverse stiffness, which led to an iterative solution method for determining its approximate value during the analysis. This procedure was very similar to the method used by Gasser et al. (2000), which was based on an inverse method for finding the stress-strain relationship for transverse stiffness. Eventually, using these results and a previously derived analytical model, shear force was calculated as a function of shear angle, which agreed well with the experimental observations.

Ballhause et al. (2005 and 2006) used a Discrete Element Model (DEM) for dynamic analysis of woven fabrics and fabric reinforced composite materials. Here, the unit cell was described by an assembly of discrete mass points and rheological elements. The system of elements were assembled in order to represent relevant deformation mechanisms like crimp interchange, trellising or locking. This model was similar to the model proposed by Kawabata et al. (1973a-c), however, it also includes lumped mass elements, which can make it suitable for dynamic modeling (Figure 1-7).

![Figure 1-7: Discrete Element Method; A: warp, B: weft, C: transverse yarn compression, D: Rotational Resistance, \( m_i \): concentrated mass.](image)

Durville (2005) proposed a new approach for including all fibres of a fabric and their interactions in the finite element simulation of fabrics under different loading conditions. Geometrical representation of their model is shown in Figure 1-8. The originality of this approach was the model used for contact-friction interactions between fibres, and the solution of the nonlinear problem that followed by robust algorithms. The advantage of this method is that it
provides a better simulation of the phenomena taking place at the level of fibres (micro-level). This can be fascinating for a small sample of fibres with a low amount of fibre in each yarn. However, for cases with enormous number of fibres in each yarn and huge samples, it can be computationally very expensive.

![Geometry and mesh of the model for a plain weave fabric including all fibres in each yarn and their interactions (Durville 2005)](image)

King et al. (2005) proposed a new approach for continuum modeling of fabrics. In this approach, the main idea was to select a geometric model for the fabric weave coupled with constitutive models for the yarns behavior. An energy minimization method was used to relate the fabrics structural configuration to the macroscopic deformation. The geometrical representation of the fabric in their models is very similar to Kawabata (1973a-c), although, the continuum models developed in their approach could not directly model individual yarns. Instead, they contain information about the behavior of the fabric meso-structure. The main advantage of their continuum models was to account for meso-level phenomena, such as crimp interchange, locking and resistance to relative yarn rotation caused by yarn interactions.

Xue et al. (2005) developed an integrated meso-macro model for the prediction of mechanical properties of woven fabrics under large deformation. They had previously suggested a non-orthogonal constitutive model for the prediction of mechanical properties in macro scale (Xue et al. 2003) where they used experimental measurements for finding the constants of their model. Their integrated model begins with a geometrical description of the yarn and the unit cell including geometrical changes under trellising shear deformation (Mcbride and Chen 1997).
Consequently, mechanical analysis on a unit cell is conducted to determine the equivalent shear properties.

Boubaker et al. (2007a 2007b) developed a meso-level discrete model in which an element of fabric was modeled by a set of grid nodes endowed with a mass and connected with flexional and stretching springs. Although the concept of using a discrete element was a method that had been previously developed, taking into account a better model of yarn-yarn interactions and friction was an original approach in their model. Here, mechanical behavior was analyzed using an energy analysis, taking into account the compression strain energy of the yarns and the work of the reaction forces exerted between yarns. Next, a discrete variational principle was used to account for the presence of the non-conservative forces arising from friction.

Hivet and Boisse (2008) developed a simplified meso-level model using an axial element for the mechanical behavior of woven fabrics. The new model was based on the 3D geometrical description of the unit cell and ensures 3D consistency, meaning there are no voids or interpenetration between the yarns (Figure 1-9) due to geometrical assumptions. This new model can be considered as a modification of Kawabata et al. (1973a-c) model for more consistency, which was one of the problems in the original model.

![Figure 1-9: Interpenetration between the yarns (Hivet and Boisse 2008)](image)

Recently, Lin et al. (2009) used a finite element model for the prediction of shear behavior in woven fabrics. Here, they attempted to incorporate the details of picture frame kinematics in their model. Based on their results, the kinematic boundary conditions in a finite element at a
small shear angle and a large shear angle regime should be different. This is a result of the different mechanisms that are dominant in each regime.

1.4 Motivation and objectives of the work

There is a significant amount of work done on the meso-level modeling of woven fabrics. On the other hand, most of these works consider the fabric at its perfect condition with no material flaws or imperfections. However, in a real case, what occurs to a fabric during its production or handling process can induce some flaws into the material. Furthermore, it is known that in composites there are always effects caused by intrinsic uncertainty in the constituent material properties and fibre geometries, which can lead to non-repeatable behavior of final products (Skordos and Sutcliffe 2008). Conversely, there are a number of studies on the identification and evaluation of these flaws using NDT (Non-Destructive Testing) and image processing techniques (Creighton et al. 2001; Bu et al. 2009). Even in laboratory samples that are used for experimental measurements of mechanical properties there are reports of discrepancy in the fabric mechanical behavior, which is a result of uncertainty and imperfections (Milani and Nemes 2004; Lomov and Verpoest 2006).

Elleithy (2000) described some of the most common imperfections in the woven fabric reinforced composites. He concluded that imperfections are common in all scales of study from lamina plies and yarns to single fibres. Actually, he reported that at any level, all imperfections contribute to the mechanical response of the fabric structure. Thus, developments of precise mathematical models, which can take into account these imperfections and uncertainties, are necessary. Milani and Nemes (2004) used an inverse method for characterizing material behavior in textile composites, including the effect of noises in their response. Following from this, Milani et al. (2007) developed an inverse methodology for the approximation of the non-uniform state of fibre misalignment. Their results can be used for the enhancement of constitutive models and numerical procedures. Zeman and Sejnoha (2004), followed by Sejnoha and Zeman (2008), noted the importance of including the geometrical imperfections in the finite element modeling of a unit cell. They derived a mathematical framework for determination of a reliable representative volume element (unit cell) under imperfections and used morphology of imperfect material systems by an appropriate set of statistical descriptors. Descriptions were then
introduced into an optimization environment that provided a tool for a unit cell to statistically resemble the actual system. Eventually, the finite element model of a woven composite was formulated based on geometrical parameters and used to predict the overall response of the composite by a numerical homogenization method. However, in their method they considered all imperfections as part of the given model and did not concentrate on the effect of each factor and at a higher level or the possible interactions between them.

The aim of this study is to develop a comprehensive analysis on the effect of imperfections and uncertainty factors on the mechanical response of woven fabrics at meso-scale. The imperfect models are analyzed using 3D finite element modeling in the Abaqus software and defining user defined subroutines for simulating the specific behaviors that exist in woven fabrics. The imperfections include material and geometrical uncertainties. Komeili and Milani (2009) presented a basic study via a one-factor-at-a-time sensitivity analysis on the unit cell of a balanced plain weave fabric that was also used by Peng and Cao (2002). As a continuation of their study, this thesis will be a comprehensive full factorial design analysis on the effect of a larger set of uncertainty factors and their interactions. In addition, a different constitutive model for yarns, which can represent physical properties of dry fabrics more accurately (Badel et al. 2008a), has been implemented in both an explicit and a new implicit subroutine.

1.5 Thesis outline

This thesis is organized into six chapters. The first chapter, presented above, was a brief introduction on the general applications of composite materials and, more specifically, woven fabric textile composites. This chapter also included a general literature review on the modeling aspects of woven fabrics. The second chapter provides an overview about finite element modeling of woven fabric unit cells in meso-level. This discussion is further extended in Chapter 3, which explains details of the finite element model employed in this thesis. Here the steps to produce the unit cell model in Abaqus is outlined, including the creation of the CAD model and the writing of the user defined FORTRAN subroutines for specific material constitutive models of yarns. Chapter 4 examines the uncertainty factors that exist in plain weave fabrics and their range of variation. These uncertainties are separated into two categories, which will be studied in the subsequent sensitivity analysis. Chapter 5 presents the results and the discussions on the
sensitivity analysis via full factorial designs. The important factors and interactions are identified using half-normal probability plots, factorial effects, and percentage contributions. Finally, Chapter 6 concludes the thesis with a summary of the procedures used and the results obtained in this study, as well as recommendations for future work.
Chapter 2: FEM modeling of fabric unit cell at meso-level

In this chapter, the general procedure for finite element modeling of a fabric unit cell is presented. Entire steps from geometrical modeling to choosing the appropriate solver are covered. The main goal is to provide a perspective on building meso-level unit cell models for 3D finite element analysis of dry woven fabrics.

2.1 Introduction

The fabric considered in this section is a balanced plain woven fabric (Figure 2-1). This fabric is comprised of the most basic pattern, because of its simplicity in term of the manufacturing process and, as a result, it has a very wide range of applications in a variety of industries. Thus, the study of its properties using 3D finite element (FE) modeling is of great interest and there are several studies that have been conducted on this fabric (Gasser et al. 2000; Peng and Cao, 2002; Boisse et al. 2007). Using 3D finite element modeling in meso-level can not only be helpful in finding the material behaviour of unit cell, but also provides insight into the deformation phenomenon and interactions that occur in this scale. 3D finite element modeling is a very suitable methodology to provide results for factorial designs used during the sensitivity analysis, especially in this study that will address uncertainties and imperfections at meso-level.

Figure 2-1: Balanced plain weave fabric (Badel et al. 2008a)
2.2 Standard procedures for 3D FE modeling of unit cells

Procedures used for 3D FE modeling of unit cells can be broken into seven steps:

1- **Geometrical modeling and meshing:** First, the geometry of unit cell should be described clearly and CAD models should be prepared to be meshed in a finite element package. Deciding on the basic representative volume element (unit cell), which must be neither too complicated to increase the computational cost of the model, nor too simple to neglect details of the analysis or results in the conclusions is crucial. The geometry of each yarn and assumptions on the parameters for defining the yarns arrangement is also important. Attention should be paid in defining the geometry of each yarn, as well as the yarns position in a unit cell in order to ensure that geometrical consistency in the CAD model is satisfied (Hivet and Boisse 2005).

2- **Material properties:** As previously discussed, due to the multi-scale nature of the study, the assumption of solid homogenous material for yarns is merely a simplification for modeling to be computationally feasible. There are some approaches that use special material constitutive models for yarns to take into account effects from fibres in micro-level (Gasser et al. 2000; Sherburn 2007). On the other hand, there are others that utilize classical elastic material properties and finite element procedures (Peng and Cao 2000). Material properties can be determined using experimental measurements on yarns, an inverse characterization method on experimental results (Gasser et al. 2000), or results of homogenization from material properties in micro-level (Takano et al. 1999; Peng and Cao 2002).

3- **Periodicity boundary condition:** The unit cell is modeled as a system, which is cut off from a larger system (whole fabric) and is assumed to represent the entire fabric. Hence, its mechanical response cannot be considered merely by using an isolated structure. There are a set of equations and constraints on the boundaries of a unit cell, which make it act like a representative volume element in a periodic structure. These sets of boundary conditions should be applied on any unit cell regardless of loading conditions.

4- **Loading boundary conditions:** Depending upon the type of loading (axial, shear, combined etc) that is applied on the macro-level model, boundary conditions should be applied on the unit cell to simulate the loading of the fabric. For homogenization
purposes, usually the stress-strain curves are of importance so that a load control analysis can be conducted on the model to find the reaction force at boundaries.

5- **Nonlinearity sources:** Nonlinear material properties and contact interaction between the yarns can be identified as the sources for nonlinear behaviour. Moreover, because of the undulation of yarns under axial loading and large displacement under shear loading, the finite strain theory should be used in finite element analysis to obtain accurate results.

6- **Finite element solver:** A sensible choice of a finite element solver is one of the most challenging steps to obtain reliable results and to reduce computational costs. In addition to the option of writing a customized finite element code, there are a variety of commercial packages, such as ANSYS, Abaqus etc. The available options for each package differ based upon the packages capabilities, selected method and numerical solvers. The Abaqus 6.8-1 package is used for finite element modeling of unit cell in this project. It includes two solvers (integrators), which are appropriate for the current study: (1) “Dynamic/Explicit” solver, which uses an explicit non-iterative time dependant solver and (2) “Static/General,” which uses an implicit static iterative solver. Both of these integrators can use features 1-5 previously mentioned, which are essential for fabric modeling.

7- **Post processing:** Finite element packages can report many different variables as output of an analysis. These variables can be selected from built-in variable lists or from customized variables. The reaction force versus displacement (stress vs. strain) for displacement control analysis can be the first choice of post processing output to assess the response of unit cells.

2.3 Geometry of unit cell

The preliminary step to start the analysis is defining the appropriate unit cell (representative volume element). The unit cell should be as small as possible to reduce modeling and computation costs, however, at the same time, it should not be too small so that it will not reflect the actual behaviour of a fabric. There is a variety of suggested unit cells for dry woven fabrics in the literature. The difference between these unit cells is based upon the assumptions that are made on the periodicity, type of loading and geometry.
In order to analyze fabrics under axial loading Gasser et al. (2000) used an elementary pattern depicted in Figure 2-2(a) for general plain woven fabrics, which can be reduced to a quarter of elementary pattern for a balanced fabric (Figure 2-2(b)). Cross sectional geometry of the yarns are assumed to be lenticular, symmetric and truncated at the extremities (Hivet and Boisse 2005). This geometry was determined using different optical observations.

Figure 2-2: The unit cell geometry used by Gasser (2000); (a) an elementary pattern (b) the quarter of elementary pattern.

Continuing the same modeling approach Badel et al. (2007) used two more generalized representative volume elements for modeling of shear loading. These representative volumes needed two different sets of boundary conditions to satisfy periodicity. However, the final results from the finite element analysis proved that both models lead to similar results and experimental measurements. Figure 2-3 shows these two representative volume elements.

Figure 2-3: Two unit cell types used by Badel et al. (2007) for modeling of shear loading

Peng and Cao (2000) used a different definition for unit cell in the analysis of plain woven fabrics under general loading conditions (Figure 2-4a). To check the accuracy of this unit cell they compared results obtained from experimental data and an expanded unit cell composed of
four basic unit cells as shown in Figure 2-4b (Chen et al. 2001). In this model, four sinusoidal curves define the geometry of the cross section for each yarn and its axis; this geometry is proposed based on the measurement by Mcbride and Chen (1997). Due to the flexibility of this unit cell definition for different types of loading modes, it has been selected for the current study during the finite element analysis.

According to McBride and Chen (1997), a unit cell can be defined using three constants, which include yarn width $w$, yarn spacing $s$ and yarn height $h$ (Figure 2-4a). The sinusoidal equations for defining the geometry of unreformed yarn are:

\[
\begin{align*}
y_1(x) &= \frac{h}{2}\left[\cos\frac{\pi x}{s} + 1\right] \quad (0 < x < s) \\
y_2(x) &= \frac{h}{2}\left[\cos\frac{\pi x}{s} - 1\right] \quad (0 < x < s) \\
y_3(x) &= -h \cos \frac{\pi x}{\beta} \quad \left(0 < x < \frac{w}{2}\right) \\
y_4(x) &= -h \cos \left[\frac{\pi (x-(s-\beta))}{\beta}\right] \quad \left(s - \frac{w}{2} < x < s\right) \\
\beta &= \frac{\pi w}{2 \arcsin\left[\sin^{2}\left(\frac{\pi w}{4s}\right)\right]}
\end{align*}
\]

By applying these formulas, yarn length ($L$) and the cross sectional area of yarn in the unit cell ($A$) can be derived:
\[ L = \int_0^s \sqrt{1 + \left( \frac{d y_3}{d x} \right)^2} \, dx \approx \int_0^s \left[ 1 + \frac{1}{2} \left( \frac{d y_3}{d x} \right)^2 \right] \, dx = s + \frac{h^2 \pi^2}{16 s} \quad (2-5) \]

\[ A = \int_0^w (y_3 - y_2) \, dx = \left( \frac{h^2 + w^2}{4 h} \right)^2 \arcsin \left( \frac{2wh}{h^2 + w^2} \right) - \frac{w}{2} \frac{w^2 - h^2}{4 h} \quad (2-6) \]

2.4 Material modeling

The multi-scale nature of unit cell modeling implies that all of the mechanical properties that are used for meso-level model should consider the mechanical behaviour of fibres in micro-level. There are different approaches for finding the constituent mechanical properties of yarns. Some of these methods are based on the measurements that are done on single yarns or fabrics. They can use inverse methods to find constants and parameters that are defined in their meso-level model. On the other hand, a homogenization (Bakhvalov and Panasenko 1989) can be used to find the properties of a yarn based on the mechanical properties of fibres in micro-level. Nonetheless, when using any of these approaches the material behaviour can be defined as linear or nonlinear, elastic or plastic or temperature/rate dependant.

2.4.1 Micro-scale homogenization

In order to find the effective material properties of a yarn from fibres the basic unit cell of a fibre must be defined. This means that the yarn itself is a heterogeneous periodic medium, which is made of fibre unit cells. Peng and Cao (2002) defined a micro-structure unit cell as shown in Figure 2-5. Using this unit cell, they presented the homogenization formulation that can be used in a numerical package (e.g. Abaqus) to find the averaged properties of yarn material.
Global and local coordinates in this micro-structure model is defined by $x$ and $y$, respectively. The relationship between the two coordinate systems can be defined using $\epsilon$ as a very small positive number that is the ratio between the dimension of a unit cell and whole structure.

$$y = x/\epsilon$$  \hspace{1cm} (2-7)

The asymptotic expansion of displacement field is the essential part in homogenization. Hence, the displacement field can be written as:

$$u_i = u_i^0(x, y) + \epsilon u_i^1(x, y) + \epsilon^2 u_i^2(x, y) + ...$$  \hspace{1cm} (2-8)

And keeping in mind that for a general function, $\phi$:

$$\frac{\partial \phi(x,y)}{\partial x_i} = \frac{\partial \phi(x,y)}{\partial x_i} + \frac{1}{\epsilon} \frac{\partial \phi(x,y)}{\partial y_i}$$  \hspace{1cm} (2-9)

For strain tensor $\varepsilon_{ij}$:

$$\varepsilon_{ij} = \frac{1}{2} \left( \frac{\partial u_i}{\partial x_j} + \frac{\partial u_j}{\partial x_i} \right) = \frac{1}{\epsilon} \varepsilon_{ij}^{-1}(x, y) + \varepsilon_{ij}^0(x, y) + \varepsilon \varepsilon_{ij}^1(x, y) + ...$$  \hspace{1cm} (2-10)

where

$$\varepsilon_{ij}^{-1}(x, y) = \varepsilon_{ijy}(u^0)$$  \hspace{1cm} (2-11)

$$\varepsilon_{ij}^0(x, y) = \varepsilon_{ijx}(u^0) + \varepsilon_{ijy}(u^1)$$  \hspace{1cm} (2-12)

$$\varepsilon_{ij}^1(x, y) = \varepsilon_{ijx}(u^1) + \varepsilon_{ijy}(u^2)$$  \hspace{1cm} (2-13)

$$\varepsilon_{ijx}(v) = \frac{1}{2} \left( \frac{\partial v_i}{\partial x_j} + \frac{\partial v_j}{\partial x_i} \right), \quad \varepsilon_{ijy}(v) = \frac{1}{2} \left( \frac{\partial v_i}{\partial y_j} + \frac{\partial v_j}{\partial y_i} \right)$$  \hspace{1cm} (2-14)
Through the assumption of periodic media over the entire structure, elastic coefficients can also be defined as a periodic function of $\epsilon$ in $x$ (global) coordinate system.

$$C^{e}_{ijkl} = C_{ijkl}(x/\epsilon) \equiv C_{ijkl}(y)$$  \hspace{1cm} (2-15)

Stress function can be expressed as:

$$\sigma_{ij}^{e} = \frac{1}{\epsilon} \sigma_{ij}^{-1}(x, y) + \sigma_{ij}^{0}(x, y) + \epsilon \sigma_{ij}^{1}(x, y) + ...$$  \hspace{1cm} (2-16)

$$\sigma_{ij}^{n}(x, y) = C_{ijkl}^{e} \epsilon_{ikl}^{n}(x, y)$$  \hspace{1cm} (2-17)

Therefore, the basic differential equations on this periodic media are presented as:

$$\sigma_{ij,j}^{e} + f_{i} = 0 \hspace{1cm} \text{in} \hspace{0.2cm} \Omega$$  \hspace{1cm} (2-18)

$$\sigma_{ij} n_{j} = T_{i} \hspace{1cm} \text{on} \hspace{0.2cm} \Gamma_{1}$$  \hspace{1cm} (2-19)

$$u_{i}^{e} = 0 \hspace{1cm} \text{on} \hspace{0.2cm} \Gamma_{2}$$  \hspace{1cm} (2-20)

where $\Omega$ is the domain of the problem and $\Gamma_{1}$ are $\Gamma_{2}$ the force and displacement boundary conditions respectively.

By substituting (2-17) in (2-18) and equalling the same powers of $\epsilon$ we obtain:

$$\frac{\partial \sigma_{ij}^{-1}}{\partial y_{j}} = 0$$  \hspace{1cm} (2-21)

$$\frac{\partial \sigma_{ij}^{0}}{\partial y_{j}} = 0$$  \hspace{1cm} (2-22)

$$\frac{\partial \sigma_{ij}^{0}}{\partial x_{j}} + \frac{\partial \sigma_{ij}^{1}}{\partial y_{j}} + f_{i} = 0$$  \hspace{1cm} (2-23)

Equation (2-21) can be written in the variational form of:

$$\int_{\Omega} \epsilon \frac{\partial \sigma_{ij}^{-1}}{\partial y_{j}} \delta u_{i}^{0} d \Omega = \int_{\Omega} \epsilon \left( C_{ijkl} \frac{\partial u_{k}^{0}}{\partial y_{l}} \right)_{,j} \delta u_{i}^{0} d \Omega = 0$$  \hspace{1cm} (2-24)

In the next step, a mean operator is defined that works on a $Y$-periodic function $\Phi(y)$ as:

$$\lim_{\epsilon \to 0^{+}} \int_{\Omega} \epsilon \Phi \left( \frac{x}{\epsilon} \right) d \Omega = \frac{1}{|Y|} \int_{Y} \Phi(y) dY d \Omega$$  \hspace{1cm} (2-25)

where $|Y|$ represents the volume of the unit cell (micro-level unit cell).

In this problem, the homogenization method consists of finding the limit solutions of (2-18)-(2-20) as $\epsilon \to 0$. Using (2-25) for equation (2-24) there is:

$$\lim_{\epsilon \to 0^{+}} \int_{\Omega} \epsilon \left( C_{ijkl} \frac{\partial u_{k}^{0}}{\partial y_{l}} \right)_{,j} \delta u_{i}^{0} d \Omega = \frac{1}{|Y|} \int_{Y} \left( C_{ijkl} \frac{\partial u_{k}^{0}}{\partial y_{l}} \right)_{,j} \delta u_{i}^{0} dY d \Omega = 0$$  \hspace{1cm} (2-26)

By applying the divergence theorem on (2-26):

$$\frac{1}{|Y|} \int_{Y} \left( C_{ijkl} \frac{\partial u_{k}^{0}}{\partial y_{l}} \right)_{,j} \delta u_{i}^{0} dY d \Omega = \frac{1}{|Y|} \int_{\Omega} \int_{s} C_{ijkl} \frac{\partial u_{k}^{0}}{\partial y_{l}} n_{j} \delta u_{i}^{0} ds d \Omega$$  \hspace{1cm} (2-27)
that yields
\[ \frac{\partial u^0_k}{\partial y_j} = 0 \]  
(2-28)

In other words \( u^0_k \) is a function of \( x \) only. Therefore, (2-8) can be simplified as follows:
\[ u_i = u^0_i(x) + \varepsilon u^1_i(x, y) + \varepsilon^2 u^2_i(x, y) + \ldots \]  
(2-29)

This formula implies that physically, \( u^0_i(x) \) is the macroscopic displacement while \( u^1_i(x, y), u^2_i(x, y), \ldots \) are perturbing displacements relevant to micro-structure.

In the next step, equations (2-12) and (2-17) are written as:
\[ \sigma^0_{ij} = C_{ijkl} \left( \frac{\partial u^0_k}{\partial x_l} + \frac{\partial u^0_l}{\partial x_k} \right) \]  
(2-30)

Using (2-30) in the variational form for (2-22):
\[ \int_\Omega \int_Y \left[ C_{ijkl} \left( \frac{\partial u^0_k}{\partial x_l} + \frac{\partial u^0_l}{\partial x_k} \right) \right] \delta u^1_j \ d\Omega = 0 \]  
(2-31)

\[ \lim_{\varepsilon \to 0^+} \int_\Omega \int_Y \left[ C_{ijkl} \left( \frac{\partial u^0_k}{\partial x_l} + \frac{\partial u^0_l}{\partial x_k} \right) \right] \delta u^1_j \ d\Omega \\
= \frac{1}{|Y|} \int_\Omega \int_Y \left[ C_{ijkl} \left( \frac{\partial u^0_k}{\partial x_l} + \frac{\partial u^0_l}{\partial x_k} \right) \right] \delta u^1_j \ dY \ d\Omega = 0 \]  
(2-32)

By applying the integration by part and noting that we have displacement boundary conditions here (it implies \( \delta u^1_j = 0 \) at unit cell boundaries) and keeping in mind that \( u^0_i \) is only a function of \( x \), we obtain:
\[ \int_\Omega \int_Y C_{ijkl} \frac{\partial u^1_i}{\partial y_j} \ dY \ d\Omega + \int_\Omega \frac{\partial u^0_k}{\partial x_l} \left( \int_Y C_{ijkl} \frac{\partial \delta u^1_i}{\partial y_j} \ dY \right) \ d\Omega = 0 \]  
(2-33)

To solve this formula \( \Psi \) is introduced which satisfies the following equation:
\[ \int_Y C_{ijpq} \frac{\partial \Psi^k_i}{\partial y_q} \frac{\partial \delta u^1_i}{\partial y_j} \ dY = \int_Y C_{ijkl} \frac{\partial \delta u^1_i}{\partial y_j} \ dY \]  
(2-34)

The substitution of (2-34) into (2-33) yields:
\[ \int_\Omega \int_Y C_{ijkl} \frac{\partial u^1_i}{\partial y_j} \frac{\partial \delta u^1_i}{\partial y_j} \ dY \ d\Omega + \int_\Omega \frac{\partial u^0_k}{\partial x_l} \left( \int_Y C_{ijpq} \frac{\partial \Psi^k_i}{\partial y_q} \frac{\partial \delta u^1_i}{\partial y_j} \ dY \right) \ d\Omega = 0 \]  
(2-35)

that can be written in the following form by applying the divergence theorem:
\[ \int_\Omega \Phi_s C_{ijpq} u^1_p u^1_q \frac{\partial \delta u^1_i}{\partial y_j} \ ds \ d\Omega + \int_\Omega \Phi_s C_{ijpq} \Psi^k_i n_q \frac{\partial u^0_k}{\partial x_l} \frac{\partial \delta u^1_i}{\partial y_j} \ ds \ d\Omega = 0 \]  
(2-36)

Hence:
\[ u_i^1 = -\Psi_i^k(x, y) \frac{\partial u_k^0}{\partial x_l} \]  
(2-37)

and substituting it into (2-30) is obtained:

\[ \sigma_{ij}^0 = \left( C_{ijkl} - C_{ijmn} \frac{\partial \Psi_m^k}{\partial y_n} \right) \frac{\partial u_k^0}{\partial x_l} \]  
(2-38)

By integration over the unit cell volume the stress-strain relations for the homogenized elastic body is presented as:

\[ \bar{\sigma}_{ij}^0 = C_{ijkl}^H \frac{\partial u_k^0}{\partial x_l} \]  
(2-39)

where \( \bar{\sigma}_{ij}^0 \) is the average of \( \sigma_{ij}^0 \) over the unit cell volume and \( C_{ijkl}^H \) is the homogenized elastic constants. They can be written in the form of:

\[ \bar{\sigma}_{ij}^0 = \frac{1}{|Y|} \int_Y \sigma_{ij}^0(x, y) dY \]  
(2-40)

\[ C_{ijkl}^H = \frac{1}{|Y|} \int_Y \left( C_{ijkl}(y) - C_{ijmn}(y) \frac{\partial \Psi_m^k}{\partial y_n} \right) dY \]  
(2-41)

The key to finding the mechanical properties of the micro-scale unit cell is solving (2-41), which can be easily done using a finite element tool. To make it suitable for finite element solvers, (2-41) can be written as:

\[ \left( \int_Y B^T C B dY \right) \Psi_{ij} = \int_Y B^T C^{ij} dY \]  
(2-42)

in which \( C \) is the stress-strain matrix of the constitutive materials, \( B \) is the displacement-strain matrix and \( C^{ij} \) is a vector of column \( ij \) of the \( C \). The finite element solver should be used to find the characteristic displacement matrix which is \( \Psi_{ij} \). Eventually, homogenized elastic constants of a micro-level unit cell can be found by following averaging integration:

\[ [C^H] = \frac{1}{|Y|} \int_Y C (I - \Psi) dY \]  
(2-43)

having

\[ \Psi = \{ \Psi^{11}, \Psi^{22}, \Psi^{33}, \Psi^{32}, \Psi^{31}, \Psi^{12} \} \]  
(2-44)

This formulation was used by Peng and Cao (2002) in Abaqus/Standard solver to find the material properties of yarns in an E-glass/PP yarn with 70% E-glass volume fraction. Results showed a reasonable match for some constants compared to conventional analytical methods (Kaw 1997; Halpin and Tsai 1969) and experimental results in the available cases.
2.4.2 Constitutive model based on physical observations

Another alternative approach for finding the equivalent material properties of yarns in meso-level is using some physical interpretations from their characteristics along with experimental measurements. Moreover, sometimes applying inverse identification methods to find material properties indirectly can be very helpful (Gasser et al. 2000). For example, from the fibrous nature of fabrics it is apparent that there are some zero or quasi zero stiffness values in the constitutive model of yarn materials. For instance, the potential of yarns in bearing longitudinal compression is negligible. In addition, because there is no resin consolidated in the space between the dry fibres, they can easily slide on each other, which means a very small magnitude of shear modulus. For the same reason, the crushing law is developed to model the transverse behaviour of fibbers. According to the crushing law, the transverse modulus of yarns is a function of contact conditions between yarns. This law is developed based on the observation that the more compression applied on the yarn, the stiffer it becomes. Kawabata et al. (1973a-c) attempted to write the transverse modulus as a function of contact force. However, if the yarn is under longitudinal tension, it is more difficult to crush. As a result, Gasser et al. (2000) developed transverse modulus as a function of both longitudinal and transverse strain using the following formula, assuming direction 1 is along the yarn axis:

\[ E_i = E_0 \left( |\varepsilon_{11}^n| \varepsilon_{11}^m \right) \quad i = \{2,3\} \]

(2-45)

where \( E_0 \), \( n \) and \( m \) are constants that can be determined using inverse identification method. There are also some other crushing functions available in the literature (Badel et al. 2008b-c).

2.5 Periodicity boundary conditions

As previously mentioned, the entire fabric system is simplified into a Representative Unit Volume (or unit cell) for the sake of simplicity in numerical analysis. However, to keep the nature of the fabric yarns, periodicity boundary conditions should be implied on the model in order to consider the effects from adjacent unit cells. Applying simple symmetry boundary conditions may not work properly in this case, because, if symmetry conditions are applied on four sides of a unit cell, it is confined in a rectangular box, which prohibits it from deforming. Instead, the periodicity can be simply obtained by forcing nodes in opposite corners to have the same transverse displacement and the same rotation over global opposite edges (Gasser et al.
To express this condition in a mathematical form (Badel et al. 2007), assume that the whole fabric is made of repetitions of one unit cell using translational vectors $P$, which is made of two orthogonal vectors $P_1$ and $P_2$ located in the plane of fabric (Figure 2-6).

$$P = \sum_{\alpha=1}^{2} m_\alpha P_\alpha \quad m_\alpha \in \mathbb{N}$$  \hspace{1cm} (2-46) 

![Figure 2-6: Initial and deformed meso-structure (Boisse et al. 2007)](image)

Assuming that boundary values for a property in a unit cell is defined by $\partial V$, it can be split into four separate boundary conditions on four surfaces or two pairs $\{\partial V^-_\alpha, \partial V^+_\alpha\}_{\alpha=1,2}$ as shown in Figure 2-7. Paired points are presumed to be two points of boundary that are images of each other by an elementary translation $P_\alpha$ for $\alpha = 1, 2$. However, because of the periodicity in the structure these two points are superimposed with the images of each other. Hence

$$X^-_\alpha \in \partial V^-_\alpha; \ X^+_\alpha \in \partial V^+_\alpha \quad X^+_\alpha - X^-_\alpha = P_\alpha$$  \hspace{1cm} (2-47) 

Deformed structure can be assumed to remain periodic during deformation (Figure 2-6).

Defining $\varphi$ to be the mapping function between the initial configuration ($X$) and the current configuration ($x$), transformation of the structure can be decomposed into macroscopic ($\varphi_m$) and periodic ($w$) terms:

$$\varphi(X) = \varphi_m(X) + w(X)$$  \hspace{1cm} (2-48) 

In a homogenous loading case (such as uni-axial tension, bi-axial tension and pure shear), which is considered in this project, the macroscopic loading function is known and the aim of meso-level simulation is finding the periodic behaviour that is related to the local stress distribution in the unit cell. Periodicity of $w(X)$ implies that:
\[ w(X_{\alpha}^-) = w(X_{\alpha}^+) \]  \hspace{1cm} (2-49)

for paired points \( X_{\alpha}^\pm \in \partial V_{\alpha}^\pm \), \( \alpha = 1, 2 \). In other words, every point in two opposing boundaries should have identical values for the periodic term of the transformation. Moreover, for every point that belongs to two boundaries (corner points) identical values are expected. To avoid rigid body motion in the unit cell \( w = 0 \) is applied at four corner points around the unit cell and the motion of these four corners is used to describe transformation in the system.

\[ Figure 2-7: Boundary condition on a unit cell \text{ (Boisse et al. 2007)} \]

Repetition of the unit cell shown in Figure 2-4a along with equation (2-4) does not represent the entire fabric. However, considering the symmetry of shape for balanced plain weave (Badel et al. 2007) it can reasonably predict the behaviour of the material. In other words, Figure 2-4a shows a unit cell that is simplified based on symmetry in geometry of the fabric. The periodic boundary condition for homogenous loading cases in this weave can be attained by allowing the side surfaces of yarns to remain plane and normal to the unit cell mid surfaces during the deformation (Peng and Cao 2002). By comparing the results using this unit cell and those from an extended unit cell that could satisfy equation (2-46), proves the efficiency of this unit cell (Chen et al. 2001), keeping in mind the noticeably lower amount of computational time.

2.6 Loading boundary condition

Depending on the type of exerted load on the unit cell, different boundary conditions can be used for the simulation of fabric loading. In this study, three different types of loading modes are of interest: uni-axial, bi-axial and shear. The numerical experiments are designed to simulate the
behaviour of the unit cell in a woven fabric when tested in a universal tension machine (for tension modes) and a picture frame test (for shear mode). Therefore, the boundary conditions in the numerical methods are designed in a way to simulate these tests.

For the uni-axial test, one edge of the unit cell is fixed and the opposite edge is loaded by a specified total displacement. To avoid the rigid body motion, one of the free sides is constrained in a direction normal to loading (Figure 2-8a). Bi-axial load is implied in a similar way, but the difference is that the displacement boundary condition is on all four edges of the unit cell (Figure 2-8b). For the shear test, the idea is based on what occurs in a real experiment using a shear diaphragm (Figure 2-9). In a shear diaphragm (frame), the rectangular specimen is fixed in a frame that is pinned in the corners so that it can be deformed to a diamond shape. This theoretically applies pure shear on the specimen. During the experiment, one corner of the frame is fixed while the opposite corner is moving on a slider. Reaction force in any of these corners is the output of the experiment. Similarly, in the finite element model, one corner should be kept fixed while the opposite corner is moving in the diagonal direction of the unit cell. The length of each edge should also be kept fixed to simulate the rigid frame of the test (Figure 2-8c).

![Figure 2-8: Displacement boundary conditions for different types of loading (a) uni-axial tension (b) bi-axial tension (c) shear](image-url)
2.7 Nonlinearity in analysis

There are a number of reasons why using a linear finite element method for unit cell modeling is impractical. Some of the sources of nonlinearity are intrinsic in woven fabrics, while others can be considered or ignored during modeling based on the compromise that can be made between the analysis cost and accuracy of the model.

The first source of nonlinearity is the contact between yarns. It is evident that the main purpose of weaving yarns together is to establish a contact between them to stand the applied loads via transverse pressure between the yarns and carry it through yarns tension. The contact condition between the yarn elements and possibility of a decrease or increase in the number of nodes that are engaged in the contact zone is a major source of nonlinearity. In addition, there is usually some tangential (frictional) behaviour that allows for the material system to be non-conservative and contributes to the nonlinearity. Contact is considered to be an intrinsic character of woven fabrics and cannot be neglected during the meso-level analysis.

Undulation in the yarns in axial loading is another source of nonlinearity in the system (Boisse et al. 1997). In dry fabrics, because there is no consolidated material system to control the lateral movement of fibres, they can easily lose their shape and become straightened or wavier. This means that if the dry fabrics are under unbalanced tension, yarns that are located in
a direction parallel to the higher load tend to become straightened, while yarns in the other
direction (normal) tend to keep their waviness or even increase it, especially under uni-axial
loading (Figure 2-10). To consider this phenomenon, the numerical analysis should be carried
out under finite strain conditions and large deformation. However, a small deformation option
can still be used to find the results for very small loading conditions.

\[ T^{22} = 0 \]
\[ T^{22} < T^{11} \]
\[ T^{22} \]
\[ T^{11} \]
\[ T^{11}, T^{22} = 0 \]

Figure 2-10: Undulation in the yarn (Boisse et al. 1997)

Material constitutive models can be another source of nonlinearity. As mentioned in the
material properties section, it has been proven that transverse young modulus can be a nonlinear
function of both longitudinal and transverse strain. The longitudinal modulus can also be
nonlinear for particular type of fibres. There have, however, been studies in the literature that
consider material constitutive linearity and have obtained acceptable results for a specific range
of deformation (Peng and Cao 2002).
2.8 Finite element solver

Generally, in a finite element solver an appropriate integration method must be selected. The selected integrator is usually chosen based on the nature of the problem, simplicity level that is expect in formulation convergence criteria and computational cost tradeoffs.

Essentially, a finite element analysis can be broken down into increments, in which each increment shows the configuration of the system at a portion of loading. The total load is exerted on the system step by step, starting from zero (or any reference condition) and ending with the final value of the load. The configurations of the system from the start of the analysis to the last step are known as increments. Splitting the answer into increments is usually done due to a variety of reasons; For example, having a better insight about the behaviour of structure as a function of applied load, helping the convergence and avoiding unusual answers that frequently arise for nonlinear differential equations if solved in one increment, etc.

Normally, the integrators for the finite element method can be separated into two major groups: Explicit and Implicit. The difference between these two groups is their incremental approach for finding the solution in the next step based on the configuration of the current step. Finite element packages usually offer the option of conducting analysis using either of these integrators.

The first approach is known as “Purely Incremental,” “Predictive” or “Explicit” method whereby the configuration of the system in the next step is extrapolated based on the current data. In this method, increments are usually chosen to be very small in order to reduce the amount of error, therefore, a larger number of increments should be applied because there are no iteration increments. In Explicit method there is no strong mechanism to check the results and, therefore, there is usually an amount of drifting error, which means the system is not at equilibrium at the end of analysis (Figure 2-11).
The second approach is usually referred to as “Corrective,” “Predictive Corrective” or “Implicit” method. Implicit method is based on the explicit method and the only difference is the addition of an extra procedure for evaluating the accuracy of the answer. In other words, if the answer does not lead to equilibrium in the system, some extra iteration (usually using Newton-Raphson method) will be applied to make the current configuration as close to the equilibrium state as possible (Figure 2-12). Because of the existence of a controlling mechanism for enforcing equilibrium in this system, larger step sizes can be chosen compared to the explicit method, however, Newton-Raphson iterations in each increment need calculation of Stiffness matrix, which is computationally expensive. Moreover, there is a possibility that the Newton-Raphson method does not converge.

More details about the Finite Element Integrators used in the Abaqus package and specified modifications to make them more suitable for the woven unit cell deformation analysis is presented in the following chapter.
2.9 Constitutive model for dry fabrics

Finite strain analysis of woven fabrics most often utilizes rate constitutive (hypo-elastic) equations. The problem, however, is that these formulations use Green Naghdi (Green and Naghdi 1965; Dienes 1979) or Jaumann (1911) objective derivative, which cannot correctly describe the finite strains of fibrous materials (Badel et al. 2007). The alternative approach suggested by Badel et al. (2008a and c) is using a different objective derivative defined from the rotation of fibre frame. Moreover, they proved that using the fibre rotation objective derivative is the only approach which can be expected to result in accurate finite element models for fibrous materials.

In the rate constitutive equations, a stress rate $\sigma^V$ is related to the strain rate $D$ by a constitutive tensor $C$ that is a forth order tensor. To avoid rigid body rotations that can affect stress state, the derivative $\sigma^V$, called “objective derivative,” is the derivative for an observer who is fixed with the material. There are different ways to define the objective derivative. Most common objective derivatives are rotational objective derivatives that correspond to a rotation tensor, $Q$ characterizing the rotation of the material. So, we have:

$$\sigma^V = C : D \quad \text{(2-50)}$$

with:
\[ \sigma^V = Q \left[ \frac{d}{dt} (Q^T \cdot \sigma) \right] Q^T \]  
(2-51)

where the definition for \( Q \) depends on the selected objective derivative.

Finite element procedures use the rate constitutive equations to update the stress in each increment after the nodal displacement and corresponding strain values are computed. The integration of equation (2-51) in each time increment can be done using the formula of Hughes and Winget (1980). Assuming the time increment to be \( \Delta t = t^{n+1} - t^n \):

\[ [\sigma^{n+1}]_{\text{el}}^{n+1} = [\sigma^n]_{\text{el}}^n + \left[ C^{n+1/2} \right] \varepsilon_{\text{el}}^{n+1/2} \]  
(2-52)

and:

\[ [\varepsilon^{n+1/2}]_{\text{el}} = \left[ D^{n+1/2} \right]_{\text{el}}^{n+1/2} \Delta t \]  
(2-53)

where matrix \([S]_{\text{el}}^n\) denotes the components of tensor \( S \) in the rotated frame with unit vectors \( \{e_i^n\} \) at the \( n \)-th time increment.

The objective derivative based on the fibre rotation can be found using \( Q = \Phi \) where \( \Phi \) is the rotation of the fibre. If the frame of fibre is presented by \( f_i \) in which \( f_1 \) is the unit vector in the frame direction, then assuming the initial position of fibre is \( f_i^0 = e_i^0 \) we have (Badel et al. 2008a and 2009):

\[ f_1 = \frac{f_i e_i^0}{|f_i e_i^0|} \]  
(2-54)

where \( F \) is the deformation gradient tensor. The other basis vectors for this orthonormal frame can be obtained by the material transformation of \( e_2 \):

\[ f_2 = \frac{F e_2 - (F e_2 f_1) f_1}{|F e_2 - (F e_2 f_1) f_1|} \]  
(2-55)

\[ f_3 = f_1 \times f_2 \]  
(2-56)

Therefore, the rotation tensor \( \Phi \) from the initial frame \( e_i^0 \) to the fibre frame \( f_i \) is derived using:

\[ \Phi = (f_j, e_i^0) e_i^0 \otimes e_j^0 \]  
(2-57)

Eventually, the stress update formula appropriate for finite element modeling can be defined as:

\[ [\sigma^{n+1}]_{f_i}^{n+1} = [\sigma^n]_{f_i}^n + \left[ C^{n+1/2} \right]_{f_i}^{n+1/2} [\varepsilon^{n+1/2}]_{f_i}^{n+1/2} \]  
(2-58)

This subject has been discussed in more details in the subsequent chapter.
2.10 Summary

The general procedures for creating geometry of a plain weave fabric, assigning material properties, defining the loading boundary condition, as well as the special type of boundary conditions known as periodic unit cell, were described in this chapter. The presented analysis framework helps analyze accurate representative models of woven fabrics under homogenous loadings. It is essential to apply non-linear finite element procedures in this type of analysis. Keeping in mind nonlinearity of the models, both predictive (explicit) and predictive-corrective (implicit) finite element solvers can be justifiable options depending on a given application.
Chapter 3: Creating FE model in Abaqus

This chapter presents details of the finite model used in this thesis. The model is then used for the study of uncertainties at meso-level. It begins with the geometrical modeling of yarn as the basic element at meso-level. Next, an assembly of yarns are used for producing a unit cell model along with its boundary conditions. A special material constitutive model is described for implementation in Abaqus using user-defined subroutines. Finally, using an inverse method, material properties of yarns are identified to follow experimental measurements on a plain weave fabric.

3.1 Reference unit cell

The selected fabric type in this study is a balanced plain weave, which is one of the most common types of woven fabrics with numerous applications in aerospace and transportation industries. Relations for defining constitutive equations of the fabric’s yarn material are found via an inverse method. This method is applied to construct a constitutive equation that forces the basic unit cell to follow the published experimental results for uni-axial, bi-axial (Buet-Gautier and Boisse 2001) and shear frame tests (Cao et al. 2008). Although, the unit cell dimensions for the above shear and axial tests have been different, both experimental works use glass fibres. Therefore, almost identical material properties are used for axial and shear loading cases. Indeed, slight differences in the material properties should not have a significant effect on the final goal of this research: identifying important uncertainty factors at meso-level under individual deformation modes.

The geometrical definition used by Peng and Cao (2000), which was originally based on the study by McBride and Chen (1997), has been selected here (Figure 2-4a). The crucial parameters for a yarn are the yarn width \( w \), yarn spacing length \( s \), which is identical to the total length of the unit cell and yarn height \( h \). These parameters are geometrically shown in Figure 3-1.
3.2 CAD modeling of yarns

To produce the geometry of the yarn, a parametric CAD model has been made using the CATIA software. This model takes four independent input parameters to define the geometry of the unit cell (Figure 3-2). Yarn length, width, height and alignment angle are inserted to the formulas as an input. The cross sectional shape is defined by setting the first three parameters into formulas given by McBride and Chen (1997) (eqs. 2-1 to 2-4). These four formulas are used to locate 19 points on a plane. The cross section shape is defined by connecting these points to each other (Figure 3-3). In the same manner, the opposite cross section and yarn axis line has been generated. Consequently, in the final step the “Multi-section Solid” tool in CATIA is used to connect two sections using the equation of yarn axis as a guide (Figure 3-4). Yarn axis itself is also made from the connection of 11 points in a plane normal to the section of yarn.
Figure 3-2: Dialog box for defining the geometrical parameters of the yarn

Figure 3-3: Defining the parametric cross section.
3.3 Defining model in Abaqus FE software

The yarn model created in the previous section is imported into Abaqus/CAE and assembled to create the unit cell. The assembling step in Abaqus defines the initial position of the part and does not imply any bonding on their deformations and translations. To define the internal reactions between the yarns, their interactions should be defined. In essence, defining interactions in Abaqus relates movements of a node set or reference point to other node sets or reference points. This can be via constraints to make nodes have the same displacement/rotation in a specific direction (coupling), assigning the displacement of one node set or reference point to be related to displacement of another node set or reference point through an arbitrary equation, or defining contact conditions between two surfaces or node sets. There is also possibility of defining kinematic connectors (hinge, slider, etc.) between nodes and reference points. Because of different kinematic conditions for applying the loading on the unit cell in axial and shear tests, separate sets of interactions may be defined for them. However, it should be noted that both of these interaction sets are designed in a way to satisfy the periodic boundary condition in applying the macroscopic field displacement on the unit cell.

Figure 3-4: Creating solid yarn using two end cross sections and the connecting line.
Contact conditions are the same for both loading cases. Contact is defined between the yarn surfaces from the initial configuration. Tangential behavior at contact surfaces is defined using the penalty method with the friction coefficient. The tangential behavior at the contact surfaces depends on the value of normal pressure between two surfaces. Classical isotropic Coulomb friction implies no relative motion occurs if the equivalent frictional stress \( \tau_{eq} \) is less than \( \tau_{crit} = \mu \cdot p \), where \( \mu \) is the friction coefficient and \( p \) is the contact pressure. \( \tau_{eq} \) is defined to be

\[
\tau_{eq} = \sqrt{\tau_1^2 + \tau_2^2}
\]  

(3-1)

where \( \tau_{1,2} \) are frictional stresses at contact surface in two normal directions. With the penalty contact algorithm in Abaqus, the penalty stiffness term between two nodes with no relative displacement in contact is used to keep the relative displacements zero. Therefore, the relative motion in the absence of slip is equal to the friction force divided by the penalty stiffness, which is very close to zero value and ignorable (SIMULIA 2008).

### 3.3.1 Kinematic conditions for axial loading

The periodicity boundary condition implies that the side planes should be kept plane and normal to the mid-plane. For axial loading there is an advantage, because during the analysis the planes stay parallel or normal to the global coordinate systems. Therefore, the “Equation” constraint in the Interaction module of Abaqus can be easily used for defining the periodic boundary condition. The four side surfaces are defined as sets, which are actually the boundaries and then the degree of freedom of nodes on each surface (set) is constrained by an equation to the degree of freedom of a reference point. This mechanical constraint makes all the nodes on the plane have the same displacement in the specified direction, which means they remain plane.

To illustrate this procedure more clearly, it is shown graphically in Figures 3-5 and 3-6 for the boundary surface with the normal vector \( \hat{n} = \{1,0,0\} \) with respect to the global coordinate system. First, the boundary has been selected (highlighted part in Figure 3-5) and the nodes are assigned to a set named \( \text{xP}\_\text{Surf} \), which refers to the boundary surface with positive \( x \) component in its normal vector. Then, a reference point has been created separately and called \( \text{RP-1} \). It should be noted that the reference point is defined as a point that does not belong to the main geometry of the unit cell. In other words, it is an external reference for adjusting movements on the yarn’s section surface.
Figure 3-5: Node sets created for defining periodic boundary condition on one of the unit cell surfaces.

The arrows in Figure 3-5 shows the desired direction for constraining \( x_{P_{Surf}} \), which is actually the positive \( x \) direction in the global coordinate system. Constraint is applied via defining the following equation for the above mentioned node sets.

\[
u_{1,x_{P_{surf}}} - u_{1,RP-1} = 0
\] (3-2)

where \( u_{1,x_{P_{surf}}} \) and \( u_{1,RP-1} \) refer to the displacement in \( x \) direction for nodes in \( x_{P_{Surf}} \) and \( RP-1 \), respectively. In Abaqus/CAE, this can be applied by the inputs shown in Figure 3-6 in the “Equation” creator dialog box of “Interaction module.” A similar procedure is also applied to the three other surrounding surfaces to ensure appropriate boundary condition.
After defining interactions in the unit cell to simulate the periodicity, the next step is to apply the loading boundary conditions, which are of displacement nature. Indeed, this is the actual boundary condition that applies to the fabric in a tension test. Figures 2-8 (a,b) show this boundary conditions schematically. However, for the sake of simplicity in applying boundary conditions and reading reaction forces, the prescribed displacements are on the reference point of each surface. This means that instead of assigning displacement for each node on that surface, displacement is assigned only to the reference point; however all the nodes on the surface will comply with the movements of that reference point. Overall, this means that in the post processing of the finite element simulation, there is no need to add up the reaction force from each node to find the total value of reaction forces. Hence, this is a simplification without losing any details of the problem.

3.3.2 Kinematic conditions for shear loading

Based on the nature of the loading in the shear frame test, separate types of interactions and boundary conditions have been applied. This time, the peripheral lines do not stay normal to the global coordinates and, therefore, the equations defined for constraining the nodes on the yarn surfaces should be updated by rotation of the yarns. This can be done via defining user defined subroutines for constraining yarns. Another method, which is applied here, is setting up a frame composed of four rigid links and then forcing the nodes on the peripheral surfaces to follow a specific degree of freedom with respect to the coordinate system attached to the rigid bars. Figure 3-7 shows the configuration of the rigid bars and the coordinate systems attached to them,
before and after loading. Here the bars are pinned to each other at the corner points and they are only allowed rotational degrees of freedom, thus allowing them to rotate in the plane of deformation – the rest are constrained by boundary conditions to avoid rigid body motion. This type of boundary condition is shown schematically in Figure 2-8c and is applied to the rigid frame and then transferred to the unit cell using couplings. The coupling constraint is useful when a group of coupling nodes is constrained to the rigid body motion of a single node.

![Figure 3-7: Rigid frame and the coordinate system attached to each link before and after deformation.](image)

There are two other boundary conditions applied to the unit cell to make it follow the kinematic movement of yarns in the picture frame test. Coinciding nodes at the corner of the unit cell are pinned to each other (Figure 3-8a). Moreover, the nodes at the corner lines of the unit cell are constrained using an equation to remain perpendicular to the plane of deformation (Figure 3-8b). To keep the corner lines perpendicular, the displacement of all nodes are assigned to be the same in $x$ and $z$ directions. This is done again by defining the lines as node sets and assigning their degree of freedom to the degree of freedom of a reference point using an equation similar to the equation (3-2).
Figure 3-8: (a) Pinned nodes at the corner of the unit cell. (b) Node sets and reference points for keeping the corner lines perpendicular to the deformation plane.

So far, the interactions between the bars and yarns of the unit cell have been defined. The next step is constructing interaction between the unit cell and the rigid frame. The “Coupling” constraint of Abaqus/CAE “interaction” module is used to define the periodic boundary condition on the unit cell. For each yarn, the reference node attached to the rigid bar beside that yarn is selected and then three boundary surfaces of the yarn, including two at each end and one side surface, are coupled in the appropriate direction to the movement of the reference node. Coupling here is quite similar to the equation constraint defined for the axial loading, however, the advantage is that because the reference node is attached to the rigid frame, updating of the coordinate system is done automatically in the solver based on the rotation of the rigid frame. Figure 3-9 shows the coupling used for one of the yarns. For the rigid bar shown with black color, the red circle indicates its reference node. The displacement of the nodes located on the surface highlighted in Figure 3-9 (a) is coupled in z-direction to the displacement of the reference node. This means that the highlighted surface acts like a rigid surface in the z-direction. Figure 3-9 (b) shows the same subject for that yarn, however, this time end sections are selected and coupled to the x-direction.
Lastly, to make the boundary condition on the frame easier to apply and the reaction forces in the post processing easier to read, another interaction using “Equation” constraint is generated to make the corners of the rigid frame move with the reference point in the plane of deformation. Here, the boundary conditions can be applied to the reference point, which makes the reading of reaction force at post processing easier (Figure 3-10).

3.4 Material modeling

As previously mentioned, there are two ways for defining material properties for yarns in meso-level. There can be either the use homogenization results from micro scale to find the
equivalent material properties for the yarn or there can be an appropriate constitutive model for the yarn material from its physical properties. This model should be able to capture the fabric material response from actual test results.

3.4.1 Homogenized material properties

Using micro to meso level homogenization, Peng and Cao (2002) applied the concept of homogenization in heterogeneous media (Bakhvalov and Panasenko 1989) to find the effective material properties of E-Glass/PP yarns from properties of pure E-Glass and Polypropylene. Defining a customized finite element procedure for the homogenization step they predicted the material properties of yarns as shown in Table 3-1.

<table>
<thead>
<tr>
<th>Table 3-1: Material properties of E-Glass/PP yarns predicted by Peng and Cao (2002)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Longitudinal Stiffness</strong> ($E_l$)</td>
</tr>
<tr>
<td><strong>Transverse Stiffness</strong> ($E_t$)</td>
</tr>
<tr>
<td><strong>Longitudinal Poisson’s Ratio</strong> ($\nu_{lt}$)</td>
</tr>
<tr>
<td><strong>Transverse Poisson’s Ratio</strong> ($\nu_{tt}$)</td>
</tr>
<tr>
<td><strong>Longitudinal Shear Stiffness</strong> ($G_{lt}$)</td>
</tr>
<tr>
<td><strong>Transverse Shear Stiffness</strong> ($G_{tt}$)</td>
</tr>
</tbody>
</table>

A unit cell model based on the boundary condition details given in this chapter and the material properties from Table 3-1 is analyzed under three basic loading modes. Three basic dimensional values of the yarns (Figure 3-1) are $s=5.14$ mm, $w=3.72$ mm and $h=0.39$ mm. This makes the model match the one used by Peng and Cao (2002) and provides a measure for validating our finite element model. Running the model using Abaqus/Standard 6.8-1 provided the following results that show a close correspondence to the results by Peng and Cao (2002).
Figure 3-11: Validation of the reference finite element model
3.4.2 Postulating a suitable constitutive model in meso-level

It has been proven that material models using homogenizations and averaging methods can capture and predict the fabric response reasonably well. However, as previously mentioned, there is a more advanced constitutive material model to characterize more specific behavior of fabrics (Gasser et al. 2000; Boisse et al. 2007 and Badel et al. 2008a). Mechanical behavior of yarns is very particular due to the fibrous nature of the yarns. This means that each yarn is made of a very large number of fibers that have a very small diameter so that they cannot bear any compressive force. Moreover, dry fabrics in yarns can easily slide on each other, which results in a substantial decrease in shear modulus and transverse young modulus. On the other hand, fabrics can have considerable stiffness during tension. The notable amount of difference between the stiffness in fibre direction and other stiffness values suggests that the appropriate constitutive model for yarns should be presented at the local frame coordinates of the fibres. In other words, the objective derivatives used by default in Abaqus (Green Naghdi or Jaumann) can lead to unsatisfactory results for the analysis of fibres (Badel et al. 2008a). As the fibre goes through deformation, the frame of rotation used by the software (e.g. Green Naghdi) rotates, however, because it is not obliged to always follow the actual fibre direction, it might have directions that do not coincide with the rotated fibre. This has been illustrated in Figure 3-12, where $f_{i=1,2}$ shows the fibre frame and $e_{i=1,2}$ shows any other possible frame, which is not obliged to follow the fibre direction. Keeping in mind that material properties are presented in the frame of fibre, as well as the huge difference of stiffness in the two local directions, the conventional rotation algorithm of the frame cannot be a superior choice.

![Figure 3-12: Comparison of Fibre Frame and other possible frame of rotation in 2D; (a) before deformation frames coincide, (b) the separation of frames after deformation.](image)
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The modification of the finite element procedure to handle the analysis in the correct frame can be done using two different methods (Badel et al. 2008a): “Modified Green-Naghdi” and “Fibre Frame” formulations. The underlying mathematical procedures were briefly described in Chapter 2. In simple terms, this means that either the constitutive model should be presented and calculated in the fibre frame or material properties should be transformed to the current frame.

In this project, Abaqus 6.8-1 is used, which employs the Green Naghdi stress rate in explicit calculations for solid (continuum) elements and Jaumann’s for Implicit (Abaqus/Standard). Nevertheless, differences between these two stress rates are significant only if finite rotation of a material point is accompanied by finite shear (SIMULIA 2008), which does not happen in elements for the studied loading types. Moreover, the rotation tensor for the Green-Naghdi stress rate is readily provided in every step as a parameter in user defined subroutines. Thus, the model is developed assuming the stress rate is updated by the Green-Naghdi objective derivative, and the rotation from the Green-Naghdi frame is modified in order to find the actual rotation of material directions.

The first method, which is called the “Modified Green-Naghdi,” begins with writing the stiffness matrix in the frame of fibre and then transforms it to the frame of software calculations. Thus, the only required modification is the rotating of the stiffness matrix. In mathematical terms:

\[
[C]_e = [T] [C]_f [T']
\]

(3-3)

where \([C]_{e,f}\) is the stiffness matrix in Green-Naghdi and the fibre frame respectively. \([T]\) and \([T']\) are the base change matrices described in Appendix A. It must be emphasized that because of non tensorial nature of \([C]\) in the software (Abaqus uses a 6 by 6 matrix to store stiffness tensor), \([T']\) is neither transpose of \([T]\) nor its inverse. Indeed \([T]\) is a singular matrix (\([T] = 0\)). However, it can be proven that \([T] [T'] = [I]\); where \([I]\) is the identity matrix.

The second method is called “Fibre Frame,” which implies rotating stress and strain values from the software frame to the fibre frame, calculating the new stress values and then providing the software with new stress values, which are then transformed back into the software frame. In other words first we calculate:

\[
\{\sigma^n\}_f = [T'] \{\sigma^n\}_e
\]

(3-4a)

\[
\{\Delta \varepsilon\}_f = [T'] \{\Delta \varepsilon\}_e
\]

(3-4b)
Then the stress strain calculation for new stress values are done in the fibre frame:

\[
\{\sigma^{n+1}\}_f = \{\sigma^n\}_f + \left[ C^{n+1/2} \right]_f \{\Delta \varepsilon^{n+1/2}\}_f
\]

(3-5)

However, the default frame for the software is different from the one that was done in the calculations, therefore, new stress components should be transformed back then sent back to the software:

\[
\{\sigma^{n+1}\}_e = [T] \{\sigma^{n+1}\}_f
\]

(3-6)

3.5 Implementing the material constitutive model in Abaqus

Implementation of the material model described above in the Abaqus package can be done via defining a subroutine for material properties to express a particular constitutive behaviour of yarns. The analysis integration can also be done in two different manners, which are Explicit/Dynamic and Static/General; where the first method utilizes an explicit (predictive) solver and the second provides an implicit (predictive-corrective) solver.

Abaqus accepts user defined subroutines written in FORTRAN programming language. Codes are compiled using Intel® FORTRAN compiler and linked to the program to be analyzed by Abaqus. Because of differences in procedure conducted by Implicit and Explicit solvers the subroutines accepted by Abaqus for these two solvers are different.

3.5.1 Explicit integrator

In Abaqus, the explicit procedure is based on the implementation of a fully predictive integration rule together with the use of diagonal ("lumped") element mass matrices. The equations of motion for the body are integrated using the explicit central-difference integration rule, which can be simply described as (SIMULIA 2008):

\[
u_{i+1} = u_i + \Delta t_{i+1} \dot{u}_{i+\frac{1}{2}}
\]

(3-7)

\[
\dot{u}_{i+\frac{1}{2}} = \dot{u}_{i-\frac{1}{2}} + \frac{\Delta t_{i+1} + \Delta t_i}{2} \ddot{u}_i
\]

(3-8)

where \( u_j \) and \( \Delta t_j \) are the displacement vector and time increment in \( j \)-th increment, respectively. \( \dot{u}_j \) and \( \ddot{u}_j \) are the first and second derivatives of the displacement vector which
obviously are velocity and accelerations. Moreover, half values for incriminations show the central difference method used in integration.

Accelerations, which are the essential part to start the analysis are calculated via:

$$\ddot{u}_i = M^{-1}(P - I)$$  \hspace{1cm} (3-9)

where $M$ is the mass matrix and $P$ and $I$ are the applied load vector and internal force vector. For the sake of simplicity in computation of inverse mass matrix, Abaqus uses a lumped mass matrix. Internal forces are assembled from contributions from the individual elements. Thus, as it can be seen in these formulations in the explicit method no calculation of global stiffness matrix and its tangent matrix is required, which makes calculations much faster compared to the implicit integrator. However, to assure the stability, safe time incrimination should be selected. This incrimination is usually very small and makes the analysis go through many iterations. Nevertheless, the most prominent disadvantage of the explicit solver is that there are no mechanisms to guarantee the correctness of the answer and the final equilibrium state.

3.5.2 Explicit subroutine

For the Explicit solver, a VUMAT subroutine should be used. This subroutine has a number of variables, which are assumed to be input values (read only parameters as called by the Abaqus Documentation) and some other variables, which are updated in the subroutine (write only parameters). For this analysis, the read values in the subroutine are strain increments, right stretch tensor and deformation gradient tensor. The parameters that are updated by the subroutine are the new stresses. Based on the needs of the analysis, there may be the possibility of using some state variables for recording internal parameters that are calculated in the code, but are not among the subroutine conventional parameters. Stress in the fibre direction and some failure criteria can be one of the possible reasons for using state variables. The general algorithm for this subroutine by using the Modified Green Naghdi or the Fibre Frame is shown in the following flowchart (Figure 3-13) and described below.
Figure 3-13: Flowchart for programming the user-defined subroutine in explicit solver

The parameters provided for the explicit analysis are $[U^n]_e^0$, $[U^{n+1}]_e^0$; $[F^n]_e^0$, $[F^{n+1}]_e^0$; $[\sigma^n]_e^n$ and $[\Delta \varepsilon]_{e^{n+1/2}}$ where $[U]$ is the right stretch tensor, $[F]$ is the deformation gradient
tensor, \([\sigma]\) the stress tensor and \([\Delta\epsilon]\) represents the increment in the strain during current step of the analysis. The only output value for this subroutine is the stress value \([\sigma^{n+1}]_{e^{n+1}}\) at the end of increment. It should be noted that the superscript for matrices shows their current increment number and subscript is the coordinate system that tensor is defined in. The input and output of this subroutine subscripts are \(e^j\), which means they are in Green Naghdi (Abaqus default) frame at the \(j\)-th step.

First, the rotation matrix used by the software to rotate the coordinate should be found; it is not readily given by the subroutine and should be calculated recalling that \(F = RU\), where \(R\) is the rotation tensor:

\[
[R^{n+1}]_{e^0} = [F^{n+1}]_{e^0} \cdot [U^{n+1}]_{e^0}^{-1}
\]

(3-10)

Then the current work basis can be defined from the initial coordinate system by:

\[
\{e^{n+1}_i\} = [R^{n+1}]_{e^0} \cdot \{e^0_i\}
\]

(3-11)

So far, the direction of the material calculations that Abaqus is using have been found. The next step is to find the fibre frame unit vector directions. Using (eqs. 2-54 to 2-56), the fibre frame unit vectors \(\{f_i^{n+1}\}\) can be calculated. Then the rotation matrix between \(\{e_i^{n+1}\}\) and \(\{f_i^{n+1}\}\) frames is calculated (Badel et al. 2008a):

\[
\Theta = f_i \otimes e_i = (f_j)_i e_i \otimes e_i = (f_j \cdot e_j)_i e_i \otimes e_i
\]

(3-12)

Subsequently, the transformation matrices \([T]\) and \([T']\) are constructed and \([C]_e\) are generated from \([C]_f\) by applying the transformation shown in (3-3). In the case of nonlinear material properties, the strain in fibre directions should also be available to be accounted in the \([C]_f\). Hence, there is one more transformation to be done, which is rotating strains from \(\{e_i^{n+1}\}\) frame to \(\{f_i^{n+1}\}\) frame. This is because strain dependant material properties, like longitudinal stress-strain relations and crushing between the yarns, are defined in the direction of fibre or its normal directions. This transformation is as follows.

\(F\) and \(U\) are calculated at the end of each time increment so it is needed to work at the end of step configuration instead of mid step configuration. However, the problem is that the stress increments are given at mid-step configuration. Let \(\Delta R = R^{n+1} \cdot (R^{n+1/2})^T\) be the rotation tensor between the end and mid-step configurations and \(T_{AR}\) the corresponding transformation such that for any two-dimensional tensor \(S\) we have \(T_{AR}(S) = \Delta R \cdot S \cdot \Delta R^T\). Then the following relation can be used (Badel et al 2008a):
\[ \Delta t \left[ D^{n+1/2} \right]_{e}^{n+1/2} = \Delta t \left[ T_{\Delta R} \left( D^{n+1/2} \right) \right]_{e}^{n+1/2} \]  

(3-13)

while

\[ \Delta t \left[ D^{n+1/2} \right]_{e}^{n+1/2} = \left[ \Delta \varepsilon \right]_{e}^{n+1/2} \]

hence,

\[ \left[ \Delta \varepsilon \right]_{e}^{n+1/2} = \left[ T_{\Delta R} \left( \Delta \varepsilon \right) \right]_{e}^{n+1} \]  

(3-14)

This enables a direct use of the strain increment provided by the code. A similar logic can be applied to the constitutive matrix as a representation of a fourth-order tensor.

For using Fibre Frame method the first parts of the procedures up to equation (3-12), which includes calculating \( \Theta \) (rotation matrix) is the same. The only difference is that here, instead of rotating the constitutive matrix to the working frame, the stress and strain increment tensors are rotated to the frame of fibre for calculating the new stress values:

\[ \left[ T_{\Delta R} \left( \Delta \varepsilon \right) \right]_{f}^{n+1} = \left[ \Theta \right]_{e}^{n+1} \left[ T_{\Delta R} \left( \Delta \varepsilon \right) \right]_{f}^{n+1} \left[ \Theta \right]_{e}^{n+1} \]  

(3-15)

\[ \left[ \sigma^{n+1} \right]_{f}^{n+1} = \left[ \sigma^{n} \right]_{f}^{n} + \left[ T_{\Delta R} \left( C^{n+1/2} \right) \right]_{f}^{n+1} \cdot \left[ T_{\Delta R} \left( \Delta \varepsilon \right) \right]_{f}^{n+1} \]  

(3-16)

The procedure is complete by rotating the strain tensor back to the Abaqus working frame using equation (3-6).

3.5.3 Implicit integrator

As discussed in the previous chapter, implicit analysis starts with a predictive increment followed by a series of iterations within each increment to attain equilibrium. Abaqus uses Newton’s method (modified versions are available as an option), where iterations are done for the calculation of global stiffness matrix and its tangent. Indeed, the matrix calculations regarding the global stiffness matrix and its tangents, as well as the fact that these calculations have to be done more than once during the iterations, makes the steps for implicit analysis run much slower than the steps for explicit analysis. However, the iterations, which are intended to force the system to attain its equilibrium, allows for larger steps to be chosen (\( \Delta t \_j \)) in the predictive part of the step.

To summarize, it is evident that applying the explicit method makes Abaqus do more in faster increments, while using implicit integrator makes the computations for each increment slower, while using a fewer number of increments. Regarding the subroutine programming for
the constitutive model of these two analysis types, the implicit integrator needs to be provided with updated values of stress and stiffness matrix (tangent stiffness matrix is calculated internally by Abaqus).

3.5.4 Implicit subroutine

The programming for implicit formulation is similar to explicit formulation, because the first level in each step done in explicit and implicit is the predictive level as described above. However, as previously mentioned, it needs the general stiffness matrix of the system in its corrective iterations. Therefore, the stiffness matrix of each element must also be provided for this subroutine and extra attention should be paid to define a stiffness matrix, which is consistent with the defined stress and strain relationship, otherwise the convergence would be violated. Regarding the fact that the stress-strain relations are readily defined in the frame of the fibre, the stiffness matrix should go through the transformation as well. Keeping in mind the fact that in Abaqus stiffness matrix is defined as a 6 by 6 matrix and shear strains for Implicit formulation are engineering shear strains \(\gamma_{ij}\) and \(\gamma_{ij} = 2\,\varepsilon_{ij}\); the transformation for stiffness can be derived by starting with:

\[\{\sigma\}_f = [C]_f \{\gamma\}_f\]  \hspace{1cm} (3-17)

in which \(\{\gamma\}_e = [M]\{\varepsilon\}_e\) and

\[\{\gamma\}_f = \{\varepsilon_{11}, \varepsilon_{22}, \varepsilon_{33}, \gamma_{12}, \gamma_{13}, \gamma_{23}\}_f\]

\[ [M] = \begin{bmatrix} [I]_{3\times3} & [0]_{3\times3} \\ [0]_{3\times3} & 2\begin{bmatrix} 0 \end{bmatrix}_{3\times3} \end{bmatrix} \]

And from (3-4) we can write:

\[ [T']\{\sigma\}_e = [C]_f [M] [T'] \{\varepsilon\}_e \]  \hspace{1cm} (3-18)

So, one may try to find the stiffness matrix in frame of software by inverting \([T']\). However, this matrix is not a regular tensorial transformation and, moreover, it is not invertible. On the other hand, there is:

\[ \{\sigma\}_e = [T] \{\sigma\}_f = [T] [T'] \{\sigma\}_e \]

It is known that \(\{\sigma\}_e\) has a real answer, which is unique; Thus:

\[ [T] [T'] = [I] \]  \hspace{1cm} (3-19)

where \([I]\) is the identity matrix. Therefore, by pre-multiplying two matrices there is:
\[ \{\sigma\}_e = [T] [C]_f [M] [T'] [M]^{-1} \{\gamma\}_e \]  
(3-20)

It can be written in the following compacted form:

\[ \{\sigma\}_e = [C]_e \{\gamma\}_e \]  
(3-21)

\[ [C]_e = [T] [C]_f [M] [T'] [M]^{-1} \]  
(3-22)

In the Implicit integrator there is great advantage for using the Modified Green-Naghdi method over the Fibre Frame method in subroutine definition. Indeed, the stiffness matrix in the default frame has to be provided for Abaqus regardless of using either the Modified Green-Naghdi or the Fibre Frame method. This means that the calculations must be done for the stiffness matrix rotation anyway. By using the Fibre Frame method, calculations to rotate the stress and strain tensor matrices must be done, as do the stress-strain calculations, and then they need to be transformed back to the default frame of Abaqus. In addition, the transformations on the stiffness matrix should be done for iterative process. On the other hand, the Modified Green-Naghdi method only needs the transforming stiffness matrix, which can be used both for stress-strain calculations and iterations. Hence, there is no need to do extra transformations on the stress and strain vectors to the Fibre Frame and inverse transformations to the work frame. At most, under the assumption of nonlinear material behavior, the strains must be transformed to transverse and longitudinal strains in the fibre direction.

Badel et al. (2008a) and Badel et al. (2009) used the explicit integrator of Abaqus for shear frame test modeling of a unit cell. They implemented both the Fibre Frame and the Modified Green-Naghdi type of constitutive models and concluded that calculations using the Fibre Frame method are more stable, whereas the Modified Green-Naghdi formulation crashed during the analysis. However, this scenario is completely different using implicit integrators. The iteration mechanism in the implicit solvers assures that equilibrium is satisfied for the model. Moreover, doing the stress-strain calculations during an increment in one frame and iterations in another frame increase the risk of diverging, because of possible numerical round off errors. These errors might make the calculated stress values not match the global stiffness matrix. To summarize, it can be argued that using the Modified Green-Naghdi method in user defined material subroutine for constitutive material behavior of fabrics along with an implicit solver can provide a powerful, reliable and fast tool for finite element analysis of unit cells at meso-level.

Apart from the above-mentioned facts, programming strategy for the implicit integrator using the Modified Green Naghdi and the Fibre Rotation method is very similar to what was
described for the explicit solver and can be illustrated in the flowchart as seen in Figure 3-14. There are, however, a couple of slight differences in the implicit subroutine:

1. Some of the tensors in subroutine variables are given in the rotated coordinate system, instead of the initial coordinate system. Hence, appropriate transformations should be applied to them.

2. The right stretch tensor is not provided readily and it should be calculated from the deformation gradient tensor. \( [U]^2 = [F]^T [F] \), so \( [U] \) can be calculated from the matrix square root of \( [U]^2 \). It is worth noting that, \( [U] \) cannot be calculated by simply finding the square root of each array in \( [U]^2 \). A more detailed description on calculating the square root matrix is given in Appendix B.
Figure 3.14: Flow chart for programming the user-defined subroutine in implicit solver
3.6 Postulating material model constants

Unfortunately, a comprehensive set of material properties consistent with the presented material constitutive model (rotation with the frame of fibre), along with its validation with experimental axial tension and shear tests, could not be found in the literature. Hence, an inverse method is applied to find the stress-strain relationship for constitutive models from results of tension and shear frame tests on similar materials. In other words, a postulation is made on the stiffness functions and model coefficients are determined by iterations. Acceptable results are those that make the response from the finite element simulations under all loading modes (uni-axial, bi-axial and shear frame test) close to the experiments.

The experimental results were taken from Buet-Gautier and Boisse (2001) for tension tests and Cao et al. (2008) for shear tests. Fabrics are balanced plain weave with yarns made of glass fibres. Although materials are not taken from identical studies and the meso-level dimensions in these tests are different, an identical set of material properties for their yarns has been proposed and applied here. The main purpose of this research is identifying important uncertainty factors under each individual deformation mode.

3.6.1 Material model

It is of high priority to have a model, which is both simple and general enough to be adapted to new materials. The proposed material model consists of two basic stiffness values, which are:

1. Longitudinal Stiffness \( (E_{11}) \).
2. Transverse Stiffness \( (E_{22} \text{ and } E_{33}) \).

The remaining material properties in the stiffness matrix are zero or quasi-zero as discussed in Chapter 2. The stiffness for the yarn material is constructed as:

\[
\mathbf{C} = \begin{bmatrix}
E_{11} & 0 & 0 & 0 & 0 & 0 \\
0 & E_{22} & 0 & 0 & 0 & 0 \\
0 & 0 & E_{33} & 0 & 0 & 0 \\
0 & 0 & 0 & G & 0 & 0 \\
0 & 0 & 0 & 0 & G & 0 \\
0 & 0 & 0 & 0 & 0 & G
\end{bmatrix}
\]  \hspace{1cm} \text{(3-23)}

As it can be observed, besides the longitudinal and transverse stiffness values, shear modulus \( (G) \) is the only non-zero value in this matrix. However, it should be very small compared to the
normal stiffness values. Its purpose is solely to assure non-singularity of stiffness matrix and stability in the numerical methods (Gasser et al. 2000).

3.6.2 Longitudinal yarn behavior

It has been assumed that longitudinal stiffness is a function of longitudinal strain only. If the function is started as $E_{11} = E_{11}(\varepsilon_{11})$, the way to find $E_{11}(\varepsilon_{11})$ can be via curve fitting using an inverse method that utilizes the results from finite element analysis and after a series of trial and errors finds the appropriate function which makes those results match experiments. There are a variety of functions that can be proposed for this purpose. Keeping in mind a minimum number of model factors, a piece-wise linear axial stress trend was implied by choosing:

$$E_{11}(\varepsilon_{11}) = \begin{cases} E_{11,1} & \varepsilon_{11} \leq \varepsilon_{11,1} \\ E_{11,2} & \varepsilon_{11,1} \leq \varepsilon_{11} < \varepsilon_{11,2} \\ \vdots & \vdots \\ E_{11,n} & \varepsilon_{11,n-1} < \varepsilon_{11} \end{cases} \quad (3-24)$$

3.6.3 Transversal yarn behavior

The transversal behavior of yarns has been described by the crushing law, wherein the transversal stiffness is related to some other factors, which usually depend on contact conditions between the yarns. This transverse stiffness can be described as a function of contact force (Kawabata et al. 1973a-c) or strain along the contact normal and longitudinal strain (Gasser et al. 2000) or other more complicated formulations (Badel et al. 2008b-c).

The basic function that has been chosen here is the one suggested by Gasser et al. (2000) and is defined as:

$$E_{22} = E_0 |e_{22}^n|e_{11}^m \quad E_{33} = E_0 |e_{33}^n|e_{11}^m \quad (3-25)$$

where $E_0$, $n$ and $m$ are model constants that relate to the material properties and can be identified by using an inverse method. However, it has been seen in previous works that a value of $n \approx 1.0$ and $m \approx 2.0$ can reflect crushing behavior quite well for glass fabrics (Badel et al. 2007; Badel et al. 2008a). Therefore, it can be presumed that these two parameter values before starting the inverse method are ($n = 1.0$ and $m = 2.0$). The rest of inverse identification for the crushing phenomenon is about fitting $E_0$. 
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3.7 Inverse identification

Trial and error methods have been utilized here to find constants of stiffness functions in the previous section, as well as the minimum acceptable shear stiffness value to keep finite element runs stable. Finally, a mesh sensitivity analysis has been exploited to ensure the accuracy of the analysis.

First, the axial tension is tested. The experimental data is taken from Buet-Gautier and Boisse (2001) for uni-axial and balanced bi-axial tension tests on balanced plain weave glass fabrics. The reported dimensions for the test samples are:

\[\text{Density (yarn/mm)} = 0.22 ; \quad \text{Crimp (\%)} = 0.4\]

where

\[\text{Crimp(\%)} = \frac{\text{yarn length} - \text{length of fabric from where the yarn is extracted}}{\text{fabric length}} \times 100\]

and from (2-5) the yarn length can be calculated as a function of yarn spacing \(s\) and height \(h\). Therefore, starting with the above constants we obtain \(s = 4.55\) (mm) and \(h = 0.366\) (mm). Using the image scale provided for the test samples (Figure 3-15), yarn width is estimated at 4.44 (mm).

![Figure 3-15: Photo from sample tested by Buet-Gautier and Boisse (2001)](image)

After finding the geometrical constants, the unit cell model is created in Abaqus/CAE, where the yarns were generated by a CATIA parametric design. Regarding the fact that stiffness along the yarn axis in the fabric is much higher than other directions, extra attention should be paid in defining the appropriate local material directions on each point of the yarn. Therefore, each yarn is split into different sections by a surface normal to its axis and material properties were defined along a local coordinate system on that section. Figure 3-16 shows separate
sections and local coordinate systems defined for assigning material orientation. The $x$-direction in these coordinate systems lies along the longitudinal material direction.

![Local coordinate system for defining material orientation along yarn](image)

**Figure 3-16: Local coordinate system for defining material orientation along yarn**

Zero and very close to zero values of stiffness parameters, such as shear modulus, can cause problems in numerical simulations and lead to spurious modes (Gasser et al. 2000). To solve this problem, the approach developed for building finite elements with reduced integration (called hourglass control) is used (Pian and Chen 1983; Flanagan and Belytschko 1981).

It has been observed that in some preliminary runs in uni-axial loading, the major effects on the response is from axial stiffness, whereas lateral components do not have much effect. This can also be recognized from the mechanism of deformation in uni-axial loading. As previously mentioned in Chapter 2, in uni-axial loading, because there is no tension in the yarns normal to the loading direction, they undergo a type of deformation in which they tend to increase their waviness. At the same time, yarns in the direction of loading become straightened. Because there is no considerable source of external force to resist against this mechanism, interactions between yarns at contact surfaces are very low. Thus, effects from the lateral stiffness do not play an important role in uni-axial loading. This fact provides the opportunity to fix the longitudinal stiffness function first by using the results from uni-axial loading and then finding lateral properties from bi-axial tests and shear tests. It should be noted that in all axial test runs, shear modulus is taken to be 15 MPa.

The longitudinal stiffness function after fitting was
This yields the following response curves under uni-axial loading.

\[
E_{11}(\varepsilon_{11}) = \begin{cases} 
100 \text{ MPa} & \varepsilon_{11} < 1.0 \times 10^{-3} \\
5 \text{ GPa} & 1.0 \times 10^{-3} \leq \varepsilon_{11} < 1.6 \times 10^{-3} \\
50 \text{ GPa} & 1.6 \times 10^{-3} \leq \varepsilon_{11}
\end{cases}
\]

As it can be observed in Figure 3-17, fitted longitudinal stiffness agreeably captures experimental results. Subsequently, a similar procedure was taken for finding \(E_0\) in the crushing formula of the lateral stiffness. The ensuing curve shown in Figure 3-18 has been created by the following fitted function

\[
E_{tt} = 2.5 \times 10^5 |\varepsilon_{tt}^n| \varepsilon_{11}^m + 3.0 \text{ MPa}
\]

where \(tt = \{22,33\}\). Note that the 3.0 MPa constant added to the main function is a very small value to avoid zero stiffness at the beginning of numerical calculation; hence the possibility of divergence because of zero terms in stiffness matrix is decreased.
To check the validity of the postulated material properties (model constants) and assure they work well for other cases, beside the fitted experiments, two more runs were conducted. These cases include proportional bi-axial loadings. Test specimens are loaded under the biaxial displacement load with strain ratios \( k \) of 0.5 and 2.0. Figure 3-19 shows the new results, which confirm the validity of applied model and material behavior.

Similarly, another inverse method was next performed to use the results of the shear frame test. Data was taken from a benchmark work on shear frame tests for glass fabrics (Cao et al. 2008). The latter work includes results of shear tests for similar samples tested by different laboratories around the world. Although the geometrical dimensions of fabrics for this series of
tests are different from those of axial tests above, they are both using similar materials. Thus, an attempt was made to use exactly the same material properties for this case. However, it was revealed that even though previously fitted longitudinal stiffness works quite well in shear, the crushing formula does not. This can be related to the nature of the interactions between yarns in axial loading and shear loading. In axial loading, interactions at contact surfaces are in the form of pressure from upper yarn to the yarn underneath. On the other hand, in shear loading there is side-to-side contact of yarns, which happens in larger shear strains (locking). Thus, the formula found for bi-axial loads is not capable of representing the locking correctly. There are two options for resolving this situation: either using a more complicated formula that can work for both shear and bi-axial loading or trying to find a new $E_0$ coefficient for the shear frame test. In this project, because the focus is on loading modes separately, the second method was chosen.

By fitting the new $E_0$ coefficient the following formula has been proposed:

$$E_{tt} = 1.0 \times 10^4 |e_{tt}^n| e_{11}^m + 0.3 \text{ MPa}$$

which yields the fabric shear response shown in Figure 3-20. Using this $E_0$ coefficient the response curve falls between experiments reported in Cao et al. (2008). Figure 3-20 shows two of these experiments reported by Hong Kong University of Science and Technology (HKUST) and the University of Massachusetts Lowell (UML).

![Figure 3-20: Results of response curves from fitted model vs. two experiments from (Cao et al. 2001)](image-url)
3.8 Summary

This chapter began by defining a geometrical parametric model of yarn in CATIA. Additionally, yarn geometrical models were imported into Abaqus and boundary conditions for defining loads and periodicity were defined based on the loading mode (axial or shear). Next, a special material behavior of yarns in dry fabrics was incorporated into Abaqus by FORTRAN subroutines, which were called during the analysis by the Abaqus solvers. Eventually, experimental results, along with an inverse method, were utilized to find the reference material properties, which are used in the following chapters for studying the effect of uncertainty factors. The identified material properties were based on two separate yarn crushing formulas depending on the given loading mode (axial or shear).
Chapter 4: Uncertainty factors and their modeling

This chapter introduces the uncertainties and defects that often exist in woven fabrics at meso-level and explains their influence on the response of fabric at macro-level. To facilitate their incorporation into finite element models during factorial designs, the uncertainty factors are categorized into geometrical and material groups and a range of variation for factors of each group has been identified.

4.1 Introduction

The previous chapters have discussed the modeling of the mechanical behavior of an ideal plain weave unit cell. As mentioned in Section 1-4, the main objective of the current study is to identify the sensitivity of this modeling to a variety of uncertainty factors that can exist in practice. Previous models, which have been used in finite element procedures, are based on an idealization of fabric geometry and its mechanical behavior. Having an estimation of the accuracy that may be reduced by making this simplifying idealization is of high importance for designers. There needs to be a comprehensive study on the models incorporating the uncertainties, as well as the identification of the most significant factors. The goal of this chapter is to introduce fabric uncertainty factors and explain how they can be incorporated into finite element models. Let us first begin with a discussion on the importance of these factors with reference to the experimental evidence.

4.2 Uncertainty of test results

Experimental tests are the most reliable and common source to identify material properties. Test instruments like universal tension machines, shear frames and biaxial fixtures are among most common setups used for identifying material properties of woven fabrics. In addition, the developed strategy in meso-level modeling of fabrics to identify their mechanical behavior in meso-level can be an alternative method to identify effective material properties without conducting time consuming and expensive experimental tests. However, by developing a numerical model, deterministic results are obtained in output, whereas in actual experiments, there are usually different (probabilistic) results every time that the test is repeated. Although the
experimental results may be close to each other within acceptable standard deviations, their differences are still indicative of unavoidable noise factors in the response of fabrics. This may be related to the uncertainties that are intrinsic to the nature of fabric materials and test setups. By taking a closer look at a section of a typical woven fabric, it can be observed that it has several irregularities in yarn shapes, as well as voids and defects, which can be related to effective material properties (Figure 4-1).

![Figure 4-1: A tomographic image of a woven fabric and its section (Badel et al. 2009)](image)

These uncertainties in the response of fabrics present themselves both in axial and shear tests by means of non-repeatable data (Milani and Nemes 2004; Lussier and Chen 2002). Another interesting case study highlighting the effect of uncertainties is the work of Cao et al. (2008), in which three types of fabrics were provided from one producer and tested in different laboratories under shear frame and trellising tests. Combining all the normalized results from samples together showed surprisingly different results. Figure 4-2 reveals these results for shear frame and bias-extension (trellising) tests for plain weave. The legend on the right denotes the abbreviation of laboratory that where the samples were tested. The tests are separated into two categories: shear frame test and the bias-extension test.
The facts mentioned above clearly indicate the need for a model that can predict or at least highlight the effect of uncertainties on the fabric mechanical behavior. For this purpose, the first step should be to identify a set of uncertainty factors, then incorporate them into the finite element model and, finally, try to find their level of importance via factorial designs.

Uncertainty factors studied here fall into two separate categories. They consist of geometrical and material uncertainty factors, where the former includes 4 factors and latter includes 3 factors, which lead to a $2^4$ geometrical and a $2^3$ material factorial design, respectively. Firstly, the reason for this is to decrease the number of computer experiments and, second, to compare similar types of factors together. For each category, a separate sensitivity analysis is conducted to identify the most significant factors.

### 4.3 Geometrical uncertainty factors

Among the geometrical factors, the most important are the fabric unit cell dimensions: yarn spacing ($s$), yarn width ($w$) and yarn height ($h$). Furthermore, by taking a closer look at the yarn shape (Figure 4-3), another geometrical defect can be observed, which is the misalignment of the yarns angle. This can be caused by poor manufacturing procedures or pre-shearing, which can be
present in the fabric at unloaded configurations. As a result, these four parameters are considered in the geometrical 2-level factorial analysis.

![Figure 4-3: Misalignment in a typical woven fabric (Milani et al. 2007)](image)

The next step after identifying geometrical uncertainty factors is finding their variation intervals. This is considered an important step for reliable results to be achieved. Accordingly, there is no better means than using the reported actual values of geometrical parameters of fabric samples. In practical terms, the range of such variations depends highly upon the manufacturing process, type of fabrics, as well as the possibility of other uncontrollable noise factors. Here, attention is focused on the plain weave used in experiments by Cao et al. (2008), where Vetrotex Saint-Gobain Co. provided the samples made of Glass/PP. Table 1 from Cao et al. (2008) reports the measured dimensions of fabrics by different laboratories. A tolerance value of ±2.5% can be noticed in the reported range of yarn spacing ($s$). Similarly, ±3.55% exists for reported values of yarn width ($w$). Unfortunately, there is no sufficient data reported for the thickness of fabric. Therefore a ± 4.0 % deviation as a high estimation from the other two factor values has been applied, considering the fact that waviness in a manufactured fabric can be more random and uncontrollable compared to its spacing and width. Moreover, it has been recommended that in single replicate factorial designs for factors where the actual range of variation is not available, a higher estimation of the range should be applied (Montgomery 2000). For yarn misalignment it has been reported by Milani et al. (2007) to be up to of ±5.0 degrees. Table 1 shows the selected factors of uncertainty, their ranges of variation and the reason for selecting them.
Different yarn spacing, width and height are modeled in the finite element unit cell by changing the dimensions in the CAD model followed by regenerating the finite element model and solving it for new results. However, it is important to note that two separate definitions of misalignments should be considered for shear and axial loading cases. This is based on the fact that in axial loading there is no difference between positive and negative misalignment due to symmetry. On the other hand, this is not the case for shear mode, where positive and negative misalignment can respectively delay or expedite the fiber locking (it is by definition when two adjacent yarns start a side-to-side contact). Figure 4-5 shows the definition of positive misalignment for the axial loading. Because of symmetry, the basic configuration (zero misalignment) in axial loading has been considered to be the lower bound of the misalignment case.
Figure 4-5: Positive misalignment for axial loading

Figure 4-6 shows the defined positive and negative misalignment angles for the shear loading. Positive or negative misaligned cases are defined based on whether it makes the locking occur sooner (positive) or later (negative) than the no-misalignment case.

(a)

(b)

Figure 4-6: Negative (a) and positive (b) misalignments in shear test

4.4 Material uncertainty factors

By recalling the constitutive model used for finite element modeling, especially different constants in the stress-strain relationship (e.g. longitudinal and lateral stiffnesses), some important material parameters can be recognized. Longitudinal stiffness, transverse stiffness and shear modulus are three factors that exist in the material constitutive model of yarns. However, shear modulus is not a real factor here. In other words, longitudinal and transverse stiffness are actual parameters that are measured and directly relate to the response of the material, while the shear stiffness is a value that should be vanishing to make the yarn material model accurate
If, however, it becomes absolutely zero, a divergence of the numerical procedure can occur, and thus it must hold a small non-zero value. Shear modulus in the yarn constitutive model is only a stabilizer value. Friction between the fabric yarns can be considered as another uncertainty factor, which can be related to the material. Unfortunately, there are no comprehensive studies that show valid and reliable ranges of variation of stiffness and friction coefficient values. Therefore, an estimation of these values is used based on other observations or reasoning as follows.

For the stiffness values, the work by Milani et al. (2007) has been considered, where different samples were tested under axial and shear frame tests. According to the data, a range of ± 8% has been observed for stiffness of fibres under axial tension. Although this value was seen for the fabric and not for yarns, it was used as an approximation for the variation in longitudinal stiffness of, as well as the transverse stiffness.

For the friction coefficient, the same problem prevails. Peng and Cao (2002) used a friction coefficient of 0.05 for glass/PP fabrics in the finite element modeling of a similar unit cell. However, the question is, “what is the appropriate range for this factor?” Here, for the sake of the numerical procedure, noticing that applying or not applying friction behavior can affect the numerical results, the zero friction factor (no friction) has been selected as the lower bound for this factor. To keep the symmetry of the levels in 2-level factorial design, a higher bound of 0.1 for this coefficient has been selected. Table 4-2 illustrates the factors and their levels used for the study of material uncertainties.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>$E_l$ (Longitudinal Young Modulus)</th>
<th>$E_t$ (Transverse Young Modulus)</th>
<th>($f$) Friction Coeff.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Change range</td>
<td>± 8%</td>
<td>± 8%</td>
<td>0 - 0.1</td>
</tr>
</tbody>
</table>
4.5 Summary

Ideal unit cell models are incapable of representing uncertainties in the real fabric behavior. Results of experimental measurements show different uncertainty sources in woven fabrics that can lead to non-repeatability in test data and cause uncertainty in the performance of final products. In this chapter, the uncertainty sources and flaws at meso-level were introduced in two categories of geometrical and material uncertainties. A range of variation for each factor was extracted directly from the reported experimental measurements or indirectly from physical interpretation. Eventually, a table of uncertainty factors for each category was established for use in factorial designs in the following chapter.
Chapter 5: Sensitivity analysis on uncertainty factors

After identifying the uncertainty factors and their variation range, the next step is to recognize the main factors and their interactions that play an important role in affecting the fabric response. Therefore, this chapter covers factorial designs with the help of computer experiments that are conducted on each series of geometrical and material uncertainty sets. It begins by defining a base unit cell, which uses the nominal values of uncertainty factors. Then parametric studies are conducted on this unit cell by varying parameters according to two-level factorial designs. Finally, results of factorial runs are fed into the Design Expert software to quantify the sensitivity of the unit cell response to the study factors and their interactions.

5.1 Base model and its validation

Recalling Figure 2-4 (a), attention is focused towards a plain-weave fabric. Three nominal dimensions for this unit cell are $s = 5.13$ (mm), $w = 4.44$ (mm) and $h = 0.5$ (mm). These dimensions are selected to be close to the fabric tested in Cao et al. (2008). Thus, a comparison can be made between the variations of the results from the current design of experiment to those observed in the actual experiments. Material properties are as extracted in Chapter 3.

The next step is defining each basic type of loading and a response for the unit cell to be used in the factorial design. For the uni-axial test, the strain values up to $5.848 \times 10^{-3}$ are selected, which needs a 0.3 mm displacement at the moving end of the boundary condition. This is close to the value of the strain measured in axial tests by Buet-Gautier and Boisse (2001). The same amount of displacement is selected for the basic unit cell under bi-axial loading. Figure 5-1 (a and b) shows the response of this nominal unit cell to the predefined axial loading, along with a case with finer mesh, and two cases with more material orientation sections and fewer sections along the yarn. As it can be observed in these figures, the original mesh size and number of sections are adequate for the basic model.
Figure 5-1: Sensitivity of basic model to mesh size and number of sections under axial loading

The same unit cell model has been used for shear loading. The only differences are the type of boundary conditions that have been applied for simulating the shear frame test and the material coefficients, which are used for transverse stiffness. The applied loading parameter for the shear frame test is the stretch ratio ($\lambda$), which is defined as the ratio of diagonal length
between deformed frame and un-deformed frame \( \lambda = \frac{L_2}{L_1} \) (Figure 5-2). Stretch ratios up to 1.3 are considered for the factorial design. To check the mesh size and the number of sections for the basic shear model, the same unit cell has been run with a fewer number of sections and finer mesh. Figure 5-3 shows the results of this analysis, which proves the reliability of the basic model (mesh and section sensitivity).

![Figure 5-2: Diagonal length of the shear frame used for calculating stretch ratio (before and after deformation)](image)

![Figure 5-3: Sensitivity of basic model to mesh size and number of sections under shear loading](image)
5.2 Factorial design: Fundamentals

There are many circumstances where analysts deal with studying the effect of design factors. Generally, this task can be done effectively via factorial designs. In a factorial design, all possible combinations of factors at different levels are investigated. Then, results are analyzed to find the effect of each factor or interactions between them (Montgomery 2000). The effect of a factor is the change in response produced by a change in the level of the factor. However, sometimes the difference in response between the levels of one factor is not the same at all levels of the other factors. This occurs when there is an interaction between factors. The factorial design analysis provides knowledge of the average response changes that are expected by varying a factor or a combination of factors if there is an interaction. It can also highlight the importance of each factor with respect to others by calculating their percentage contribution on the output response.

In order to keep the number of runs to a minimum and to have an optimum computational cost, it is preferred to define two levels for each factor. This is called a two-level factorial design or $2^k$ factorial design, where $k$ is the number of factors. If factors are affecting the response monotonically and their ranges of variation are not large enough to make a highly nonlinear response, it can be expected that this method will be highly effective. Two levels of high (positive) and low (negative) are defined for each factor; therefore, there are $2^k$ runs in total.

In physical experiments, the repeated tests in each combination of factorial design gives an internal estimation of error via analysis of variances (ANOVA), which can then be used to determine whether a factor has a considerable influence on the results (its contribution toward the response is higher than errors) or it is ineffective (Montgomery 2000). However, in computer experiments there is only one repeat for each run. Therefore, there should be other alternatives for assessing the effect of factors.

There are different sensitivity analysis methods suggested for single replicate factorial designs. Daniel (1959) suggested using normal probability plots of the estimated effects. He argued, effects that are negligible tend to fall along the straight line on this plot. On the other hand, significant effects do not locate close to this line and are farther from that if they show more contribution towards the response. Similarly, half-normal plots can be used for single replicate designs. This is a plot of the absolute value of the effect estimates against their cumulative normal probabilities. Like the standard normal probability plots, in half-normal
probability plots the negligible factors are located along a straight line, whereas significant factors are away from this line relative to their contribution percentage.

Although the most common method for the analysis of single replicate design is normal and half-normal probability plots, these methods can become subjective. This can lead to some difficulties in practice. In a comprehensive survey on other methods for single replicate design, Hamada and Balakrishnan (1998) found that the method proposed by Lenth (1989) could advantageously detect significant effects. This method is also easy to implement and, as a result, it appears in some software packages including “Design Expert” for analyzing data from single replicate factorials. The Lenth’s method is briefly described as follows.

Suppose there are \( m \) contrasts (effects from factors and interactions) in a factorial design and are referred by \( c_1, c_2, \ldots, c_m \); hence for a \( 2^k \) full factorial design, \( m = 2^k - 1 \). Lenth’s method starts with an estimation of the variance of the smallest contrast (in absolute value). Let

\[
PSE = 1.5 \times \text{median}(|c_j|: |c_j| < 2.5 \, s_0)
\]

(5-1)

\[
s_0 = 1.5 \times \text{median}(|c_j|)
\]

(5-2)

Here PSE stands for “Pseudo Standard Error” and Lenth showed that it can be used as a reasonable estimation of contrast variance when there are not many active (significant) effects (Montgomery 2000). This parameter can be used to judge the significance of contrasts. To assess the significance of each contrast it is compared to the Margin of Error (ME), which is defined as:

\[
ME = t_{\alpha/2,d} \, PSE
\]

(5-3)

where \( t_{\alpha/2,d} \) is the \( t \)-distribution with a significance level of \( \alpha \) and \( d = m/3 \) is the degree of freedom. Similarly, factors can be compared using another parameter suggested by Lenth called Simultaneous Margin of Error (SME):

\[
SME = t_{\gamma,d} \, PSE
\]

(5-4)

Here percentage point for the \( t \)-distribution is

\[
\gamma = 1 - (1 + \frac{m}{\sqrt{1-\alpha}})/2
\]

(5-5)

In the results to follow, Lenth’s parameters are reported from the “Design Expert” software by assuming \( \alpha = 0.05 \).
5.3 Planning factorial design

For the sake of simplicity, a letter is used to refer to each study factor (see Tables 5-1 and 5-7). Moreover, for each run in the design of experiment, if that factor is in its higher level a positive sign is added after its letter, whereas if it is in its lower level a negative sign is used.

Each run is identified by a code, which consists of symbols of factors in that experiment, followed by a sign that shows either that factor is in its higher level or lower level. For example, if $A+B+C-$ is used as a code for an experiment, it means that $A$ and $B$ factors are in their higher levels and $C$ is in its lower level.

5.3.1 Choosing response function

It is highly important to ensure that an appropriate response and loading parameter is selected for a factorial design. Regarding the loading parameter, as it was previously mentioned, macroscopic strain on the unit cell sample in axial mode and stretch ratio in the shear mode are applied. It is evident that regardless of the fabric type and the uncertainties that exist in the test samples, strain and stretch ratio are two independent factors that are most often used in displacement control experiments.

Normalized force can be selected as a good option for the response function. The detail of this normalization depends on the loading mode. For the axial loading, reaction force at the moving boundary per unit length of that boundary has been used as a normalized response parameter.

For shear mode, however, the situation becomes more complicated. There are different formulas for the normalization of shear tests (Peng et al. 2004). Nevertheless, the best method for such normalization is using the amount of absorbed energy per unit area of fabric to find a normalized force (Peng et al. 2004). If it is assumed that there is the same configuration of deformation in two given samples and the external work in the first one is $w_1$ and in the second one $w_2$, then it is reasonable to say

$$\frac{w_1}{A_1} = \frac{w_2}{A_2} \quad (5-6)$$

where $A_i$ is the deforming area of sample 1 or 2, respectively. If the displacement at the moving head of the frame is shown by $d$, reaction forces by $P$ and length of fabrics with $L$, then it can be written as:
\[ \frac{p_1}{p_2} \cdot d_1 = \frac{A_1}{A_2} = \frac{l_1^2}{l_2^2} \]  

(5-7)

However, the displacement in the moving head of frame can be related to the shear angle and side length of frame \((l)\) via (Peng et al. 2004)

\[ d_i = l_i \left[ 2 \cos \left( \frac{\pi}{4} - \frac{\theta_i}{2} \right) - \sqrt{2} \right] \]  

(5-8)

It can be easily checked that if \(\lambda_1 = \lambda_2\) then \(\theta_1 = \theta_2\). After substituting (5-8) in (5-7) and simplifying there are

\[ \frac{p_1}{p_2} = \frac{l_1^2/l_1}{l_2^2/l_2} \]  

(5-9)

which assumes using the normalized force in the form of

\[ P_{\text{norm}} = P_i \frac{l_i}{L_i^2} \]  

(5-10)

For the misaligned unit cells, it can be shown that by defining an imaginary frame instead of the misaligned frame and using its length in equation (5-10) there will be an appropriate normalized force (Figure 5-4).

![Figure 5-4: Imaginary frame defined for shear frame test under misalignment, (a) positive misalignment and (b) negative misalignment](image)

Two indicators are selected for assessing the design of experiment responses. The first one is the final value of the normalized force at the end of deformation, which is shown by \(I_\infty\). This indicator can give estimation of the reaction force that we have at the final step. However, it lacks any information about previous states and the history of deformation. Therefore, a second indicator \(I_1\) is defined as the area under response curve, which represents the normalized force.
versus loading parameter (Figure 5-5). It is worth noting that $I_1$ can be related to the energy absorbed by the material.

\[ I_\infty \]

\[ I_1 \]

**Figure 5-5: Schematic of two indicators used for the assessment of case studies**

5.4 Geometrical sensitivity analysis

For geometrical factorial design, there are yarn spacing ($s$), yarn width ($w$), yarn height ($h$) and misalignment to be considered. Here, the letters A-D are used to refer to these factors as shown in Table 5-1.

<table>
<thead>
<tr>
<th>Factor</th>
<th>Symbol</th>
</tr>
</thead>
<tbody>
<tr>
<td>Yarn spacing ($s$)</td>
<td>A</td>
</tr>
<tr>
<td>Yarn width ($w$)</td>
<td>B</td>
</tr>
<tr>
<td>Yarn height ($h$)</td>
<td>C</td>
</tr>
<tr>
<td>Misalignment</td>
<td>D</td>
</tr>
</tbody>
</table>

As explained in Section 4-3, because of differences that have been noticed on positive and negative misalignment definitions (mainly its symmetry in axial loading), two separate geometrical sensitivity designs are applied. In axial loading, misalignment is defined in the range of $[0^\circ, +5^\circ]$, where $0^\circ$ is the low and $+5^\circ$ is the high misalignment level, respectively. In shear mode, the misalignment range is $[-5^\circ, +5^\circ]$. Ranges for other factors are defined based on Table 4-1. Therefore, a table of runs for the full factorial design can be established as follows (Table 5-2).
Table 5-2: The value of each factor in geometrical sensitivity analysis

<table>
<thead>
<tr>
<th>Run Number</th>
<th>A</th>
<th>B</th>
<th>C</th>
<th>D (Axial/Shear)</th>
<th>Code of run</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>5</td>
<td>4.07</td>
<td>0.48</td>
<td>0/-5</td>
<td>A-B-C-D-</td>
</tr>
<tr>
<td>2</td>
<td>5.26</td>
<td>4.07</td>
<td>0.48</td>
<td>0/-5</td>
<td>A+B-C-D-</td>
</tr>
<tr>
<td>3</td>
<td>5</td>
<td>4.37</td>
<td>0.48</td>
<td>0/-5</td>
<td>A-B+C-D-</td>
</tr>
<tr>
<td>4</td>
<td>5.26</td>
<td>4.37</td>
<td>0.48</td>
<td>0/-5</td>
<td>A+B+C-D-</td>
</tr>
<tr>
<td>5</td>
<td>5</td>
<td>4.07</td>
<td>0.52</td>
<td>0/-5</td>
<td>A-B-C+D-</td>
</tr>
<tr>
<td>6</td>
<td>5.26</td>
<td>4.07</td>
<td>0.52</td>
<td>0/-5</td>
<td>A+B-C+D-</td>
</tr>
<tr>
<td>7</td>
<td>5</td>
<td>4.37</td>
<td>0.52</td>
<td>0/-5</td>
<td>A-B+C+D-</td>
</tr>
<tr>
<td>8</td>
<td>5.26</td>
<td>4.37</td>
<td>0.52</td>
<td>0/-5</td>
<td>A+B+C+D-</td>
</tr>
<tr>
<td>9</td>
<td>5</td>
<td>4.07</td>
<td>0.48</td>
<td>5/5</td>
<td>A-B-C-D+</td>
</tr>
<tr>
<td>10</td>
<td>5.26</td>
<td>4.07</td>
<td>0.48</td>
<td>5/5</td>
<td>A+B-C-D+</td>
</tr>
<tr>
<td>11</td>
<td>5</td>
<td>4.37</td>
<td>0.48</td>
<td>5/5</td>
<td>A-B+C-D+</td>
</tr>
<tr>
<td>12</td>
<td>5.26</td>
<td>4.37</td>
<td>0.48</td>
<td>5/5</td>
<td>A+B+C-D+</td>
</tr>
<tr>
<td>13</td>
<td>5</td>
<td>4.07</td>
<td>0.52</td>
<td>5/5</td>
<td>A-B+C+D+</td>
</tr>
<tr>
<td>14</td>
<td>5.26</td>
<td>4.07</td>
<td>0.52</td>
<td>5/5</td>
<td>A+B+C+D+</td>
</tr>
<tr>
<td>15</td>
<td>5</td>
<td>4.37</td>
<td>0.52</td>
<td>5/5</td>
<td>A-B+C+D+</td>
</tr>
<tr>
<td>16</td>
<td>5.26</td>
<td>4.37</td>
<td>0.52</td>
<td>5/5</td>
<td>A+B+C+D+</td>
</tr>
</tbody>
</table>

5.4.1 Axial loading

The results of all runs for uni-axial and bi-axial loadings are illustrated in Figure 5-6 in terms of normalized reaction force versus strain. Table 5-3 also shows the output of runs in terms of difference between indicators of each run and the basic unit cell ($I_{\infty,run}$ - $I_{\infty,nominal}$ and $I_{1,run}$ - $I_{1,nominal}$). These results were inserted into Design Expert to analyze the effect of each factor and interaction between factors. Considering that four different outputs are reported for this design in Table 5-3, four separate sensitivity analyses are available.
Figure 5-6: Result of factorial design runs for axial mode (the corresponding values of indicators for each run are given in Table 5-3)
Table 5-3: The values of response indicators in each run relative to those of the base unit cell (axial loading)

<table>
<thead>
<tr>
<th>Run Number</th>
<th>Code of run</th>
<th>$I_\infty$ uni-axial</th>
<th>$I_1$ uni-axial</th>
<th>$I_\infty$ bi-axial</th>
<th>$I_1$ bi-axial</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>A-B-C-D-</td>
<td>-0.1916</td>
<td>-0.0003</td>
<td>-0.57192</td>
<td>-0.00114</td>
</tr>
<tr>
<td>2</td>
<td>A+B-C-D-</td>
<td>0.51372</td>
<td>0.000656</td>
<td>0.490606</td>
<td>0.001171</td>
</tr>
<tr>
<td>3</td>
<td>A-B+C-D-</td>
<td>1.01068</td>
<td>0.001979</td>
<td>0.275882</td>
<td>0.001729</td>
</tr>
<tr>
<td>4</td>
<td>A+B+C-D-</td>
<td>1.69857</td>
<td>0.00284</td>
<td>2.05829</td>
<td>0.004923</td>
</tr>
<tr>
<td>5</td>
<td>A-B-C+D-</td>
<td>-1.54142</td>
<td>-0.00241</td>
<td>-3.73812</td>
<td>-0.01003</td>
</tr>
<tr>
<td>6</td>
<td>A+B-C+D-</td>
<td>-1.31748</td>
<td>-0.00194</td>
<td>-4.15825</td>
<td>-0.00471</td>
</tr>
<tr>
<td>7</td>
<td>A-B+C+D-</td>
<td>-0.61916</td>
<td>-0.00059</td>
<td>-2.42092</td>
<td>-0.00461</td>
</tr>
<tr>
<td>8</td>
<td>A+B+C+D-</td>
<td>-0.07373</td>
<td>-7.5E-05</td>
<td>0.264751</td>
<td>0.000391</td>
</tr>
<tr>
<td>9</td>
<td>A-B-C-D+</td>
<td>-0.99036</td>
<td>-0.00143</td>
<td>-5.15992</td>
<td>-0.00926</td>
</tr>
<tr>
<td>10</td>
<td>A+B-C-D+</td>
<td>-0.97457</td>
<td>-0.00154</td>
<td>-3.99685</td>
<td>-0.00626</td>
</tr>
<tr>
<td>11</td>
<td>A-B+C-D+</td>
<td>-0.26494</td>
<td>-7.5E-05</td>
<td>-4.20052</td>
<td>-0.00726</td>
</tr>
<tr>
<td>12</td>
<td>A+B+C-D+</td>
<td>-0.84478</td>
<td>-0.001</td>
<td>-4.0419</td>
<td>-0.00732</td>
</tr>
<tr>
<td>13</td>
<td>A-B+C+D+</td>
<td>-2.06018</td>
<td>-0.00316</td>
<td>-7.43372</td>
<td>-0.01564</td>
</tr>
<tr>
<td>14</td>
<td>A+B+C+D+</td>
<td>-2.16757</td>
<td>-0.0034</td>
<td>-5.28373</td>
<td>-0.00956</td>
</tr>
<tr>
<td>15</td>
<td>A-B+C+D+</td>
<td>-1.4076</td>
<td>-0.00194</td>
<td>-5.60492</td>
<td>-0.01072</td>
</tr>
<tr>
<td>16</td>
<td>A+B+C+D+</td>
<td>-1.69525</td>
<td>-0.00235</td>
<td>-4.45844</td>
<td>-0.00755</td>
</tr>
</tbody>
</table>

Figure 5-7 shows the half-normal probability plots for deviations of two indicators from the basic case in two modes of uni-axial and bi-axial loadings. Points on these plots are shown by two different colors in which orange represents positive and blue represents negative effects. Table 5-4 also shows the numerical illustration of these graphs in terms of percentage contribution and Lenth’s ME and SME with a 0.05 significance threshold.
Figure 5-7: Half normal probability plots for geometrical factorial design (axial loading)

Table 5-4: Results of the 2-level material factorial design for shear tests; A (yarn spacing), B (yarn width), C (yarn height) and D (misalignment)

<table>
<thead>
<tr>
<th>Effect</th>
<th>% Cont.</th>
<th>Effect</th>
<th>% Cont.</th>
<th>Effect</th>
<th>% Cont.</th>
<th>Effect</th>
<th>% Cont.</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>0.150435</td>
<td>0.5</td>
<td>0.00014</td>
<td>0.2</td>
<td>1.55379</td>
<td>8.8</td>
<td>0.003501</td>
</tr>
<tr>
<td>B</td>
<td>0.816656</td>
<td>15.0</td>
<td>0.001539</td>
<td>21.0</td>
<td>1.128016</td>
<td>4.6</td>
<td>0.003125</td>
</tr>
<tr>
<td>C</td>
<td>-1.35489</td>
<td>41.3</td>
<td>-0.00212</td>
<td>40.0</td>
<td>-1.87338</td>
<td>12.8</td>
<td>-0.00488</td>
</tr>
<tr>
<td>D</td>
<td>-1.2356</td>
<td>34.4</td>
<td>-0.00188</td>
<td>31.4</td>
<td>-4.38504</td>
<td>70.0</td>
<td>-0.00766</td>
</tr>
<tr>
<td>AB</td>
<td>-0.05898</td>
<td>0.1</td>
<td>-0.00013</td>
<td>0.2</td>
<td>-0.11028</td>
<td>0.0</td>
<td>-0.00067</td>
</tr>
<tr>
<td>AC</td>
<td>-0.05685</td>
<td>0.1</td>
<td>-5.5E-05</td>
<td>0.0</td>
<td>0.511924</td>
<td>1.0</td>
<td>0.001391</td>
</tr>
<tr>
<td>AD</td>
<td>-0.39021</td>
<td>3.4</td>
<td>-0.00056</td>
<td>2.8</td>
<td>-0.39904</td>
<td>0.6</td>
<td>-0.00046</td>
</tr>
<tr>
<td>BC</td>
<td>0.006072</td>
<td>0.0</td>
<td>-4.9E-05</td>
<td>0.0</td>
<td>0.295557</td>
<td>0.3</td>
<td>0.001234</td>
</tr>
<tr>
<td>BD</td>
<td>-0.32163</td>
<td>2.3</td>
<td>-0.0005</td>
<td>2.2</td>
<td>-0.23591</td>
<td>0.2</td>
<td>-0.00116</td>
</tr>
<tr>
<td>CD</td>
<td>0.290899</td>
<td>1.9</td>
<td>0.000422</td>
<td>1.6</td>
<td>0.527972</td>
<td>1.0</td>
<td>0.001533</td>
</tr>
<tr>
<td>ABC</td>
<td>0.094285</td>
<td>0.2</td>
<td>9.5E-05</td>
<td>0.1</td>
<td>-0.03914</td>
<td>0.0</td>
<td>-0.00013</td>
</tr>
<tr>
<td>ABD</td>
<td>-0.13499</td>
<td>0.4</td>
<td>-0.00012</td>
<td>0.1</td>
<td>-0.39171</td>
<td>0.6</td>
<td>-0.00082</td>
</tr>
<tr>
<td>ACD</td>
<td>0.099106</td>
<td>0.2</td>
<td>0.000152</td>
<td>0.2</td>
<td>-0.01823</td>
<td>0.0</td>
<td>0.000185</td>
</tr>
<tr>
<td>BCD</td>
<td>0.06135</td>
<td>0.1</td>
<td>0.000144</td>
<td>0.2</td>
<td>0.139378</td>
<td>0.1</td>
<td>0.000261</td>
</tr>
<tr>
<td>ABCD</td>
<td>0.009557</td>
<td>0.0</td>
<td>6.32E-05</td>
<td>0.0</td>
<td>0.039378</td>
<td>0.0</td>
<td>0.000168</td>
</tr>
</tbody>
</table>

Lenth’s ME 0.372846 0.000506 1.024626 0.003148
Lenth’s SME 0.756933 0.001028 2.08014 0.00639
From the illustrated plots and data provided in Table 5-4, the number of important factors and their level of their importance can be extracted. From Table 5-4 it can be concluded that for uni-axial loading B, C and D are important factors, because they exceed Lenth’s SME for both $I_{\infty}$ and $I_1$. In addition, AD interaction may also be considered marginally important, because it exceeds Lenth’s ME, but it is still less than Lenth’s SME. These results have been graphically shown in Figure 5-7. Similarly, for the bi-axial loading mode, D is an absolutely significant factor as it exceeds Lenth’s ME and Lenth’s SME where A, B and C are factors which may be considered significant or insignificant based on the selected criteria, because they only exceed Lenth’s ME, not Lenth’s SME; especially for B, which is very close to Lenth’s ME for $I_{\infty}$ and barely fails to exceed it for $I_1$.

To give another visual representation of the main factors, Figure 5-8 shows the effect from each main factor by plotting the difference between $I_{\infty}$ for the basic case and the factorial design runs. The point that was previously noted can also be observed here. Among the interaction factors, only AD in uni-axial tests shows a noticeable influence on the results. This interaction effect is explicitly illustrated in Figure 5-9. For brevity the rest of interactions are not plotted here, however, they all show a parallel trend, indicating their very low importance compared to the other factors.

![Figure 5-8: Effects of main factors in their normalized range](image)
5.4.2 Shear loading

A similar set of factorial design to the one conducted in axial loading is conducted on the shear mode. As previously mentioned, the only difference with axial loading is the assigned range of variation of misalignment, which is \([-5^\circ, +5^\circ]\). Thus, for the case of D- we refer to \(-5^\circ\) misalignment. Figure 5-10 shows the results of the runs. Moreover, the difference between \(I_\infty\) and \(I_1\) for the basic case and factorial design runs is summarized in Table 5-4. A table of effects and half-normal probability plots are illustrated in Table 5-5 and Figure 5-11.

Figure 5-9: Effect of AD interaction in normalized range of A (uni-axial mode)
Figure 5-10: Result of factorial design runs for shear mode (the corresponding values of indicators for each run are given in Table 5-5)

Table 5-5: The difference between values of different indicators in each run using the basic unit cell (shear loading)

<table>
<thead>
<tr>
<th>Run Number</th>
<th>Code of run</th>
<th>$I_0$</th>
<th>$I_1$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>A-B-C-D-</td>
<td>-0.10632</td>
<td>-0.0074</td>
</tr>
<tr>
<td>2</td>
<td>A+B-C-D-</td>
<td>-0.11959</td>
<td>-0.00855</td>
</tr>
<tr>
<td>3</td>
<td>A-B+C-D-</td>
<td>-0.08882</td>
<td>-0.00561</td>
</tr>
<tr>
<td>4</td>
<td>A+B+C-D-</td>
<td>-0.10474</td>
<td>-0.00716</td>
</tr>
<tr>
<td>5</td>
<td>A-B-C+D-</td>
<td>-0.10455</td>
<td>-0.0073</td>
</tr>
<tr>
<td>6</td>
<td>A+B+C+D-</td>
<td>-0.11104</td>
<td>-0.008</td>
</tr>
<tr>
<td>7</td>
<td>A-B+C+D-</td>
<td>-0.0736</td>
<td>-0.00452</td>
</tr>
<tr>
<td>8</td>
<td>A+B+C+D-</td>
<td>-0.0932</td>
<td>-0.00635</td>
</tr>
<tr>
<td>9</td>
<td>A-B-C+D+</td>
<td>0.68708</td>
<td>0.024762</td>
</tr>
<tr>
<td>10</td>
<td>A+B-C+D+</td>
<td>0.573014</td>
<td>0.01848</td>
</tr>
<tr>
<td>11</td>
<td>A-B+C+D+</td>
<td>1.32065</td>
<td>0.044763</td>
</tr>
<tr>
<td>12</td>
<td>A+B+C+D+</td>
<td>0.87831</td>
<td>0.02975</td>
</tr>
<tr>
<td>13</td>
<td>A-B-C+D+</td>
<td>0.884028</td>
<td>0.032952</td>
</tr>
<tr>
<td>14</td>
<td>A+B-C+D+</td>
<td>0.64965</td>
<td>0.02325</td>
</tr>
<tr>
<td>15</td>
<td>A-B+C+D+</td>
<td>1.2168</td>
<td>0.044561</td>
</tr>
<tr>
<td>16</td>
<td>A+B+C+D+</td>
<td>1.04441</td>
<td>0.035066</td>
</tr>
</tbody>
</table>
As it can be noted from the plots in Figure 5-11 and Table 5-6, D is the most important factor when considering both criteria (Lenth’s ME and SME). It has such a large influence on the output results that it can even be considered as the only important factor for shear test results. Its percentage contribution of ~90% clearly illustrates this fact. After that, the main factor B and BD interactions can be considered of second-level importance, as they exceed Lenth’s ME, but not Lenth’s SME. Moreover, the main factor A and AD interactions show a slight contribution by
barely passing the criteria for Lenth’s ME when considering the $I_1$ indicator. To visually compare the effect of important factors (B and D) they are plotted in Figure 5-12 for the $I_{\infty}$ indicator. Figure 5-13 also shows the most important interaction (BD) in this loading mode.

**Figure 5-12:** Effects of important main factors in their normalized range

**Figure 5-13:** Effect of BD interaction in the normalized range of B
5.5 Material sensitivity analysis

Sensitivity analysis on the material properties includes three factors of longitudinal stuffiness, transverse stiffness (crushing effect) and friction coefficient. The defined intervals for these factors were discussed in Section 4-4.

Here again, the names of the factors are replaced by symbols to make the factorial design procedure more convenient in subsequent discussions. The symbol for each factor in the material sensitivity analysis is shown in Table 5-7. Table 5-8 also shows the code of each run in this factorial design and its meaning in terms of values of material properties.

| Table 5-7: Symbols for factors used in material sensitivity factorial analysis |
|---------------------------------|-----------------|-----------------|
| Factor                          | Longitudinal     | Transverse      | Friction coefficient |
|                                 | stiffness fraction ($E_{11}$) | stiffness fraction ($E_{tt}$) | ($f$)               |
| Symbol                         | A                | B                | C                |

<table>
<thead>
<tr>
<th>Table 5-8: The value of each factor for material sensitivity analysis</th>
</tr>
</thead>
<tbody>
<tr>
<td>Run Number</td>
</tr>
<tr>
<td>1</td>
</tr>
<tr>
<td>2</td>
</tr>
<tr>
<td>3</td>
</tr>
<tr>
<td>4</td>
</tr>
<tr>
<td>5</td>
</tr>
<tr>
<td>6</td>
</tr>
<tr>
<td>7</td>
</tr>
<tr>
<td>8</td>
</tr>
</tbody>
</table>

As it can be observed from Table 5-8, a two-level full factorial design with three factors, which has eight test samples (unit cells with different material properties) is dealt with. In addition, there are three tests for each case, which includes uni-axial, bi-axial and shear. Moreover, two indicators for each test are considered. Therefore, for each run of the factorial design, six output results should be calculated. These results are summarized in Figure 5-14 and Table 5-9.
Figure 5-14: Result of factorial design runs (the corresponding values of indicators for each run are given in Table 5-9)
Table 5-9: The values of response indicators in each run relative to those of the base unit cell (shear loading)

<table>
<thead>
<tr>
<th>Run Number</th>
<th>Code of run</th>
<th>$I_{\text{uniAxial}}$</th>
<th>$I_{1 \text{ uniAxial}}$</th>
<th>$I_{\text{biAxial}}$</th>
<th>$I_{1 \text{ biAxial}}$</th>
<th>$I_{\text{shear}}$</th>
<th>$I_{1 \text{ shear}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>A-B-C-</td>
<td>-0.43289</td>
<td>-0.0007</td>
<td>-6.7386</td>
<td>-0.0146</td>
<td>-0.01848</td>
<td>-0.00138</td>
</tr>
<tr>
<td>2</td>
<td>A+B-C-</td>
<td>-0.10957</td>
<td>-0.00024</td>
<td>-4.48031</td>
<td>-0.01116</td>
<td>-0.01856</td>
<td>-0.0014</td>
</tr>
<tr>
<td>3</td>
<td>A-B+C-</td>
<td>-0.81228</td>
<td>-0.0013</td>
<td>-6.08207</td>
<td>-0.01249</td>
<td>-0.00582</td>
<td>-0.00054</td>
</tr>
<tr>
<td>4</td>
<td>A+B+C-</td>
<td>-0.46049</td>
<td>-0.00074</td>
<td>-3.64834</td>
<td>-0.00852</td>
<td>-0.00665</td>
<td>-0.00056</td>
</tr>
<tr>
<td>5</td>
<td>A-B-C+</td>
<td>-0.1276</td>
<td>-0.00014</td>
<td>0.540936</td>
<td>-0.00047</td>
<td>-0.00157</td>
<td>0.000253</td>
</tr>
<tr>
<td>6</td>
<td>A+B-C+</td>
<td>0.352651</td>
<td>0.000647</td>
<td>3.44522</td>
<td>0.003594</td>
<td>-0.00311</td>
<td>0.000211</td>
</tr>
<tr>
<td>7</td>
<td>A-B+C+</td>
<td>-0.12103</td>
<td>0.000182</td>
<td>1.35965</td>
<td>0.001694</td>
<td>0.016895</td>
<td>0.001408</td>
</tr>
<tr>
<td>8</td>
<td>A+B+C+</td>
<td>0.828635</td>
<td>0.001643</td>
<td>4.81618</td>
<td>0.00747</td>
<td>0.015386</td>
<td>0.001364</td>
</tr>
</tbody>
</table>

Figure 5-15 shows the half-normal probability plots for the material factorial design. Table 5-10 demonstrates the final output of post analysis for finding the effect of factors and their contribution percentages.
Figure 5-15: Half-Normal probability plots of material factorial design
Table 5-10: Results of the 2-level factorial design for geometrical shear tests; A (longitudinal stiffness), B (transverse stiffness) and C (friction coefficient)

<table>
<thead>
<tr>
<th></th>
<th>uni-axial</th>
<th></th>
<th>Bi-axial</th>
<th></th>
<th>Shear</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$I_0$</td>
<td>Effect % Cont</td>
<td>$I_1$</td>
<td>Effect % Cont</td>
<td>$I_0$</td>
</tr>
<tr>
<td>A</td>
<td>0.5263</td>
<td>30.5</td>
<td>0.00818</td>
<td>22.7</td>
<td>2.763</td>
</tr>
<tr>
<td>B</td>
<td>-0.062</td>
<td>0.4</td>
<td>0.00001</td>
<td>0.1</td>
<td>0.920</td>
</tr>
<tr>
<td>C</td>
<td>0.6870</td>
<td>52.0</td>
<td>0.0013</td>
<td>59.7</td>
<td>7.778</td>
</tr>
<tr>
<td>AB</td>
<td>0.1245</td>
<td>1.7</td>
<td>0.0002</td>
<td>1.3</td>
<td>0.182</td>
</tr>
<tr>
<td>AC</td>
<td>0.1887</td>
<td>3.9</td>
<td>0.0003</td>
<td>3.1</td>
<td>0.417</td>
</tr>
<tr>
<td>BC</td>
<td>0.3032</td>
<td>10.1</td>
<td>0.0006</td>
<td>12.4</td>
<td>0.175</td>
</tr>
<tr>
<td>ABC</td>
<td>0.1102</td>
<td>1.3</td>
<td>0.0001</td>
<td>0.7</td>
<td>0.094</td>
</tr>
<tr>
<td>ME</td>
<td>1.0655</td>
<td>0.014</td>
<td>1.027</td>
<td>0.02249</td>
<td>0.0303</td>
</tr>
<tr>
<td>SME</td>
<td>2.5499</td>
<td>0.0034</td>
<td>2.458</td>
<td>0.00596</td>
<td>0.00725</td>
</tr>
</tbody>
</table>

Analyzing the results of Table 5-10 and Figure 5-15 clearly indicates the contribution of each of the material uncertainty factors to the response of the fabric. For uni-axial loading, there is a high percentage of contribution from A, C and BC. However, comparing their effects with Lenth’s ME and SME shows that they do not exceed any of these criteria. This can also be verified in the half-normal probability plots of the uni-axial mode by noting that all the points are almost in a straight line. Thus, it can be concluded that in the uni-axial loading, although there is a variation of response, none of the material factors and interactions are statistically important enough to substantially change the output. Studying Figure 5-14 can provide an example of how this is possible. All the graphs are concentrated around the basic line and they show less variation compared to bi-axial mode. Nonetheless, it should be noted here that C (friction), A (longitudinal stiffness) and BC interaction (transverse stiffness and friction) are factors that could play a more important role if a higher value of significance threshold $\alpha$ was applied.

For bi-axial loading, the percentage contributions of A and C show that they can be highlighted as the main important factors. Half-normal probability plots also confirm this fact. However, from SME and ME parameters it is observed that C is a very important factor, while A can be rejected using a more restrict criterion. Another important fact to be noted here is that effects from interactions are at such a low level that they are not comparable to the main effects.

In shear loading, high percentage contributions from B and C and a very slight contribution from their interaction can be noticed from Table 5-10. Moreover, interpretations from half-normal plots show that these two factors are dominant. Furthermore, their effects exceed Lenth’s...
ME and SME by a considerable margin, which insists on their high level of importance and influence on the response of fabrics.

Figure 5-16 graphically illustrates the effects of the main factors in the performed material factorial design. As it can be observed under all loading modes, the effect of friction is highly considerable. In addition, the effect of longitudinal stiffness in the axial loading modes and the transverse stiffness in the shear mode are other interesting points to be observed.

Figure 5-16: Effect of main factors in material factorial design
5.6 Non-repeatability of test results

Figure 4-2 illustrates the non-repeatability of experimental results in the actual shear tests. It can provide a good example to compare the results from the factorial design with the test data that already reflect uncertainty effects. Figure 5-17 shows response curves from all the geometrical and material factorial designs (grey lines), the nominal (basic) unit cell (red line), along with two selected experimental results from Cao et al., which indicates the upper and lower limits of measured forces (green lines). It should be noted that in real samples, all types of uncertainty factors are randomly distributed in the fabric, whereas in the modeled unit cell they are distributed uniformly. For instance, the assumption of having +5° misalignment everywhere in a fabric is improbable. Although there might be some regions with this amount of imperfection, their overall effect becomes less by contribution of other misaligned regions, which may even act in opposite ways. The fibre misalignment had been previously estimated as an important factor using macro-level models (Milani et al. 2010). Indeed, in the present meso-level study, according to Figure 5-17, all the runs which belong to +5° shear misalignment are higher than the nominal case (with zero misalignment), whereas those with -5° misalignment are lower than the nominal case. It can be directly related to the adjacent yarns locking in shear deformation. An interesting observation is the configuration of yarns at the end of the loading, which is completely different for positive or negative misalignment. These configurations are illustrated in Figure 5-17. As it can be observed for positive misalignment, adjacent yarns are locked into each other, while for the negative case, there is still a hollow space (trellis) between yarns and they can rotate on each other without a side contact. Thus, higher reaction forces are expected in the former case due to severe contact compared to the latter case. By focusing at lower stretch ratios, there is a better agreement between the factorial runs, because the locking has not yet occurred. However, after the occurrence of locking, the deformation mechanism changes and higher reaction forces come to action.
Figure 5-17: Non-repeatability of test data and comparing it to the factorial design results. Red line: nominal unit cell; Grey lines: factorial designs; Green lines: experiment
5.7 Some more discussions on the results

5.7.1 Important effect of misalignment in axial loading

In another work by Komeili and Milani (2009), an analysis on the effect of a set of uncertainty factors in the response of a unit cell under the same loading modes was conducted. The results in that work showed a negligible influence of misalignment for axial loading compared to other factors. However, as mentioned in Section 5-6, here the misalignment turned out to be a very important factor in axial loading. The reason for this contradiction can be closely related to the difference between the material models that have been used. Komeili and Milani (2009) use the homogenized material properties by Peng and Cao (2002), in which the magnitude of shear and transverse stiffness is in the same order of magnitude as the longitudinal stiffness (Table 3-1). On the other hand, the current model uses the Gasser et al. (2000) approach, whereby the shear stiffness vanishes to zero and transverse stiffness is nonlinearly related to axial and transverse strains where it has a very low magnitude at the beginning of deformation. The high value of shear stiffness allows for the yarns to act more like a beam and gives them the ability to bear shearing during axial loading of the unit cell. Even though they are in an inclined angle with the direction of loading, they can still show a high resistance against undulation. On the other hand, for the current model, because of low shear stiffness, yarns tend to first be aligned along the loading direction with no high resistance and then other material factors come to effect. To prove this point, a new set of runs was conducted. Namely, two bi-axial runs with A-B-C+D- and A-B-C-D- levels were selected to study the effect of misalignment under different shear stiffness values.

The new set of runs was implemented under the circumstance of very low ($G = 15$ MPa) and very high ($G = 7500$ MPa) shear stiffness; the latter is almost in the order of magnitude of longitudinal stiffness and very close to the value used by Komeili and Milani (2009). Results show a higher domination of misalignment in the presence of lower shear stiffness (Figure 5-18). Interestingly, the misalignment effect almost vanishes for the high value of shear stiffness and this proves that the choice of the material model can significantly affect the results of parametric studies at meso-level.
5.7.2 Effect of friction in axial loading

Another surprising result from the performed sensitivity analysis on the material factors is the point that friction turned out to be a crucial factor under all of the loading modes. For shear loading there was no difficulty in the physical interpretation of this, because in the shear frame test, yarns tended to rotate on each other rather than elongating or crushing. This is the dominant
source of resisting force up to the locking point. However, for the axial mode it is expected that the longitudinal stiffness is the leading factor.

This can be related back to the applied loading magnitude in the axial tests. Indeed, the magnitude of strain that was used here is close to what is reported in tensile tests by Buet-Gautier and Boisse (2001). At this level of strain ($\varepsilon \approx 0.006$) yarns may not have come to full tension yet, hence the undulation and relative movements of the yarns are two dominant mechanisms for reaction force (Figure 5-19). In this case, friction can play an important role through the reaction forces at the contact surfaces while yarns moving on each other.

![Figure 5-19: Superposition of deformed and un-deformed unit cell in bi-axial loading. Solid shape is the deformed and shadow shape is the un-deformed unit cell](image)

Nevertheless, in higher strain values there should be a higher contribution from the longitudinal stiffness. In this case, the effect of friction almost vanishes and the longitudinal stiffness becomes the dominant factor. Figure 5-20 shows the result of a new factorial design that was conducted with two factors: longitudinal stiffness (A) and friction (B). This time, strain magnitude in the unit cell is assigned to be 0.0155, which is almost three times the value of the original.

Plots in this figure prove that although with lower strain values as the applied load, friction is a considerably significant factor, in larger strain values it loses its significance and the longitudinal stiffness become the dominant factor. Nonetheless, because woven fabrics’ main application is in fabrication processes where large shear deformations and less axial deformations are present (like stamping), the range of strain used in the original factorial design is reasonable for practical use.
5.8 Summary

First, a nominal unit cell model with material properties extracted from experimental results in Chapter 3 was constructed. Then, the geometrical and material parameters of the model were varied to run a series of two-level factorial designs on geometrical and material uncertainties. For each run, two indicators were defined that show the final values of normalized force at the highest value of deformation and the area under the force-deformation curve. The difference between these two indicators for each run with those of nominal run was used in the factorial design analyses. Finally, the main effects and parameter interactions were analyzed using percentage contributions, half-normal probability plots and Lenth’s criteria. A more detailed analysis on the effects of misalignment and friction in axial loading was presented and it was concludes that the choice of yarn constitutive model as well as the range of deformation can closely influence these effects.
Chapter 6: Conclusions and remarks

This chapter begins with a summary of the methodology used in this study. Afterwards, the main conclusions observed in preceding chapters are presented. In the final section of the chapter, suggestions on potential future work in the area of fabric meso-modeling and design are presented.

6.1 Summary of methodology

A special finite element model using the explicit and implicit integrator of the Abaqus package was developed for studying the mechanical behaviour of fabric unit cells under three basic loading modes: uni-axial, bi-axial and pure shear. The material constitutive model was specifically developed for dry fabrics at meso-level. It uses a modified type of objective derivative, which is based on the direction of fibres for updating stress tensor, whereas Abaqus itself uses the Green-Naghdi or Jaumann objective derivative by default. The user defined material constitutive model has been incorporated into Abaqus by a FORTRAN subroutine to represent correct yarn behaviour. Subsequently, by applying an inverse method, the material properties are found to make the finite element model capture the published experimental results.

Two separate series of uncertainty sensitivity analyses have been conducted on the geometrical and material factors in meso-level. Four geometrical factors, the yarn spacing, width, height and fibre misalignment have been considered in a factorial design and the most significant factors on the response of a plain weave unit cell were identified. Similarly, a factorial design on the yarn longitudinal and transverse stiffnesses, as well as the friction coefficient between yarns has been conducted. The effect and percentage contribution of factors and the interactions have been identified using the Design Expert software. Eventually, these effects and interactions were analysed using half-normal probability plots and Lenth’s ME and SME criteria.

Because of the symmetry of misalignment under axial loading modes, there is no difference between $+5^\circ$ and $-5^\circ$ misalignment, as they both represent the same unit cell behaviour. Therefore, the lower bound of misalignment in axial loading is considered to be $0^\circ$ during factorial design. In other words, the case of no misalignment is considered to be the value of the lower bound for this factor in axial modes.
6.2 Summary of inverse method and sensitivity analysis results

An inverse method was used for finding the material properties of yarns on meso-level from experimental tests in macro-level samples. The fact that fitted material properties agreeably matched experimental curves proves that experimental data on fabrics can be advantageously used along with an inverse method to find the unit cell material properties in meso-level, which is hard to measure directly. Moreover, the observations from the results of factorial designs provided valuable insight on the effects of uncertainty factors on the response of the fabric, and also on the obstacles of numerical modeling of unit cells.

Two-level factorial design has been conducted using finite element modeling of a plain weave unit cell and incorporating uncertainty factors on yarns geometry and material properties. For axial modes, all finite element samples were tested up to an identical value of strain \((5.5848 \times 10^{-3})\). Similarly, for shear, samples were tested under an equal stretch value (1.3). A normalized force value was used for assessing the response of the material under different uncertainty factor conditions. In axial modes, the load was normalized by the length of the sample and, for the shear mode, the absorbed energy per unit area of the fabric was used. Following from this, the normalized curves versus strain (for axial modes) or stretch (for shear mode) were plotted and the final values of normalized force \((I_\infty)\) and the area under each curve \((I_1)\) were considered as outputs for the factorial design runs. Finally, the difference between \(I_\infty\) and \(I_1\) of each run with the nominal unit cell was fed into the Design Expert package for analysis. The summary of the analysis results is as follows. It is worth noting that all the following conclusions are limited to a balanced plain weave glass fabric under the three basic loading modes (uni-axial tension, equi-biaxial tension and picture frame shear) with specified range of deformations. For all factorial design cases, the yarn material model has been based on the framework discussed in Section 3.4.2.

6.2.1 Geometrical sensitivity

Geometrical sensitivity analysis results show that misalignment is a very important factor regardless of the loading mode. This can be physically described by considering the kinematics of deformation in fabrics. In axial loading, if yarns are located along the direction of loading, from the initiation of deformation, the main resisting force is from the stretching of the yarns. On
the other hand, in the presence of misalignment, yarns have to move and become parallel to the direction of loading before any stretching happens. In shear mode, kinematic of deformation can be separated into two stages. The first step is from the beginning of deformation to the point that adjacent yarns come to a side to side contact (also known as “locking”). The second stage is after the initiation of the above contact when pressure between the side faces of yarns develops. During the first step, the movement of yarns on each other and their friction is the main source of reaction force, whereas in the latter step, the pressure between the locked yarns plays the key role. It should be mentioned that much higher reaction forces are expected in the second step because of the locking. Considering the configuration of yarns in a unit cell and the kinematics of picture frame test, misalignment is the most important factor in fabric shear loading because it can expedite or postpone the locking.

Yarn height and width are also found to be important factors in axial modes. Physically, increasing the yarns height or width means increasing its cross sectional area, which leads to a higher reaction force, due to the stretching of a bigger section of the yarn. Although the numerical value of the area change by varying these factors is very small, a noticeable difference between their contribution percentages during the parametric study on the response of the unit cell was observed and it suggested another influential mechanism. This mechanism relates to the undulation of the yarns. A larger height in a yarn means the curvier the axial line of the yarn. Accordingly, yarns with higher heights have to undergo higher strain before they start stretching in the yarn and this can closely affect the reaction force of the unit cell.

Yarn spacing presented itself as a factor with marginal importance. Its influence on the fabric response can be related to the undulation and rotation of misaligned yarns along the loading direction (this is why spacing-misalignment interaction was seen to be an important factor in uni-axial mode). Nonetheless, its influence is not dramatically high.

In the shear mode, the yarn width is recognized to be the second important factor after misalignment. This can again be related to its effect on the locking phenomenon. Wider yarns mean that the side contact between them occur sooner. Thus, it is expected to be significant in the variation of reaction force. Moreover, the interaction from misalignment and yarn width in shear mode is observed to be important. This suggests that these two factors could be the only significant geometrical uncertainty factors (statistically) under pure shear loading of a plain weave specimen.
6.2.2 Material sensitivity

From the percentage contribution of factors obtained in factorial design, it is clear that friction is the dominant material factor in all modes. Moreover, longitudinal stiffness in axial mode, as well as the transverse stiffness in shear mode, are the second and third most important factors. However, in the uni-axial mode, the effects exceed neither Lenth’s ME nor SME criterion. It is also evident that half-normal probability plots show that factors and interactions are almost on a straight line. Thus, it may be concluded that although a noticeable percentage contribution from some factors in uni-axial loading exists, no material factor or interaction is statistically influential in the fabric response and they may be considered as random noise factors in the system.

There is no doubt on the significance of longitudinal stiffness in both axial modes and transverse stiffness in bi-axial loading, because of the resistance from yarns against undulation through the pressure in their side contact surfaces. However, friction does not seem to be very influential against the stretching force of yarns. Indeed, at the applied level of strain in the conducted design of the experiment, yarns are still in their undulation step and contact interaction is the dominant source of reaction force. Nonetheless, increasing the strain magnitude to higher values showed a vanishing effect of friction and an increasing effect of the longitudinal stiffness.

In the shear mode, friction clearly plays an important role, because of its effect before and after the formation of side contacts (locking) in the yarns. In the first stage of deformation, when yarns are rotating on each other, friction plays an important role in creating reaction force. In second stage, when yarns are in side contact and severe pressure exists between them, friction becomes even more important on contact surfaces. Additionally, in the second stage, it can be observed that due to the contact condition, the transverse stiffness becomes highly important.

6.3 Recommended future work

This work presented an analysis on the finite element of fabric unit cell under uncertainty factors and a design of experiment analysis was conducted to find the influential factors. However, clearly there is still a very broad range of studies and research in this field that could not be covered here. The following are some suggested future research topics.
• Incorporate the current results into a macro-level homogenized material constitutive model. Factorial designs in the work revealed the significant factors in meso-level and their contributions toward the response. This can effectively be used in homogenization techniques, which use fabric models from meso-level to postulate constitutive models at macro-level. Defining response surfaces and deriving material models in macro-level as a function of uncertainty factors can result in design equations, which can advantageously capture uncertainties in large scale macro simulations. Subsequently, these set of homogenized macro-level material properties may advantageously be used in related simulations of composite parts. They can also be incorporated into commercial finite element packages for simulating woven fabric composite forming processes.

• In this work the focus was on three basic modes of loading in a predefined deformation range. Similarly, however, a more general study can be conducted to consider the effect of combined loading. It could also be worthwhile to study the effect of loading magnitude on the sensitivity analysis results, because, as it was observed here, some factors can either loosen or strengthen their significance by increasing the loading magnitude (here the applied displacement range).

• Although the basic results for the nominal unit cell were compared to experimental data and they coincided with the published results, no comprehensive experimental test data is available in the literature specifically on uncertainty analysis. There is a major need for more experimental measurements in this field both for non-repeatability of raw data and validation of sensitivity analysis results. This is especially the case if a comprehensive macro-level constitutive model is to be generated for fabrics and these results can be practically used for manufacturing process simulations or quality control applications. Thus, an experimental survey on the range of uncertainty factors is of high priority.

• Most of the observations and conclusions in this work were limited to the 2D type of textile composites. Even the conclusions that may pertain to a similar fabric (e.g. two-dimensional twill weave) should be verified by a similar method. Thus, for new fabric types and material properties (especially if a very different yarn material has been used), similar factorial designs can be conducted to find significant uncertainty factors and their levels of importance. It would be of interest to investigate how the same geometrical and material uncertainty factors play roles in different fabric architectures.
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Appendix A: Transformation of second order tensors in vector form

Transforming stress and strain vectors from one coordinate system to another via a rotation is theoretically derived from formulation of transformation of stress or strain tensors. Assume $A$ to be a second order tensor in three-dimensional space and $\Theta$ to be the transformation tensor between base vectors of a current coordinate and another coordinate of interest. Then the stress or strain tensor in the rotated coordinate can be found by (Mase and Mase 1999):

$$ \mathbf{A}' = \mathbf{\Theta} \mathbf{A} \mathbf{\Theta}^T \quad \mathbf{A} = \mathbf{\Theta}^T \mathbf{A}' \mathbf{\Theta} $$

(A-1)

in which, for this case, because the focus is on the transformation from the fibre frame to the software frame, it can be verified that:

$$ \mathbf{\Theta} = (f_j, e_i) e_i \otimes e_j = (f_j)_i e_i \otimes e_j $$

(A-2)

Considering the symmetry in $A$ and $A'$, they are stored in the software as 6 by 1 vectors to reduce the computational cost. In that case, the conventional formula for tensor transformation cannot be used. However, a new transformation matrix based on the original relationship in tensorial transformation has been found as follows (Badel et al 2008a).

$$
\begin{bmatrix}
A_{11} \\
A_{22} \\
A_{33} \\
A_{12} \\
A_{13} \\
A_{23}
\end{bmatrix} = [T] \begin{bmatrix}
A'_{11} \\
A'_{22} \\
A'_{33} \\
A'_{12} \\
A'_{13} \\
A'_{23}
\end{bmatrix}
$$

(A-3)

where

$$
[T] = \begin{bmatrix}
[T]_A & [T]_B \\
[T]_C & [T]_D
\end{bmatrix}
$$

(A-4)

$$
[T]_A = \begin{bmatrix}
(f_1)^2 & (f_2)^2 & (f_3)^2 \\
(f_1)^2 & (f_2)^2 & (f_3)^2 \\
(f_3)^2 & (f_2)^2 & (f_3)^2
\end{bmatrix}
$$

$$
[T]_B = \begin{bmatrix}
2(f_1)_1(f_2)_1 & 2(f_1)_1(f_3)_1 & 2(f_2)_1(f_3)_1 \\
2(f_2)_1(f_2)_2 & 2(f_1)_2(f_3)_2 & 2(f_2)_2(f_3)_2 \\
2(f_3)_1(f_2)_3 & 2(f_1)_3(f_3)_3 & 2(f_2)_3(f_3)_3
\end{bmatrix}
$$

$$
[T]_C = \begin{bmatrix}
(f_1)_1(f_1)_2 & (f_2)_1(f_2)_2 & (f_3)_1(f_3)_2 \\
(f_1)_1(f_1)_3 & (f_2)_1(f_2)_3 & (f_3)_1(f_3)_3 \\
(f_2)_1(f_1)_3 & (f_2)_2(f_2)_3 & (f_3)_2(f_3)_3
\end{bmatrix}
$$
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\[
[T]_D = \begin{bmatrix}
(f_1)_2 (f_2)_1 + (f_1)_1 (f_2)_2 & (f_1)_2 (f_3)_1 + (f_1)_1 (f_3)_2 & (f_2)_2 (f_3)_1 + (f_2)_1 (f_3)_2 \\
(f_1)_3 (f_2)_1 + (f_1)_1 (f_2)_3 & (f_1)_3 (f_3)_1 + (f_1)_1 (f_3)_3 & (f_2)_3 (f_3)_1 + (f_2)_1 (f_3)_3 \\
(f_1)_3 (f_2)_2 + (f_1)_2 (f_2)_3 & (f_1)_3 (f_3)_2 + (f_1)_2 (f_3)_3 & (f_2)_3 (f_3)_2 + (f_2)_2 (f_3)_3
\end{bmatrix}
\]

and similarly,

\[
\begin{bmatrix}
A'_{11} \\
A'_{22} \\
A'_{33} \\
A'_{12} \\
A'_{13} \\
A'_{23}
\end{bmatrix} = [T']^T, \quad \text{(A-5)}
\]

in which

\[
[T'] = \begin{bmatrix}
[T']_A & [T']_B \\
[T']_C & [T']_D
\end{bmatrix} \quad \text{(A-6)}
\]

\[
[T']_A = [T]^T_A
\]

\[
[T']_B = \begin{bmatrix}
2 (f_1)_1 (f_1)_2 & 2 (f_1)_1 (f_1)_3 & 2 (f_1)_2 (f_1)_3 \\
2 (f_2)_1 (f_2)_2 & 2 (f_2)_1 (f_2)_3 & 2 (f_2)_2 (f_2)_3 \\
2 (f_3)_1 (f_3)_2 & 2 (f_3)_1 (f_3)_3 & 2 (f_3)_2 (f_3)_3
\end{bmatrix}
\]

\[
[T']_C = \begin{bmatrix}
(f_1)_1 (f_2)_1 & (f_1)_2 (f_2)_2 & (f_1)_3 (f_2)_3 \\
(f_1)_1 (f_3)_1 & (f_1)_2 (f_3)_2 & (f_1)_3 (f_3)_3 \\
(f_2)_1 (f_3)_1 & (f_2)_2 (f_3)_2 & (f_2)_3 (f_3)_3
\end{bmatrix}
\]

\[
[T']_D = [T]^T_D
\]
Appendix B: Matrix form of square root

Matrix \([S]\) is said to be the square root of \([B]\) if \([S].[S] = [B]\). For a diagonal matrix the square root can be found by taking square roots of its components. However, this does not pertain for a matrix of general form.

If \([B]\) is a positive definite matrix there is a diagonal matrix \([D]\) that can satisfy the following equation (Lancaster and Tismenetsky 1985)

\[
[B] = [S]^2 = [U].[D]^2.[U]^T
\]  
(B-1)

where \([U]\) is the matrix having eigenvectors of \([B]\) as columns. Thus, for finding the square root of \([B]\) it can be diagonalized using its eigenvectors and then transforming it back after finding the square root of the diagonalized matrix. In other words:

\[
[D]^2 = [U]^T.[B].[U]
\]  
(B-2)

\[
[D] = \text{diag} [\sqrt{[D]_{11}}, \sqrt{[D]_{22}}, \ldots, \sqrt{[D]_{nn}}]
\]  
(B-3)

\[
[S] = [U].[D].[U]^T
\]  
(B-4)

This method can be simply applied by programming in a subroutine as for the current project it was a FORTRAN code in the Abaqus UMAT subroutine (available via contacting the authors).