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Abstract

Simulations of the temperature distribution in regular f@erconnect networks and textile
composites are achieved by means of an analytical-symbppcoach. Analytical heating
solutions along each interconnect can provide accuratgigns with far fewer nodes than
numerical solutions. To simulate the case of textile corippthe textile composite is mod-
elled by a network of interconnects. The necessary inpatinétion is contained in netlist
files, similar to the SPICE (Simulation Program with InteéghCircuit Emphasis) input for-
mat. Analytical solutions to the heat equation along eatér@onnect can provide accuracy
and require the minimum number of symbolic network nodes I decomposition of the
symbolic network scales as the cube of the number of nodedtigiéuevaluations, includ-
ing iterating temperature-dependent thermal condugtiviachieve a self-consistent solution,
scale linearly with the number of nodes and hardly affectoe solution time. Memory con-
sumption, CPU time, and solutions of the new network catcadamethod compare favorably

to a finite element analysis using ABAQUS.
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Chapter 1

Introduction

In this chapter, background and thesis organization wilpbesented. The first part of this
chapter introduces the background and motivation. Reléerature papers are reviewed in
the second part. The third part illustrates the researcls gathis study. The scope and

organization of the thesis are described in the final sedidhe chapter.

1.1 Background and Motivation

This thesis applies a new fast network-based simulatiohogetogy to solve coupled thermo-
electrical problems. The solution algorithm was origipaléveloped to calculate the tempera-
ture distributions of interconnects due to Joule heatingicrochips. This algorithm demon-
strates a very fast calculation on large scale layouts. Tenexthe benefit of this algorithm,
this thesis proposes to use the same algorithm to textilgposite materials whose geometry
is also network-based. The following paragraphs will iitate the background and motivation
of this research starting from interconnects of microchip®extile composite materials. Also,
each chapter in this thesis is roughly divided into two aggilons: interconnects and textile
composite materials.

The International Technology Roadmap for SemiconductdiRg) illustrates that model-
ing and control of thermal reliability mechanisms in citcuiterconnects is one of the diffi-
cult challenges in the semiconductor industry for the nedadle [1]. The 2007 International
Technology Roadmap calls for new computer-aided desigrD)Qt&ols that would be used

as inputs to predict interconnect resistance as it incsedse to temperature variation based
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on wire length/current, and “to calculate local operat@gperature, [including] the effects of
Joule heating in the circuit and elsewhere” [[1] p. 39]. ®itlce interconnects are the major
components to connect with other components in a circuitjrate temperature estimation of
interconnect is very important in CAD verification of circbiehaviour and reliability.

Previous studies on interconnects have focused on theai@gration reliability (EMR)
verification fields with specific technologies. Electronaigon verification is a prediction and
functional evaluation on integrated circuit (IC). In the nsbcase, the electromigration ef-
fect could cause the connection to eventually disconnedtrasult in failure of IC. In the
real world, ICs rarely fail due to electromigration sinceddsigns and simulations are made
using worst-case temperature assumptions. Those terapedsumptions prevent and re-
duce the possibilities of failure due to electromigratidiees. This kind of design is called
“electromigration-aware design”. To evaluate the eleoigyation reliablity of a wire, the fol-

lowing Black equation [2] is used to estimate the “Mean Tim&ailure (MTTF)” of wires,

MTTF=AJ")ef/kT, (1.1)

whereA is a constant based on the cross-sectional area of theantezctJ is the current
density (amperes per square metar a scaling factorz, is the activation energy in e¥is
the Boltzmann’s constant (eK 1), andT is the absolute temperature in K.

It states that current density and temperature are the raeiars that affect electromigra-
tion. The temperature is changing during operation of systelt is a challenge to precisely
predict the temperature distributions and effects of MTHhlelectromigration. Most electromi-
gration verification studies on the reliability of a specifiterconnect technology (e.g., [3, 4])
are based on uniform temperature experiments . The tenupesatf interconnects are of con-
cern because of the low-thermal-conductivity dielecthigh-resistivity conductor, and high
interconnects stacks. All these factors tend to increaseetiperatures of interconnects. Elec-
tromigration reliability verification of high-performaadntegrated circuits requires a detailed

interconnect temperature simulation capability to acalyadentify problematic interconnect
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layout configurations and operating conditions. Those n&l @ols developed on the 2007
ITRS Roadmap could precisely predict the current behasiamd EMR reliability with the
temperature increased by the Joule heating. There is nofoe&grst case assumptions on
the temperature after the components of interconnect teatye simulations have been added
properly. This thesis proposes a rapid symbolic, analltarad network based approach for
full-chip interconnects reliability verification that callates the detailed temperature distribu-
tion along each interconnect. This very fast simulation t®oalled “Therminator3D” (T3D).

Most of the layouts of textile composite materials are samib the layouts of intercon-
nects in integrated circuits, except for those angular wawaterials. | could apply the fast
speed simulation and network-based idea of “TherminatdiB the simulations of textile
composite materials starting from temperature estimatidrherminator3D has the potential
to extend to different mechanical properties.

For textile material applications, composite materiats @sed widely in a broad range of
industries to improve design properties such as lower tdewsth higher stiffness and strength,
lower effective thermal conductivities to block the heagher effective thermal conductivities
to detect the real temperature instantly, etc. Compositemads can reach the desired mechan-
ical properties by changing the reinforcement layoutsjcet the need for extra materials and
fabrications.

In textile materials which can be knitted, woven or braidde fibre yarns and matrix
materials are consolidated during manufacturing. A nunatb@omposite components in the
aerospace, automotive, marine and construction indasreebuilt of woven textile preforms.
They can give excellent mechanical properties with verywsmights, but their complex weav-
ing fabrication processes occasionally make them experisivparticular composite manu-
facturers. As an alternative, non-crimp fabrics (NCFs)ehprwoven to provide fairly good
mechanical properties while maintaining low weight andvjimg cost effective solutions
through their simplified fabrication processes. NCF contpesare fabricated from preforms

with multiple layers of straight fibre bundles that can beepted in different directions and
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stitched together by a (warp) knitting procedure. The mesistudy by Dransfield et al. (1998)
showed that out-of-plane fracture toughness and damagyatmle properties of these materials
are also improved through the stitching process [5].

The layout of NCF materials is similar to that of printed citdooards (PCB). The archi-
tecture is layer by layer and wire-crossed fabrication. Woven materials, the layout is not
identical but similar to printed circuit boards. The wovérusture can be interpreted into the
same layouts of interconnects with suitable twisted (aagwoupling values. The simulation
of full-layout textile material properties in commerciaRO/FEM tools including the layout
drawing, CPU time, and memories consumes several resourbhegproposed method here is
to employ “Therminator3D” for textile materials to reach moapid multi-physics simulations

with low CPU time and memory.

1.2 Literature Review

Consideration of a complete physical interconnect modgluaes the configuration, such as
the set of layouts and materials, their microstructure atetfaces (e.g. Cu, Ta, and SiNx), and
the dimensions of interconnects; and operating conditismsh as local temperature, driving
currents, heat and electrical flux, and stress, etc. Thigpt®xity and the specific characteris-
tics of individual process technologies require detailedhihology CAD (TCAD), including
Finite Element Analysis (FEA), to predict reliability fopscific interconnect configurations
[6]. For circuit design, however, it is necessary to have @G&Galution, and it can be analyzed
based on a network representation extracted from layoupsowess technology information.
There are several models to predict the temperature ofcmeects and apply the result to
System-on-Chip in order to obtain more precise simulatsults.

Huang et al. (2004) proposed a "compact thermal modelintefoperature-aware design”
model [7]. They used the idea of “temperature-aware desigtii' a model reduction concept

applied on every step of the application-specific integratecuit (ASIC) design flow, as shown
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in Figure 1.1. This design reveals the importance of tenipegaestimates on every stage of
CAD design. Without temperature evaluation on each stagefunction of ASIC will not
perform as designed due to dubious temperatures. For thestiaation of interconnects,
they used a compact thermal model to estimate the temperateach node in the RC circuit
that corresponds to a block. Then they treated the heapdissn of each block as a current
source, “hotspot”, connected to the corresponding nodis. mbdel shows good benefits for a

wide range of applications on the temperature simulati@hraadel reduction evaluations.

Temperature feedback for hetter
poweridelay estimations

Desin Erl Logie Synthely ‘ System Partdoning # Block Floorplanning Cal Placement & Routing
RnEnpy (tempeatite-aware) (iemperutito-are) (temperature-aware) (temperature-avard
R s =
- - — — ( ‘
ﬁ LIy = \ H\‘/

(VHDLVerilog fles) (nefst) (block partiioning) . (5ﬁﬁaalr?1’6é "

\

Y

Temperature proflles atlhese granularities ¢an help to
provide more acturate poweridelayirellabllity estimations
and thermally-optimal floorplaniplagement.

Figure 1.1: An example of temperature-aware ASIC design (Oied from [7]).

Franzon el at. (2008) presented a CAD tool for a three-dimeas|C (3DIC) [8]. They
developed a thermal extraction and modeling flow which mtewsufficient solutions for 3D
IC design. The thermal model included a factor for the eftédbcal metallization, that can
modify the thermal conductivity and anisotropic thermahdoctivity. They also used model
reduction to determine the interest ports of their modelteAmodeling the layout, they ex-
tracted the thermal information of the layout, then expbttee extracted data to third-party
thermal analysis software such as Pro-ENGINEER Mechaitiea.third-party thermal analy-
sis software performs the steady state thermal analyser tbncepts of model reduction and

layout extraction are similar to the ones used in this stuineery efficient for performing the
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thermal analysis. However, they did not develop an integratmulation program to avoid the
migration inconsistency between extraction softwaregudi analysis software and thermal
analysis software and, thus, to attain a faster and morgigahsimulation tool.

Alam et al. (2003) proposed that operating conditions magidiermined by rapid circuit
simulation and that a reliable prediction based on prior @etdiled TCAD analysis can then
be made by combining configuration and operating infornmatiging a simpler, parameterized
model [9-11]. They used their SySRel, a CAD tool, for intencect tree-based reliability as-
sessment and thermal-aware cell-based extraction. Howtbey also use third-party thermal
analysis software - ANSYS, a Finite Element Analysis sqlie@werify and simulate the three-
dimensional full-chip steady state and transient therne@llviours. It could have some data
inconsistency as the previous CAD tool.

Walkey et al. (2004) used controlled sources to simulatevgeat, netlist-based represen-
tation of the thermal coupling problem [12]. In these twohtealogies of controlled source,
sub-circuits separated self-heating and coupling effecterms from the original circuits, to
avoid a complex systems solution.

There are several studies that used netlist-based meth@xsract thermal and electrical
netlists and then performed thermo-electrical tempegasimulation, including self-heating
[13, 14]. Székely et al. (1997) used a relaxation methott witupled thermal and electrical
solvers [15]. They extracted a thermal and electrical sistibased on layout information of
the circuit. Once the electrical and thermal netlists weteaeted, their self-consistent electro-
thermal simulation was executed. This concept of couplethtal and electrical simulation is
similar to the implementation of Therminator3D. Howevkeit simulation required longer run
time and computing resources, and was economically exgessice they used simulator for
integrated semiconductor structures by simultaneouetiter (SISSSI) under Cadence DFWII.
Most small- and medium-size companies could not afford &othis system.

Joule heating is the heat generated by current in IC circdit€ould cause the failure

of circuits without treating. Shen (1999) studied the asalyf Joule heating in multilevel
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interconnects with two dimensional six-level intercortrstack. He did not mention the simu-
lation method. However, he pointed out the interconnecbafelheating became a reliability
problem [16].

This research applies a new network approach, Thermiratdainterconnect tempera-
ture estimation [17]. This research compares the relatbeiracy, speed, and memory re-
quirements of T3D to the ABAQUS FEA software, and demonssrdhe feasibility of this
CAD method for thermal and reliability analysis of largecdiits. | also extend the concept
of interconnect simulation to the thermal properties otitexcomposites materials. In this
thesis, | only apply this algorithm to fully coupled thermatectrical simulations and the future
goal is to initiate other applications such as estimatinghmaical properties using the same
algorithm.

There are numerous works that are dedicated to mecharhieainal and other physical
properties of woven and non-woven fabrics. Bibo, Hogg anthg€1997) studied the elastic
properties of several non-crimp fabric materials undesitemand compression [18]. They
compared the elastic properties of four kinds of uni-dicewl composite materials and found
the NCF materials could provide competitive advantagegapl@r and Wisnom (1999) inves-
tigated the interlaminar shear behaviour of non-crimgitabased composites [19]. Tessitore
and Riccio (2006) performed Finite Element Method (FEM) elbdg for biaxial extension of
non-crimp fabric composite materials [20]. Hind, Robigénd Raizenne (2006) conducted
numerical studies on the effective thermal conductivitagfiain weave [21]. Nordlund et al.
(2004) [22] and Lundstrom (2006) [23] have performed botmartical and experiential stud-
ies on the permeability of NCFs. Ning and Chou (1995), usinlpsed-form representation of
the transverse thermal conductivity, derived a thermastasce network [24]; Xu and Wirtz
(2002), employing a simple-to-fabricate woven mesh, diesdrthe in-plane effective thermal
conductivity of two-dimensional bonded-laminate plairave screen laminates [25]. Peng,
Lu and Balendra (2004) studied the FE simulation of the blamkf electrically heated engi-

neering materials [26]. They also used thermo-electricaliation with FEA implementation
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scheme.

Tiwari, Basu and Biswas (2009) employed a new simulatiorhefrnal and electric field
evolution during spark plasma sintering [27]. They conddad different thermal conductivity
powder compact on the die and punch surface of spark plasmexriag by a fully coupled
thermo-electrical finite element analysis using ABAQUS 8MWITLAB. Their simulation re-
sults from ABAQUS revealed that maximum surface tempeeaiattained at the punch re-
gion. It indicates that a good finite element analysis coelg kisers to find the critical points.

Ishikawa and Chou (1982) studied stiffness and strengtawetr of woven fabric com-
posites [28]. Peng and Cao (2005) studied a continuum mesibased non-orthogonal
constitutive model for woven composite fabrics [29]. Li &t £2007) proposed a finite ele-
ment model of woven fabric composite PCB to predict the bemgpdbehaviours of PCB [30].
They built four shell-element layers in ABAQUS. Then theydshe stiffness factors, such
as Young’s modulus, Poisson’s ratios, and shear modulason-linear equation systems and
performed the numerical simulation for a three-point begdest. They compared and verified
the results of experiments with the results of ABAQUS sirtiala They concluded that the
high fibre bundles in the filling direction of woven fibres cdw@nhance the stiffness of the
multi-layer PCBs .

The majority of the numerical studies on the mechanical@rtiermal analysis of fabrics
have been based on the meso-level FEA analysis of unit egiesenting repetitive (network)
patterns in the fabrics. In practice, however, fabric uaitcare not perfectly repetitive, owing
to uncertainties during fabric fabrication processes @ndhsymmetrical loading conditions
for a given problem. They can require performing analysekager representative volumes.
As the size of the problem scales, the solution complexity e simulation run time can
pose a problem. In addition, the selection of the positiom aiit cell and the associated
boundary conditions can become highly important. (Theatar8D is capable of simulating
temperature distributions of an entire thermal networkdigand accurately, without relying

on the simplified unit cell descriptions.) Therminator30pkgs network simulation concepts
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with technological parameters extracted from CAD layolgaiiptions to the entire network
(similar to FE models). A detailed description of the methods original format for thermo-

electrical analysis is presented in Chapter 3.

1.3 Summary of Research Goals

In this work, | propose not only to perform IC interconne@mperature estimation, but also
to treat thermal problems of NCFs and woven materials usiagsame concept of net-based
calculations by Therminator3D which was originally deyedd for IC interconnect systems.
An auxiliary program is used to create netlist files to démcthe thermal (resistor) network
properties of biaxial NCFs and woven fabrics, including thermal conductance of fabric
segments. It will also create additional, virtual segmertsund the edges of the fabric to
impose appropriate boundary conditions.

The eventual benefit of my study is to use the same modifiectmm@ect net-based method
to rapidly estimate the temperature distribution on big pboated IC interconnects, as well
as the textile materials including NCF and woven types. Aapbtnajor benefit of the method
will be that it relies on a symbolic, semi-analytical, and-hased approach that can reduce
the computational time and enhance the accuracy of thetsesflill resolution. Comparative
studies with a commercial finite element software (ABAQUS) ke conducted.

My contributions of this study are:

1. Simulative results of Therminator3D are comparativéntse of ABAQUS.

2. Application of textile materials.

3. Description of additional heat conduction behavi@if,, for woven materials.
4. Demonstration of Large-scale network simulations u3ingrminator3D.

5. Three-dimensional model could be easily representednbydamensional model with

corresponded lateral thermal conductance.



1.4. Thesis Organization

1.4 Thesis Organization

This thesis consists of six chapters. Chapter 2 starts flamnttiermo-electrical modelling
theory with a basic physical model and introduces the ndtlwased simulation. In Chapter 3,
a new network calculation method “Therminator3D” is preéedrwith detailed algorithms and
solvers. Chapter 4 discusses the finite element analysideswlibes the calculation of thermo-
electrical simulations. Chapter 5 presents applicatiomts@mparisons on IC interconnects
and textile composites in Manhattan layout. Computaticpnat and accuracy are compared to
FE approach in the last section of this chapter. Chapter élgdas the thesis and lists my main
contributions and results. In addition, some future wonbrigposed for further applications of

the method to other mechanical properties.
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Chapter 2

Network-Based Simulation

In this chapter, the fundamental concept of network-bagedlation is presented. The first
part of this chapter emphasizes the basic physical modedesatibes the supported theorems.
The second part of this chapter introduces the intercormedel, and textile fabric model in
interconnect form. The detailed network-Based Simulaisoimtroduced in the third part of

the chapter. A summary is given in the last section of the &rap

2.1 Basic Physical Model

Operating temperature is an important issue in both IC éot@nects and textile material com-
ponents. One of the greatest challenges of the temperailagation is the quick and full-
scale simulation.

In ICs, the temperature calculation is involved in all levélhe temperature is varied from
the interaction of Joule heating, thermal conduction, &edcbupling of thermal and electrical
effects. The purpose of temperature prediction for integk&ircuits is to find the operating
temperature of a whole system, perform the simulation skdseeal situation, and prohibit the
failure of the system. In a circuit, embedded thermal anctetmal conductive interconnects are
not only to provide low power consumption but also to condlietheat out to the environment.
A good layout of interconnects will maintain the temperatciose to the designated operating
temperature in order to keep the system functioning nogmall

For textile materials, the same issues are expressed, d@phlications are not limited

to lower temperature under critical failure temperaturbdere are several different purposes

11



2.1. Basic Physical Model

using textile materials compared to IC interconnects. Kkan®le, with so called “electrical
textile materials” in medical applications, the embeddé@esvwcould transfer accurate real-time
temperature data to the control unit and /or keep the bodynviiara critical circumstance by
changing the thermal conductivity. For earth friendly desiit could keep the temperature of
a living space within comfortable level without the use af@nditioning by blocking loss of
heat by designing with low-thermal-conductivity matrix texdals.

In this thesis, | focus on the electro-thermal applicatioyo Thus, the basic physical
models in my application include thermal conduction, Jaé#-heating, thermal resistors,

and the coupling of electrical and thermal effects as dsedidelow.

2.1.1 Thermal Model

Heat transfer processes are classified into three types.cbeduction, heat convection, and
heat radiation. Heat convection is a heat transfer probleentd a flowing fluid or gas. Since
this research is focused on the IC interconnect and texalenals below their melting points,
| do not include the effect of heat convection. Heat radratsothe emission of energy through
an external space, material or source. In this research ra@iation is not directly consid-
ered, however it can be conveniently modelled as an arpitnaut (boundary condition) flux.
Heat conduction is the interaction of energy within the mate. The heat transfer rate can
be dependent on the thermal property of the material whidalied “thermal conductivity”.
Fourier’s law is the main concept of heat conduction. Thitiésmain effect that | discuss and
simulate in this research.

A general form of the heat equation is [31]:
——:D2T+E 2.1)

where the thermal diffusivityr = k/pCp (m?/s), T is temperature function (KelvifK), k

is thermal conductivity (W/m-K)p is mass density (kg/f), q is the volume heat flux (W/#),

12



2.1. Basic Physical Model

andC,, is the specific heat (J/Kg-K).

Basically, the function of temperature in a material has fawors — position with coordi-
nates and timet{. For steady state, the thermal system is balanced. The tatnpedoes not
change while time is changing. For a one-dimensional propleonsider the heat flow along
a bar with two different temperatures on the entisand T, as shown in Figure 2.1, the total
heat transfer rat® (W) could be described as the following equation:

Th—Ta) dT

_ _peal _ ka9t
Q= kA2 —% = KA, (2.2)

wherek is the thermal conductivity (W/m-K), the negative sign icatties that the direction
of the heat flux is opposite to the temperature gradi€ns, temperature in Kelvin (K), and
is the area of bar cross-section.

The heat transfer per unit area could be definedjas- Q/A (W/m?), then the one-

dimensional steady-state heat transfer conduction exjuaécomes:

dT
Ga= kg - 2:3)

whereqga is the surface heat flux, which is the heat transfer rate froiglatemperature region

to a low temperature region. The unitayf is W/m?

Insulated

~ e

Ta R Ty
LIS I

Y/
< g
L

Figure 2.1: Heat Transfer along a bar
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2.1. Basic Physical Model

2.1.2 Electrical Analogy for Thermal Conduction

For the electrical analog with heat conduction, the theoabluction could be addressed as a
current flow driven by the difference of voltages with thermesistance. For a homogeneous
bar, the analog o is the current, and the voltage difference is analogous to the temperature

difference(Tp — Ta):
(Tb - Ta)

Reg (2.4)

Q=

whereRgq is the thermal resistance to the conduction through theaalrjs equal td./(KA) .
For the series thermal resistance such as two differentriablb@rs connected along their

lengths, shown in Figure 2.2 (a), the total heat transferiggjiven by:

(To—Ta) _ (Th—Ta)

= . 2.5
Req Ri+R (2:9)

Q=

For the parallel thermal resistance such as a square bausded with resin (matrix)

material, shown in Figure 2.2 (b), the heat transfer ratévisrgby:

(Th—Ta) 1 1 1

— = — 4 —. 2.6
I:\>eq ’ F\)eq R1+R2 ( )

Q=
In electrical circuits, Ohm'’s law states that the currertiiectly proportional to the poten-
tial difference across the two points, and inversely propoal to the resistance between them.
The equation is

Vv
R (2.7)

whereV is the relative voltage across the conductance and itssmdlts;| is the current
through the conductance in units of amperes,Risithe resistance of the conductor in units of
ohms and the inverse of electrical conductance. Ohm’s lawsthtes that theis independent
of the current. Equation (2.7) appears in a form similar toaggpn (2.4). Because | want to

extract the thermal and electrical netlist informationhaatlayout extraction tool which cannot
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2.1. Basic Physical Model

Insulated
r

Ty

(b)

Insulated

Figure 2.2: Diagrams of thermal resistance. (a) Seriesrthkresistance (b) Parallel thermal
resistance
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2.2. Interconnect Model

undergo thermal extraction, | need to interpret the retestingp between thermal and electrical

fields by the concept of resistors. While | consider the Jtnalating, described below, the

thermal and electrical properties of materials will be dethcorresponding to temperature.
In electrical components, there is heat generation in atasilue to the current Joule self-

heating. The Joule heating equation for a uniform bar/ware lze expressed as

D =12 R, (2.8)

@, is the Joule heat per unit lengtR, is the electrical resistance of the bar per unit length,
lrms IS the time-averaged root mean square (rms) current.
The longitudinal thermal conductivity°"9 can be related to the electrical conductivity

and temperature, as stated by the well-known WiedemanmzHfasv:

KO9—ATg => A =K°9/(To). (2.9)

where A is a Lorenz constanty is electrical conductivity, and is the absolute tempera-
ture of the resistor [32]. The Wiedemann-Franz law is nanfeat &ustav Wiedemann and
Rudolph Franz. In 1853, they reported that different mett@ge approximately the same
value ofk'°"9/g at the same temperature. In 1872, Ludvig Lorenz discovéred which is
the proportionality ok!°"9/g with temperature. By applying the Wiedemann-Franz law with
Lorenz’s constant, | can derive the value of thermal condiigtfrom the electrical conduc-
tivity extracted by TCAD tools. The material used in intemoects and textile layout in this

thesis is copper. The Lorenz constant 23X10-8(W — Q — K~2) for copper at 6C [33].

2.2 Interconnect Model

Considering the interconnects of Very-Large-Scale Iraggn (VLSI) devices, the temperature

distribution of interconnects is a subject of interest asSVtevices become denser and low-
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2.2. Interconnect Model

thermal-conductivity dielectrics with reduced thermahdactivity are introduced. In current
CMOS technologies, estimating interconnects temperditane the layout and a model of the
switching behaviour of the circuits has become an impogarttof electromigration reliability
verification. For detailed temperature estimation of iob@nects, interconnect is divided into
rectangular “resistor” segments (Figure 2.3) paired waghacitance by a layout extraction tool.
The layout extraction tool extracts the information of regidlogy, resistance and capacitance
information, and coordinates of interconnects. This eté@dinformation of nets from a layout
is then relabeled to match the electrical circuit. The etiom method may merge the resistors
to an order-reduced model. For example, Clement et al. @rtitdhe information of resistors
and capacitors from layout using CAD tools (e.g., REX) [335%][ The capacitors then are
replaced by corresponding current sources which are sep@cgances multiplied by voltage
swing divided by the cycle time. This strategy could dirngsthlve the node voltages and branch
currents by standard nodal analysis technologies [36]edl tlse concept of RC network with

extraction information in my interconnect simulations hg fTherminator3D program.

R

w

4

WWWY]

R, % %

T =i

s
%i

Figure 2.3: Resistor segment of interconnects

In a general interconnect layout, segmentation occursaatand at changes in width, junc-

tions, and corners. Each segment has a resis@&ngeen by the following formula:

Rn=Ln/knAn (2.10)
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2.2. Interconnect Model

whereL is its length (m)k is its conductivity Q —m), andA is its cross-sectional area fjn
Consider a segment of lengftx on the thermal resistor network as shown in Figure 2.4.

Its heat conservation can be written [17]
oT
mCpﬁ = Q(X+Ax) — Q(X) + Py (X)Ax — f(X)AX. (2.11)

The longitudinal heat transfer rat®, is opposite to the increasing direction-x and obeys
Equation (2.2)G'°"Y is a longitudinal thermal conductance found by integratieymal con-
ductivity k°"9 over the resistor cross-section. The lateral heat rate mietangth (W/m) is
written asf (x) = G (T (x) — T"") with the lateral thermal conductanG¥ representing the
diffusion of heat flux from the sides of the resistor with ueinigth, through a dielectric with
thermal conductivityk'®, to a uniform reference temperatuf&'. Parasitic interconnect ca-
pacitanceC is analogous t@'? and both may be calculated using the same technique. The
segment mass is1 andC, denotes the specific heat. The Joule self-heat per unitHebgt
(W/m) generated by a current in the circuitds = 12, R,.

In a steady-state cas€(x,t) is a function of x only, and wheAx — 0, Equation (2.11)

becomes a second order ordinary differential equation:
O = —G'"92T /dx@ + G (T —T'f). (2.12)

The solution on each resistor segment with boundary camdifi (x = 0) = Toand T (X =

L) =T, and defining a constant term

D ref

=g T (2.13)
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2.2. Interconnect Model

is then given by [17]

T = (TL —T”—(To—T%)cosh(éL)

SINh(EL) )sinh(Ex)+(T0—T°°)cosh(€x)+T°°, (2.14)

where& = /Glat /Glong, For specific resistors such as vias for wh@R!=0, the solution

becomes

T(x) = 12RE (TL—-To L
(X) - 2G|ong L ZG|0ng

)X+To. (2.15)

Equation (2.14) and (2.15)have been applied to thermahasitin of multilevel intercon-
nects [37]. In Therminator3D, electrical and thermal riesises are taken as constants within
a resistor given a temperature. However, each resistorthasvin values, depending on its
average temperature.

The network numerical solutions are iterated over tempegaand current until a self-

consistent state (equilibrium) is achieved.

2.2.1 Textile Fibre Model

For the analysis of textile material, the solutions of the-dimensional heat equation are
derived on fibre segment resistors and on vias that représegbntact of overlapping fibres.
The networks that are formed by these resistors and viageatetl in the same way as the
electrical resistors that are used in metal interconnedREeMalysis [34].

The textile fibre model can be interpreted as an equivaléatdgannect RC model. The
starting point for the textile fibre model examples will bet@asly-state and a NCF fabric with
no heat source. Thus, the following assumptions are madestéady stat&T /dt =0; (b)
one dimensionality: the heat is flowing in only one coordengitection along the length of the

resistor. (c) no heat source: there are no heat sourceniithisystem. Then equation (2.1)
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()
¥(x)
] ] I_l 1
L__C_?QQSE Qe |
x’ X+AX
(b) (¢

Figure 2.4: Heat conservation model and capacitances @)ddaservation within a differen-
tial slice of a one-dimensional thermal resistor accoumtsangitudinal flux, lateral flux, and

Joule self-heat. (b) Horizontal resistors h&/@and G'°"9, while (c) via resistors only have
Glong_
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2.3. Network-Based Simulation Concept

turns to:
0°T
Fvi 0 (2.16)
and
X
T(x):('l]—To)E +T . (2.17)

Results of simulation for this case with a fixed temperatwengary conditions will be
shown as the first example in Section 5.3.

The second step was to apply heat source to a specific wirecaustler a model in steady-
state. Such, the whole model of NCF material will look like ihterconnect model presented
in Section 2.2. Results of simulation for this case will bewh as the second example in
Section 5.3.

Finally, I will continue to perform simulation problems farwoven pattern based on a

network-based model.

2.3 Network-Based Simulation Concept

Network-based simulation is an approach based on the irfioomof the whole network. It
has a concept of network calculation on nodes and correspprdnnections of the entire
network. Each node has detailed information between adfjac®les and itself. For IC inter-
connect simulations, there are netlist files describingtwedinates of components, the values
of capacitance and resistance, and the properties of @migteFhe list of a net provides detailed
data including the values of resistors, properties of nelteand the information of adjacent
nodes (e.g., the net-list format of SPICE). The net-basadlsition can be composed of several
nets. Those nets may be coupled. By the net-based appraathnet is solved individually

then the nets are assembled from the layout database to fierentire network. Using the
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2.4. Summary

net-based approach, the total calculation time does notase with the entire model size,
but rather with the size of each net, and the number of netseSzarlier works introduced a
“Model Reduction” concept (for relatively coarse compiataal grids) to minimize the time
of simulation in temperature prediction of interconne®&8441] , but they lost the details of
information of temperature distribution for the whole gyst

As described in Section 2.2, | adopt a modified RC network tigrmal module from the
electrical module [37, 42, 43]. Using this modified RC netkydhe net-based approach can

demonstrate resistor-level accuracy of the full-chip temapure estimation.

2.4 Summary

In the chapter, | introduced “Network-Based Simulation’ femperature estimation of IC in-
terconnects and textile fabrics along with underlying tie=o | discussed an analogy between
thermal and electrical problems. Based on those, | propade@ network model from the
concept of electromigration in circuits. With the RC netlor can simulate large networks
with full-chip calculations without losing the detailed@mmation on each component and the
accuracy of temperature distribution. Moreover, this radthan be conveniently adapted to

textile materials. The program implementation will be ddésex in the next chapter.
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Chapter 3

Therminator3D

This chapter introduces the Therminator3D network-baséclitation method. The first part
begins with background and input formats of this programe $himbolic network analysis
solution is shown in the second part. The third part dematesrthe iterative and multiphysics
evaluation procedure. Finally, a summary of the Thermirgidas presented in the end of the

chapter.

3.1 The Analytical Solution of Networked Elements

In this section, the analytical solutions of the one-dinemsl heat equation are summarized
for fibre segment resistors and vias that represent the dooitaverlapping fibres. A typical
interconnect network with vias is shown in Figure 3.1. Thevoek formed by such resistors
and vias is often treated in metal interconnect electroatign reliability (EMR) problems
[34]. An equivalent multilevel Manhattan interconnect rabdf the net-based interconnects
with vias is shown in Figure 3.2. The interconnect columng)and rows (5-8) are embedded

in dielectric and divided into rectangular segments (‘§&s8s”).

3.1.1 Resistor-Capacitor Network

The electric current in each resistor can be found by DC aisabyf the interconnect RC net-
work, which is described as equivalent pi-networks thasgsirof resistors and current sources
proportional to interconnect parasitic capacitance assho Figure 3.3. This equivalent net-

work is commonly used for electromigration analysis [6].eTietwork nodes correspond to
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3.1. The Analytical Solution of Networked Elements

Figure 3.1: A net-based interconnect model with vias shovtn an ‘X’.
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Figure 3.2: A two-layer interconnect grid with vias showiagproximate segmentation to

connected resistors.




3.1. The Analytical Solution of Networked Elements

the resistor endpoints. The system of analytical boundalyevequations (2.14) and (2.15) can
be evaluated over the same RC network by assigning the ajpgepalues to the circuit sym-
bols in Figure 3.3. From equation (2.14) and (2.15) , forricaenect resistors, the equivalent

guantities are:

a = Glongg / sinh(£L), (3.1)
W = 20 (cosh(€L) — 1) /(€ sinh(£L)) (3.2)
B = a(cosh(EL)—1). (33)
For vias:
a = Glong / L. (3.4)
Y=L, (3.5)

Connected resistors have common temperatures at theitigneaand heat flux along their
length is conserved. Analytical trajectories of equatidri4) have been previously applied to

study thermal scaling of interconnect architectures [44].

3.1.2 The Format of Input Files

The two input files for Therminator3D are the netlist file ahd toupling file. The formats
of these two files are shown in Table 3.1. The netlist file isnfed by the resistor and node
numbers, the coordinates, length, and thermal resistaalues: Every line in the coupling file
consists “CAP”, the resistor number , the “coupled to” resisumber, capacitance value, and

the value of lateral thermal conductar@®.
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3.1. The Analytical Solution of Networked Elements

AR V.
“® e @
(®)

: w'vc\lxv‘w -—
T

Figure 3.3: EMR methodology diagrams. Typical EMR methodyg| each of the resistors
that form a net is represented by the equivalent pi netwarkhé EMR methodology network
(a) is used for via resistors and network (b) for other ressstbut with conductancg= 0 in
electrical analysis anfl > 0 in thermal analysis.

The coupling file presents the heat conductance to the neigimy dielectric, substrate,
and resistors. The pair-wigg@ through the dielectric between each resistor and its neigh-
bouring resistors (analogous to their coupling capacéanan be extracted from the layout by
a parasitic capacitance extractor and summed to form the@§t for that resistor, as shown

in Figure 3.4. The equations f&,_ pjane aNdKcross-plane are [45]:

1

Kin—plane: _ (3-6)
(1—1)(kP+ ke (1—P))~24 Pry AP
P P,
Kcross—plane: (1—r)(k_+k_f> +(kv—kf)Pr+kfr (3-7)
v

whereP is the porosity of the dielectric/matrik, is the thermal conductivity of the inclu-
sion mediumk;s is the thermal conductivity of the host mediumis the ratio of the parallel
component area to the total area.

Although a simple area model is used in this study, the mguhisticated coupling models
found in most capacitance extractors could potentially edufor more accurate results if
supplied with appropriate thermal conductivity parameter

For example, in application to woven materials (Figure 3% simple area model is not
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3.1. The Analytical Solution of Networked Elements

appropriate to describe ti@? to represent the phenomenon. Currently, there are no experi
mental data to achieve the formulization@f! as related to the woven structures and coupling
areas, and the matrix between the fibres. In this reseancttially estimateG'a by the simple
area model in Figure 3.5 then calibrate the value&'8f with the result of ABAQUS's sim-
ulation. TheG'2 for the twist part with angular section coupled to wireG, is around
0.15 0fK¢ross-planeW/2h. Then the result of Therminator3D simulation is closesh®result

of ABAQUS simulation. That is because the angular sectidraanes the coupling effects to

adjacent wires as the distant between wires changes.

Table 3.1: Therminator3D input file format and typical vaue

netlist file
(resistor nodeO nodeR # Xlowerleft)/lowerleftXupperrighﬁ/upperrightLRlong)
(currentsource nodeO nodélkms)

RES27 25 26 83.046936 # 40 -20 40 -10 10.000000 3433.110212
RES28 26 27 83.046936 # 40 -10 40 0 10.000000 3433.110212
AMP1 023 0.000000

RESAMP1 0 23 3.000000 # 35 -45 45 -35 1.000000 0.0001

coupling file
(CAP RESISTOR{RESISTORO(SUBSTRATE} c # G'&

CAP RES27 0 12.666667 # 0.00000040086361458
CAP RES28 0 6.333333 # 0.00000020043180686
CAP RES28 RES4 9.500000 # 0.00000030064771072
CAP RES28 RES5 9.500000 # 0.00000030064771072
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Figure 3.4: Typical Lateral thermal conductance model ifrit@rconnects. Lateral thermal
conductanc&'® between each resistor and its assumed uniform backgroomuktaturer "

is the weighted average of temperatures to neighbouringfoes and the substrate, using sim-
ple area models of conductance. Anisotropic thermal caiagige is indicated biin_pjaneand
Kcross-plane Values. [46]

3.2 Symbolic Network Analysis Solution

The spars@&l x N system of linear algebraic equations

Az=b, (3.8)

can be decomposed to lower and upper triangular matticasdU with order O(N?)
operations by the Crout algorithm. The system can then beateal forz by two consecutive

back-substitution operatiof®(N) if null operations are not performed):

A=LU (3.9)

Az=(LU)z=L(U2) =b (3.10)
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Figure 3.5: Lateral thermal conductance for woven casensHxy the capacitor symbols) (a)
Lateral thermal conductan€@® between each resistor in woven case. (b) Equivalent layout

in T3D. The value of multi-directional couplin@'lat is calibrated by the results of ABAQUS
FEA.
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3.2. Symbolic Network Analysis Solution

Ly=b (3.11)

Uz=y (3.12)

The element$j andu;j of L andUcan be found by equations (3.13), (3.14), and (3.15) over
the elements;j of A[47, 48].

lij =0, fori < j,ujj =1 for 1<i <N,andujj = 0,fori > j,where 1<i,j <N (3.13)

m—1
u=1
1 m_1 .
Unj=-— | @mj— Z lmpUyj |, j=m+1,m+2,..,N. (3.15)
Imm =1

Therminator3D, a C language program, applies dynamicgecalocation and data structures
to store the symbolic structure of the solution. Each resist the net-list file is given a data
structure containing all numerical data and results fopttodlem to be solved. All the resistor
structures are referenced through ‘hash’ tables. The @nolhatrix A is represented by a
linked list of O(N) non-null elements oA. Figure 3.6 shows the distribution of elements in
A. The cross marks represent the non-zero values. The disbrbof Figure 3.6 is the least-
sparse case with all vias between columns and rows. Thenfeaonsists of links to heat
source elements and boundary conditions. Marig decomposed to theandU linked lists
by the Crout factorization formulas. Vectarandy are constructed as linked lists pointing
to components ok, U, andb. After the entire system of linked lists has been createis, it
straightforward to evaluate the specific physical problemachanical, thermal, electrical, etc).

For thermal problems, the temperature trajectofiés are determined after thevector (the
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3.2. Symbolic Network Analysis Solution

temperature of each node) has been found. Average and maxwadues are stored in the data
structure for convenience. TH&(N) evaluation can be iterated for nonlinear problems (for

example wherk'°" is temperature-dependent) or for multiphysics problems.
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Figure 3.6: The distribution of problem matrix A (the 20 amias and 20 rows case with via
between each row and column).

Consider the Joule self-heat generated by an electric uflieving through a resistive
conductor. In an IC, multiple active devices (e.g. tramsstare connected electrically by
a metal interconnect network, or “net” of uniform-width ister segments connected at their
endpoints, or “nodes” that may be “extracted” to a file. Angteyn of 1-D boundary value
equations, such as the steady-state heat conduction, caoivieel over the entire net by con-
necting the individual solutions in each resistor segm&satnentioned earlier, Therminator3D
applies the Crout algorithm for LU decomposition and bagkstitution to the system and
records only the non-null operations, thus forming a gengyimbolic solution for the entire
net. This symbolic solution is then evaluated with elealrgarameters to solve the electrical
problem first, and then evaluated again with thermal pararedd solve the resulting Joule
heat problem. The resistance of each resistor can increiise¢h& increasing temperature.

The final resistance and temperature is therefore founatitety. Also, thermal conductance
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3.3. lterative and Multiphysics Evaluation

through the insulator between adjacent resistors on diftanets may be extracted in the same
way as capacitive coupling for IC interconnect. By compgghe ambient, reference temper-
ature for each resistor from temperatures of resistors tohwhcouples through the dielectric,

it is possible to iteratively couple separate nets’ temijpeegtrajectories. To form the symbolic
solution require®O(N3) operations, but for a sparse system such as an interconeank
there are onlYO(N) non-null operations (where N is the number of nodes). Thesgetectri-

cal and thermal evaluations require olyN) operations. Therminator3D requires a database
that contains network information, such as the nodal @tatiips, coupling between resistors,
input sources, and boundary conditions. A netlist file eted from I1C layout with a standard

CAD tool would be the most common source of this information.

3.3 Iterative and Multiphysics Evaluation

The analytical solution procedure involves the couplingharmal and electrical calculation
until the convergence of temperature solution for steadiess reached. After the symbolic
solution is done, the L and U matrices in linked-list formsg#o the analytical solution loop.

For the electrical problem, the pi equivalent network valae 3, andW¥ are considered
from electrical circuit values for each resistor as desttiim Section 3.1.1. In IC interconnects,
the electrical conductivity of dielectric is almost zero,3= 0. The value of non-zeraj is
the sum of thex field of linked resistors. The elements of y matrix and z nxadre calculated
by the back-substitution.

For the thermal problem, the pi equivalent network valaes3, and¥ are considered
from thermal and electrical current values for each resissing (3.1), (3.2), and (3.3) and the
evaluation procedure is repeated. Tharray (nodal temperature in the thermal problem) is

then found. The temperature of resistors are updated arlezbto form theT ™ (uniform
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3.3. lterative and Multiphysics Evaluation

thermal reference):

N My

G = Tae) = 3. 3 Gt (T =T (0 £V, (316)
=0u=1
N My lat T
ref v:OuélGan“Tvu
Tref = G'n?]f 7 (3.17)
where
1 L
T:E /T(x)dx for each resistor (3.18)
X=0

The temperature at each junction between resistors isdstofée temperature of each
resistor is updated from equation (3.18) and the valués,gandT"".

SinceT'' is also updated, the temperatures of nodes of the entireawettb be recalcu-
lated through electrical and thermal solutions until cageeace is reached. Figure 3.7 shows
the flow chart of Therminator3D. There are several publistegubrts that present different
schemes of thermo-electrical coupling calculation [49-9hese reports calculate the Joule
heating first, then pass and couple the electrical resultsitadditional thermal calculation
package, then return the calculations of thermal problanpést-processing. The procedure
is repeated until convergence is reached. This type of thaectrical coupling calculation
could lose some consistency of data due to interpretatietvgden different packages. Ther-
minator3D program uses one package to calculate bothielcnd thermal problems using
the same symbolic solution procedure. Hence, the TheronBRatanalytical approach may be
more suitable for large systems by making only minor modifices from the EMR verifica-
tion methodology [34, 52]. The modified RC-network modelatidges all possible properties
of a resistor or component. Additional coupling data repn¢shat the behaviour of thermal
coupling could also represent other mechanical couplinggnties. This gives Therminator3D

a potential to solve large networks of multi-physics profsewith high speed and accuracy.
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3.3. lterative and Multiphysics Evaluation
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Figure 3.7: The flowchart of Therminator3D thermo-eleetrgimulation



3.3. lterative and Multiphysics Evaluation

3.3.1 On Convergence of Non-linear Problems in Therminatd@D

In Therminator3D, as described in Section 3.2, the symlsalation of Az= b is reformed
using the following steps:

1. Construct the matricdsandU.

2. SolvelLy = b for y using forward substitution.

3. SolveU z =y for zusing back substitution.

If the matrix A is not constant, the system becomes non-linear and to finsllaéon the
program use an iterative method. There are several iteratethods available in the literature.
Examples include:

- Fixed-point method,

- Newton-Raphson method,

- Quasi-Newton method,

- Dynamical relaxation method, and

- Continuation or Arc-length methods

The algorithm used in Therminator3D for iterations is “Fixgoint method”. A general
fixed-point problem is defined as the follows [53]:

Definition

Solve the nor-linear fixed point systemof

% =9(z1) (3.19)

given one initial vaIueEo> and generating asequen(’ﬁ'_q%> which convergestothe final solution
P where
GR)=P (3.20)

For the case of this research, the sequence for solving thdimear systeni\(z)z= b using

the fixed-point method is as follows (here | assume the loatbve is constant):
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3.3. lterative and Multiphysics Evaluation

1. AZk,]_Zk — b
2. z=A1D
3. & =09(%- 1)

where

k=1,2,.....(iteration numbey

The convergence criteria of fixed-point algorithm is proteibe|dg/dZ < 1 [53]. Figure

3.8 shows this criterion in one dimensional case.

Monctonic Decillating
Convergence Convergence
d —L= 0
0P <l %“
AN Wl
1 I
| | I
i | oo
b I i 11 P
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b 1 | 1l 11
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Figure 3.8: Fixed point iteration for a general functigfx) for the four cases of interest.

(Cited from [54])

Let us consider a sample non-linear heat problem shown ur€&ig.9

AssumeTls =0, thus

Ty Q
T2 Q

(3.21)
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3.3. lterative and Multiphysics Evaluation

T R T,

Figure 3.9: Sample circuit 1 for Therminator3D convergevesfication

Also assumeéR = qpAT whereRy is a constant resistance at initial temperaflyeandag is
p

a temperature-dependent coefficient.

R = Ro[l-i— ao(T]_—To)] (3.22)

Ry = R0[1+ ao(Tz—To)] (3.23)

Using (3.22) and (3.23) in (3.21), | have:

1
RolTrao(i—To)] © Ty 1@ (3.24)
-1 — 1 _ T2 Q
Ro[1+ao(T2—To)]  Ro[1+0ao(T2—To)]
Hence, the temperature solution will follow:
T1 = QRo[1+ ao(T1 — To)] (3.25)
T2 = QRo[1+ ao(T2 — To)] (3.26)
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3.3. lterative and Multiphysics Evaluation

Or in a general form, for both temperature solutions:

T = QRy[1+ ap(T —Tp)] (3.27)

Using the fixed-point iteration method to solve equatio2 {3 results in
T=9(T)=QRo[1+ ao(T —To)] (3.28)

For convergence, | should ha%%‘ <1l => |QRoap|< 1. For example, using values of
the netlistin Table 3.1, assumeag ~ 0.33% for copper, its thermal resistant is 3433.110 (K/W)
fora10um x 10 um x 40 um (WxDxL) brick resistor, and its electrical resistant is@87 Q.
To ensure the above convergenkgs should be smaller than 3.26 x19Amp for a range of
Q < 1.063x10°3.

As a second example, to evaluate Therminator3D in a smalwith G'&, consider a sys-
tem containing two infinitely-long, coupled nets, each watte resistor (Figure 3.10), coupled

by theG, and couplingG/EL, ,  and G2

T subst > <ubst (@ll positive) to the substrate. Also assume tem-

perature of substrat&g,,s:= 0. From equation (3.16), the overall lateral thermal canalce

of a given resistor is the sum of all conductances to neighbguesistors and the substrate:

N My
G = >3 Gty (N# V), (3.29)
v=0pu=1

For the infinitely-long nets, nof€” =T, = T;.

From equation (3.17), | have

lat T
lat lat
Gl72 + G1,subst
lat
G1,2

o

ref
Tl _—

(3.30)
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3.3. lterative and Multiphysics Evaluation

Substrate

Figure 3.10: Sample circuit 2 for Therminator3D convergewerification with infinitely-long
resistors and substrate.

lat T

Tref o
2 - lat lat
c':'1,2 + c':'27subst

1,2

The temperature of each wire is given by equation (2.13) tlansl

lat

B (Dll_i_Gf}z .
= Qi Tat
G  GP

_ P _i_Glf}tz <¢|2 +Tref)
Gllat Gllat Glzat 2

Dy Gllatz ®yy Gllatz Gllatz

Gllat Gllat Glzat Gllat Glzat 1

= g(T) (3.32)

Although for temperature-independent case, equatior2)&an be solved in closed-form,

for the general case solved by Therminator3D a fixed-panaiton scheme is used (e.g., when
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R and thugd is a function ofT). The convergence condition of a one-dimensional fixeaHpoi

iteration scheme, & ‘_dg(;‘)

< 1, yields

(Glat ) 2
dolfy) _\7r2) g (3.33)
dTl GllatGlzat

Thus, itis proven that fixed-point iteration of the simplstgm described will always converge.
However, coupling of more segments, with more complex fdanfior T given above, does not
change the argument given here. So the general case mustoagerge. Also, the nearer
the derivative is to unity, the more rapid the convergendesus] when coupling between nets
becomes weaker relative to coupling to the substrate, seguise the nets are moved further

apart, more iterations will be required for convergence.

3.4 Summary

Therminator3D, a network-based integrated simulatiom, twas introduced in this chapter.
Therminator3D applies network topology to the solutionuwfycoupled electric and thermal
problems. This program derives a modified RC model from EMR lzas the ability to sim-
ulate multi-physics problems. It can also deal with textilaterials by changing the physical
properties of columns and vias to represent the fibre yarganditions. The matrix between
yarns is analogous to the dielectric between wires in Thaator3D. The porosity of dielectric
can be interpreted to the properties of matrix by couplifigaté. Those interpretations show
that Therminator3D can simulate textile materials with amoek-based topology. Chapter 5
will demonstrate results of several examples of tempegadistributions in IC interconnects

and textile materials.
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Chapter 4

Finite Element Analysis

This chapter describes details of the finite element aralftA) used in this work and in-
troduces the well-known FEA software - ABAQUS. The first pafrthe chapter discusses the
basic simulation model using FEA. The second section dessthe concept of mesh meth-
ods. Different mesh methods applied on shapes of objectaftert the accuracy of simulation
results. The third section shows that the FEA software, ABSQis capable of conducting the
thermo-electrical stimulations and can be successfulgdusr comparison with Thermina-

tor3D. The last part of this chapter is a summary of the FEAgis1 this work.

4.1 Basic Physical Model of Finite Element Analysis

The finite element method (FEM) is a numerical procedure dbrisg physical problems by
a series of ordinary and patrtial differential equationsisThethod was originally developed
to solve stress and strain mechanical analysis. Todaysihbeerous of applications such as
heat transfer analysis, thermo-electrical analysis, fiuéthanical analysis, etc. The classical
FEA approach includes a series of equations to represeottimuity of physical behaviours,
transferring the solution domain to a finite element mesbkhsas the interpolation of shape
functions), assembling equations of elements, applyieghtiundary conditions, and comput-
ing the solutions of system equations. There are numerdicsearand books on FEA. The
FEM handbook by Kardestuncer (1987) has described mosesétapplications [55]. For the
application of this research, | focus on the heat transfdrcaupled electro-thermal problems

of IC interconnects and textile materials. Before solvingse problems, the FEM has to form
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4.1. Basic Physical Model of Finite Element Analysis

a CAD model to represent the layout pattern. There are twawam(often interchangeable)
ways, unit-cell and Representative Volume Element (RVEYetiag, used for this purpose in
the literature.

Unit-cell is a concept from the material crystal structurecrystallography, crystal struc-
ture is a unique arrangement of atoms in a crystalline solidjoid with symmetrical pattern.
The symmetrical pattern in a given lattice is called a “Uretl’. Unit cells can be stacked to
form a model which represent the meso or macro-level prokiati want to solve. Figure 4.1
(a) shows a typical unit cell that emphasizes the openingédxt fibres of a non-crimp fabrics
[56].

Representative Volume Element (RVE) is an effective volgomained a set of microstruc-
ture elements. It has to be smaller than the original sanWglé. Drugan and J. R. Willis [57]
has a definition of RVE — “the smallest material volume elenhwdrthe composite for which
the usual spatially constant “overall modules” macroscapnstitutive representative is a suf-
ficiently accurate model to represent mean constitutiveaese”. They pointed out the im-
portance meaning of “mean constitutive response”. It esg@e that the RVE has to be small
enough to represent the mean of surrounding materials.ré=igjd (b) shows a typical RVE.
The spaces beside the wire/yarn could be filled with a matetenmal. The sum of all proper-
ties of materials in the square would be replaced by the &feegolume of each mechanical
property. It is very difficult to get a good representativ. CEhis concept has extracted many
articles which propose their research in finding the be®diRVE that is suitable to their

specific application [58—60].

4.1.1 Mesh Method

To successfully implement a FEA, the meshing methodologypeortant to locate joint points
(nodes) and continuous elements over the modelled objdwdreTare several meshing meth-
ods such as lines for one-dimensional models, trianglesjaadrilaterals for two-dimensional

models, and tetrahedral, triangular prisms and hexahedithifee-dimensional models. Fig-
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4.2. Simulation with ABAQUS

(a) (b)

Jogn -

::::;_l_l;f:::l |I| al | [ ]

T OO0

Figure 4.1: Typical models of Finite Element Method (a)cétéd unit cell of a NCF, (b) a
closed-form RVE of the same fabric.

ure 4.2 exhibits samples of these mesh methods and typmalesits shapes in them. FEA
accuracy can be improved when more elements and correctmmegtblods are used. However,
the simulation will then spend much more computing res@jras more elements and meshes

mean larger numbers of equations to be solved.

4.2 Simulation with ABAQUS

ABAQUS is a well-known commercial FEA software originallgwkloped by HKS, USA, and
now is under SIMULIA of Dassault Systemes. It has a full caligiof performing coupled
thermo-electrical analysis as described in its documiemtatin ABAQUS, while coupling,
electrical conductivity can be temperature-dependett tla@ internal heat can also be a func-
tion of electrical current. Theories of thermo-electriapplications in ABAQUS are such that
the solver of electrical problem is based on Ohm'’s law equafor the flow of the electrical
current, then it derives the amount of thermal energy geeeray electrical current (Joule
heating); the solver of thermal part is essentially baseteat conduction; however, it could
be extended to heat convection and radiation from its §bj@ét].

The coupled thermo-electrical problem is an unsymmetpecablem. It is impossible to
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Linear elements

Triangular elements

7
> >

Tetrahedral elements

Figure 4.2: Typical finite element shapes and mesh pointaétlorough three dimensions.
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4.2. Simulation with ABAQUS

calculate thermal and electrical evaluations simultasboit has to first reach the convergence
of either the thermal or the electrical solution, then cesyhe solution of the first solver to the
other solver, reaches the convergence of the new problemaupules back to the first solver,
and so on, until both solvers are convergent and the systeiticegm is reached. There are
two types of coupled thermo-electrical analysis in ABAQUSXact and approximate Newton'’s
methods.

The exact implementation has a non-symmetric Jacobianxatrepresent the coupled

equations:

Kvv Kyt AV Ry
= (4.1)

Krv Krr AT Ry

whereAV andAT are the respective corrections to the incremental eletfpctential and
temperatureK;; are submatrices of the fully coupled Jacobian matrix, BpéndRy are the
electrical and thermal residual vectors, respectively.

The coupled thermo-electrical analysis will be quadréiifazonvergent when the solution
estimate is within the radius of convergence of the algorith

For problems with weak coupling between thermal and elgadtsolutions, ABAQUS uses
the approximate implementation. TKgT andKrty are assumed to be relatively small to the
component&yy andKyt. Equation 4.1 is turned to equation 4.2. The rate of converges
not quadratic any more and depends strongly on the magrofutle neglected coupling effect.
This approximate method generally needs more iteratioash@ve equilibrium, compared to

the exact implementation of Newton’s method.

K 0 AV
VV _ Rv 4.2)

0 Krr AT Rr

In the implementations of this research, | use the exactemphtation of Newton’s method

to execute the coupling thermo-electrical simulation.
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4.2. Simulation with ABAQUS

The electrical and thermal conductivity value can be temjoee dependent in particular
applications. Applying the temperature dependence mdieeproblem complicated and in-
creases the cost of calculations significantly. There amneemaus articles using the results of
ABAQUS simulation to compare them to experiments. To knosvdapability and accuracy of
coupled thermal- electrical stimulation of ABAQUS, Wanglatilali (1995) ran a comparison
with an experiment in automotive electrical fuse [62]. Theported that the finite element
analysis results are in some agreement with experimersialise The differences between the
simulations in ABAQUS and experiments may be due to the tyfjpmadel chosen, overes-
timated infrared temperature measurement, etc. Zhanglidagos, and Groza (2003) also
reported that their electrical-thermal prediction usingdUS mostly match the experimen-
tally observed values [63]. There are other papers that lisee the coupled thermo-electrical
simulation of ABAQUS in different areas such as in the powatenpact/die/punch assembly
during the spark plasma sintering process [27], or in blagkif electrically heated engineering
materials [26].

For textile material analysis, ABAQUS/CAE has predicteel tthermal transport behaviour
of woven ceramic matrix composites with unit cell FE modgl[is6], and tension and strain on
meso-scale with representative volume element [64]. In @BIS, to draw a layout of a textile
pattern is always a challenge. The difficulties are not onbdelling in shapes of fabrics but
also planning designated contacts and boundary conditidrese reported woven models for
simulations on mechanical properties in ABAQUS or other R&@éls chose Unit-Cell or RVE
and expand the successful results to larger networks bgmumibehaviour assumptions.

ABAQUS has capabilities of solving highly non-linear prefris in various fields. The
coupled electrical-thermal problem may not be as difficalbtgher coupling mechanical ap-
plications such as fluid-solid interactions. However, tiamel memory consumption are very

large while applying the simulations to a larger networksrefor thermo-electrical problems.
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Figure 4.3: Comparison between the finite element and axjeatial results in a coupled
thermo-electrical problem (cited from Wang and Hilali [52]

4.3 Summary

In summary, thermo-electrical simulation using ABAQUS oavenient and efficient tool for
design, specially when there are no or limited experimeaddh. The more the elements or
meshes included in a model, the more the accurate resultsiWweun a simulation. The main
reason that ABAQUS was chosen in this study to compare wigkrmimator3D program is
that there are several published papers comparing theariexental results with simulations
of ABAQUS based on finite element method [26][27][56][6 3]@4]. Reports show that the
results from ABAQUS have been reasonably accurate. | use@UBato build the layouts of
IC interconnects and textile composite models, run the lsitimns of thermal and/or electrical
problems, and post-process the results. The next chapleitlugtrate several examples of
Therminator3D and ABAQUS and compare the results usingwteprograms. The main
point of interest is to evaluate how Therminator3D (netwbased approach) compared to

ABAQUS (finite element method) under computation time andJ@fRemory criteria.
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Chapter 5

Applications and Comparisons

In this chapter, the results of thermo-electrical simolagi from Therminator3D will be com-
pared with those of ABAQUS in different examples. For all siations, | have used an iden-
tical MacBook machine, which has MAC OSX 10.5 OS, 4G RAM, Ii@ere 2 Duo 2.4 GHz.
The compiler for Therminator3D is gcc version 4.3. ABAQU$istalled in windows XP pro
system VMFUSE virtual machine in the same MacBook. Whildgrening the simulations of
ABAQUS, | disable unnecessary running programs in MACOS3tay and allow ABAQUS
software in the VMFUSE could take as many resources of the MBK system as possible.
In the first section, | verify the solutions of Therminator® basic layout examples. The
following sections in this chapter present results of th@rsimulations of Manhattan layout of
IC interconnects with/without current, non-crimp fabr@gngposites with temperature bound-
ary conditions and with/without a body heat flux (currentpwen fabric composites and 20
by 20 large network results. Finally, a large-scale modéhwiultiple boundary conditions is
demonstrated. The comparison of computation cost for eeamgle case is shown in the end
of the example. A summary of performance of Therminator3Biven in the last part of the

chapter.

5.1 Basic Layout Examples: Verification of Therminator3D

It is first necessary to verify the accuracy of solution of ithimator3D in basic problems be-
fore | continue my simulations in more complex problems. uststart with a single wire

(with dielectric) simulation which has a current of 0.001 Athe wire. The size of wire is
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5.1. Basic Layout Examples: Verification of Therminator3D

10um x 10um x 400um (width x depth x length). The layout is shown in Figure 5.1.- Re
sults of this thermo-electrical simulation are shown inufeg5.2. Materials of the wire and
dielectric are given in Table 5.1. The results of the exattutation from Equations (2.14)
and (2.15), Therminator3D, and ABAQUS are well matched. é&s@mple, on node (x=22.5
um), the temperature calculated using ABAQUS was 10.67420®he exact calculation from
Excel resulted was a temperature of 10.673@@&nd for Therminator3D the temperature was
10.672037C. The percentage of difference of exact calculation anarmhmtor3D simulation
is 0.01%. The total number of nodes and elements in TherorBBRtwere 11 and 12, respec-
tively. I minimized the meshes of ABAQUS to 10 elements wHimtmed 44 nodes to make it
close to Therminator3D. The percentage of difference ofesalculation and ABAQUS sim-
ulation is 0.0112%. The percentage of difference of TheatorBD and ABAQUS simulation
is 0.02%.

The next basic example is a layout of three wires with the ssix® The system was
heated in the middle wire by an electrical current (0.001Hje layout is shown in Figure
5.3 and the comparison of results is included in Figure 5Her@ is no exact calculation for
this case because of the complexity of coupling behaviowranthe three wires. However, |
can compare the results between ABAQUS and Therminator8Bthié node position x=22.5
pmon the middle wire, the temperature calculated using ABAQI#S 9.107710C, and for
Therminator3D the temperature was 9.087000 The percentage of difference is 0.0227 %,
which is slightly higher than the previous example with aviee.

Results of these two simple layouts suggest that ThermiBat@an perform thermo-
electrical simulations as accurate as ABAQUS. Next, | mawsvard to more complicated
simulation cases in IC interconnects, textile materials famally large-scale networks. | will
compare results from the two programs with respect to tirewlsition time and the CPU/mem-

ory used.
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Figure 5.1: The layout of one wire simulation.
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Figure 5.2: The temperature distribution of one wire sirhafa
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Figure 5.3: The layout of three-wire simulation
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Figure 5.4: The temperature distribution of three-wireldation.
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Table 5.1: Material properties used in simulations adpistenarrow-line effects [46] [65]

Material | Thermal
Conductivity
(W/m-K)
Wire (Row and Column) Cu 710
Vias Cu 710
Dielectric SiO 14

Table 5.2: Material properties used in simulations.

Material | Thermal
Conductivity
(W/m-K)
Wire (Row and Column) Bulk-Cu | 401
Vias Bulk-Cu | 401
Dielectric SiO 14

5.2 IC Interconnects Network

The IC interconnect modelling is a fundamental applicatbitherminator3D. The rapid and
accurate simulations on IC interconnects by Therminatos2B® originally demonstrated by
Labun and Jagjitkumar [17]. In this section, | present twaregles with Manhattan lay-
outs. They are Joule heating simulations with and withouekedtric, and a fixed temperature
boundary condition on one end of a wire.

A four-column by four-row, two-layer grid (Figure 5.5) waendered as an RC network for
Therminator3D, and written as a coupling file and a netlist filemperature and thermal flux
boundary conditions were achieved using equivalent cus@urces and resistors at the end of
the corresponding rows and columns (Figure 5.6). As showiigare 5.7, both electrical and
thermal conductivities of wires are considered to be teatpee dependent. The electrical and

thermal conductivities of dielectric (matrix) are congseldto temperature-independent. Each

row and column was divided into 12 identical resistors. Baslstor coupled to those opposite
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5.2. IC Interconnects Network

to it by the sames'@ value. The values oB'@ were calculated and calibrated by ABAQUS
simulations. Each via was also represented by a resistarABAQUS without dielectric,
each resistor was modeled as a single, three-dimensiatahgular element (a “brick”). The
coarsest mesh of a brick is consistent with an accurate FHA&i®o in order to minimize
CPU time and memory. Dielectric fill required a more complegsimin the finite element
method. To simulate scenarios without vias in the presehdetectric, the material type of

via was simply changed to dielectric. In ABAQUS, | used a™tigoe of constraint without any
space tolerance. The materials of wire and vias were coppuktre dielectric was$iO, with
properties shown in Table 5.1. The dimension of each intereot is 1Qmx10umx120um
(WxDxL).

The selected mesh size in Figure 5.8 was to make a fair cosgpebetween two simula-
tions by ABAQUS and Therminator3D. More meshes in the ABAGUSBodel will increase
the accuracy of simulations. However, it will also incredfls® consumption of computational
resources. In Therminator3D, the inside temperatureibligion of a resistor is calculated by
equation (2.14), which is based on an analytical soluticopg®sed to the approximation used
in FEA.

Two examples were executed: a passive thermal problem wathand a Joule heating
problem without vias.

The temperature distribution in the passive network wasutaied by Therminator3D (Fig-
ure 5.8 (a) and (b)). The ABAQUS model with an automatic ineeatation found the temper-
ature contours shown in Figure 5.8 (c) and (d). Figure 5.9stbe consistency of temperature
solution along column 3, obtained by both Therminator3D ABAQUS. The CPU time for
these cases (Table 5.3) is the average of three simulati®) mote that due to the variation of
actual user- and system- time from one run to another, tlétiote and memory on the same
machine is somewhat variable for each result.

ABAQUS meshes the dielectric, and it significantly incresattee number of nodes N, the

CPU time, and memory requirements (Table 5.3). The netwbrkherminator3D does not
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5.2. IC Interconnects Network

require more nodes to include dielectric heat conductianjristead couples through the di-
electric by updating "¢’ on each resistor while it iterates the evaluations. Theatoi3D’s
CPU time is dominated by th®(N3) symbolic solution. Iterative evaluations requid¢N)
operations and incur negligible incremental CPU time.

The next example is to remove all vias and apply the eletirioaient (0.01 A) on column
3. The temperatures of endpoints of all interconnects areosg@°C. The resulting temper-
ature distribution calculated by Therminator3D for thigwark is shown in Figure 5.10 (a)
and (b). A similar model was established in ABAQUS with auédimincrementation and the
temperature contours were plotted in Figure 5.10 (c) and F&jures 5.10 to 5.12 show the
consistency of the temperature distribution, obtained lbgrininator3D and ABAQUS. Over-
head dominates ABAQUS CPU time for small number of elemdmnis for larger problems

(such as the cases with dielectric) CPU time scales with tineber of iterations.

2 / 2 2 2

&T ei;iplerattltre( 1 00 °C)

Figure 5.5: Four-by-four, two-layer grid with vias showiagproximate segmentation into
connected resistors.Temperature at each end and on s$aebstset to T = (°C, except T =
100 °C is applied to one end of interconnect 3. Note that here blgittrecal and thermal
conductivities of wires are assumed to be temperature digper{i.e., non-linear analysis).
The porosity ofSiO; is considered to be 0 %.
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5.2. IC Interconnects Network

(a) (b)

AMP MPRES AMPRE P

Figure 5.6: Boundary Conditions achieved by equivalentuiirsource and resistors (a)
Temperature boundary condition circuit schematic (b) Hiet boundary condition circuit
schematic.

Thermal and Electrical Conductivity

60 410
’é‘ 55 4 Electrical %
= - 400 E
= 50 - =
£ Thermal =
P 45 - =
= -390 &
£ 40 - £
= =
£ 35 - - 380 =
2 30 - g
= 5 - 370 ©
g 20 - 360 T
= 15 - =
10 : : : : : : 350
300 350 400 500 600 800 900

Temperature (°K)

Figure 5.7: Temperature-dependent thermal and electricaluctivities of copper.
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5.2. IC Interconnects Network
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Figure 5.8: Interconnect temperature distribution for mleéwork shown in Figure 5.5 com-
puted by Therminator3D with (a) and without (b) dielectdnd by ABAQUS with (c) and
without (d) dielectric (T=108C applied to the end of column 3 at (x,y)=(80,60)); note: the
dielectric material mesh around the wires is not shown inréigyc) and (d).
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5.2. IC Interconnects Network

Table 5.3: Comparison of CPU time and memory required by mimetor3D and ABAQUS
for Joule heat analysis with temperature-dependent elatand thermal conductivities.

Dielectric Number of CPU Number of | Minimum
Elements Time(sec) | Iterations Memory
Required
T3D 96 + 8 (vias) | 0.063 12 2.6 MB
Fig. yes (104 nodes)
5.8(a)
ABAQUS 741 12.0 7 24 MB
Fig. (2212 nodes)
5.8(c)
T3D 96 + 8 (vias) | 0.054 11 2.5MB
Fig. no (104 nodes)
5.8(b)
ABAQUS 104 11 7 18 MB
Fig. (480 nodes)
5.8(d)
T3D 96 0.053 13 2.5MB
Fig. yes (96 nodes)
5.10(a)
ABAQUS 741 19.8 13 24 MB
Fig. (2212 nodes)
5.10(c)
T3D 96 0.049 13 2.5MB
Fig. no (96 nodes)
5.10(b)
ABAQUS 96 11 9 18 MB
Fig. (416 nodes)
5.10(d)
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5.3. Non-Crimp Fabric Network

100
90 % —Vias with Dielectric(Abaqus)
. ****Vias without Dielectric(Abaqus)
80 —Vias with Dielectric (T3D)
70 T\ ****Vias without Dielectric(T3D)
60 <
9.40 .
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Figure 5.9: Comparison of column 3 temperature distrilbufio Figure 5.5, calculated by
Therminator3D and ABAQUS.

5.3 Non-Crimp Fabric Network

In this section, | simulate non-crimp fabric network moddiigh may be an interpreted IC
interconnects model. The overall layout of non-crimp falisi made by layers with stitches
that fix the fabric shape. | can conveniently translate thelevmon-crimp fabric network
into an interconnect network. The yarn of NCF materials sl@gous to the interconnect of
IC circuits. The vias, which can be assigned different valweTherminator3D, express the
contact behaviour between yarns in NCF. The dielectric igit€uits is analogous to the resin
material in NCF networks. Overlapping yarns are assumee tio pperfect contact without a
gap. The resin material is analogous to the 0% por&iBs.

A dry biaxial NCF structure made of copper is considered. heriminator3D, only lon-
gitudinal and overlap contact thermal conduction is asslne., G =0 for all rows and
columns of the network). The latter assumption was to siiyphie problem for comparison

purposes with other FE models. The size and computatiosalafdrherminator3D analysis
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5.3. Non-Crimp Fabric Network

140 - (b)
120 /‘\\

R ot /

2 2 :

o 260 - f 4

; g 4

= = 20

() (d)

+2.316e4(1
+1.158e401
400008400

00008400
5.0646+01

Plun 27 23,372 Pacifc Daylght Time 2008

ODB: nvrdy -dovm.cds  Abaqus/Stendard Version £.8-1  Sun'S# 28 00:00:56 Pzcific Daylight Time 2003

Figure 5.10: Interconnect temperature distribution foe thetwork shown in Figure 5.5
with vias removed, computed by Therminator3D with (a) anthait (b) dielectric, and by
ABAQUS with (c) (partial cut-view) and without (d) dieleatr(l;ms= 0.01 Amp through col-

umn 3). Notice that in the ABAQUS model, the dielectric metieshould be actually meshed.
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5.3. Non-Crimp Fabric Network

140 .,/,_;._.__.\\
120 el N i
4 N
s N\ R
100 / '\
O 4
& 80 / \\
o I \
£ 60 / \ i
2 / \
40 / = No Dielectric(Abaqus) N
4 —With Dielectric(Abaqus) \Y
20 ***No Dielectric (T3D)
0 ==With Dielectric(T3D)

80 70 60 50 40 30 20 10 O -10 -20 -30 -40
Y (um)

Figure 5.11: Comparison of column 3 temperatures showngargi5.5 with vias removed,
calculated by Therminator3D and ABAQUS.
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Figure 5.12: Comparison of column 4 temperature distrdut Figure 5.5 with vias removed,
calculated by Therminator3D and ABAQUS.
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5.3. Non-Crimp Fabric Network

was not significantly affected by the neglect of lateral thalrconduction [17]; note that the
inclusion ofG'a would result in an unsymmetrical system matrices basedeivib different
orders of differential equations appearing in Equatiorl2.lt is also assumed that there are
no Joule self-heating and no heat loss into the environnaghaljatic condition). Vias, with
relatively small dimensions compared to the interconn®ét £ 0), represent a perfect thermal
contact between overlapping yarns. Nodal temperaturg @ssential) and thermal flux (i.e.,
free) types of boundary conditions were achieved usingvadgnt current sources and resistors
at the end of corresponding rows/columns.

The first test problem is shown in Figure 5.13, which cons$® four-by-four, two-layer
grid. The thermal conductivity was assumed to be constalteg of material properties used
are given in Table 5.2. Each yarn is 1®n x 10 um x 100 um. The resulting temperature
distribution in the network was calculated by Therminaehd is shown in Figure 5.14(a).
A similar model was established in the ABAQUS finite elemeathage with automatic incre-
mentation and the temperature contours were obtainedr@-gt4(b)). Figure 5.15(a) shows
the temperature variation along column 7, obtained by T3DABAQUS. Next, the procedure
was repeated by allowing a variation of conductivity witmfgerature (similar to the example
in Figure 5.5). Comparison of results for the new nonlinesgecis shown in Figure 5.15(b).
Table 5.4 also includes results for an unbalanced NCF wherthermal conductivity value of
rows is doubled (for columns, it was unchanged).

Table 5.4 compares the CPU time required for these two exesging T3D and ABAQUS
in an Apple MacBook. Each value shown is the average of thepeats of a computer experi-
ment; note that due to the variation of actual user- and sydiee from one repeat to another,
the total time in the same machine can be non-repeatablee¥ah parentheses refer to the
CPU times normalized by the number of temperature nodes () DIDIe temperature trajectory
for the temperature-independent thermal resistance sdseimd in a single T3D evaluation.
As compared to ABAQUS results, the convergence of the selfistent temperature calcula-

tion for the temperature dependent case was faster in T3Dadie linear time required for
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5.3. Non-Crimp Fabric Network
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Figure 5.13: An NCF represented by a two-layer interconggdtwith vias showing approx-
imate segmentation into connected resistors. All endgeimiperatures are set to T =°C
except T = 100C is applied to one end of interconnect/yarn 7. To mimic a dbyit, the zero
porosity of dielectric can be used in Therminator3D.

the evaluation of the symbolic solution. For example, themgotation time was 0.056 sec-
ond using T3D and 1.53 second using ABAQUS. The estimatioa tf T3D is 29 times faster
than that of ABAQUS (80 elements). From Figure 5.15(a), laeothat in ABAQUS | require a
large number of elements (640 elements) to achieve a tetapexdistribution almost identical
to that of T3D with 80 elements (this would suggest that the/ecgence rate of solution dur-
ing mesh refinements would be faster in T3D). For examplempgrature independent case,
the temperature calculated using Therminator3D was 36,JABAQUS (80 elements) was
37.6°C, and ABAQUS (640 elements) was 36'G on the point at coordinate x=6@m and
y=0 um. The temperature distribution calculated using T3D waselo that using ABAQUS
(640 elements).

Finally, a fourth example was chosen to demonstrate thacapioin of T3D for thermo-
electrical analysis of fabrics (e.g., for E-textiles whetectronic components are embedded
into a fabric structure). The NCF geometry of four-by-fotwo-layer grid was considered
and an electric current (0.001 Amp) was applied to intereohi@ (Figure 5.16). Each wire

is 10 um x 10 um x 180 um. In this case, the Joule heat creates a body heat flux through-
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5.3. Non-Crimp Fabric Network
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Figure 5.14: Interconnect temperature distribution fertletwork shown in Figure 5.13, com-
puted by Therminator3D (a) by ABAQUS (b) (T=19D applied to the end of column 7 at

(x,y)=(80,60)).
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5.3. Non-Crimp Fabric Network

(a) Temperature Distribution
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Figure 5.15: The row 3 temperature trajectory for the nekworFigure 5.13, computed by
T3D and ABAQUS with thermal resistance independent (a) apkddent (b) of temperature
(results are for the balanced fabric case).
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5.4. Woven Fabric Composite Network

Table 5.4: Comparison of Therminator3D and ABAQUS CPU tifieeghe heat analysis of a

4x4 metal non-crimp structure.

T3D ABAQUS ABAQUS
No. of Elements 80 80 640
CPU Time (sec) for 0.055 1.63 3.03
Temperature Independent (6.88E-04) 6.44E-03 (2.00E-03)
Balanced NCF Example
CPU Time (sec) for 0.056 1.53 2.93
Temperature Dependent (7.00E-04) (6.05E-03) (1.94E-03)
Balanced NCF Example
CPU Time (sec) for 0.057 1.66 2.96
Temperature Dependent (7.13E-04) (6.56E-03) (1.96E-03)
Unbalanced NCF Example

out column 7. The result of the network calculation is showrfrigure 5.17 and the result
of ABAQUS simulation is shown in Figure 5.18. Self-consmtthermo-electrical calculation

with temperature-dependent thermal and electrical ssist required only 0.096 sec CPU
time. Figure 5.19 shows the temperature comparison on aiteswT he temperature distribu-

tion lines of ABAQUS and Therminator3D along all 8 wires aeasonably matched.

5.4 Woven Fabric Composite Network

Woven fabric composite materials are composed of intertagarns with good mechanical
properties, specially for impact applications. The exaejpe of woven fibres is rather difficult
to reproduce using CAD tools. Descriptions of the exact acinbehaviours between fibres
are also challenging. In Therminator3D, the shape of yaansbe represented by switching
the coordinates of nodes in the NCF case and replacing neplingudata for the thermal
and electrical capacitances. | have made a comparison afvtheimulation (ABAQUS and
Therminator3D) results in this section to show the potéofidherminater3D for thermal and
electrical evaluations of woven materials.

The layout of the fabric considered is four by four dry plaieave wires (here, | also refer

to the wires as yarns) with partial vias shown in Figure 5.2 dimension of each yarn
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Figure 5.16: A two-layer interconnect grid layout with viesd Joule heat generated on inter-
connect 7.
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Figure 5.17: T3D implementation of NCF layout in Figure 5.16
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Figure 5.18: ABAQUS implementation of NCF layout in Figuré .
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Figure 5.19: The comparison of all 8 wires between ABAQUS &hdrminator3D with vias
and heated wire 7
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5.4. Woven Fabric Composite Network

is 10umx10umx180um (WxDxL). The material properties used are listed in Tabl2 5A
current (0.001 AMP) was applied to yarn 5. The resulting terajure distributions of T3D
and ABAQUS are shown in Figure 5.21 and 5.22, respectively.

To further evaluate differences between two simulationABRQUS and Therminator3D,
| listed the temperature profiles of all 8 yarns in Figure 5.Z& a second test case, | ap-
plied the same current to yarn 7. Those temperature disimmion all 8 yarns have been
shown in Figure 5.24. In the woven fabric case, since them®isimple method to compute
the exact coupling data, | used a calibration with the resftABAQUS to estimate th&'at
parameters (Figure 3.5). The Therminator3D results ofaihy are in a good agreement with
the simulation of ABAQUS, except for yarn 7 in the first examfiFigure 5.23) and for yarn
5 in the second example (Figure 5.24). The reason those darm®t match well the tem-
perature distribution lines of ABAQUS is the complexity afupling behaviours estimated in
Therminator3D. For example, the Therminator3D tempeeatdityarn 7 is colder than that of
ABAQUS in the case of heated yarn 5 (Figure 5.23). In fact, merminator3D, there is no
coupling data for yarns 5 and 7 to see each other. In futur&wbrs worth continuing to
derive more comprehensive coupling formulas in order t@iobinore accurate results from
Therminator3D. In Table 5.5, | list the data of CPU time andwoey required by Thermi-
nator3D and ABAQUS for the performed woven fabric simulatioThe results clearly show
that Therminator3D has higher speed and memory saving itéjeab The CPU time for the
simulation of Therminator3D is 0.06 sec. The CPU time forgimeulation of ABAQUS is 8.1

SecC.
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Figure 5.20: A woven fabric composites represented by al&yer interconnect grid with vias
showing approximate segmentation into connected resisidne “X” indicate the yarn have
vias presented and woven. All endpoint temperatures ate et 0°C.

Table 5.5: Comparison of CPU time and memory required by mivetor3D and ABAQUS on
woven fabric materials. Cases for Joule heat analysis witiperature-independent electrical
and thermal conductivities. A current of 0.001 AMP was agplio yarn 5

Dielectric | No. of CPU Minimum
Elements Time(sec) Memory
Required
T3D 96 + 8 (Vias) +2| 0.06 2.5MB
Fig. 5.21 yes (Sky)
(106 nodes)
ABAQUS 12893 8.1 31 MB
Fig. 5.22 (3751 nodes)
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Figure 5.21: Yarn temperature distribution for the netwslkwn in Figure 5.20, computed by
Therminator3D.

5.5 Large-Scale Network Simulation

This research expects that Therminator3D has high capatailsimulate large-scale networks.
In this section, | use two examples to verify this. The firshmple shown in Figure 5.25 is
a 20 (columns) by 20 (rows) network with vias. The dimensibeach wire is 10x10x400
um (WxDxL). The material properties are given in Table 5.2. Boeindary condition isTC
temperature on substrate and a current of 0.001 AMP is apfdievire 3. This network has
1680 nodes including vias for Therminator3D and 45538 ndoleABAQUS. The CPU time
of simulation of Therminator3D was found to be 181.19 secl(iding 179 seconds to form the
symbolic solution and only 2 seconds for performing the nucaésolution). The CPU time of
simulation of ABAQUS was 391.70 sec. The symbolic solutiomherminator3D took most
of the CPU time before entering iteration loops of numerscdilition. The number of iterations

in Therminate3D was 35 iterations (in ABAQUS, it was 2 iteyas). However, the speed of
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b5 09:40:55 Pacific Daylight Time 2010

Y Step: Step-1

Increment 1: Step Time = 1.000
Primary Var. TEMP
7 Deformed Var: not set Deformation Scale Fad

Figure 5.22: Yarn temperature distribution for the netwslkwn in Figure 5.20, computed by
ABAQUS.

iterations of Therminator3D was very fast, each iteratiatydook 0.0571 sec, compared to
ABAQUS which took 185.85 sec.

The second example shown in Figure 5.26 is a 20 (columns) lfso2&) network without
vias and a temperature ofQ is applied to the ends of all wires and the substrate. It has
1680 nodes without vias for Therminator3D and 45538 nodeABAQUS. The CPU time of
Therminator3D is 181.18 sec. The CPU time of ABAQUS is 325d€bnds. When compared
to the previous example, the CPU time of Therminator3D ismath affected by the presence
or absence of vias. It also shows that Therminator3D’stitema only requiréO(N) additional
operations and do not correlate with CPU time.

Figure 5.27 shows the simulation results of Therminator8y@m and Figure 5.28 shows
the simulation results of ABAQUS program. From those tworggithe temperature distribu-
tions of T3D and ABAQUS are consistent. Table 5.6 shows thetrhinator3D could reach

the purpose of fast simulation on large scale networks.dadharge-scale simulations, | found
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Figure 5.23: The comparison of all 8 yarns between ABAQUS Hmerminator3D on woven
case without vias and with heated yarn 5. (the dimensionasghd to 10x10x180 (WxDxL)

Qm).
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5.5. Large-Scale Network Simulation

that the order of memory of the worst case (which has viasetted with columns and rows)
to form the L and U matrices is near d° . The reason such a large memory is required
while the size of networks increased, is the solver of thauCatgyorithm to form the linked-list
hashtables of L and U matrices. However, the iteration tifneuonerical solution is hardly
affected by the scale of network.

Finally, I include an additional simulation case of 18 (ecohs) by 18 (rows) with multi-
boundary condition as shown in Figure 5.29. The dimensidmsch wire is 10x10x40(m
(WxDxL) and its material properties are the same as thoseediqus large-scale networks.
It is very straight forward to apply boundary conditions ihéfminator3D. | use a set of cur-
rents, current resistors and one resistor to create a heatesand apply any node designated
to the netlist file as shown in Figure 5.6. This shows the pgatkof Therminator3D program
to demonstrate complicated boundary conditions on lacgéesietworks. The simulation time
for the latter example was 195.3 seconds and the requiredf@Ptération became 1.9 sec-
onds.

Table 5.6: Comparison of CPU time required by TherminatoaB8D ABAQUS on Large Scale

network. Cases for Joule heat analysis with temperatulep@endent electrical and thermal
conductivities.

Dielectric No. of CPU Iterations
Elements Time(sec)

T3D 1680 + 400 (Vias) | 181.19 35

Fig. 5.27(a) yes (1680 nodes) (179 seconds
for symbolic
solution, 2
seconds  for
numerical
solution)

ABAQUS 52263 391.70 2

Fig. 5.28(a) (45538nodes)

T3D 1680 181.18 35

Fig. 5.27(b) | Y©° (1680 nodes)

ABAQUS 52263 325.40 2

Fig. 5.28(b) (45538 nodes)
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Figure 5.28: The simulation results of ABAQUS for a 20x20. ngl) Layout as Figure 5.25.
(b) Layout as Figure 5.26.
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Temperature Distribution

FUEE e

IR

Figure 5.29: The multiple boundary condition simulatiosuks by Therminator3D for a 18x18
net.

5.6 Evaluation of Effective Thermal Conductivity

Therminator3D program is also a tool which could rapidlyfpen sensitivity analysis on
effective thermal conductivities of textile networks. Let consider a three-factor and three-
level design of experiment (DOE) to evaluate the effect ghsicant factors on the effective
thermal conductivity of a typical woven fabric. Figure 5.B0the cause-effect diagram to
indicate these factors. Detailed steps of the conducted B®BEhown in Appendix D.

Similar parametric studies could be used for other meclaproperties of textiles. | could
also use Therminator3D to find optimal textile materials arspecific design objective such
as maximization of effective thermal conductivity. For rmaizing the thermal conductivity
of a given textile material, varying the degree of via cotdahould be considered as a first
attempt, without a need to change the fibre/matrix materidlsa result, different optimum

products could be manufactured with minor changes in fabido process. In fact, in my DOE
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study, the vias effect (see Figure C.2 in Appendices D ) pitdeebe the highest among the

study variables (width of wires, vias, and porosity of matri

Width of Wire Vias

Volume of main wire Connection type

Thermal conductivity Thermal conduChyity

Effective Thermal
Conductivity

Percentage of porosity
7
Thermal conductivity

—

Porosity of matrix

Figure 5.30: Cause-effect diagram used in the DOE study.

5.7 Summary

In summary, the symbolic solution procedure and the ina@afpan of analytical heat solution
over each interconnect segment allows the net-based agtpiroaherminator3D to efficiently
address the equivalent resistance circuits that incotpdhee thermal transport of intercon-
nects. From examples performed in this chapter, the sped@d@uracy of Therminator3D
are very satisfactory. The examples also showed that Thetor3D can solve large scale
simulations in a short time and the consumed CPU time is gatfgantly affected by the iter-
ations required for nonlinear problems. It is also able tal deth several boundary conditions
problems. The analytical model and network structure mdwserinator3D uses fewer nodes,
and thus less memory than FEA, while offering a competita@iaacy. In FEA, the dielectric
material is actually included in the CAD model and meshedeneas in Therminator3D no

additional elements are used for the dielectric (matrixifuFe studies are needed to use layout
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extractors, such as Magic, to extract netlists and morerategoupling input files, specially

for woven networks.
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Chapter 6

Conclusions

In this chapter, | summarize the main conclusions of the ootedl research and present some

future work directions for further development and impnmeat of the work.

6.1 Summary of Contributions

The new network-based temperature simulation programgniinator3D, was successfully
developed. This program employs a modified RC network wtsateveloped from electromi-
gration reliability verification concept. Performance loé foroposed network-based simulation
has been verified through several test cases. Therminatpp&ared to be a fast and accurate
thermo-electrical simulation tool throughout this thedis the case of large network simula-
tions, the memory need was large during symbolic soluti@egdure because of forming LU
matrices by Crout algorithm. However, after the LU matriaesformed, the CPU-time usage
of iterations to reach the thermal solution was found to behmress than traditional FEA tool.

The main characteristics of Therminator3D can be sumnthazdollows.

1. Network-based approach in Therminator3D efficientlyradsles the equivalent resis-
tance circuits that incorporate the thermal transport tdroonnects, and fibre yarns in

the case of textiles.

2. Therminator3D can solve large interconnect/textile posite simulations in a short time
and the consumed time is not significantly affected by thaitens required for nonlin-

ear problems.
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. The analytical models and network structures mean thetritimator3D uses fewer nodes
and thus less memory than FEA. In FEA, the dielectric/matraterial is actually in-
cluded in the CAD model and meshed, whereas in Therminatod3ditional elements

are used for the dielectric/matrix.

. Therminator3D can be used as a fast and reliable simnltda in optimal deign of IC

interconnect/textile networks at micro/meso scales.

There are assumptions applied to the applications of thdy/st

. This research only calculated heat conduction behaviteait convection and heat radi-

ation are not considered in this study.
. This research only simulated steady-state problems.
. The temperature in each conductor varies only in the kemge direction.

. The property of via represents the degree of contact leetwelumn and row. The
applications in this research assumed that those conteetseafectly connected with

columns and rows, and witho®2.

6.2 Future Work

The work represented in this thesis was a first step to impte/simulation of large scale net-

work models using Therminator3D. | only illustrated therthal and electrical problems on IC

interconnects and textile materials. However, there isagmtential to develop several other

mechanical simulations on material behaviours, such amsstress response which is nor-

mally obtained by FEA, and multi-physic problems which aftequire higher computational

resources.

To achieve these future goals, there are four phases tovfollo
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6.2. Future Work

1. Develop more advanced coupling formulas to include layatiables such as the angle
of yarn, distance, effective properties, etc. Also consadelipling effects between more
wires in complex layouts such as woven fabrics. Since thelsimrea model is not per-
fectly working in the woven structures, formulation of thaupling value with different
curvilinear shapes should be calibrated by experimenttoaidEA results. The other
option to improve the accuracy of coupling data is using @ fsgllver to calculate the

coupling data.

2. Modify an open-source layout extractor, such as Magiextoact netlist input files with
detailed thermal coupling data. In this research, netfist @upling data were the key
input information. Using a friendly and precise layout teall improve accuracy of

simulations and avoid unexpected convergence errors.

3. Modify the Therminator3D code to increase its speed ewethdr. Therminator3D
demonstrated a fast and accurate temperature estimatiangenscale I1C interconnects
and textile composite networks. However, for the largeespabblem, the Crout algo-
rithm in symbolic solution increased the consumption of mgnin forming LU matri-
ces dramatically. One can employ a different decomposélgarithm, such as SuiteS-
parseQR Decomposition [66], to store the information ofiéascale networks which

would decrease the convergence order f@3) to O(N~17).

4. Simulate different mechanical properties in textile posite materials and IC fields.
There are very complicated and ultra-large structureshvtiwld be considered for me-
chanical stress analysis coupled with an interaction oéteetrical behaviour of wires/-

yarns.
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Appendix A

The Input Parameters of Weave Program

There is a pre-processor program, called “Weave”, that a8 instead of layout extraction
tools. It created netlist file and coupling file of an internent layout for the examples |
demonstrated in this thesis. The following technology peaters used in this program are
shown as samples:
#H#HHE Technology parameters##HH
#
# Vertical distance between rows and substrate in nm
A=10
# Row thickness in nm
B=10
# Vertical distance between rows and columns in nm
C=10
# Column thickness in nm
D=10
# zero-porosity isotropic dielectric coefficient of dietiec
E=3.8
# electric potential on voltage sources (V) or current omenirsources
# (A), depending on preceding (v) or (i) flag
F=1
# bulk thermal conductivity of interconnect W/nm-K

# True value: G=7.1E-7
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G=7.1E-7

# Number of rows per net

K=2

# Number of columns per net

L=2

# Number of nets (1 or 2)

M=1

# Number of resistors between vias on a row in net 1
N=4

# number of resistors between vias on a row in net 2
n=4

# % porosity of dielectric (6= O <= 100)

0=0

# Number of resistors between vias on a column in net 1
P=4

# Number of resistors between vias on a column in net 2
p=4

# Temperature coefficient of resistance (%/K)

#0Q=0.33

Q=0

# bulk electrical resistivity of interconnect Ohm-nm

# [From Steinhoegl, et al, 2003, Fig. 6, for T=300K]
R=22

# Resistance of vias in ohms

S=2.2

# zero-porosity thermal conductivity of dielectric W/nm-K

# True value: T=1.4E-9
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T=1.4E-9

# Row pitch in nm (for rows on the same net!)

U=40

# Column pitch in nm (for columns on the same net!)

V=40

# Row width in nm

wW=10

# Column width in nm

X=10

# Factor for thermal & electrical source resistances (beree resistance = Y * via resistance)
Y=1000

# Multiplier for longitudinal thermal resistance on rowrt@nating resistors

Z=1.0E3
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Appendix B

Modified Netlist and Coupling Data for

Simulations

The netlist and coupling data of different simulation cas&s be modified to apply different
boundary conditions. Below an example is shown:

Original format of a netlist file: (for a four columns by four r ows case )

Resistor node0 nodeR # Xjowerle fYiowerle fXupperrightyupperright. R "9

Currentsource node0 nod€lms

RES4 36 3.300000 # 135 90 150 90 10.000000 211267.605634

AMP1 0 37 0.000000

RESAMP1 0 37 30000000.000000 # 25 -35 35 -25 0.001 0.0001

RES2-39 2 39 300000000000.000000 # 25 -5 35 5 10.000000 19238566 7

How to apply the boundary conditions on the netlist file:

1. Keep the original values &°"9 from the weave program, the simulation will keep the

“Adiabatic” condition .
2. To set a heat flux condition, | input the value of currggqt into the AMP set.

3. To make the temperature zero degree on one specific pasimply apply a very small

RI°"d (largeG'°"9) on that point and connect it to the substrate.
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4. To make a specific temperature BC, | use a set of regulatoescurrent sources and
very large current resistors. The large current resistto iseep the current in the set
(e.g., along a given wire). The format of this set is showrowelor a 20-column by

20-row case with a fixed temperature boundary conditioniegan node 1228.

AMP41 0 1681 1.000000

RESAMP40 0 1681 3000000000.000000 # 405 405 415 415 10.000M#D61459.667093
RES1681 1228 1681 2.200000 # 405 415 415 425 10.000000 1478423

AMP42 0 1228 -1.000000

RESAMP40 0 1228 3000000000.000000# 415 415 425 425 10.000#D61459.667093

Woven material application :

For woven material applications, | simply change the cowygptiata with actual location of
the woven resistor.

Example of an original coupling data with the interconnecispled to the ground substrate
is shown below (the example is a four-column by four-row fase
(cap resistof resistofO(substrate) ¢ # Glat

CAP RES23 0 6750 # 0.000000067581395396

CAP RES24 0 6750 # 0.000000067581395396

CAP RES25 0 750 # 0.000000007509043933

CAP RES26 0 750 # 0.000000007509043933

CAP RES27 0 750 # 0.000000007509043933

CAP RES28 0 500 # 0.000000005006029289
The modified coupling data for the woven material couplecheodground and an upper level
substrate (RES97 is the upper level substrate)is as folithvesollowing information is for the
woven case in Figure 5.20)

CAP RES1 0 646.6666667 # 0.00000000647446455
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CAP RES2 0 2833.333333 # 0.00000002836749930
CAP RES3 0 2833.333333 # 0.00000002836749930
CAP RES4 0 480 # 0.00000000480578812
CAP RES5 0 480 # 0.00000000480578812

CAP RES1 RES97 2833.333333 # 0.00000002836749930
CAP RES2 RES97 646.6666667 # 0.00000000647446455
CAP RES3 RES97 646.6666667 # 0.0000000064 7446455
CAP RES4 RES97 2833.333333 # 0.00000002836749930
CAP RES5 RES97 2833.333333 # 0.00000002836749930
CAP RES6 RES97 480 # 0.00000000480578812
CAP RES7 RES97 480 # 0.00000000480578812

101



Appendix C

Using DOE in the Evaluation of Effective
Thermal Conductivity of the Fabric with

13D

The effective thermal conductivity of a bar with an unifornogs-section can be assessed by:

Keff = —
eff AT

Ket is the effective thermal conductivitg,is heat flux xis the length, andT is the difference
of temperature,

Previous studies show thit s increases as the ratio of yarn width to gap (pitch) spacing
increases, and also increases as the yarn or resin matenmsctivity increases [67].

In my DOE study using Therminator3D, the model simulated tmescolumn by two-row
model as shown in Figure C.1. All parameters are the samesas stnown in Table 5.2. The list
of chosen factors and their levels is shown in Table C.1. TNOXA anaysis was performed
in Minitab. From the effects plots, shown in Figure C.2 an8,Q.could easily identify the
most effective factors by the slopes of the plots. In thislgtthe present of vias and the width
of yarn (represents the inverse of gap between two paraltelsjvseem to be key factors to
modify the effective thermal conductivity of the fabric fla C.2 and Figure C.2). The vias
factor contributes 95% to the effective thermal conduttivariation while the width of yarn
(wire) has 3.95% contribution. The porosity has only 0.G¥8¥1% contribution. Figure C.3

shows that there are no interaction effects between thergdeas (The interaction between
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vias and the yarn width is as low as 0.23%). The ANOVA modeldpsvalue< 1.34E-07. It

means that the model has more than 99.9999% confidence.

o

4

Figure C.1: The layout used in the DOE study.

103
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Table C.1: Study factors and their levels.

Experiment No.| Porosity| Width | Vias | Kets

1 0 10 yes | 5.59192439
2 0 10 no | 3.45329090
3 90 10 yes | 5.59163182
4 90 10 no | 3.43795226
5 0 15 yes | 6.15930938
6 0 15 no | 3.81417690
7 90 15 yes | 6.15908276
8 90 15 no | 3.77329034

Table C.2: ANOVA results and effect estimates from minitab.

Parameters| Effect Estimate Sum of Squares Percent Contribution
Width (A) | 0.457765004 | SSA 0.419097597 | 3.94576573%
Porosity (B)| -0.014186096 | SSB 0.000402491 | 0.00378941%
Vias (C) 2.255809488 | SSC 10.17735289 | 95.81885115%
AB -0.006370492 | SSAB | 8.12E-05 0.00076417%
AC 0.109652961 | SSAC | 0.024047544 | 0.22640544%
BC 0.013926506 | SSBC | 0.000387895 | 0.00365200%
ABC 0.006403465 | SSABC | 8.20E-05 0.00077211%
Sserror | 4.62E-14
SST 10.62145159
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Main Hfeds Plot for Keft
Caia Means
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Figure C.2: Main effects plot fake+¢.
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Interadion Plot for Keff
Data Means
0.0 03 No Yes
1 1 1 1
” L6 Width
—— 0.010
Sy e | ¢ [—®— 0015
Width AR
L4
6 Porosity
A
Lo |—m- 09
y
U N
Vias

Figure C.3: Interaction effects plot f& .
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