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ABSTRACT 

Myriad factors influence perceptual processing, but “embodied” approaches 

assert that sensorimotor information about bodily movements plays an especially critical 

role. This view has precedence in speech research, where it has often been assumed 

that the movements of one’s articulators (i.e., the tongue, lips, jaw, etc.) are closely 

related to perceiving speech. Indeed, previous work has shown that speech perception 

is influenced by concurrent stimulation of speech motor cortex or by silently making 

articulatory motions (e.g., mouthing “pa”) when hearing speech sounds. Critics of 

embodied approaches claim instead that so-called articulatory influences are attributed 

to other processes (e.g., auditory imagery or feedback from phonological categories), 

which are also activated when making speech articulations. This dissertation explores 

the embodied basis of speech perception, and further investigates its ontogenetic 

development. Chapter 2 reports a study where adults made silent and synchronous 

speech-like articulations while listening to and identifying speech sounds. Results show 

that sensorimotor aspects of these movements (i.e., articulatory-motor information) are a 

robust source of perceptual modulation, independent from auditory imagery or 

phonological activation. Chapter 3 reports that even low-level, non-speech articulatory-

motor information (i.e., holding one’s breath at a particular position in the vocal tract) can 

exert a subtle influence on adults’ perception of related speech sounds. Chapter 4 

investigates the developmental origins of these influences, showing that low-level 

articulatory information can influence 4.5-month-old infants’ audiovisual speech 

perception. Specifically, achieving lip-shapes related to /i/ and /u/ vowels (while chewing 
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or sucking, respectively) is shown to disrupt infants’ ability to match auditory speech 

information about these vowels to visual displays of talking faces. Together, these 

chapters show that aspects of speech processing are embodied and follow a pattern of 

differentiation in development. Before infants produce clear speech, links between low-

level articulatory representations and speech perception are already in place. As adults, 

these links become more specific to sensorimotor information in dynamically coordinated 

articulations, but vestigial links to low-level articulatory-motor information remain from 

infancy. 
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1: INTRODUCTION 

1.1 Theoretical orienting and basic claims 

From a perspective outside that of psychology, perceptual systems in the brain 

are often intuited as simple recording devices. For example, as I listen to the radio, 

rapidly changing sound waves hit my eardrum and begin a process that involves the 

cochlea, the auditory nerve, etc., and which eventually leads my brain to record, and 

thus perceive these sound waves as words. At this level of description, perception 

describes the process of how our sense organs record information about the external 

world. 

From a psychologist’s perspective, however, perceiving the radio is not just a 

recording of whether and which sound waves were present. As I listen to the radio, I 

actively interpret and analyze sensory signals coming in from the ear. For example, I 

normalize the acoustic signal for the broadcaster’s gender and the idiosyncratic 

properties of her voice. I recognize that she is speaking English, which, after many years 

of speaking myself, has altered the way that I can perceive certain phonetic cues. I 

understand that she is talking about politics and this conceptual knowledge has helped 

me determine that she said “vote,” even if in isolation that word would have sounded 

more like “boat.” This list of experiential and conceptual influences in perception could 

go on indefinitely, but the point here is that analysis of the sensory signal is just as 

important as the sensory signal itself. This is one reason that many psychologists have 

viewed the process of perception as so inherently interesting: a myriad of factors affect 

perceptual processing of the raw sensations given to us by our sense organs, and a 
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scientific description of these phenomena cannot be captured by physiologists or 

neuroscientists alone. The psychological study of perception is needed to fully describe 

how the phenomenological experience of perception can arise. 

This dissertation makes two basic claims about perception: one is related to the 

basic mechanisms underlying perceptual analysis, while the other is related to the 

ontogeny of these mechanisms. First, the present work argues that perception is, at 

least in some respects, “embodied.” In other words, it is claimed that information about 

bodily movements and action planning are critical in understanding how sensory signals 

are analyzed. Second, this dissertation also describes the ontogenetic development of 

these embodied aspects of perception. It is claimed that this development follows a 

process of “differentiation,” such that links between perception and action are broadly 

specified in initial stages, becoming more attuned in development to more specific and 

functional relations between perceiving and acting. These claims are based in the 

domain of speech research, since both of these views have precedence in the field. On 

the one hand, it has often been assumed that the movements of one’s articulators (i.e., 

the tongue, lips, jaw, etc.) are closely related to perceiving speech (Fowler & Galantucci, 

2005). On the other hand, differentiationist views have also been popular in describing 

the development of speech perception and production (Werker & Tees, 2005). 

Several additional characteristics of the speech signal make it an excellent case 

study for understanding embodied aspects of perception, and for understanding 

differentiationist aspects of its development. First, most human perceivers have a rich 

base of experience perceiving and producing speech, beginning in infancy and 

extending into adulthood. Second, this topic has important implications for individuals 

impaired in either speech perception or production: children and adults with these 

problems often face profound difficulties in modern society. Third, there is a scientific 
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need for this type of research: a significant gap in literature exists with respect to 

research that evaluates articulatory-motor influences on speech perception. Consider, 

for example, Fowler & Galantucci’s (2005) discussion on this point: 

“In fact, evidence for motor involvement in speech perception is weak. 
However, apparently this is because such evidence has rarely been 
sought, not because many tests have yielded negative outcomes.” (p. 
643) 

This latter observation is a particularly curious one, given the ample historical 

and theoretical precedent for this research. One of the first psychological theories of 

speech processing, the motor theory of speech perception, had assumed that 

articulatory processes are recruited in speech perception (Liberman, F. S. Cooper, 

Shankweiler, & Studdert-Kennedy, 1967; Liberman & Mattingly, 1985). Evidence quickly 

accumulated, which seemed to question some of the stronger versions of the motor 

theory, however, and this approach has not been a focus of productive speech research 

in the last 20 - 30 years (Lotto, Hickok, & Holt, 2009). This has changed in the last 5 

years, however, as work related to the motor theory of speech perception has yielded 

some promising new directions.  Recently published findings have suggested, for 

example, that transcranial magnetic stimulation (TMS) of motor cortex (D'Ausilio et al., 

2009; Möttönen & Watkins, 2009; Watkins, Strafella, & Paus, 2003) or silently moving 

one’s articulators (Ito, Tiede, & Ostry, 2009; Nasir & Ostry, 2009; Sams, Möttönen, & 

Sihvonen, 2005) while hearing syllables can modulate speech perception.  

This dissertation further explores these recently reported phenomena in the 

domain of speech. Chapters 2 and 3 investigate the origin of these articulatory 

influences in processing, further exploring and describing the embodied basis of speech 

perception. Chapter 4 investigates the developmental origin of these embodied 
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influences on speech perception, testing pre-verbal infants. Three basic claims are made 

in the following empirical chapters: 

• Chapter 2 describes a study where adults make silent and synchronous 

speech-like articulations while listening to and identifying speech sounds. 

Results show that sensorimotor aspects of these movements (i.e., 

articulatory-motor information) are a robust source of perceptual modulation, 

supporting an embodied approach to speech perception. 

• Chapter 3 further shows that low-level articulatory-motor information 

embedded in non-speech gestures (i.e., simply maintaining an articulatory 

position when holding one’s breath) can also influence adults’ perception of 

speech sounds. However, this low-level information has a subtler effect on 

perception than making the dynamic speech-like movements described in 

Chapter 2. 

• Chapter 4 shows that this low-level articulatory-motor information can also 

influence audiovisual speech perception from early in development, by at 

least 4.5 months of age. Crucially, this is an age before which infants have 

begun producing clear speech, and suggests that embodied links in speech 

may be experience-independent. 

Chapter 1 is devoted to a deeper description of the research in which this 

dissertation is situated. Section 1.2 discusses some of the broader theoretical debates in 

perception that are relevant to the concepts of embodiment and differentiation. Section 

1.3 discusses research from domains outside of speech (primarily vision) that investigate 

links between perceptual and motor processes. Section 1.4 reviews evidence related to 

articulatory involvement in speech perception. Finally, Section 1.5 previews the content 

of subsequent chapters in more detail. 

1.2 The theoretical landscape 

Two central, but distinct issues in cognitive science have guided a large body of 

research in recent years. First, researchers have conceptualized the representations or 
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processes involved in perception and in cognition as either embodied or symbolic. 

Second, developmental research has focused on two very general classes of theories: 

differentiation versus enrichment accounts. This dissertation will present evidence from 

the domain of speech perception that will have implications for our understanding of 

perceptual processes vis-à-vis these two issues. What follows below are two sections 

that briefly outline the central differences between embodied versus symbolic 

approaches on the one hand, and enrichment versus differentiation approaches on the 

other. 

1.2.1 Perceptual and cognitive processes: embodied or symbolic? 

In his classic book Vision, which is one of the most influential texts in the study of 

cognitive science, David Marr defines and attempts to tackle a basic problem outlined by 

George Berkeley almost 300 years ago (Marr, 1982): how does the nervous system 

represent a complex visual scene given the limited input available from the image 

projected onto the retina? In the course of investigating this phenomenon, Marr made 

several seminal contributions to our field, including a clear exposition of how levels of 

analysis can affect the types of paradigms and questions used to investigate mental 

processes. Marr’s general approach to this problem, moving from 2-D information on the 

retina to our rich 3-D experience, involves building a representational model. That is, the 

purpose of perception is to analyze sensory input in order to reconstruct a mental model 

(i.e., a symbolic representation) of external reality. Marr’s general framework has seeded 

almost all of the dominant theoretical frameworks in the contemporary study of cognitive 

science. For example, a classical modular approach suggests that perceptual 

processing is a matter of integrating across encapsulated perceptual inputs (i.e., 

independent from motor processes), which output to symbolic cognitive representations, 

and which, in turn, construct a model of the external world (Dennett, 1986; Fodor, 1983). 
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This symbolic view can be contrasted with another broad view of perception and 

cognition: an embodied approach, which has historically been the less dominant of the 

two within psychology. This view assumes that perception and cognition are tied 

intimately to the mechanics of bodily movement, the mental simulation of action, or are 

radically interactive (i.e., situated) between the body and the local environment 

(Barsalou, 2008; Gibbs, 2006; M. Wilson, 2002). What follows below is a brief survey of 

the intellectual traditions that have influenced contemporary approaches to embodiment. 

Second, the kinds of phenomena captured by the term “embodiment” in the modern field 

of cognitive science are outlined. Of these, a particular sense is identified that is relevant 

to the work discussed in later chapters. Third, a brief discussion of mirror neurons is 

presented, which ties that literature to the study of embodiment. These sections provide 

some of the requisite background to understand the rather compelling effects 

demonstrated in the empirical chapters, or how the physical movements of one’s 

articulators could possibly influence the way that one perceives speech. 

1.2.1.1 Intellectual traditions contributing to notions of embodiment 

The philosophical roots of embodied theories, at least in Antiquity, are generally 

attributed to Epicurus, known more infamously for his philosophical views on social 

attitudes (e.g., an Epicurean feast). A common thread through both of his scientific and 

social philosophies, however, is a strong materialist sensibility. For example, Epicurus 

suggested that the “soul,” which is commonly interpreted in Greek texts to represent 

concepts like consciousness or mental processes, may be concentrated in certain areas 

of the body (i.e., inside the heart or the head), but that atomistic components of the soul 

are also distributed throughout, and thus inseparable from the body as a whole. This 

was an important precursor for materialist views in cognitive science: Epicurus was one 
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of the first to suggest that cognition and mental life in general might necessarily be 

grounded in bodily sensations. 

Most rationalist philosophers in the Western tradition, including Descartes and 

Rousseau, have avoided this materialist bias, discussing philosophical arguments for the 

basic distinction between mind and body, between mental and physical life, and between 

subjective and objective senses of self. One of the most interesting challenges to these 

notions comes from Merleau-Ponty, a French philosopher writing in the mid-twentieth 

century. In what is generally considered his most important work, The Phenomenology 

of Perception (1962), Merleau-Ponty argues for a middle-of-the-road solution. He is not a 

complete materialist, but nor does he embrace a completely rationalist view of mental 

life. Rather, he argues, there is some meaning to be lost in always assuming 

detachment between the mind and body: certainly some phenomena (e.g., I see the sky) 

cannot be understood by detaching the perceiver (i.e., the bodily sense of ‘I’) from the 

objective sense of perceiving (i.e., the mental phenomenon of ‘seeing the sky’). 

A similar materialist tendency is also at the root of early psychological theories, 

which eschewed formal constructions and mental abstractions in favour of motor 

processes and/or their mental simulations. Perhaps one of the best examples of this is 

William James’ original ideomotor principle (1890). The phenomenon of ideomotor 

effects, which suggests that mental imagery of an action automatically leads to 

execution of that action, was not original to James. Rather, his contribution was the 

“psychologizing” of the relation between mental processes and bodily action. This 

tendency is reflected, for example, in James’ discussion of emotion: recall his famous 

claim that we experience fear because we tremble, and not that we tremble because we 

experience fear. James was one of the first to link the kind of actions that one performs 

with the psychological processes involved in perception and cognition.  
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Finally, the perspectives generated by J.J. and Eleanor Gibson (E. J. Gibson, 

1969; J. J. Gibson, 1979) make seminal contributions to contemporary views on 

embodiment. Several key concepts from what has been termed an “ecological” approach 

to (visual) perception are found in modern embodied approaches, and two of these 

claims are especially relevant here (a third is the basis of differentiation accounts, 

discussed below in Section 1.2.2). First, Gibsonian accounts place a priority on 

understanding the contents of perceptual information: what, to use their parlance, are 

the “objects of perception”? Ecological theories of vision claim perceptual information 

originates from the object directly, rather than from abstract representations 

reconstructed from sensory information. In this way, what we perceive is an object’s 

surface, rather than the fluctuations in the light that are reflected from its surface. This 

does away with the kind of representational infrastructure that is assumed, for example, 

in Marr’s approach to vision (1982). 

Second, ecological views of perception emphasize that the environment affords 

only some kinds of actions for the perceiver. The goal of the perceiver is to determine 

which affordances are present in their environment, and in this way it is ultimately the 

potential for action that motivates perception and drives behaviour. For example, a 

Gibsonian might emphasize that perception of visual surfaces is driven by the 

possibilities in the visual environment provides for navigation, sitting, picking up objects, 

etc. These two points, the discarding of intermediate and abstract representations, as 

well as the focus on perception in guiding action, are two theoretical cornerstone on 

which modern embodied approaches are built. 

1.2.1.2 What is meant by “embodiment” in cognitive science? 

In the study of cognitive science, there is not a clean division-of-labour between 

phenomena that might be classified as “abstract” vs. “action-related” and symbolic vs. 
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embodied theories. Indeed, symbolic theories abound, even when it comes to the study 

of phenomena tied closely to bodily movements: for example, speech perception (Aslin, 

Jusczyk, & Pisoni, 1998; Massaro, 1998; Repp, 1981; Sawusch & Gagnon, 1995) or 

artefact-concepts and tools (Bloom, 1996). Similarly, embodied theories have also dealt 

with more abstract phenomena. For example, cognitive linguistic approaches seek to 

explain abstract concepts like time through our bodily understanding of space (e.g., we 

move through time, days fall behind us, etc.) (Lakoff & M. Johnson, 1980). Embodied 

approaches are also popular in explaining social phenomena, assuming that the way in 

which individuals empathize or take another person’s perspective involves mentally 

simulating what it might be like to experience these emotions or situations oneself 

(Goldman, 2006; Meltzoff & Brooks, 2001). 

Given that there are many types of behavioural phenomena described by 

“embodied” theories, Wilson (2002) offers a comprehensive discussion that parses the 

distinct meanings of this term. Two of the senses in which “embodied” might be used to 

describe cognitive processes are a) that these processes happen in the real-world 

(a.k.a., “situated” cognition) and b) that these processes happen under real-world time 

constraints (Chiel & Beer, 1997; Clark, 1997, 1999). In this view, almost all cognitive 

activities take place in the context of a continuous stream of perceptual input, motor-

planning, and decision-making (e.g., talking while driving, navigating a room while 

conducting a visual search, hammering a nail while checking whether a portrait is level, 

etc.). Only a circumscribed set of cognitive activities will take place outside of the 

constraints of real-time, rich environmental contexts: day-dreaming or remembering, for 

example. Embodied approaches emphasize the futility of building representations of the 

external world before deciding how to act, since the environment changes so fluidly, and 

demands on cognitive processes occur in much faster time scales (Brooks, 1991; Clark, 
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1997). A third sense of the term “embodied” suggests c) that cognitive work is off-loaded 

frequently to the environment. For example, we are often able to use pen and paper to 

aid memory in one form of archival off-loading. Several studies have further suggested 

that we can use environmental cues to save ourselves cognitive work in on-line tasks as 

well: for example, manually rotating blocks in the game of Tetris to evaluate their fit is 

more efficient than mentally rotating these blocks before placing them (Ballard, Hayhoe, 

Pook, & Rao, 1997; Kirsh & Maglio, 1994). This sense of embodiment extends the scope 

of the cognitive system, allowing information in the environment to do “mental work.” 

The two remaining senses of embodiment that Wilson (2002) refers to are d) that 

perception and memory must be understood in the way that these processes contribute 

to guiding action, and e) that cognitive processes are still tied to mechanisms of sensory 

processing and motor control, even when removed from real-world environments. 

Several studies have supported these ideas in a variety of domains. For example, 

perceiving others’ actions can sometimes activate motor plans in the perceiver 

(Rizzolatti, Fogassi, & Gallese, 2001). Other studies show that relevant actions are 

primed when one processes images of certain objects (i.e., objects with handles for 

grasping) (Chao & Martin, 2000; Handy, Grafton, Shroff, Ketay, & Gazzaniga, 2003; 

Tucker & Ellis, 1998) or even when one processes the meanings of action words 

(Glenberg, 2008; Glenberg & Kaschak, 2003; Zwaan & L. J. Taylor, 2006). Theoretical 

frameworks have further argued that cognitive processes, even when removed from 

local environments that demand some sort of action, are inherently embodied because 

they use mental simulations of action or sensory processes to organize information 

(Grush, 2004; Jeannerod, 2001). 

The purpose of this section was to clarify the polysemy inherent in the term 

“embodied.” Various approaches have referred to embodied theories that cover many 
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types of cognitive phenomena, from perception to social behaviour, and all of which 

share some basic assumptions about the importance of acting within the context of a 

body that is situated in an environment. The use of the term “embodied” in this 

dissertation refers more precisely to the senses that are expressed when used by 

perception researchers (Knoblich, 2008; Prinz & Hommel, 2002; Schütz-Bosbach & 

Prinz, 2007): that perceptual processes are best understood through the ways in which 

they interface with motor-planning and action, and that they are tied to the processes of 

motor control in even simple laboratory tasks removed from rich environmental contexts. 

1.2.1.3 Mirror neuron systems: neural evidence for embodiment? 

In recent years, new evidence has suggested a neural mechanism by which 

actions are tied to perceptual processes. Rizzolatti and colleagues have reported 

specific populations of neurons in an area of rhesus monkey cortex (i.e., Brodmann’s 

area F5) which is homologous with a part of Broca’s area in human cortex (Gallese, 

Fadiga, Fogassi, & Rizzolatti, 1996; Rizzolatti et al., 2001; Rizzolatti & Craighero, 2004). 

Populations of these so-called “mirror neurons” will fire both when a monkey observes a 

specific type of goal-directed action (e.g., a human or monkey hand grasping an object), 

and when the monkey performs the same or a similar action. This activity is selective to 

both the type of action (i.e., grasping or pushing), and to the temporal synchrony of the 

event (i.e., these neurons fire more during perception or execution of the action, as 

opposed to before or after the event).  

These findings have motivated many theories that suggest the mirror neuron 

system is involved in human cognition and its evolution. Phenomena related to mirror 

neurons are purported to include theory of mind (Trevarthen & Aitken, 2001), autism 

(Dapretto et al., 2005), and the evolution of language (Arbib, 2005; Fogassi & Ferrari, 

2007; Rizzolatti & Arbib, 1998). It is difficult to show, however, that mirror neuron 
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systems actually exist in humans. Indirect evidence for this comes from studies 

suggesting covert facial movements (observable only with sensitive instruments 

measuring small amounts of electrical activity) are made when these same adults 

observe facial expressions of others (Dimberg, 1982; Hess & Blairy, 2001; Lhermitte, 

Pillon, & Serdaru, 1986; Sato & Yoshikawa, 2007). Furthermore, several studies using 

neurophysiological measures have suggested that sympathetic brain activity is detected 

when observing others’ movements in both neuroimaging experiments (e.g., Rizzolatti, 

Fadiga, Gallese, & Fogassi, 1996) and EEG studies (Lepage & Théret, 2006; Oberman 

et al., 2005). Some theorists (Lepage & Théret, 2007) have also suggested that 

evidence for a mirror neuron system in human infants comes from studies on their rich 

repertoire of imitative capabilities from very early in life (Meltzoff & Moore, 1977, 1983, 

1997). 

While mirror systems are often invoked in descriptions of embodied phenomena, 

the link with speech perception is highly controversial (see Lotto et al., 2009 for 

discussion on this point). Currently, there is only circumstantial evidence that mirror 

neurons are involved in vocal communication. For example, some mirror neurons fire 

when a monkey performs an action (e.g., tearing sheet of paper), sees that action (e.g., 

a human tearing a piece of paper), and hears sounds produced by that action (e.g., 

sounds of paper-tearing) (Kohler et al., 2002). Other neurons in monkey cortex are also 

sensitive to mouth actions (e.g., sucking or grasping food with the lips) and have the 

same properties as more classical mirror neurons (Ferrari, Gallese, Rizzolatti, & 

Fogassi, 2003). Further work will be needed to evaluate the link between these neurons 

and specific vocal behaviours in monkeys, and further relate these findings to the 

domain of speech in humans. 
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1.2.2 Developmental course: differentiation or enrichment? 

Enrichment accounts assume that development builds up from the initial state of 

infants’ perceptual and conceptual systems. James (1890) offered one of the most 

historically influential accounts of perceptual development, which assumed an 

enrichment view (e.g., an infant’s world was initially a “blooming, buzzing confusion.”). 

Since then, the bulk of the perceptual development literature has argued over the 

character of this initial state: empiricist approaches assume that infants begin with basic 

learning heuristics (e.g., associations) and/or motor reactions (Cohen, Chaput, & 

Cashon, 2002; Elman, M. Johnson, Karmiloff-Smith, Parisi, & Plunkett, 1996; Munakata, 

McClelland, M. H. Johnson, & Siegler, 1997; Piaget, 1952), while rationalist approaches 

argue that the initial state involves more elaborated innate representations (Spelke, 

1995; Spelke & Kinzler, 2007). What both of these approaches share, however, is the 

view that perceptual abilities develop incrementally, starting from some particular 

assumptions about the initial state, and only then building more elaborate perceptual 

representations of real-world objects and events. 

Differentiation accounts, on the other hand, assume that both sensory input and 

motor interactions with the environment are rich in information content, and that mature 

perceptual representations are not constructed or enriched. Rather, development implies 

the refinement of perceptual processes towards such that they optimally processes 

patterns of sensory input that are both invariant (i.e., correlated across modalities) and 

adaptive (i.e., goal-oriented). These invariant and adaptive patterns are selected from 

the rich set of sensory inputs available to a learner throughout development (Thelen & 

Smith, 1994; E. J. Gibson & Pick, 2000). Below, two general classes of differentiation 

theories are briefly described. First, Gibsonian and dynamic systems theories are 

outlined, which emphasize the tight coupling between the environment, perception, and 
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action in development. Second, the phenomenon of perceptual narrowing is discussed, 

which similarly suggests that perceptual systems are broadly sensitive in the initial state, 

and are attuned or reorganized in accord with “native” perceptual categories. 

1.2.2.1 Differentiation in ecological and dynamic systems theories 

The Gibsonian description of development is an example par excellence of a 

differentiation account. In the initial state, rich sensory input is available as the learner 

explores and interacts with the environment. Perception, in other words, is rich from the 

beginning, and not built up from a small set of sensory primitives or innate concepts (E. 

J. Gibson, 1969; E. J. Gibson & Pick, 2000; J. J. Gibson & E. J. Gibson, 1955). An 

emphasis in these approaches is on one’s interactions with the environment in 

combination with the goals of the learner. One principle of learning is to be “economical,” 

or to detect invariant patterns across modalities in the rich perceptual input from different 

senses, and a second is to find patterns which “fit affordances,” or which differentiate 

perceptual schemas that are adaptive in a given environment (E. J. Gibson & Pick, 

2000). 

Dynamic systems theories also capture the essence of a Gibsonian approach to 

perceptual learning, but elaborate on the tight coupling between the environment, motor 

feedback, and the developing perceptual system (Kelso, 1995; Kugler & Turvey, 1987; 

Thelen & Smith, 1994). The principles of these theories can best be exemplified in the 

domain of motor development, where even the appearance of stage-like, Piagetian 

development is rarely observed. Rather, development often appears haphazard, where 

certain motor behaviours (e.g., the stepping reflex) can be observed at one point in 

development, disappear in another, and then reappear again at a later point (Thelen & 

D. M. Fisher, 1982). These theories explain such erratic courses of development by 

placing an emphasis on a dynamically changing system of constraints on behaviour that 
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stem from both the external environment (e.g., the surfaces on which infants will step), 

and from endogenous factors specific to a particular infant (e.g., the mass and weight of 

the legs). With experience, however, these dynamically changing constraints settle into 

stable, efficient patterns. These patterns may emerge slowly and in piecemeal (e.g., the 

ability to walk), but eventually become robust in developmental time and across many 

contexts (Adolph, 2000, 2008). 

1.2.2.2 Perceptual reorganization and narrowing 

Developmental accounts of perceptual reorganization and narrowing suggest that 

infants’ perceptual systems are broadly sensitive in their initial states, but become more 

attuned to “native” patterns over the course of development (see Lewkowicz & 

Ghazanfar, 2009; L. S. Scott, Pascalis, & Nelson, 2007; Werker & Tees, 2005 for 

reviews). One of the most well described cases of this perceptual change is in the 

domain of speech. For example, Werker & Tees (1984) reported that English-learning 

infants at certain ages (i.e., 6-8 months of age and younger) show broad tuning in their 

perceptual sensitivity for speech: they easily discriminate a non-native phonetic contrast 

from Hindi. With more experience hearing English, however, older infants (i.e., 10-12 

months of age) have more difficulty discriminating this non-native phonetic contrast, 

which is not used functionally in their native language. 

Perceptual systems in young infants show some degree of organization in early 

stages (Eimas, Siqueland, Jusczyk, & Vigorito, 1971), but this initial state is not 

“universal” in the sense that the perceptual system is ready to distinguish the full set of 

phonetic contrasts used in the world’s languages at birth (Narayan, Werker, & Beddor, 

2010). Theoretical views suggest instead that there is some modest degree of 

organization in the initial state, but language experience serves to “reorganize” 

perceptual systems (Werker, 1995). The development of speech perception, for 
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example, shows simultaneous effects of facilitation in the perception of native phonetic 

categories and of decreasing sensitivity to non-native information (Werker & Tees, 

2005). The set of mechanisms that shape these developmental changes in speech 

perception, however, is still an active area of research (Kuhl, Tsao, & Liu, 2003; Maye, 

Werker, & Gerken, 2002; Yeung & Werker, 2009; Yoshida, Pons, Maye, & Werker, 

2010). 

In summary, the purpose of this section was to briefly outline some differentiation 

approaches to development. What is common across these broad types of approaches 

(i.e., Gibsonian theories, dynamic systems theories, perceptual narrowing/ 

reorganization approaches) is their assumption that perceptual and cognitive 

development in human infants begins with an initially broad sensitivity to sensory 

information. With development, however, sensory input that is rich in information and 

usually correlated across multiple modalities shapes the functioning of perceptual and 

cognitive systems. This often results in more developed and organized patterns of 

behaviour, which reflects the invariant and functional aspects of sensory experiences 

that are accrued from early in development. 

1.3 Action in perception: a general overview 

The previous section presented a brief outline of the major theoretical debates in 

study of perception. In this section, a more thorough review of the evidence for 

embodiment in perception is presented. Section 1.3.1 provides some historical 

background, drawing heavily from examples in vision, where the bulk of this work has 

been done. Section 1.3.2 reviews some empirical evidence showing that motor 

competencies are built into perceptual analysis of visual motion. Section 1.3.3 describes 

evidence that motor circuits are automatically activated when observing actions. Section 

1.3.4 reports work showing how sensorimotor input can affect the analysis of perceptual 
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information. Section 1.3.5 describes some developmental work examining the coupling 

between perception and action. Finally, Section 1.3.6 describes theoretical constructs in 

the embodied perception literature. 

1.3.1 Historical roots 

The history of embodied approaches in perception is rooted in motor theories of 

(visual) perception, which suggested several ways that afferent feedback from muscles 

might contribute to visual analysis (see Viviani, 2002 for review). This idea can be traced 

as far back as Berkeley (1709), who suggested that depth perception arose from a 

‘feeling of strain’ during accommodation (i.e., changes in the lens of the eye) and 

convergence (i.e., inward rotation of the eyes) when maintaining fixation on an object 

that moves towards or away from a perceiver. By the time the link between binocularity 

and depth perception was made in the late 19th century, several questions about the 

phenomenology of vision still remained: for example, where does the notion of size 

constancy come from, and how does a visual scene remain stable when one initiates 

saccades or programs complex eye-movements? Prevailing theories on vision at the 

time followed Berkeley’s precedent, and dealt with existing problems in the study of 

vision by assuming that the afferent connections, or feedback from muscles to the 

central nervous system, played an important role in perceptual processing (see 

Scheerer, 1987 for review).  

In the latter half of the 19th century, a new generation of motor theories focused 

on efferent, rather than afferent connections: the role of motor commands, rather than 

the reactive feedback from the execution of actions. By the late nineteenth century, 

Helmholtz (1867) had asserted that simply the intention to execute a motor action was 

enough to influence perception, which came to be known as an outflow theory of visual 

perception. In Helmholtz’s view, the intentions to make saccades are incorporated with 
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the sensory information coming from the retina, thus compensating for movements of the 

whole visual field that are caused by saccades. Consider what happens when one 

fixates the moon behind a field of swiftly moving clouds passing from left to right. 

Occasionally, one might experience that the clouds themselves stay still, while the moon 

moves in the opposite direction as the clouds’ actual movement. Helmholtz’s explanation 

of this phenomenon was related to automatically initiated saccades that would normally 

follow the moving clouds (i.e., what is known as optokinetic nystagmus). This tendency 

for nystagmus is inhibited at some downstream stage, but not before the intention to 

make these saccades is incorporated in the calculation of how the whole visual scene 

would be expected to move leftwards. This information from the intention to move one’s 

eyes is incorporated into the phenomenological experience of perception, and thus 

results in this illusion. 

1.3.2 Motor competencies in perception of visual motion 

Some of the most interesting lines of evidence in support of couplings between 

perceptual and motor systems have shown that physical properties of human motor 

movements affect perception of motion (or implied motion). Consider, for example, the 

“two-thirds power law,” which is a lawful relation between the velocity of a moving point 

and the degree of curvature in its trajectory, and which is a relation that is closely 

obeyed when attempting to move human limbs (Lacquanti, Terzuolo, & Viviani, 1983; 

Viviani & Schneider, 1991; Viviani & Terzuolo, 1982). Imagine tracing an elliptical shape 

on a sheet of paper: the velocity of your pencil slows as you reach the parts of the ellipse 

that have the most curvature. This is just one physical manifestation of the two-thirds 

power law. 

Implicit knowledge of this motor tendency penetrates visual perception. For 

example, Viviani and Stucchi (1989) presented a point on a screen that moved in an 
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elliptical path, but did not leave a traceable line. The velocity profile of the point’s 

movement biases the estimated eccentricity of the ellipse that is traced out (i.e., how flat 

or round the traced path of the point looks), and this bias closely follows the parameters 

established by the two-thirds power law. In cases where participants had to judge when 

the velocity of the point was constant while the trajectory of the path was varied, their 

perception was similarly biased in a way that obeyed the two-thirds power law (Viviani & 

Stucchi, 1992). Together, these studies show the powerful influence of implicit motor 

knowledge in the visual perception of motion. 

A similar kind of implicit motor knowledge can also be observed in the studies 

examining apparent motion. Flickering two static images at various stimulus-onset 

asynchronies (SOAs) results in the visual perception of apparent motion, depending on 

the content of the two images. For example, given two pictures of an analogue clock with 

its hands at 12:10 or 12:20, the perceived motion will follow the shortest path between 

these two positions (Korte, 1915). However, when viewing an image of a person facing 

you with their left arm in these same clock positions, the shortest path is also a 

physically impossible one. A number of studies have shown that apparent motion of the 

human arm also follows this short path, but only at very short SOAs. When viewing 

these displays of apparent motion at longer (i.e., humanly possible) SOAs, the path of a 

human arm appears to follow a longer, physically possible path and this longer path is 

associated with premotor activation in the brain (Shiffrar & Freyd, 1990, 1993; Stevens, 

Fonlupt, Shiffrar, & Decety, 2000). Moreover, the role of the motor system is highlighted 

in a study showing that the body-constrained apparent motion effect was found only in 

limbless patients who experienced phantom sensations, but not in those who did not 

experience these sensations (Funk, Shiffrar, & Brugger, 2005). This data strongly 
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suggests that implicit knowledge about the physical movements possible by the human 

body can penetrate low-level visual perception. 

1.3.3 Motor activation in observing and predicting actions 

For many years, it has been observed that reaction times are influenced by the 

degree to which a response is related to the triggering stimulus (e.g., a go/no-go signal). 

For example, when watching dynamic stimuli that are biased towards one side (e.g., an 

arrow, or dot moving in a certain direction), speeded responses that are selective to the 

congruent side are observed (i.e., a left- or right-handed response), a phenomenon that 

is termed “visuomotor priming” or “stimulus-response compatibility” (Brass, Bekkering, & 

Prinz, 2001; Proctor & Vu, 2006; Wohlschläger & Bekkering, 2002). Speeded responses 

are also observed when viewing objects that afford some relevant actions (i.e., grasping 

responses can be facilitated when viewing graspable objects) (Craighero, Fadiga, 

Rizzolatti, & Umiltà, 1999; Edwards, Humphreys, & Castiello, 2003; Tucker & Ellis, 1998; 

Vogt, P. Taylor, & Hopkins, 2003). When viewing these dynamic events or graspable 

objects, motor-related activation is enhanced in the brain (Jeannerod, Arbib, Rizzolatti, & 

Sakata, 1995). For example, viewing graspable objects has a special influence on visual 

attention, often times activating attention- and motor-related areas in cortex (Chao & 

Martin, 2000; Grèzes & Decety, 2002; Handy et al., 2005; Handy et al., 2003).  

This motor activation when observing actions may be selectively guided by the 

amount of motor experience that one has producing these actions. For example, 

Hauseisen & Knöesche (2001) showed significant activation in primary motor cortex 

using magnetoencephalographic (MEG) techniques as experienced pianists heard 

recordings of piano recitals. Comparatively less activation was found in choir singers, 

who have significant amounts of experience hearing piano music, but not playing it. 

Similar motor-related brain networks are activated in piano players (but not 
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inexperienced controls) while simply watching videos of finger movements performed by 

another pianist (Haslinger et al., 2004, 2005). Finally, several neuroimaging studies of 

highly trained ballet dancers and capoeiristas (i.e., practitioners of a Brazilian martial art) 

show greater degrees of motor-related cortical activation when these dancers and 

martial artists view movements that they themselves have expertise in performing 

(Calvo-Merino, Glaser, Grèzes, Passingham, & Haggard, 2005). Moreover, familiarity is 

not a confounding factor in these studies on dancers’ expertise: male ballet dancers 

have more experience observing female-specific ballet moves, but show greater 

activation in motor areas when observing male-specific ballet moves than female-

specific ones (Calvo-Merino, Grèzes, Glaser, Passingham, & Haggard, 2006). This 

research strongly suggests that motor areas are actively modulated and recruited when 

observing actions that one has experience performing. 

 An interesting exception to this positive correlation between motor experience 

and increased motor activation in perception comes from a study that presented 

experimental participants with pictures of objects that one commonly has lots of 

experience grasping (i.e., doorknobs), compared to pictures of objects that participants 

had relatively less experience grasping (i.e. climbing holds used on artificial rock walls) 

(Handy, Tipper, Borg, Grafton, & Gazzaniga, 2006). In these cases, more experience 

grasping the object (i.e., the doorknobs, or in the case of experienced climbers, 

doorknobs and climbing holds) lead to a decrease in activation within cortical motor 

circuits when observing these objects. However, this may be a case of an exception that 

proves the rule: one possibility is that participants engaged in relatively less internal 

simulation when viewing familiar objects like doorknobs, compared to when viewing 

unfamiliar objects, like climbing holds. This may be because they recognized the 

potential for action when seeing climbing holds, but engaged in more (or more effortful) 
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internal simulation precisely because these objects were more unfamiliar. Similarly, 

when observing dynamic actions, as was done in neuroimaging studies on expert 

pianists and dancers in the studies mentioned previously, motor simulation might be 

obligatory, given the dynamically varying and compelling nature of the stimuli. Future 

work will need to further parse the complex interactions between experience, and the 

kinds of motor activation that is associated with perception. 

When we engage motor processes upon viewing objects that afford action, this 

may allow us to execute or perform actions (i.e., grasping that object) more quickly and 

effortlessly. But what other functions might internal motor simulations, or shared 

information between perception and action serve? One possibility is that motor 

information facilitates prediction when anticipating the outcomes of an observed action. 

Evidence for this position comes from studies that show predictions are enhanced when 

participants observe their own behaviour (which is presumably easier to simulate, or 

which activates common representations in action and perception to a greater degree), 

compared to the behaviour of another person. Several studies have shown, for example, 

that predicting the outcomes or future courses of actions, as when dart-throwing 

(Knoblich & Flach, 2001) or observing handwriting movements (Knoblich, Seigerschmidt, 

Flach, & Prinz, 2002), are enhanced when participants view their own movements, 

compared to those generated by another person.  

Consider an example of this predictive ability that uses Fitt’s Law, which 

describes a trade-off between speed and accuracy in human motor performance using a 

variety of effectors (i.e., the finger, arm, and head) (Plamondon & Alimi, 1997). Fitt’s Law 

established that the minimum time that it takes humans to move between two targets is 

determined solely by the width between targets and the “amplitude” of the movement 

(i.e., the trade-off between force and accuracy when programming a motor movement). 
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More interestingly, the time to complete a task as predicted by Fitt’s Law applies not only 

to imagined movements of oneself (Decety & Jeannerod, 1995), but also to observation 

of someone else’s movements (i.e., guessing how long it takes for a person [or robot] to 

move between two targets at a particular speed) (Grosjean, Shiffrar, & Knoblich, 2007). 

Subsequent reports have tested a neurologically impaired individual who could not move 

his arm fast enough to complete a motor task that unimpaired individuals normally 

perform in accordance with Fitt’s Law. Interestingly, this clinical patient’s judgements of 

whether another person could accomplish a similar task (when watching a video) 

deviated from control participants’ normally observed adherence to Fitt’s Law (Knoblich 

et al., 2002). These results strongly suggest that mental simulation of movement is 

involved when making predictions about the outcome or possibility of completing an 

action. 

1.3.4 Sensorimotor information in perceptual identification 

Several lines of evidence have further suggested that the sensorimotor system 

may also play a key role in the perceptual analysis of visual scenes and auditory signals. 

This may occur at both higher-levels of analysis (i.e., judgments about the nature of a 

task or the identity of individuals who create these perceptual events) and lower-levels 

(i.e., perceptual identification of ambiguous or multistable percepts, as well as of stimuli 

embedded in noise).  

For example, engaging the motor system can influence judgments about the 

nature of an event. Some studies asked participants to view videos of another person 

lifting a box and judge how much weight was lifted based on the dynamic characteristics 

of the lifting motion (Bingham, 1987; Runeson & Frykholm, 1981). Interestingly, when 

participants were asked to lift a weight themselves while making these judgments, their 

estimates were consistently skewed (Hamilton, Wolpert, & Frith, 2004). Lifting a weight 
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oneself lead to a contrastive bias in estimating the amount of weight lifted in the video: 

for example, lifting a lighter weight biases judgments in such a way that perceivers 

overestimate the weight lifted by the agent in the video. Further researching using this 

weight-judgment paradigm has yielded even more interesting patterns of data. Clinical 

patients who have lost all sense of cutaneous touch and peripheral proprioception were 

also tested in this weight-judgment paradigm (Bosbach, Cole, Prinz, & Knoblich, 2005). 

Results showed, on the one hand, that there were no differences between control and 

clinical populations in estimating the amount of weight lifted in the video. However, 

another set of videos was filmed where the person in the video was either told the 

correct or incorrect weight to be lifted. When these patients were then asked to judge 

whether the agent in the video knew the correct weight, performance was at chance, and 

far below the performance of controls. These results suggest that there are two distinct 

processes at work: one process uses visual kinematic information about the lifting 

movements to predict the weight lifted in the video, while another process that yields 

information about the actor’s expectations about the amount of weight to be lifted 

requires a motor simulation. 

A similar kind of advantage in identifying or simulating actions that one can 

generate oneself can be found in studies of biological motion, which use video displays 

of point-lights attached to the major joints of the body (isolating cues to kinematic motion 

from other perceptual cues) (Johansson, 1973). Recent evidence has suggested that 

differences in perceiving friends’ movements (with whom we have more visual 

experience) compared to displays of oneself (with whom we have more motor 

experience) is detectable in some tasks (Loula, Prasad, Harber, & Shiffrar, 2005). 

Similarly, this boost in self-recognition is strongest in a third-person view, rather than an 

egocentric first-person view, which suggests that this effect is not derived from visual 
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experience alone (Prasad & Shiffrar, 2009). Finally, a group of patients with hemiplegia 

(e.g., a lesion to the motor system that affects use of only one arm) were presented with 

point-light displays, and asked to identify the activity that was shown in the display (e.g., 

blowing a kiss, waving, wagging a finger, etc.). Compared to both normal and brain-

damaged controls, hemiplegic patients showed deficits in identifying these actions, but 

only on the affected side (i.e., half of the presented displays were mirror-reversed) 

(Serino et al., 2010). Together, these results suggest that visual perception of biological 

motion can involve access to sensorimotor information and/or motor simulation. 

Several studies have also suggested that the efficiency of perceptual processing 

can be affected by simultaneously executing sensorimotor movements. This has most 

clearly been exemplified in visual object perception: making rotational movements with 

one’s hand can either facilitate or impair the latency in completing a mental rotation of 

another object (Wexler, Kosslyn, & Berthoz, 1998; Wohlschläger & Wohlschläger, 1998). 

This effect is sometimes quite dramatic: manually rotating an object can result in slower 

response times in mental rotation tasks at 0-degrees (i.e., requiring no mental rotation at 

all) than at 45-degrees (i.e., requiring a small amount of mental rotation in the same 

direction as manual rotation) (Wexler et al., 1998). Moreover, simply planning to make a 

rotational movement (but not actually executing this movement) has a similar effect on 

the latency to complete a mental rotation (Wohlschläger, 2001). 

Perceptual identification of ambiguous or noise-embedded visual stimuli is also 

affected by concurrently producing movements. One set of studies has reported that 

perception in multistable visual displays (i.e., displays that sometimes appear as one 

visual pattern, and other times another) varies depending on whether experimental 

participants make movements that are linked to one of the stable percepts (Maruya, 

Yang, & Blake, 2007; Mitsumatsu, 2009; Wohlschläger, 2000). Another study examined 
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visual processing of shapes and letters embedded in visual noise while perceivers 

simultaneously wrote or drew shapes and letters (K. H. James & Gauthier, 2009). Visual 

identification of the letters was affected by whether or not participants concurrently drew 

something, but identification of shapes was not, which suggested that the greater 

experience that one has drawing letters (relative to shapes) made visual perception of 

that stimuli set more sensitive to the effects of generating movements (K. H. James & 

Atwood, 2009; K. H. James & Gauthier, 2006). Even more intriguingly, the identification 

of letters was also affected by whether the visual targets matched the drawn targets in 

either the straightness or curviness of written strokes, suggesting a more direct link 

between the motor task and visual perception. Moreover, patterns of perceptual 

identification showed similar patterns when participants’ wrists were manually yoked to 

an experimenter (who was unseen, but who drew out letters and shapes during the 

identification task). This suggests that conscious rehearsal or high-level motor planning 

is not necessary in showing effects of movement on the visual identification of letters.  

A last set of studies further suggests that performing actions influences 

perception in the auditory domain. Repp & Knoblich (2007, 2009) tested perception of 

tritones, which are sequential tone pairs with acoustic characteristics that make them 

ambiguous between sounding like a rising or falling sequence (the precise perception of 

rising or falling varies in the general population [Deutsch, Kuyper, & Y. Fisher, 1987]). 

When testing experienced pianists (versus non-piano playing musicians), perception of a 

tritone sequence was measured while finger sequences on a keyboard were executed. 

When fingering left-to-right (versus right-to-left), experienced pianists perceived more 

rising sequences in the tritones, while the non-piano playing musicians experienced this 

to a much smaller degree (Repp & Knoblich, 2007). This effect persisted when pianists 

merely observed an experimenter performing these actions, but only when the 
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orientation of the keyboard was in the same position as it would be if the perceiver were 

also playing it (i.e., the effect disappeared when the perceiver sat opposite the 

experimenter) (Repp & Knoblich, 2009). 

1.3.5 Developmental accounts of action-perception couplings 

Developmental research on perception-action linkages is rooted in the relatively 

well-known work of Gibson & Walk, who studied depth perception using the visual cliff 

paradigm, which tests the willingness of an infant (or an animal) to move on a glass 

surface under which a visible, textured surface varies in distance (E. J. Gibson & Walk, 

1960; Walk, 1966). Unlike rats, which do not require visual experience in learning to 

avoid the “deep” side of the cliff, human infants without significant locomotor experience 

will crawl without hesitation over to this side. Gibson hypothesized that, at least in the 

case of humans, learning about depth perception was motivated by the adaptive 

challenges that were afforded by an infants’ typical environment (E. J. Gibson & Pick, 

2000). Subsequent studies have suggested that avoiding the “deep” side of the visual 

cliff is correlated with crawling experience (Bertenthal, Campos, & K. C. Barrett, 1984), 

but this result is not always replicated (Richards & Rader, 1981, 1983). Contemporary 

views suggest that infants’ ability to decide what environmental conditions afford 

successful motor exploration develops in a piecemeal, specific, and discontinuous 

pattern (Adolph, 2000, 2008). 

Since early work on the visual cliff, researchers have further investigated the role 

that various kinds of motor experience (e.g., grasping, locomoting) have on the 

development of perceptual representations for objects. For example, when infants 

manipulate objects, this often involves visual analysis of the object itself, and may lead 

to increased exposure and intake of visual information (Rochat, 1989). This claim is 

further bolstered by research showing, for example, that the ability to independently sit is 
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correlated with performance in a three-dimensional object completion task: this is 

thought to be driven by the fact that sitting is correlated with infants’ experience handling 

and rotating objects with their hands (Soska, Adolph, & S. P. Johnson, 2010). 

Furthermore, experience with handling objects may also help infants learn to segregate 

the forms of individual objects in a visual scene (Needham, 2000). This claim is 

supported by research showing that young infants (without much grasping abilities) 

perform better in object perception tasks when given brief experience with sticky mittens 

(i.e., mittens covered in Velcro), which allow object manipulation at an earlier age than 

would normally be permitted (Needham, T. Barrett, & Peterman, 2002). Other research 

has examined, for example, the correlation of locomotor behaviour (i.e., crawling) on the 

developing understanding of causal movement and self-propelled objects (Cicchino & 

Rakison, 2008), social-emotional development (Bertenthal & Campos, 1990), and a 

variety of spatial abilities (see Campos et al., 2000 for review). 

Exploratory motor behaviour may facilitate object perception by increasing the 

amount and character of infants’ perceptual experiences, but what evidence is there that 

motor behaviour itself is linked to cognitive development or the understanding of actions 

and events? Piaget famously made the claim that motor experience is required in 

understanding the physical world (Piaget, 1952, 1969), but the basis and breadth of 

these claims have been contested by a large body of research showing sophisticated 

knowledge of the physical properties of objects at very early stages in infancy 

(Baillargeon, 1986, 1987; Baillargeon & DeVos, 1991; Baillargeon, Spelke, & 

Wasserman, 1985). Further work suggests that the production of actions is not always 

correlated with action understanding in a variety of tasks. For example, the production of 

means-end behaviours (e.g., pulling a board on which an interesting object is resting in 

order to reach it) is not always correlated with performance in perception tasks that 
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evaluate understanding of similar means-end behaviours (e.g., a violation-of-expectation 

paradigm showing videos of board-pulling) (Daum, Prinz, & Aschersleben, 2009). 

Similarly, infants often perform differently when reaching versus looking in a variety of 

tasks, including A-not-B object search tasks (Baillargeon & DeVos, 1991; Baillargeon & 

Graber, 1988), and object-tracking tasks that involve physical barriers (Keen, 2003).  

Thus, in many cases infants’ motor abilities do not always echo their perceptual 

knowledge. 

Two lines of evidence increasingly suggest, however, that there is a relation 

between the ability to perform a motor task and the understanding of actions. Providing a 

theoretical basis for these findings, the “Like Me” approach suggests that the basis of 

social cognition begins with understanding the goals or intentions of others, and that this 

understanding originates in applying one’s own egocentric motivations and goals to the 

observation of others’ actions (Meltzoff, 2007; Meltzoff & Brooks, 2001). Consider the 

goal-directedness of human actions: reaching movements are usually made towards a 

specific goal, or to achieve a certain end, and infants learn to encode this type of action 

from an early age (Carpenter, Call, & Tomasello, 2005; Woodward, 1998, 2009). Several 

lines of evidence further suggest that understanding of the goal-directedness of actions 

is an achievement in infancy that is aided by experience reaching and grasping objects 

oneself (i.e., facilitated with the use of sticky mittens) (Sommerville, Woodward, & 

Needham, 2005), and that the benefits from acting on objects is separable from the 

benefits of simply observing someone make goal-directed actions (Sommerville, 

Hildebrand, & Crane, 2008). This provides strong evidence that some features of goal 

understanding are related to the development and change of motor and reaching 

behaviours in infancy. 
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One final piece of evidence suggests that perception of visual motion recruits 

information about one’s own motor system in infancy. This comes mainly from work on 

infants’ perception of biological motion (Bertenthal, Proffitt, Kramer, & Spetner, 1987; 

Bertenthal, Proffitt, Spetner, & Thomas, 1985; Bertenthal & Campos, 1987). In one 

study, both 3- and 5-month-old infants were tested in displays of an adult-generated 

point-light display of walking or running (Booth, Pinto, & Bertenthal, 2002). Younger 

infants discriminated the two gait-patterns, while older infants did not, which suggests 

that these two groups of infants use different kinds of information to process displays of 

biological motion. It was hypothesized that younger infants pay more attention to low-

level visual cues, like speed and joint-angles, while older infants paid more attention to 

high-level cues related to the motor system, like whether the limbs in these displays 

were symmetrically patterned. In a test of this hypothesis, point-light displays were 

modified such that opposing limbs (e.g., the left arm and right leg) were no longer in 

phase. When this change was made, 5-month-olds discriminated walking versus 

running, since the differences in symmetrical patterning were now accentuated. Indeed, 

further evidence hints at the possibility that this observed dependence on symmetrical 

patterning actually implicates the motor system more directly. While this hypothesis 

needs to be tested empirically, infants’ ability to maintain a symmetrical phase relation 

between two legs improves dramatically between the ages of 3 to 6 months of age 

(Thelen & Ulrich, 1991). It has thus been hypothesized that 5-month-olds develop this 

method of perceptual analysis based on their own ability to simulate stepping when 

watching displays of biological motion (Bertenthal & Longo, 2008). 

1.3.6 Major theoretical approaches 

Research in the last 15 years has focused mostly on how generating actions can 

influence action perception, due in large part to the emergence of two separate 
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literatures. On the one hand, researchers were excited by the prospect of major 

breakthroughs in cognitive neuroscience based on mirror neuron research in monkey 

cortex (Decety et al., 1994; Gallese et al., 1996; Iacoboni et al., 1999). These findings 

motivated the search for representations and processes that were able to link the 

production of actions with perception of actions in humans. On the other hand, however, 

there had already been a long-standing literature on stimulus-response, or ideomotor 

compatibility (Greenwald, 1970; Proctor & Vu, 2006), and a literature discussing how 

motor control interacts with sensory feedback during the production of visually guided 

movements (Wolpert & Ghahramani, 2000; Wolpert, Ghahramani, & Jordan, 1995). In 

the contemporary study of embodied perception, two general types of accounts have 

emerged from these literatures, which attempt to explain some of the empirical evidence: 

common coding theories, and theories that appeal to forward internal models of motor 

control. 

A common coding theory draws from William James’ notions of the ideomotor 

principle, which suggested close ties between motor imagery and action production. 

Formulations of the common coding theory suggest that motor representations are 

coded in terms of the perceptual events that are produced by these actions (Hommel, 

Bertoncini, Aschersleben, & Prinz, 2001; Prinz & Hommel, 2002; Prinz, 1997): in other 

words, action planning and the perceptual processing of events share a common format. 

Consider the effects of action-effect blindness, a phenomenon on which the common 

coding theory was originally based (Müsseler & Hommel, 1997; Zwickel, Grosjean, & 

Prinz, 2010). In these paradigms, an experimental participant is given a simple motor 

task that is unrelated to a concurrent visual task (e.g., making right-handed button 

presses). Detection of a relevant visual cue (i.e., a right-pointing arrow) is impaired 

compared to when making other irrelevant movements (i.e., making left-handed button 
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presses). According to the common coding theory, this “action-effect blindness” arises 

because the features of events that are shared both by perception and by action 

planning are bound together when executing an action plan. While these features are 

bound together, they are less available for perceptual tasks. In other paradigms, features 

shared in the common format between perception and action may facilitate or enhance 

action production or action perception. For example, when the action plan (e.g. right-

handed response) and the perceptual event (e.g., detecting a right-arrow) are 

functionally related (as in stimulus-response compatibility paradigms) these common 

formats may be primed or partially activated, and lead to facilitation of the motor 

response (Müsseler & Hommel, 1997). 

Another approach has alternatively suggested that action-perception couplings 

arise from an internally generated simulation that reproduces the peripheral sensory 

consequences of a generated motor plan, what has come to be called “efference copy” 

or an “internal” or “forward” model (Wolpert et al., 1995; Wolpert & Kawato, 1998). The 

existence of forward models has primarily been proposed to account for the complex 

and dynamically varying constraints on motor control (Wolpert & Ghahramani, 2000; 

Wolpert, Ghahramani, & Flanagan, 2001). For example, noise inherent in the motor 

system, as well as quickly changing environmental constraints often results in the need 

to readjust a previously programmed motor movement as it is being executed. If the 

motor system were to wait until external sensory information about the execution of an 

action was processed, there would be an inherent delay integrating sensory information 

about the existing state of the motor system into a revised motor plan. Forward models 

thus provide predictive information about the sensory consequences of an action, which 

is integrated with actual peripheral sense information as it arrives from sense organs. 
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Two recent extensions of the framework defining forward models have been 

proposed. First, a computational implementation of this idea has been implemented: the 

modular selection and identification for control (MOSAIC) model (Haruno, Wolpert, & 

Kawato, 2001; Wolpert & Kawato, 1998). This implementation offers a computational 

architecture for motor control, which implements multiple forward models, and attempts 

to account for a variety of motor learning situations. The MOSAIC model differs from a 

theory of common coding, in that it assumes more stochastic and probabilistic 

information constructs, rather than abstract feature representations. Second, drawing 

broadly from notions inherent to theories invoking mental simulation, it has been 

hypothesized that computational structure that is used in motor control is also implicated 

in imitation, theory of mind, and other phenomena that involve integrating the actions of 

others with knowledge about one’s own possible actions (Decety & Grèzes, 1999, 2006; 

Jeannerod, 2001; Wolpert, Doya, & Kawato, 2003). Perhaps the boldest idea is that 

forward models are recruited in action perception more generally, even for actions that 

one is not intending to produce oneself. This theoretical move attempts to generalize the 

properties of motor control to perceptual processes more generally, becoming, 

essentially, a theory of embodied perception (Wolpert et al., 2003). 

1.4 Action in perception: the domain of speech 

Speech perception is a field in which embodied approaches have a long history. 

And it seems apparent why this is so: the speech signal is different from other kinds of 

acoustic signals in that it is intimately tied to the movement of articulators. Speech is, in 

essence, the acoustic consequence of these movements. What follows below is an 

outline of recent empirical evidence in favour of the idea that articulatory processes are 

either recruited, or active in the perceptual analysis of speech. The structure of this 

section closely follows that of the previous one, especially with regard to the types of 
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empirical phenomena described. Section 1.4.1 discusses some of the historical and 

theoretical roots of embodied approaches in speech. Section 1.4.2 describes research 

that shows effects of perception-on-production, or how articulatory-motor information is 

active during speech perception. Section 1.4.3 describes effects of production-on-

perception: how making or preparing articulatory movements can affect performance in 

speech perception tasks.  Finally, Section 1.4.5 describes some of the relevant literature 

from the developmental speech perception literature that bears upon subsequent 

chapters. 

1.4.1 Historical and theoretical roots 

Motor theories of speech perception originate from early work at Haskins 

Laboratories, which showed that the acoustics cues used in speech are highly context-

sensitive. For example, the acoustic cues to phoneme (i.e., /d/) can change dramatically 

in different contexts: the second formant frequency (F2) rises in the context of /di/, but 

falls in the context of /du/ (Liberman, Delattre, F. S. Cooper, & Gerstman, 1954). 

Perception studies suggest that these divergent cues (i.e., rising or falling F2) both 

sound like /d/ in the context of different vowels (i.e., high- or low-vowels), but sound very 

different when heard in isolation. In other words, a single phoneme in speech is cued by 

dramatically different acoustic signals in different speech contexts. And not only does a 

unitary phonemic percept have different acoustic instantiations, but the same acoustic 

cue can also signal different phonemes in different contexts as well (Liberman, Delattre, 

& F. S. Cooper, 1952). In this latter study, the same acoustic stop-burst was perceived 

as /p/ in the contexts of high-vowels /i/ and /u/, but was perceived as /k/ in the context of 

the low-vowel /a/, suggesting that co-articulatory information about the vowel also 

influences the perception of a stable acoustic cue. These findings together suggested 

that acoustic cues are not the primary targets of speech perception. 
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This work, in combination with other evidence (e.g., acoustic correlates of 

discrete, linguistic units are spread out in time due to the way in which our articulators 

prepare for upcoming gestures) suggests that speech is not an acoustic alphabet 

(Fowler, 1986, 1996; Goldstein & Fowler, 2003; Liberman & Mattingly, 1985). Thus, in 

the speech domain, two very general (but related) classes of embodied approaches 

have been taken: the “classical” motor theory of speech perception (Liberman, 1996; 

Liberman et al., 1967; Liberman & Mattingly, 1985; Liberman & Whalen, 2000), and 

direct-realist theories of perception (Best, 1993, 1995; Fowler, 1986, 1996). Because 

articulatory processes essentially cause this acoustic variability, both motor theory and 

direct-realist perspectives suggested that the targets of perception are articulatory 

gestures, rather than acoustic information. 

This basic claim is supplemented by two more theoretical assertions in the 

Liberman & colleagues’ motor theory of speech perception: first, this theory posits that 

an encapsulated module dedicated to speech is recruited in perception (see Liberman & 

Mattingly, 1985); and second, that speech perception involves recruitment of the speech 

production system, since the motor system is the only way to account for the inherent 

variability in the acoustic signal. Because the acoustic signal is so immensely complex 

and appears highly context-specific, motor theorists suggested that listeners must 

perceive speech by using their own knowledge of the human vocal tract to re-analyze 

sensory input. 

Direct-realist instantiations of motor theoretical approaches, despite sharing 

many of the general assumptions of the classical motor theory, differ on both points 

mentioned above. First, this theory claims that an embodied approach to the perception 

of speech is not special to this domain: perception of articulatory gestures is just the 

domain-specific instantiation of the more general kind of ecological perception previously 
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described in other domains, especially in vision (E. J. Gibson, 1969; J. J. Gibson, 1979). 

In these direct-realist approaches, the articulatory gestures of speakers are directly 

perceived by listeners in a similar way that the physical properties of objects are directly 

perceived in vision: speech perception is no more about perception of formant transitions 

and frequency bands (as opposed to tongue and lip gestures) than vision is about the 

properties of reflected light (as opposed to surfaces and shapes in the real-world). 

Second, this theory claims that speech perception does involve identification of invariant 

features. That is, perception is meant to identify invariant articulatory gestures by virtue 

of the specific (but complex) patterns that arise out of the acoustic signal (Fowler, 1996). 

In other words, what listeners perceive may be acoustic, but the invariant information 

about speech extracted from the acoustic signal is derived from gestural information. 

Two newer accounts of speech perception also take an embodied approach, but 

assume that processes for speech production and perception are distinct (although 

closely linked in the brain). First, Pulvermüller (2005) suggests one such account, 

whereby associative links between speech perception and production are strengthened 

as infants begin vocalizing, and as older infants and young children begin to speak. This 

results in mutual activation in speech perception and production areas, and eventually 

forms networks of perception-action loops in cortex. Evidence for this comes from 

several imaging studies, where activated areas are connected in a neural network that 

spans superior temporal sulcus (STS), traditionally considered important in speech 

perception, and inferior frontal areas (Broca’s area), which is traditionally considered 

important in speech production (Pulvermüller & Fadiga, 2010). Further work has shown, 

for example, that semantic information can also be included in these neural networks: 

simply reading words that are semantically related to different motor actions (involving, 
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for example, either the face, arm or leg) can selectively activate related motor areas in 

cortex (Hauk, Shtyrov, & Pulvermüller, 2006). 

A relatively recent approach suggests that articulatory processes are recruited 

when the brain combines information from non-auditory (i.e., visual) and auditory 

modalities in speech processing (Skipper, Nusbaum, & Small, 2006; Skipper, van 

Wassenhove, Nusbaum, & Small, 2007; van Wassenhove, Grant, & Poeppel, 2005). 

Multiple streams of information are assumed in this view: visual information provides, 

essentially, another source of sensory input that is available for comparison to incoming 

auditory information, which is similar to the way that corollary sensory information is 

generated by internal forward models in theories of motor control (cf. Wolpert & Kawato, 

1998). Critically, this internally generated information is transformed from visual to 

auditory information based on the speaker’s own articulatory knowledge. These sensory 

predictions are then used to weight acoustic cues in the auditory input, and ultimately 

help to shape judgments about perceptual identity (see Skipper, Nusbaum & Small, 

2006). While there is not yet a large body of behavioural evidence supporting this view, 

fMRI studies provide some support for this model. For example, recent evidence has 

also shown that motor activation is closely modulated by the perceptual judgements 

reported by participants (i.e., the perceived speech categories are correlated with 

articulator-specific motor activity in the brain), and that patterns of activation in sensory 

areas change over time, showing activation corresponding to unimodal sensory inputs at 

earlier stages, and fused audiovisual inputs at later stages (Skipper et al., 2007). This 

model, while deserving more scrutiny, provides mounting evidence that audiovisual 

speech activates motor areas, resulting in complex temporal patterns of integration 

across regions in the brain. 
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1.4.2 Motor activation during speech perception 

Several lines of evidence have suggested that speech perception results in the 

activation of motor circuits related to articulation. Early behavioural work had shown, for 

example, that hearing speech sounds could influence the articulatory characteristics of 

subsequent verbal responses (W. E. Cooper, 1979). For example, hearing a repeated 

acoustic syllable (e.g., /pi/) while producing verbal responses has an effect on the 

articulatory characteristics of syllable production. Since this early work, other studies 

have also varied the congruency between a go/no-go auditory cue and a subsequent 

verbal response, similar to studies from the stimulus-response compatibility literature in 

vision. Spoken responses in these cases are facilitated when an auditory go-signal (i.e., 

a syllable) shares phonetic features with the verbal response itself (Galantucci, Fowler, 

& Goldstein, 2009; Gordon & Meyer, 1984; Meyer & Gordon, 1985). This is taken as 

evidence that the perceptual processing of the go/no-go cue can selectively facilitate 

certain articulatory-motor information, leading to faster, or speeded speech production. 

Kerzel & Bekkering (2000) reported similar effects with talking faces as the go/no-go 

signal, suggesting that both auditory and visual processing of a speech cue activates 

articulatory-motor information. 

Neuroimaging (fMRI) studies have also shown that motor circuits may be 

involved in speech perception (Pulvermüller & Fadiga, 2010; S. K. Scott, McGettigan, & 

Eisner, 2009). For example, hearing speech can activate areas of primary and premotor 

cortex, as well as supplementary motor areas in some studies (Iacoboni & S. M. Wilson, 

2006; Pulvermüller et al., 2006; S. M. Wilson, Saygin, Sereno, & Iacoboni, 2004). 

Similarly, perceiving audiovisual and visual speech (D. E. Callan, Jones, A. M. Callan, & 

Akahane-Yamada, 2004; D. E. Callan et al., 2004; Calvert & Campbell, 2003; Skipper et 

al., 2007) can also activate motor areas in the brain. Research from TMS studies has 
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also suggested that hearing speech can enhance motor-evoked potentials in speech 

articulators (Fadiga, Craighero, Buccino, & Rizzolatti, 2002; Watkins et al., 2003).  

In summary, all of these studies are certainly suggestive of a close coupling 

between speech production and perception. However, they do not reveal the precise 

mechanisms by which these two processes are related. For example, what is the time-

course of activation in these cortical areas? Are motor processes necessarily involved in 

the regular course of speech processing? Further research is needed to sort out these 

questions, but one recent report suggests that motor activation is an obligatory part of 

perceiving speech. In this study, the degree of contact between the tongue and palate 

were measured while participants produced syllables beginning with /k/ sounds (e.g., 

“key”). While producing these syllables, participants also listened to either congruent 

(i.e., the same syllable) or incongruent auditory sounds (i.e., a rhyming syllable that 

began instead with /t/, for example, “tea”). Even when told to produce “key” and ignore 

the auditory distractor (i.e., “tea”) the tongues of the participants still touched the roof of 

the mouth as if covertly producing /t/ sounds. These results suggest that perceiving 

speech results in selective, covert, and automatic activation in the speech articulators 

(Yuen, M. H. Davis, Brysbaert, & Rastle, 2010). 

1.4.3 Sensorimotor influences in perceptual analysis of speech 

In recent years, several studies have also begun testing the role that motor 

activation has in auditory perception. One of the first demonstrations of this phenomenon 

reported that the decision latencies to identify whether a word begins with a particular 

sound (i.e., a phoneme monitoring task) were affected by whether the participant was 

planning to produce a word that began with a congruent or incongruent sound (Roelofs, 

Özdemir, & Levelt, 2007). This evidence was taken as support for a model of speech 

production where speech planning and word recognition shared phonological 
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representations. Similarly, another recent study showed that simultaneously executing 

silent articulatory movements (e.g., mouth /ka/) while listening to speech (e.g., hearing 

acoustic /pa/) could alter the perception of speech stimuli (e.g., acoustic /pa/ was 

perceived as /ka/) (Sams et al., 2005). Other studies have also shown that making silent 

articulatory movements can influence the characteristics of evoked-potentials or 

neuroimaging activation in auditory cortex when hearing speech (Heinks-Maldonado, 

Mathalon, Gray, & Ford, 2005; Houde, Nagarajan, Sekihara, & Merzenich, 2002; 

Numminen & Curio, 1999; Paus, Perry, Zatorre, Worsley, & Evans, 1996). Finally, the 

behavioural identification of speech sounds can be affected by repeated TMS of speech-

motor cortex (D'Ausilio et al., 2009; Devlin & Watkins, 2007; Meister, S. M. Wilson, 

Deblieck, Wu, & Iacoboni, 2007). 

The interpretation of these effects has been subject of a great deal of controversy 

in the literature. Some researchers have taken this evidence as support for strong 

versions of embodiment, claiming that the reason one finds these articulatory influences 

is because articulatory-motor information is necessarily recruited in the normal process 

of speech perception (Galantucci, Fowler, & Turvey, 2006). Others, on the other hand, 

have questioned whether articulatory-motor information is even the source of perceptual 

modulation in these studies: for example, articulation may be simply activating abstract 

symbolic or auditory representations in parallel, which in turn influence perception 

(Mahon & Caramazza, 2008). This suggests that the aforementioned research is not 

evidence for a central role of articulatory-motor information in speech processing, per se. 

Rather, articulatory effects may simply be a corollary to the normal auditory-only 

mechanisms that are used to process speech input, mediated auditory or symbolic 

processes that are activated in parallel with articulation (Diehl, Lotto, & Holt, 2004; Lotto 
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et al., 2009; S. K. Scott et al., 2009). Chapter 2 attempts to address this point more 

definitively. 

These concerns aside, there are other gaps in this literature as well. For 

example, even if it were shown that articulatory-motor information was a source of 

perceptual influence, few studies have offered a clear explication of what kind of 

sensorimotor information triggered by articulatory processes may be important in 

perceptual analysis. Specifically, the mere execution of a speech movement results in a 

cascade of processes within the hierarchy of speech motor control: what aspects of this 

hierarchy might contribute to the perceptual analysis of speech? In other words, is 

perception selectively influenced by activation of high-level information about dynamic 

speech-like articulatory gestures, or can low-level information about the mere positions 

of the articulators (embedded even in non-speech gestures) also exert some perceptual 

influence? This central question about the interplay between speech perception and 

production is the topic of Chapter 3: precisely what kind of information is shared between 

articulatory-motor and perceptual processes? 

1.4.4 Developmental accounts of action-perception couplings in speech 

What are the ontogenetic origins of links between speech perception and 

production? This question remains relatively unexplored, but some evidence for the 

effect of perception-on-production in early speech development suggests that one’s 

native language can influence infant’s earliest vocal behaviours. For example, a 

mother’s speech heard in the womb can shape the prosodic structure of a newborn’s cry 

(Mampe, Friederici, Christophe, & Wermke, 2009). Prosodic qualities of vowel-like 

vocalizations are similarly influenced by linguistic input as early as 2 months of age 

(Ruzza, Rocca, Boero, & Lenti, 2006) and babbling from 6-10 months of age shows 

some effects of native-language exposure (de Boysson-Bardies, Sagart, & Durand, 
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1984; Whalen, Levitt, & Goldstein, 2007), as well as by auditory feedback more 

generally (i.e., deaf infants have delayed and unique patterns of babbling) (Koopmans-

van Beinum, Clement, & van den Dikkenberg-Pot, 2001; Nathani, Oller, & Neal, 2007; 

Oller & Eilers, 1988). Finally, the production of words at older ages in infancy is also 

influenced by phonological and phonotactic patterns in the input, and are argued to be 

continuous with early babbling behaviour (de Boysson-Bardies & Vihman, 1991; 

McCune & Vihman, 2001; Vihman, 1991, 1993). 

At the same time, some characteristics of infants’ vocal behaviours, particularly 

babbling, often follow a more language-independent course of development (B. L. Davis 

& MacNeilage, 1995; MacNeilage, 1998; MacNeilage & B. L. Davis, 1990). For example, 

the characteristics of motor control in babbling across several languages show 

oscillatory behaviours that appear to stem from a more universal trait of the motor 

system (MacNeilage, B. L. Davis, Kinney, & Matyear, 2000). As further evidence for this 

point, the emergence of babbling is accompanied by similarly rhythmic movements (i.e., 

arm waving) at the same point in development as the onset of babbling (Iverson, Hall, 

Nickel, & Wozniak, 2007). Thus, there is still a significant amount of debate with regard 

to how developing speech abilities and early articulatory-motor behaviours are related: 

what is the precise influence of speech perception on early vocalization and babbling? 

On the converse side, no studies have systematically examined the effect of 

production-on-perception, or the effect of infants’ articulatory behaviours on speech 

perception. Although previous discussions have postulated that there may be such an 

influence (Kent & Vorperian, 2007; Kuhl & Meltzoff, 1988; Werker, 1993), there are 

several reasons for this gap in the literature. First, it is difficult to assess vocal behaviour 

across ages and individuals due to rapid physiological changes in infants’ developing 

vocal tracts (Vorperian et al., 2005). Second, there are methodological difficulties in 



 

 43 

manipulating articulatory behaviour in infant populations. Third, and most importantly, 

there is a long-standing theoretical argument against posing this research question: links 

between infant speech perception and production are not obviously predicted given their 

apparently asymmetrical courses of development. Infants learn to perceive 

sophisticated, language-specific phonetic patterns in speech before a correspondingly 

sophisticated system of speech production is in place (see Locke, 1983; Oller, 1980; 

Stark, 1980; Werker & Tees, 1999, 2005 for reviews). 

Consider a recent empirical study that reports a specific asymmetry in the 

developmental patterns of speech perception and production (Nazzi, Bertoncini, & 

Bijeljac-Babic, 2009). Words produced between 12-18 months of age in many of the 

world’s languages contain many more labial-coronal (LC) closures (e.g., pat) than 

coronal-labial (CL) closures (e.g., tap) (MacNeilage, B. L. Davis, Kinney, & Matyear, 

1999; MacNeilage, B. L. Davis, & Matyear, 1997). However, Nazzi et al. (2009) show 

that a perceptual bias for LC words precedes this production bias: 10-month-old infants 

prefer to listen to LC words than CL words, even though they do not yet produce many 

LC words themselves. It was suggested that this perceptual bias arises from infants’ 

sensitivity to statistical patterns in language input, rather than being linked to articulatory 

processes (see also Anderson, Morgan, & White, 2003; Maye, Werker, & Gerken, 2002). 

On the other hand, there is other evidence to suggest that articulatory processes 

may still play some role in these infants’ perceptual preferences. Even though an LC 

bias is not found in babbling, it is motivated by similar articulatory-motor constraints that 

are found in babbling (MacNeilage & B. L. Davis, 2000; MacNeilage et al., 2000). And, 

tellingly, 6-month-old infants, who have only just begun to make reduplicative babbles, 

do not show this perceptual LC bias (Nazzi et al., 2009). Without further data, however, it 
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is difficult to distinguish between the effects of language input from the effects of the 

developing articulatory-motor system. 

Given this theoretical background and the corresponding lack of experimental 

data, it is perhaps unsurprising to find that several theoretical approaches have argued 

the perception-production link observed in adults does not have its roots in infancy. For 

example, the developmental asymmetry between perception and production has been 

taken as evidence against classical motor theories of speech perception, which assume 

that articulatory processes are recruited in speech processing (Liberman & Mattingly, 

1985). Since infants show advanced phonetic sensitivities before they have a 

sophisticated speech production system, the reasoning goes, then a strong 

interpretation of the motor theory is unlikely (Lotto et al., 2009). Others have argued that 

perception-production links are an important feature of speech processing in adults, but 

associative networks between speech perception and production develop only after 

older infants and young children have some experience producing and perceiving their 

own speech (Pulvermüller, 2005). 

A few theoretical approaches, on the other hand, suggest that the role of 

articulatory knowledge in shaping infant speech perception has been underestimated. 

Consider a developmental account based on the direct-realist approach linking speech 

perception to information about gestural events. It has been suggested that gestural 

information is more broadly specified in early stages, but is more precisely matched to 

the properties of an infant’s native language and the infants’ own developing articulatory 

system in later stages of development (i.e., a differentiationist view) (Best, 1995). Yet 

another theoretical approach has posited the existence of mappings between 

articulatory, auditory, and visual information from early in infancy (Kent & Vorperian, 

2007; Kuhl & Meltzoff, 1984, 1988). This is based on work showing that infants can 
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match cross-modally between heard vowels and talking faces: since the very first 

descriptions of this phenomenon, it has been suggested that cross-modal matching is 

made possible because of articulatory-based mappings between visual and auditory 

modalities when perceiving speech (Kuhl & Meltzoff, 1984, 1988; Kuhl, Williams, & 

Meltzoff, 1991; MacKain, Studdert-Kennedy, Spieker, & Stern, 1983; Patterson & 

Werker, 1999; Walton & Bower, 1993). As mentioned previously, however, direct 

evidence for these theoretical positions has been elusive. 

In summary, several studies have suggested that there may be links between 

articulation and speech perception in infancy, but concrete empirical evidence to support 

these assertions are either mixed, or non-existent. On the one hand, some studies have 

suggested that early speech-like vocalizations, including babbling, are influenced by the 

perception of native-language speech patterns. However, other research has questioned 

whether speech production is driven more by its link with perception, or more by 

maturational factors in the motor system. On the other hand, several theorists have 

discussed the possibility that speech perception is tied to information about articulatory 

behaviours in infants, but without direct evidence implicating the articulatory-motor 

system. 

1.5 Conclusions 

The previous sections in this chapter are meant to a) define broader theoretical 

concepts of embodiment and differentiation, and b) review the literature relevant to 

action-perception linkages in the domain of vision and speech. In subsequent chapters, 

however, the topic of inquiry will be centred on a specific question related to the 

literatures reviewed above: what is the origin of articulatory-motor influences on speech 

perception, where two specific senses of “origin” are implied. First, what are the origins 
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of these influences in processing (i.e., in what sense is speech perception embodied)? 

Second, what is the developmental origin of these influences? 

This question about the origins of articulatory-motor influences in processing is 

related to several debates about links between perception and action in the domain of 

speech. First, critics of embodied approaches have generally argued that the link 

between perception and action is actually mediated by abstract or high-level conceptual 

representations. This, in turn suggests that the presence of action-perception couplings, 

per se, is not strictly evidence for embodiment, but simply indicates the presence of 

spreading activation between conceptual, sensory, and motor representations (Mahon & 

Caramazza, 2008). Merely showing dual activation of articulatory and perceptual 

processes is not enough to claim that perception or cognition itself is embodied: one 

must also understand more precisely how action and perception are related.  

Second, extant theories of action-perception linkages disagree about the 

appropriate level of abstraction. Consider a common coding theory (Hommel et al., 

2001), which is faced with the question of what levels in the motor control hierarchy (i.e., 

the “features” of action production) can be commonly formatted with perception (i.e., the 

“features” of action perception). Previous research has suggested, for example, that the 

commonly coded features are somewhat abstract, specifying only qualitative, rather than 

qualitative and quantitative properties of actions (Zwickel et al., 2010). Theories that 

appeal to forward models, on the other hand, have generally specified interactions 

between action and perception at relatively low levels of abstraction, which are sensitive 

to graded or stochastic features of actions and events (Hamilton et al., 2004). In the 

domain of speech, no previous work has evaluated at which levels of abstraction the 

links between perception and action are specified. 
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The first two empirical chapters address these questions about origins of 

articulatory-motor influences on speech perception in processing. The central claim in 

Chapter 2 suggests that sensorimotor information about the movements of articulators 

can indeed be a source of perceptual modulation, which is independent from symbolic or 

auditory representations.  The central claim in Chapter 3 suggests that at least some 

action-perception linkages in speech are formatted in ways that operate below the level 

of linguistic representations in speech motor control. Evidence from this chapter 

suggests that low-level articulatory information (i.e., maintenance of a single articulatory 

position in the vocal tract) can influence the perception of speech, even when this 

information is embedded in a non-speech context. 

The question of the developmental origins of articulatory-motor influences on 

speech perception is a relatively unexplored (although often considered) area of study. 

The basic claim made in Chapter 4 suggests that the links observed in Chapter 3 

(between non-speech articulatory information and speech perception) appear early in 

development, and importantly before infants begin producing many speech-like 

vocalizations themselves. This suggests that these links do not develop from experience 

speaking, per se, but rather from early, experience-independent mappings between the 

articulators and audiovisual speech information. 

Chapter 5, the final chapter of this dissertation will present some implications of 

these findings for language researchers, and for psychological understanding of 

cognitive processes more broadly. The central objectives in this dissertation will be 

reinforced, and a summary of the evidence from these studies will be provided. It is 

hoped that this research will offer insight into how perceptual analysis in the domain of 

speech can be tied to the motor system. 
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2: SENSORIMOTOR ASPECTS OF ARTICULATION 
MODULATE AUDITORY SPEECH PERCEPTION 1 

Embodied approaches to perception suggest that some types of perceptual 

analyses are based on motor simulation or information from the motor system (e.g., 

Haruno, Wolpert, & Kawato, 2001; Jeannerod, 2001; Prinz & Hommel, 2002; Rizzolatti & 

Craighero, 2004). This idea has a long history in speech research, where motor theories 

of speech perception have suggested that speech processing involves an innate and 

specialized articulatory (i.e., speech-producing) module (Liberman & Mattingly, 1985), or 

recovers articulatory gestures through domain-general mechanisms (Fowler, 1986; Best, 

1995). Classical theories in speech research focus instead on purely auditory strategies 

in perceptual processing, advocating against a specific role for articulatory-motor 

information (Diehl, Lotto, & Holt, 2004). Current debates about the nature of articulatory 

influences in speech perception illustrate how controversial this topic remains (Lotto, 

Hickok, & Holt, 2009; Massaro & Chen, 2008; Pulvermüller & Fadiga, 2010; Scott, 

McGettigan, & Eisner, 2009). 

One type of evidence that implicates the motor system in perceptual analysis of 

speech comes from demonstrations of motor activation during speech perception. 

Perceiving auditory speech activates motor areas in the brain, specifically areas that 

control the articulators used to produce the specific phonemes that are heard (Wilson, 

Saygin, Sereno, & Iacoboni, 2004; Pulvermüller et al., 2006). Similarly, perceiving 

speech while receiving trans-cranial magnetic stimulation (TMS) selectively enhances 

                                                
1 A version of this chapter has been submitted for publication. Yeung, H. H., Scott, M., Gick, B., & 

Werker, J. F. (2010) Sensorimotor Aspects of Articulation Modulate Auditory Speech 
Perception. 
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motor-evoked potentials in speech articulators (Fadiga, Craighero, Buccino, & Rizzolatti, 

2002; Watkins, Strafella, & Paus, 2003). Moreover, as shown in behavioural studies, 

hearing speech that is incongruent with a planned utterance can delay, and sometimes 

even alter the quality of speech articulation (Galantucci, Fowler, & Goldstein, 2009; 

Gordon & Meyer, 1984; Houde & Jordan, 1998). Recent evidence has further reported 

that hearing speech involves automatic and involuntary activation of compatible 

articulatory gestures (Yuen, Davis, Brysbaert, & Rastle, 2010).  

Together, this evidence provides support for the idea that speech perception and 

production are closely linked, and that perceptual information is readily available for 

guiding and activating articulatory processes. Classical models, however, make different 

assumptions about encapsulation within speech production (Levelt, 2001) versus 

perception (Diehl et al., 2004). Thus, reported effects of perception-on-production are far 

less controversial than are claims of production-on-perception.  

An early example of this second type of pattern, which shows speech production 

influencing perception, comes from work demonstrating that seeing (McGurk & 

MacDonald, 1976) or touching (Fowler & Dekle, 1991) a talking face can alter auditory 

speech perception. It has been assumed that this information about talking faces in 

visual or haptic modalities may be directly linked to articulatory processes, which play a 

critical role in the perceptual processing of speech (Fowler & Galantucci, 2005; Skipper, 

Nusbaum, & Small, 2006). This articulatory claim is controversial, however. Rather than 

illustrating articulatory-motor influences in speech perception, visual or haptic speech 

could alternatively activate abstract, perhaps phonemic representations. Subsequent 

activation of auditory and/or motor processes might originate from top-down feedback 

from these abstract (e.g., phonological) levels of processing, activated independently by 
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sensory information in visual or tactile/haptic modalities (Massaro & Chen, 2008; Mahon 

& Caramazza, 2008).  

Recent studies have more directly tapped motor pathways in perception tasks. 

For example, performance in phoneme-monitoring paradigms (i.e., a speech perception 

task where participants identify whether a word contains a particular phoneme) is 

affected when participants maintain a motor plan to produce speech that contains the 

target phoneme (Roelofs, Özdemir, & Levelt, 2007). Another study showed that silent 

articulation (e.g., mouthing /ka/) while listening to speech (e.g., acoustic /pa/) can alter 

perception (e.g., perceive /ka/) (Sams, Möttönen, & Sihvonen, 2005). Finally, TMS 

studies have also shown that auditory perception of speech is affected by repeated 

stimulation of speech-motor cortex, and that this perceptual effect is selective to the 

specific part of motor cortex (i.e., the lip or tongue area) that is stimulated (D'Ausilio et 

al., 2009; Meister, Wilson, Deblieck, Wu, & Iacoboni, 2007; Möttönen & Watkins, 2009).  

These data again suggest close links between motor and perceptual systems, 

and support the notion that information about the movements of articulators provide the 

basis for perceiving and categorizing speech information (Best, 1993; Browman & 

Goldstein, 1992; Fowler & Galantucci, 2005). However, several controversies still 

remain. It has been argued, for example, that tasks purporting to show the influence of 

motor information in perception are confounded with spreading activation to non-motor 

processes, which may instead influence later stages of perceptual processing (Lotto et 

al., 2009; Mahon & Caramazza, 2008). For example, perceptual effects reported in TMS 

studies that stimulate motor cortex might still be explained by auditory feedback from 

abstract conceptual or decision-making processes, which could be activated in parallel 

with motor stimulation (see discussion linked online to D'Ausilio et al., 2009). Thus, while 

there is consensus among researchers that articulation is implicated in auditory speech 
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perception, the precise nature of this relation remains unknown: are motor processes the 

source of modulation in speech perception, or do articulatory influences originate instead 

from parallel priming of associated auditory categories? 

Furthermore, there is some controversy over the precise characteristics of motor 

processes that may contribute to perceptual analysis. Motor movements—articulatory 

movements in the domain of speech—are often accompanied by somatosensory 

feedback about the positions of individual effectors. Somatosensory information about 

articulator positions can be used, for example, to guide the movements of the 

articulators in achieving a particular speech target (e.g., say “seeb”) (Tremblay, Shiller, & 

Ostry, 2003). Information about whether or not the target has been achieved can be 

extracted from somatosensory information alone, independently of auditory feedback: 

this is shown clearly, for example, in the articulatory motions of adults with impaired 

hearing (Nasir & Ostry, 2008). Furthermore, it has also been argued that somatosensory 

feedback influences the perception of speech (Ito, Tiede, & Ostry, 2009; Nasir & Ostry, 

2009). In a compelling example of this phenomenon, Ito et al. (2009) reported that 

perceptual categorization of /a/ and /e/ vowels were altered when an externally 

controlled mechanical arm deformed the skin and facial muscles of a listener in ways 

similar to what usually happens when these vowels are produced. Thus, these results 

suggest that “motor” influences in perception may actually be somatosensory in nature. 

The field is currently debating the precise role that motor information (and/or the 

somatosensory inputs that results from motor movements, or what will be collectively be 

called “sensorimotor” information) plays in the perception of auditory speech. This 

debate is exemplified quite clearly in the studies reported by Sams et al. (2005), who 

showed that concurrent articulation influences the perception of speech. These results 

can be broadly interpreted in two ways: first, they may show that sensorimotor 
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information is the source of perceptual modulation. Alternatively, they may show that 

planning and executing an articulatory gesture will prime abstract auditory 

representations. Sams et al. (2005) interpreted their results by postulating that a forward 

model in the articulatory-motor system generates an “efferent copy” of the motor 

command, which is sent in parallel to speech effectors and to auditory cortex (p. 433). 

These efferent copies activate “phoneme-specific” information in auditory cortex in 

anticipation that perceptual systems will imminently receive auditory input that matches 

the information contained in the original motor command. Thus, the source of perceptual 

modulation, at least on the account advocated by Sams et al. (2005), is activation of an 

abstract phonemic category that is activated in parallel with a speech motor command. 

In summary, the literature on articulatory influences in speech perception 

supports a divergent set of theoretical claims. On the one hand, some interpretations of 

the empirical data have suggested that articulatory influences are derived directly from 

sensorimotor information, either from the activation of articulatory-motor movements 

themselves (Fowler & Galantucci, 2005), or from somatosensory feedback related to the 

execution of these movements (Ito et al., 2009). On the other hand, others have 

suggested that planning and executing a motor command leads to the activation of 

abstract, phoneme-specific representations (Sams et al., 2005). In order to distinguish 

between these possibilities, we modified the behavioural paradigm used by Sams et al. 

(2005) to test whether articulatory effects on perception are attributed to executing 

movements (i.e., sensorimotor modulation) or to auditory and/or phonological 

representations activated in parallel with these movements (i.e., auditory imagery). 

2.1 Experiment 1 

Sams et al. (2005) reported that articulating one syllable while listening to 

another syllable can bias perceptual identification of the heard-syllable. Our own pilot 
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data replicated these results with a new set of disyllables.  Silently mouthing /ava/ while 

listening to acoustic /aba/ induces particularly strong misperception of an illusory /ava/. 

Experiment 1 used this illusion to test a dissociation of the effects derived from 

sensorimotor information when articulating /ava/ (i.e., articulator movement) and 

associated auditory imagery that accompanies articulation (i.e., priming of phonemic 

categories). 

Participants identified disyllables of naturally produced /aba/ and /ava/ tokens in 

two separate blocks with four conditions per block. In the Articulate Block, one condition 

was an auditory baseline where participants simply listened to and identified /aba/ and 

/ava/ speech stimuli. In three other conditions participants also identified /aba/ and /ava/ 

stimuli, but silently articulated one of three disyllables in synchrony with the auditory 

stimuli: either /aba/, /ava/, or /afa/.  Articulation of /aba/ and /ava/ while listening to 

acoustic /aba/, for example, replicates the influence of matching versus mismatching 

articulation on the speech percept, originally tested by Sams et al. (2005). Articulation of 

/afa/, however, provides a critical test of whether misperception is modulated by 

sensorimotor aspects or auditory imagery. Making this speech gesture recruits the same 

articulators as when producing /ava/, but is acoustically and phonologically distinct when 

spoken aloud due to salient differences in voicing (i.e., vocal fold vibration). During silent 

articulation, however, voicing output differences are neutralized, creating a case where 

sensorimotor aspects of articulation remain similar, but corresponding auditory 

representations associated with the motor command differ. If sensorimotor aspects, 

rather than auditory priming, are what modulate misperception of acoustic /aba/ as 

illusory /ava/, then similarly high rates of /aba/ misperception are predicted in the /ava/ 

and /afa/ conditions compared to the /aba/ condition within the Articulate Block. 
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To further test whether the sensorimotor aspects of articulation modulate 

perception, rather than the internal auditory processes that accompany articulation, 

participants completed a second block: the Imagine Block. This block had an identical 

baseline condition as the Articulate Block (i.e., simply listening) and three additional 

conditions where participants imagined saying /aba/, /ava/, or /afa/ in synchrony with 

each auditory stimulus. Auditory imagery elicits patterns of cortical activation very similar 

to that elicited by actual perception (Kosslyn, Ganis, & Thompson, 2001). This task was 

thus designed to test whether auditory priming from imagining /ava/, /afa/, or /aba/ would 

result in misperception. If it is the sensorimotor information from executing movements 

that modulates misperception in the Articulate Block, then a different pattern of results is 

predicted in the Imagine Block: high rates of /aba/-misperception in the /ava/ condition 

and lower rates of misperception in the /afa/ and /aba/ conditions. Table 1 illustrates the 

predictions for each experimental condition within each block. 

Table 2.1 – Predicted patterns of (mis)perception for acoustic /aba/ in Experiment 1. 

The acoustic stimulus should be perceived as either /aba/ or an illusory /ava/ 
in the Articulate and Imagine blocks.   

Condition /aba/ /afa/ /ava/ 

Articulate Block aba ava ava 

Imagine Block aba aba ava 
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2.1.1 Method 

2.1.1.1 Participants 

Forty-eight English-speaking undergraduates (28 female, M = 22.8 years, SD = 

6.6 years) participated in this experiment. Total experiment time was about 25 minutes 

for each participant. 

2.1.1.2 Stimuli 

Five tokens each of /aba/ and /ava/ were recorded by a male speaker. Durations 

of the first vowel and consonant were adjusted using a waveform editor to equate for 

natural durational differences in the articulation of these sounds. The total duration of all 

tokens averaged 630 ms (SD = 1.3 ms).  

This editing was done for two reasons that were related to the experimental 

procedure. First, participants were asked to rhythmically produce articulations along with 

the disyllables and consistent durational differences would require that subjects also 

adjust the rate of their articulations differently for acoustic /aba/ versus /ava/ tokens. 

Second, durational cues about a particular stimulus in our experiment were readily 

available to participants before perceptual judgments could be collected (see the 

footnote in the Procedure section below). Equating /aba/ and /ava/ durations ensured 

that participants would judge the identity of the spoken disyllables using the spectral 

characteristics of the acoustic signal, rather than these durational cues.  

2.1.1.3 Procedure 

Participants sat in a sound-attenuated booth in front of a computer monitor and 

keyboard, which were both connected to a Mac desktop computer placed outside of the 

booth and that was running experimental software (i.e., PsyScope). They were 

instructed to listen to presented speech sounds, and identify them as either /aba/ or 
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/ava/ by pressing one of two buttons on the keyboard. During one block, they were 

asked to silently articulate something in synchrony with presented speech sounds (i.e., 

the Articulate Block) and during another they were asked to imagine saying something in 

synchrony with the speech sounds (i.e., the Imagine Block). 

Two aspects of an experimental trial facilitated synchronization of articulation or 

imagined articulation with auditory stimuli. First, each speech token was paired with a 

synchronous visual display where the diameter of a red circle on a white background 

tracked the amplitude of the auditory waveform. This visually highlighted dynamic 

changes in the auditory signal, making it easier to pace one’s own articulations. This 

visual display and its corresponding auditory stimulus were synchronized to create a 

“target movie.” Second, the structure of experimental trials encouraged participants to 

rhythmically produce articulatory movements before presentation of the target movie, 

thus improving synchronization. To accomplish this, “murmur movies” were created: low-

pass filtered (145 Hz) versions of each auditory token, which eliminated spectral cues to 

the disyllable identity while preserving prosodic information, were paired with the same 

visual display as the corresponding target movie2. A trial began with a key-press 

followed by a 500 ms delay, then three repetitions of a murmur movie followed by 

presentation of the corresponding target movie at an interstimulus interval of 300 ms. In 

the experimental conditions, participants were instructed to articulate or imagine saying 

something in synchrony with both the murmur and target movies, establishing a rhythm 

that co-occurred with the changing visual display. Sound levels were between 56 – 60 

dB and between 64 – 68 dB for the murmur and target movies, respectively.  

                                                
2 This is also why durations of /aba/ and /ava/ tokens were equated: durational cues would still be 

present in low-pass filtered murmurs, and hearing these murmurs could have cued participants 
to the correct answer before target presentation. 
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After the target movie was presented, a prompt appeared and participants 

identified the target movie as either /aba/ or /ava/. Each participant completed twenty 

randomly ordered trials (each auditory token presented twice) per condition. The side of 

the /aba/ and /ava/ responses (i.e., “1” or “3” on the keypad), the order of all conditions 

within a block, as well as the order of the blocks were counterbalanced across 

participants. 

2.1.2 Results 

Misperception Indices (MPIs) for each acoustic target (i.e., /aba/ and /ava/) and 

for each experimental condition (i.e., /aba/, /ava/, and /afa/) within each block (i.e., 

Articulate or Imagine) were calculated for each participant by subtracting the proportion 

of correct-identifications in each condition from the corresponding block’s baseline 

proportion. A positive MPI (maximum = +1.0) indicates more misperceptions compared 

to baseline, and a negative MPI (minimum = -1.0) indicates fewer misperceptions. 

Preliminary analysis showed that MPIs for acoustic /aba/ differed significantly as a 

function of condition, while those for acoustic /ava/ did not in either the Articulate Block, 

F(2, 94) = 1.14, p = .33, ηG
2 = .010, or the Imagine Block, F(2, 94) = .51, p = .60, ηG

2 = 

.004. This was likely due to the fact that identification of (edited) /ava/ tokens were more 

ambiguous overall, obscuring differences between articulatory conditions. For example, 

the proportion-correct scores in the baseline condition within each block were lower for 

/ava/ (Marticulate = .78, SD = .22; Mimagine = .79, SD = .21) than for /aba/ (Marticulate = .84, SD 

= .16; Mimagine = .89, SD = .11). The MPIs for acoustic /ava/ and their standard deviations 

are displayed in Appendix A. 

Subsequent analyses focused only on MPIs for acoustic /aba/, and participants 

who scored less than 50% when identifying /aba/ in either of the baseline conditions 

were eliminated from analysis (n = 3, 1 female). The remaining 45 participants showed 
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similarly high proportions of correct /aba/-identification in the baseline conditions from 

both the Articulate (M = .91, SD = .13) and Imagine (M = .92, SD = .11) blocks. MPIs to 

acoustic /aba/ from each experimental condition were analyzed in a 2 x 3 repeated-

measures ANOVA (Block [Articulate or Imagine] x Condition [/aba/, /afa/, /ava/]). A 

significant interaction was observed, F(2, 88) = 4.11, p = .020, ηG
2 = .012, indicating that 

the pattern of MPIs differed as a function of articulating /aba/, /ava/, and /afa/ sounds 

versus imagining them (see Figure 2.1).  

A follow-up ANOVA within the Articulate Block indicated that MPIs were not 

equivalent across conditions, F(2,88) = 6.66, p = .002, ηG
2 = .069. Pair-wise 

comparisons (Bonferroni-corrected) confirmed our first predicted pattern of results: 

Acoustic /aba/ was misperceived as the percept /ava/ when articulating /ava/ significantly 

more than when articulating /aba/, t(44) = 3.15, p = .009, d = .46. Crucially, articulating 

/afa/ had an effect similar to articulating /ava/, resulting in more misperceptions 

compared to articulating /aba/, t(44) = 3.51, p = .003, d = .51.  

Another follow-up ANOVA on the Imagine Block also indicated that MPIs were 

not equivalent across conditions, F(2, 88) =  6.95, p = .002, ηG
2 = .064. Pair-wise 

comparisons confirmed our second prediction: Acoustic /aba/ was misperceived as the 

percept /ava/ when participants imagined saying /ava/ significantly more than when 

imagining /afa/, t(44) = 2.70, p = .029, d = .39, or when imagining /aba/, t(44) = 3.26, p = 

.007, d = .47.  

Finally, Bonferroni-corrected 95%-confidence intervals of the MPIs within each 

block show that both /ava/ and /afa/ conditions resulted in significantly more 

misperceptions compared to the baseline condition in the Articulate Block, t/ava/(44) = 

3.78, p = .001, d = .54; t/afa/(44) = 4.60, p < .001, d = .65. However, only the /ava/ 

condition showed this pattern in the Imagine Block, t(44) = 3.15, p = .009, d = .46. 
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Figure 2.1 – Results for the Articulate and Imagine blocks in Experiment 1.  

(A) Misperception indices (MPIs) for acoustic /aba/ in the ‘articulate’ block. (B) 
MPIs for acoustic /aba/ in the ‘imagine’ block. Error bars are Bonferroni-
corrected 95% CIs. Common subscripts indicate conditions not significantly 
different from each other within the same block (i.e., pair-wise comparisons; 
Bonferroni-corrected alpha = .05). 

 
 

2.1.3 Discussion 

In Experiment 1, participants identified tokens of naturally produced /aba/ and 

/ava/ disyllables while silently and synchronously articulating, or while imagining 
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speaking aloud. Results showed that /aba/ perception was differentially affected in the 

various experimental conditions, although /ava/ perception was not. Subsequent 

analysis, which focused only on misperception of acoustic /aba/, revealed informative 

patterns. Results from the Articulate Block showed that silent articulation of /ava/-like 

movements (i.e., articulating either /ava/ or /afa/) while hearing acoustic /aba/ resulted in 

increased perception of an illusory /ava/ compared to a baseline condition. MPIs when 

articulating /ava/ and /afa/ were also increased compared to when articulating of /aba/. 

Critically, these results show that articulating both /ava/ and /afa/ caused similar 

magnitudes of misperception, and suggest that the similar sensorimotor information (but 

different auditory associations) conveyed in the articulation of these disyllables 

contributed to misperception of acoustic /aba/.  

Results from the Imagine Block further confirmed that auditory imagery 

associated only with /ava/ resulted in misperceptions above baseline. Moreover, the 

MPIs while imagining /ava/ were greater in comparison to imagining either /aba/ or /afa/. 

Thus, auditory imagery associated with /ava/ and /afa/ had demonstrably different 

effects. Together, this shows that articulating both /ava/ and /afa/ while listening to 

acoustic /aba/ lead to similar magnitudes of misperception, and this happened despite 

the corresponding difference in the efficacy of auditory /ava/ and /afa/ imagery. These 

results show that sensorimotor aspects of articulation, rather than activation of auditory 

representations associated with it, can modulate speech perception. 

2.2 Experiment 2 

The Articulate Block from Experiment 1 showed that silent and synchronous 

articulation of /ava/ and /afa/ alter perception of acoustic /aba/ compared to baseline 

levels (i.e., just listening to acoustic /aba/), and also when compared to silent and 

synchronous articulation of /aba/. Experiment 2 was designed to add to these results in 
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two ways: controlling for a possible confound, and more directly testing strong versions 

of auditory versus sensorimotor accounts of our results above. 

One possible confound in Experiment 1 is that the design allowed for the 

possibility that articulating anything while listening to acoustic /aba/ resulted in some 

instability when processing speech. Articulating /aba/ would have biased participants in 

the same direction as the acoustic stimulus, while the other articulatory conditions would 

have lead to a generalized decrease in perceptual accuracy of acoustic /aba/, no matter 

what participants were articulating. On this account, a similar facilitative effect for 

perception of acoustic /ava/ when articulating /ava/ is also predicted, but this effect may 

have been obscured by the low rates of correct /ava/ perception in the baseline 

condition. Thus, Experiment 2 was designed to test the alternative hypothesis: were our 

results in Experiment 1 caused by generalized perceptual instability related to 

articulation? To test this possibility, we replicated the critical effect found in the articulate 

/afa/ condition from Experiment 1, and also added distractor conditions that were 

dissimilar from either /aba/ or /ava/ targets (i.e., articulate /ama/ or /aya/). If the effect of 

perceptual instability were a legitimate confound, then articulating /afa/ should not result 

in a greater degree of misperception than articulating either /ama/ or /aya/ distractor 

conditions. 

To more directly compare auditory versus sensorimotor accounts, a second 

experimental question was built into the design of Experiment 2. If actively articulating 

results in enhanced auditory priming compared to simply imagining articulation, then a 

purely auditory account may still be able explain the results from Experiment 1. For 

example, auditory /afa/ representations may indeed prime illusory /ava/ representations, 

but this priming relation might simply have been too weak to notice in the Imagine Block 

and strong enough to influence perception in the Articulate Block. To address this 
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possibility in Experiment 2, we added another condition where participants articulated 

/aða/ (i.e., the initial consonant in “though”). Classic work on confusability matrices 

suggest that the consonant /v/ is acoustically confusable with the consonant /ð/, while 

relatively distinct from either /m/ or /f/ (e.g., Miller & Nicely, 1955). Thus, on a purely 

auditory account, articulating /aða/ is predicted to result in significantly more 

misperceptions than either /afa/ or /ama/ (or, for that matter, /aya/), since articulating this 

consonant would activate auditory representations that are most easily confusable with 

the illusory /ava/ target. Articulating any of the other sequences would result in 

equivalent, but lesser degrees of perceptual influence. In other words, one would expect 

to find the following order of decreasing MPIs on this account: /aða/ > /afa/ = /ama/ = 

/aya/. 

Predictions from a purely sensorimotor account of our results are straight-

forward: only /afa/ articulation would be predicted to have any perceptual influence, 

since it has an almost identical articulatory profile as the illusory target when silently 

articulating, while the other articulatory conditions (i.e., articulate /aða/, /ama/, or /aya/) 

all differ in varying degrees. One would expect to find the following order of decreasing 

MPIs on this account: /afa/ > /aða/ = /ama/ = /aya/. 

2.2.1 Method 

Fifty English-speaking undergraduates (34 female; M = 20.7 years, SD = 2.3 

years) were tested in a single Articulate Block using the same stimuli and procedure 

from Experiment 1. This block contained a baseline condition plus four additional 

conditions where participants silently articulated each of the following: /afa/ (i.e., a 

replication of the critical condition from Experiment 1), /aða/, /ama/, and /aya/. 
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2.2.2 Results 

As in Experiment 1, MPIs for perception of acoustic /ava/ showed no effects of 

condition, F(3, 147) = .74, p = .53, ηG
2 = .008. Again, this may have been due to the 

inherent ambiguity of /ava/ tokens, as the mean proportion of correct identifications in 

the baseline condition was slightly lower for /ava/ tokens (M = .89, SD = .16) than for 

/aba/ tokens (M = .95, SD = .10). As in Experiment 1, only MPIs for acoustic /aba/ were 

subsequently analyzed. The MPIs for acoustic /ava/ and their standard deviations are 

displayed, along with those from Experiment 1, in Appendix A. 

All participants met the 50% exclusion criterion used in Experiment 1. A 

repeated-measures ANOVA indicated that MPIs were not equivalent across conditions, 

F(3, 147) =  4.22, p = .007, ηG
2 = .037. Pair-wise comparisons (Bonferroni-corrected) 

confirmed that articulating /afa/ resulted in significantly more misperceptions than 

articulating either /ama/, t(49) = 3.05, p = .023, d = .42, or /aya/, t(49) = 3.09, p = .020, d 

= .43. Misperception was intermediate for /aða/, which did not statistically differ from 

other conditions (see Figure 2.2). In addition, Bonferroni-corrected t-tests of the MPIs 

within each condition show that articulating /afa/ significantly influenced patterns of 

misperception compared to the baseline condition, t(49) = 4.29, p < .001, d = .58. 

Results also showed, however, that there was only a marginal difference in rates of 

misperception between the baseline condition and articulating /aða/, t(49) = 2.31, p = 

.10, d = .32. 
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Figure 2.2 – Results for the Articulate block in Experiment 2.  

Error bars are Bonferroni-corrected 95% CIs. Common subscripts indicate 
conditions not significantly different from each other (i.e., pair-wise 
comparisons; Bonferroni-corrected alpha = .05). 

 
 

2.2.3 Discussion 

The design of Experiment 2 addressed two questions about our previous results. 

First, the pattern of /aba/ identifications shows that perceptual influences observed in 

Experiment 1 were not caused by a generalized instability in perception when 

articulating something besides the acoustic target. Results show that identification of 

acoustic /aba/ while articulating either /ama/ or /aya/ distractor conditions did not change 

from baseline, and also that more misperceptions resulted when articulating /afa/ than 

when articulating either the /ama/ or /aya/ distractors. This demonstrates that the 

perceptual influences observed in Experiment 1 were tied specifically to characteristics 

of the participants’ articulatory patterns, and the similarity of those patterns to the 

articulation of the illusory /ava/ target. 
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Second, Experiment 2 was also designed to contrast strong versions of auditory 

versus sensorimotor accounts of our results. Recall that if auditory confusability were the 

sole source of perceptual influence, then one would have expected to find the following 

order of decreasing MPIs: /aða/ > /afa/ = /ama/ = /aya/. This differs from the empirical 

results. Recall, again, that if a complete match of sensorimotor information were the sole 

source of perceptual influence (i.e., a purely sensorimotor account), then one would 

have expected to find the following order of decreasing MPIs: /afa/ > /aða/ = /ama/ = 

/aya/. This provides a closer approximation of these results, but still does not explain the 

intermediate levels of misperception when articulating /aða/.  

Another possibility, of course, is that these results show dual influences of 

sensorimotor and auditory information when articulating. That is, articulating /afa/ 

contributed to misperception of acoustic /aba/ due to its sensorimotor match to the 

illusory /ava/ target, while articulating /aða/ contributed to misperception (perhaps to a 

slightly smaller degree) due to its auditory similarity to the illusory target. Such a hybrid 

interpretation of our results would predict some degree of perceptual influence from 

articulation of /afa/ and /aða/, but little to no influence from articulation of either /ama/ or 

/aya/. This prediction maps well onto our empirical results. 

In summary, Experiment 2 adds to our previous results in two specific ways. 

First, it rules out a possible confound in Experiment 1, which was related to the 

specificity of articulatory interference in perception. Second, results also argue against 

two theoretical accounts of our results: neither a purely auditory, nor a purely 

sensorimotor account generate predictions that match our empirical results. Results 

show that both sensorimotor and auditory aspects have detectable and separable 

influences on perception. 
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2.3 General Discussion 

The nature of articulatory influences on auditory speech perception is the focus 

of current controversies in the field of speech research (Lotto et al., 2009; Massaro & 

Chen, 2008; Scott et al., 2009) and embodiment more generally (Mahon & Caramazza, 

2008). Previous studies have shown that the motor system is somehow implicated in 

perception, but the precise characterizations of these action-perception linkages are 

considered controversial. One issue of particular importance concerns the source of 

articulatory influences: from what are the presently observed patterns of auditory 

(mis)perception derived? Previous work has suggested that these effects may be 

derived from an abstract auditory representation that is activated in parallel with a motor 

command (Sams et al., 2005), while other theories would suggest that sensorimotor 

information about the movements of the articulators can be a distinct source of 

perceptual modulation (D'Ausilio et al., 2009; Fowler & Galantucci, 2005).  

This study was designed to provide evidence that might help in resolving this 

controversy. Results from Experiment 1 demonstrate that perceptual influences on 

speech perception can stem from information about the movements of individual 

articulators, rather than abstract auditory information (i.e., imagery) associated with a 

motor command. We find both types of influences in Experiment 2: misperception is 

derived, from articulating something that activates auditory information acoustically 

confusable with the illusory target (i.e., articulating /aða/), and from making articulations 

that activate sensorimotor, but not auditory information, which is compatible with the 

illusory target (i.e., articulating /afa/). These results argue against the view that abstract 

phoneme categories, which are specified by a motor command, are the sole source of 

articulatory modulation in speech perception. Rather, our results suggest that 
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information from a variety of sources when articulating can provide a source of 

perceptual modulation, including sensormotor aspects of articulation. 

Importantly, the term “sensorimotor” has been used here to include the possibility 

that the perceptual modulation observed presently is derived from afferent (i.e., in-

flowing) somatosensory feedback about the motions made by the articulators (Ito et al., 

2009). This hypothesis is further supported by several recent studies that have offered 

striking demonstrations of speech-related somatosensory or tactile information 

influencing auditory speech perception (Fowler & Dekle, 1991; Gick & Derrick, 2009; 

Gick, Jóhannsdóttir, Gibraiel, & Mühlbauer, 2008). Alternatively, perceptual modulation 

may derive from efferent (i.e., out-flowing) information about the coordinative dynamics 

of speech articulators (Saltzman & Kelso, 1987) or gestural scores (Browman & 

Goldstein, 1990, 1992), which are essentially abstractly defined relations between 

different speech articulators that determine how speech gestures should be executed. 

Further research, of course, must parse the precise meaning of sensorimotor influences, 

as well as the neural pathways that are involved in these distinct processes. 

Two additional caveats merit brief mentioning: first, if it is the case that both 

auditory and sensorimotor information contribute to perceptual processing in speech, 

then why in Experiment 1 does articulating /ava/ merely result in a similar magnitude of 

misperception as articulating /afa/, which only shares sensorimotor information with the 

illusory percept? One possibility, of course, is that detecting more fine-grained 

differences between experimental conditions is not possible in this behavioural 

paradigm. Another possibility is that the mechanisms of sensorimotor and auditory 

modulation are simply not processes that are additive. This may indicate that the distinct 

pathways that underlie each type of perceptual influence are somehow 

incommensurable, or act independently in perceptual processing. 
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Second, our results support both strong and weak interpretations of motor 

theories of speech perception. A strong motor theory position would suggest that our 

results are not surprising, since perceptual identification simply involves identifying 

articulatory-motor information in the first place: that is, perceiving speech is about 

perceiving articulation (Fowler, 1986; Liberman & Mattingly, 1985; Liberman & Whalen, 

2000). A weaker interpretation, one that we favour, suggests instead that sensorimotor 

information is just one source of perceptual influence, and may feed into a distributed 

network that is a percept. On this view, information across modalities, including 

sensorimotor, visual, and auditory information may be mutually excitable in such a way 

that suggests high degrees of interconnectivity (Pulvermüller, 2005). 

In summary, our results are aimed at advancing the study of embodiment by 

investigating the source of articulatory influences on the perception of speech. Results 

suggest that articulation may lead to activation of both auditory and sensorimotor 

information, and both processes can be a source of perceptual modulation. Ultimately, 

results suggest that multiple sources of information about articulation, including 

sensorimotor aspects, can modulate speech perception. Future work must further 

establish what kinds of processes sensorimotor and perceptual systems share, and how 

connections between these systems are instantiated in the brain. 
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3: MAINTAINING A SINGLE ARTICULATORY POSITION 
CAN INFLUENCE SPEECH PERCEPTION3 

Some theories have suggested that the perceptual analysis of events or actions 

can be influenced by representations or processes linked to the motor system (e.g., 

Haruno, Wolpert, & Kawato, 2001; Jeannerod, 2001; Prinz & Hommel, 2002; Rizzolatti & 

Craighero, 2004). This idea is echoed in speech research, where motor theories of 

speech perception have long suggested that articulatory processes are similarly 

recruited in the perceptual analysis of speech (Fowler, 1986; Galantucci, Fowler, & 

Turvey, 2006; Liberman & Mattingly, 1985). 

Evidence for this claim comes from several types of speech perception tasks. For 

example, planning a spoken utterance can affect how quickly one can identify whether a 

word-label contains a particular sound (i.e., phoneme-monitoring) (Roelofs, Özdemir, & 

Levelt, 2007). In another paradigm, learning to modify the way that one articulates a 

particular sound can also modify the perception of these sounds in a subsequent 

listening-only task (Nasir & Ostry, 2009). Recent work has also shown that silently and 

simultaneously articulating while perceiving speech (e.g., mouthing /ka/ while hearing 

acoustic /pa/) can result in perceptual assimilation of the articulatory target (e.g., one 

perceives /ka/) (Sams, Möttönen, & Sihvonen, 2005; see also Chapter 2). Finally, 

several trans-cranial magnetic stimulation (TMS) studies have also shown that auditory 

speech perception is affected by repeated TMS to speech-motor cortex, and that this 

perceptual effect is selective to the specific part of motor cortex (i.e., the lip or tongue 

                                                
3 A version of this chapter will be submitted for publication. Scott, M., Yeung, H. H., Gick, B., & 

Werker, J. F. (2010) Maintaining Static Articulator Positions Influences Speech Perception. 
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area) that is stimulated (D'Ausilio et al., 2009; Meister, Wilson, Deblieck, Wu, & Iacoboni, 

2007; Möttönen & Watkins, 2009). 

These data suggest close links between articulatory processes and speech 

perception, but much remains unclear about how articulation modulates or influences 

perception. Indeed, articulating speech involves a cascade of distinct sensory and motor 

processes, and current debate has offered varying interpretations of the pathways 

responsible for influencing perception (Lotto, Hickok, & Holt, 2009; Massaro & Chen, 

2008; Pulvermüller & Fadiga, 2010; Scott, McGettigan, & Eisner, 2009). Recent 

evidence has suggested that sensorimotor information about speech-like articulatory 

motions can be a distinct source of perceptual modulation (i.e., Chapter 2), but even so, 

little research has investigated how qualitatively different levels of information in speech 

motor control are integrated with speech perception. The current study is designed to 

address this question. 

Researchers have identified at least two levels in the hierarchy of speech motor 

control: “task-level” information specifies the goals of articulation (i.e., the production of 

particular phonemes) and abstracts over the detailed movements of the speech 

articulators. Articulator-level information, in contrast, coordinates the moment-to-moment 

particulars of the positions and trajectories for the lips, tongue, jaw, etc. (Gracco, 1994; 

Kelso, Tuller, Vatikiotis-Bateson, & Fowler, 1984; Saltzman & Munhall, 1989; Shaiman & 

Gracco, 2002). This is shown most clearly in studies that deliver mechanical 

perturbations to the jaw while experimental participants speak. The motor system 

maintains the dynamically coordinated structure of articulator movements that enables 

production of the speech target (i.e., task-level information) by making swift adjustments 

to the positions, force, and velocity of individual articulators (i.e., articulator-level 

information). This hierarchical nature of speech motor control is further reinforced in 
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transfer-of-learning tasks that also use these perturbation techniques: learned 

adjustments to a simple articulator movement (i.e., jaw-lowering when saying “ee-aa”) 

are not transferred when the same movement is embedded in a different speech context 

(e.g. jaw-lowering when saying “uu-aa”) (Tremblay, Houle, & Ostry, 2008). 

Linguistic theories relating speech perception with speech production refer to 

abstract constructs that are more reminiscent of task- than articulator-level information. 

Gestural scores, for example, capture rich information about the coordinated dynamic 

relations between speech articulators, and also play a central role in theories of 

articulatory phonology (Browman & Goldstein, 1990, 1992). This is similarly the case in 

motor theories of speech perception, where it has always been assumed that detailed 

information about the coordinative structures of speech gestures are the basis of 

auditory speech perception as well as the basis of the link between speech perception 

and production (Fowler, 1996; Fowler & Galantucci, 2005; Galantucci et al., 2006). 

To date, little empirical evidence has supported the claim that task-level 

information, or even speech-specific movements for that matter, is required to 

demonstrate an articulatory influence on speech perception. Some relevant data, 

however, come from a study showing that perceptual categorization of /a/ and /e/ vowels 

was altered when an externally controlled mechanical arm deformed facial skin near the 

mouth in a simple downward or upward motion, which approximates the deformations of 

the skin and muscles when /a/ and /e/, respectively, are produced (Ito, Tiede, & Ostry, 

2009). This afferent (i.e., in-flowing) somatosensory feedback about articulator motion 

had to be somewhat specific to speech: “twitches” that deformed skin in a non-speech 

manner (i.e., at a faster rate), or simply statically holding skin in an “upward” or 

“downward” position had non-significant effects on perception. While this suggests that 

highly impoverished information about articulator movements can still influence speech 
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perception, the conveyed articulatory information must retain at least some dynamic 

similarities to actual speech gestures. 

There are several reasons, however, to question the conclusion that dynamic 

articulatory information is necessary to observe perceptual influences. First, visual 

inspection of Ito et al.’s published data suggest that holding skin in static positions may 

indeed have influenced perception, but that the effect was not significant due to lack of 

statistical power, or because Ito et al. (2009) looked only at identification scores rather 

than more sensitive measures like reaction time. Second, low-level articulatory 

information in efferent (i.e., out-flowing) channels may have a different effect on 

perception than afferent (i.e., in-flowing) ones. In other words, different kinds of 

information may be fed to the perceptual system when the motor system is actively 

maintaining a single articulatory position by sending information through efferent 

channels compared to when the perceptual system is simply receiving dynamic and 

speech-like afferent somatosensory feedback from skin and muscle receptors. 

In order to evaluate these possibilities, experimental participants in the current 

study were instructed to maintain a single articulatory position that was embedded in a 

non-speech gesture (i.e., holding one’s breath) while making speeded identifications of 

speech syllables. If it were shown that the maintenance of this articulatory position could 

still influence speech perception, this would suggest that task-level, dynamic, and 

speech-specific information about articulation is not the only source of perceptual 

influence from processes associated with speech production. Rather, the locus of 

perceptual influence may stem from more basic information about the positions of the 

articulators within the vocal tract. 
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3.1 Method 

Articulations of the stop consonants /p/, /t/, and /k/ mutually involve obstructing 

and then releasing airflow through the vocal tract (i.e., they are all voiceless stops). 

These consonants crucially differ, however, in the mechanism by which airflow is 

stopped (i.e., their places of articulation): /p/ is produced by closing the lips, /t/ by placing 

the tongue tip on the alveolar ridge, and /k/ by raising the tongue body against the velum 

(i.e., the soft palate). The current experiment asked whether maintaining an articulatory 

position that obstructed airflow at a specific place of articulation (i.e., holding one’s 

breath at the lips) could modulate perception of related consonants (i.e., /p/ versus /t/ or 

/k/). 

In one experimental block participants were presented with an acoustically edited 

continuum between /pa/ and /ta/, and were asked to classify each token. Both 

identification and reaction times were recorded, and this was repeated in a second 

block, where participants classified another continuum between /ta/ and /ka/. During 

each of these two blocks, participants held their breath in short spurts, sometimes at 

their lips (as if “diving underwater”), which is related to /p/ articulation, and other times at 

their glottis (as if “lifting a heavy object”), which is not related to either /p/, /t/, or /k/ 

articulation. This design allowed us to ask whether maintaining a static articulatory 

position (i.e., holding one’s breath) could influence the perception of speech sounds that 

are related to that articulatory position. In other words, it was predicted that performance 

in perceptual tasks related to /pa/ identification would be selectively affected by holding 

one’s breath at the lips. 

Previous research has suggested that articulatory influences generally result in 

perceptual facilitation or assimilation, such that auditory percepts are biased towards the 

speech percepts that are congruent with articulatory information (D'Ausilio et al., 2009; 
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Ito et al., 2009; Möttönen & Watkins, 2009; see also Chapter 2). Thus, we predicted 

more /pa/-biased perceptions of the /pa/-/ta/ continuum when breath holding at the lips 

versus at the glottis. Alternatively, we predicted no differences between the lips and 

glottis conditions when perceiving /ta/-/ka/. Furthermore, reaction times (i.e., decision 

latencies) may also be influenced differently in lips versus glottis conditions. The 

direction of this influence is not as clearly predicted, however: reaction times when 

classifying a /pa/-/ta/ continuum may be facilitated only for /pa/ and delayed for /ta/, or 

alternatively they may be facilitated across the board (i.e., deciding between the /pa/ or 

/ta/ may be easier when a /pa/ information is pre-potently activated). In either case, 

some difference between reaction times between /pa/-/ta/ versus /ta/-/ka/ continua is 

predicted in the lip condition, but not in the glottis condition. A table summarizing these 

predictions is provided below. 

Table 3.1 – Predicted results listed by the corresponding breath holding condition. 

Breath Holding Lips Glottis 

Identification of /pa/-/ta/ /pa/-bias no bias 

Identification of /ta/-/ka/ no bias no bias 

Decision Latencies /pa/-/ta/  ≠  /ta/-/ka/ /pa/-/ta/  =  /ta/-/ka/ 

 

3.1.1 Participants 

Eight native English-speakers (M = 26.4 years, SD = 7.5 years) were recruited 

from a pool of volunteers who were willing to participate in behavioural experiments for 

money (i.e., $10 per hour), or for course credit in a psychology course. 
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3.1.2 Stimuli 

Three naturally produced tokens of /pa/, /ta/, and /ka/ from a male speaker were 

edited to equate for duration, and entered into an electronic software package 

(STRAIGHT; see Kawahara, Masuda-Katsuse, & de Cheveigné, 1999). This package 

produced two separate six-member continua of speech sounds (i.e., /pa/-/ta/ and /ta/-

/ka/ continua). The six tokens on the /pa/-/ta/ continuum contained 0.29%, 35.92%, 

46.84%, 51.44%, 68.1%, and 93.97% of the information supplied by the /ta/ end-point, 

while the remainder of this information came from the /pa/ end-point (see Kawahara et 

al., 1999 for details). The six tokens of the /ta/-/ka/ continuum similarly contained 

14.08%, 50%, 62.93%, 67.53%, 81.9%, and 99.71% of the information supplied by the 

/ka/ end-point. All of these values were determined based on extensive pre-testing with a 

separate group of native English speakers. The duration of the tokens used in the /pa/-

/ta/ continuum were within 2 ms of each other, averaging 341 ms. The duration of the 

tokens used in the /ta/-/ka/ continuum were also similar in range, averaging 340 ms. 

3.1.3 Procedure 

Participants were instructed that they were participating in an experiment that 

explored the effect of physiological stress on auditory perception. This ensured that 

participants would be less likely to draw the connection between breath holding at the 

lips and /p/ production. Indeed, none of the participants made this connection when 

debriefed at the end of the experiment. During the instruction period, breath holding at 

the lips and glottis was explained and demonstrated by the experimenter, who also 

ensured that the mouth was left open when holding one’s breath at the glottis. Moreover, 

the experimenter ensured that participants felt the difference at the designated location 

in the vocal tract when holding their breath at the lips versus the glottis (i.e., participants 

were asked if they could feel pressure at the base on their throat when holding breath at 
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the glottis, but not at the lips). Participants also demonstrated breath holding in front of 

the experimenter, who ensured that they were following instructions as carefully as 

possible. 

Testing took place in a sound-attenuated booth, and stimuli were presented over 

computer speakers at approximately 67 dB using PsyScope software loaded onto a Mac 

computer. Participants sat in front of a monitor and responded on a button box, 

completing experimental trials that were structured to allow participants to engage in 

periodic breath holding. For example, a prompt on the screen informed subjects that 

they should begin holding their breath at the designated place of articulation. Once their 

breath was held, participants were instructed to press the spacebar, and an 

experimental stimulus was presented after 500 ms. Participants pressed one of two keys 

to identify this stimulus as accurately and as quickly as possible: a visual prompt 

remained onscreen to remind participants which key to push. Once a response was 

made, another stimulus was presented after a delay of 500 ms, and another response 

was recorded. This happened a total of 3 times before a screen appeared, which 

indicated that it was time to release one’s breath. When ready, participants could press 

the spacebar and three trials were again presented. Participants were given the 

opportunity to practice doing this before beginning the actual experiment until they felt 

comfortable with the task. 

Participants completed 36 trials with one type of breath holding (i.e., lips or 

glottis) before an onscreen prompt indicated that the style of breath holding should be 

switched. Lips and glottis trials for one continuum (e.g., /pa/-/ta/) alternated in this 

manner for 4 cycles (i.e., 288 trials total). Each token of the six-member continuum was 

presented a total of 24 times, equally in the first, second, or third slot in the triads of trials 

during which breath was held. Once finished, the experimenter entered the booth to 
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explain that the next block of the experiment would involve perceptual identification of 

another continuum (e.g., /ta/-/ka/), which was presented in a similar manner. The side of 

the responses (i.e., “left” or “right” keys on the button box), whether the first breath 

holding condition was at the lips or the glottis, and the order of the two continuum blocks 

(i.e., /pa/-/ta/ or /ta/-/ka/) were fully counterbalanced across individuals in the study. The 

whole experiment took about 45 minutes to complete. 

3.2 Results 

Identification responses for both the /pa/-/ta/ and /ta/-/ka/ continua were recoded 

as the proportion of “fronted” responses, which refers to the place of articulation closer to 

the front of the mouth (i.e. /pa/ for the /pa/-/ta/ continuum, and /ta/ for the /ta/-/ka/ 

continuum). The mean proportions of fronted responses are illustrated in Figure 3.1, 

which suggests that breath holding at the lips or the glottis did not differentially affect 

speech categorization. This was confirmed by a repeated measures ANOVA on the 

proportion of fronted responses, with factors of CONTINUUM (i.e., /pa/-/ta/ or /ta/-/ka/), 

PLACE of breath holding (i.e., lips or glottis), and MEMBER of the continuum (i.e., #1-

#6, from furthest front to furthest back in the mouth). As expected, no significant 

interactions involving the PLACE approached significance. There was, however, a 

marginal interaction between the factors of CONTINUUM and MEMBER, F(5, 35) =  

2.43, p = .054, ηG
2 = .13, indicating that the boundary between /pa/ and /ta/ categories 

was in a slightly different place on that continuum than the corresponding boundary on 

the /ta/-/ka/ continuum (see Figure 3.1). In addition, there was a significant main effect of 

MEMBER, indicating, as expected, that the proportion of fronted responses differed 

within both continua, F(5, 35) =  143.69, p < .001, ηG
2 = .81. In summary, these results 

did not support the prediction that maintaining a static articulatory position (i.e., breath 

holding at the lips) could have an influence of perceptual identifications of /pa/ syllables. 



 

 100 

Figure 3.1 – Results for perceptual identifications. 

Responses for the /pa/-/ta/ (solid) and /ta/-/ka/ (dashed) continua are plotted 
for each continuum member, where #1 indicates the place of articulation 
furthest to the front of the mouth (i.e., /pa/ for /pa/-/ta/ and /ta/ for /ta/-/ka/) and 
#6 indicates the place of articulation furthest to the back (i.e., /ta/ or /ka/). 
Colors indicate results for the lip (red) and glottis (blue) breath holding 
conditions. 

 
 

While perceptual identifications were not differentially affected by the breath 

holding conditions, subsequent analysis on the reaction times suggested that breath 

holding did influence decision latencies. Preliminary processing eliminated reaction 

times that were shorter than 150 ms or longer than 1500 ms, which were a priori 

thresholds designed to eliminate responses that were too short or too long to reflect 

actual decision processes. Less than .01% of the data were eliminated in this step. A 

repeated measures ANOVA was conducted on the reaction times with factors of 

CONTINUUM (i.e., /pa/-/ta/ or /ta/-/ka/), PLACE (i.e., lips or glottis), and MEMBER (i.e., 

#1-#6). Results again showed a main effect of MEMBER, F(5, 35) =  14.46, p < .001, ηG
2 
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= .14, which reflects the fact that participants in categorical perception studies usually 

take longer to categorize mid-points on a continuum compared to the end-points, due to 

the fact that the middle tokens are more perceptually ambiguous.  

Interestingly, this ANOVA also revealed a significant main effect of 

CONTINUUM, F(1, 7) =  6.76, p = 0.035, ηG
2 = .11, and an interaction between PLACE 

and CONTINUUM, F(1, 7) =  5.65, p = .049, ηG
2 = .018, but no additional main effects or 

interactions. This suggests that reaction times in categorizing the /pa/-/ta/ continuum 

were shorter overall than those in the /ta/-/ka/ continuum, but that this difference 

interacted with the effects of holding one’s breath at either the lip or the glottis. An 

analysis of the simple main effects derived from this interaction revealed that reaction 

times in the lip condition were faster when categorizing the /pa/-/ta/ continuum (M = 467 

ms, SD = 47 ms) than when categorizing the /ta/-/ka/ continuum (M = 520 ms, SD = 47 

ms), t(7) =  3.70, p = .008, d = 1.31. However, this was not the case within the glottis 

condition (M/pa/-/ta/ = 578 ms, SD = 51 ms; M/ta/-/ka/ = 501 ms, SD = 49 ms), t(7) =  1.82, p 

= .22, d = .48. These simple main effects, as well as the main effect of MEMBER, which 

illustrates differences between the mid- and end-points on the continuum, are displayed 

graphically in Figure 3.2. 
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Figure 3.2 – Results for decision latencies. 

The /pa/-/ta/ (solid) and /ta/-/ka/ continua (dashed) are displayed for the lip (top 
in red) and glottis (bottom in blue) conditions. For simplicity in visual 
presentation, continuum members have been binned into two end-point bins 
(i.e., #1 and #2 versus #5 and #6), as well as a mid-point bin (i.e., #3 and #4). 
Error bars indicate standard error.  
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3.3 Discussion 

Previous work has demonstrated that sensorimotor information can modulate 

speech perception, but little research has investigated what sorts of information in the 

motor system drives this effect. The current study addresses this question, asking 

whether articulatory influences necessarily originate from speech-specific information 

about the dynamically specified movements of the tongue, lips, jaw, etc. Results suggest 

that this is not the case: maintaining a single articulatory position (i.e., simply holding 

one’s breath at the lips) can enhance the speed at which participants categorized tokens 

of related speech (i.e., /pa/ and /ta/ sounds) compared to decision latencies when 

classifying unrelated speech (i.e., /ta/ and /ka/ sounds). Specifically, our effects 

stemmed from the fact that the production of /p/ sounds is related to breath holding at 

the lips, as similar differences in decision latencies were not found when one held their 

breath at the glottis. This enhancement of decision latencies for the /pa/-/ta/ continuum 

may reflect the fact that articulatory information when breath holding at the lips is 

activating /pa/-related processes in perceptual analysis, helping to speed decisions (i.e., 

either /pa/ or not /pa/) when identifying members of this particular continuum, but not 

influencing decision processes for the /ta/-/ka/ continuum. Thus, results suggest that 

static maintenance of one’s articulators in a relevant position, even when that position is 

embedded in a non-speech gesture, is enough to bias performance in a speech 

perception task. 

These data challenge a previous claim, which suggested that speech-like 

deformations of facial skin and muscles can affect perception of vowels, but that static 

deformations have no statistically significant effects on perceptual categorization (Ito et 

al., 2009). Two major differences between that paradigm and our current data may help 

to explain these divergent results. First, our results showed an articulatory influence only 
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in the analysis of the reaction times to make categorical judgments, rather than in the 

analysis of the categorical judgments themselves. Only the latter was recorded 

previously. Future work is needed to establish how information about dynamic 

movements versus static positions may differ in their contribution to perceptual 

modulation. Second, the current study provided information about both efferent (i.e., out-

flowing) motor information, as well as afferent (i.e., in-flowing) somtaosensory 

information when maintaining lip closure during breath holding, while Ito et al.’s (2009) 

study was designed to provide only the latter. Future work will be needed to parse the 

potentially separate contributions of these distinct pathways on perception, examining 

how afferent somatosensory feedback differs when the articulators remain static as 

opposed to when they are moving. 

Even though our design does not investigate the nature of speech production 

directly (rather, it investigates speech perception), the original motivation of the present 

study is crucially rooted in work on speech motor control, and our results address an 

important controversy in that field. Speech motor control research has suggested that 

motor control is organized hierarchically, and that information at the highest levels of this 

hierarchy specify “goals” or “tasks” that the articulators are meant to achieve. It has 

always been assumed that speech perception, insofar as it interacts with production, 

taps these higher levels. Importantly, however, the characterization of these high-level 

tasks in the speech motor control literature is controversial: for example, articulatory 

processes may be targeted at producing acoustic events (e.g., Houde & Jordan, 1998, 

2002; Jones & Munhall, 2005; Perkell et al., 2000); they may instead be defined 

abstractly by dynamic coordinative relations between different speech articulators, 

(Browman & Goldstein, 1990, 1992; Kelso et al., 1984; Saltzman & Munhall, 1989); 

alternatively, speech motor control may be based on somatosensory feedback from 
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peripheral receptors in skin and muscle about the location and movement dynamics of 

the articulators (Nasir & Ostry, 2008; Tremblay, Shiller, & Ostry, 2003).  

Two basic conclusions can be drawn from our results, vis-à-vis this controversy 

in speech research. On the one hand, our results suggest one way in which motor 

control might be structured. Specifically, because neither auditory information nor 

dynamic coordinative relations were involved in the production side of our task, our data 

tentatively suggest that speech motor control is at least partially defined by the 

achievement of simple articulatory positions. This remains speculative, however, since 

the present data come from a perception task, rather than a motor control task. On the 

other hand, our work more firmly establishes that low-level representations or processes 

within the speech motor control hierarchy (i.e., information about static articulatory 

positions, even in non-speech gestures) are accessible at the interface between motor 

control and perceptual processing. Strikingly, this is counter to the general assumption in 

speech research that low-level information in speech motor control does not play an 

important role in perceptual processing. 

In summary, our results suggest that several levels in the hierarchy of speech 

motor control may interact with speech processing, including low-level information about 

the positions of the articulators. This supports a view of speech perception where a wide 

variety of information across modalities, including sensorimotor, visual, and auditory 

information may be recruited in perceptual analysis (Pulvermüller, 2005). Specifically, 

our results suggest that the dominant hierarchical view of speech motor control is not 

strictly reflected in the link between speech perception and production. Rather, low-level 

articulatory information present when one simply holds their breath (i.e., a decidedly 

non-speech gesture) can selectively influence the perception of related consonants. 
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4: ACHIEVING LIP-SHAPES WHILE SUCKING AND 
CHEWING INFLUENCES INFANTS’ AUDIOVISUAL 
SPEECH PERCEPTION4 

4.1 Introduction 

Theoretical approaches have long asserted that the perception and production of 

speech are closely linked (e.g., Fowler, 1986; Guenther, Hampson, & Johnson, 1998; 

Hickok & Poeppel, 2007; Liberman & Mattingly, 1985; Pulvermüller & Fadiga, 2010; 

Rizzolatti & Arbib, 1998; Skipper, Nusbaum, & Small, 2006). Emerging evidence has 

supported this assertion by demonstrating striking influences of speech perception-on-

production and of speech production-on-perception. For example, hearing speech 

automatically and implicitly alters articulatory movements during speech production, 

even when the heard speech is irrelevant to the production task (Yuen, M. H. Davis, 

Brysbaert, & Rastle, 2010). Similarly, perceptual identification of speech is influenced by 

articulating (Nasir & Ostry, 2009; Sams, Möttönen, & Sihvonen, 2005), by transcranial 

magnetic stimulation of speech motor cortex (D'Ausilio et al., 2009; Möttönen & Watkins, 

2009), and even by deforming facial skin and muscles in a way that simulates 

articulation (Ito, Tiede, & Ostry, 2009). 

The ontogenetic origins of these links between speech perception and production 

are relatively unexplored. On the one hand, several reports suggest that speech 

perception can influence infants’ earliest vocalizations: phonological patterns in one’s 

native (or maternal) language can affect cry melodies in newborns (Mampe, Friederici, 

                                                
4 A version of this chapter will be submitted for publication. Yeung, H. H. & Werker, J. F. (2010) 

Achieving Lip-shapes while Sucking and Chewing Influences Infants’ Audiovisual Speech 
Perception. 
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Christophe, & Wermke, 2009), early vowel-like vocalizations (Ruzza, Rocca, Boero, & 

Lenti, 2006), vocalic and consonantal characteristics of babbling (de Boysson-Bardies, 

Halle, Sagart, & Durand, 1989; de Boysson-Bardies, Sagart, & Durand, 1984; Levitt & 

Utman, 1992; Whalen, Levitt, & Goldstein, 2007), as well as the earliest productions of 

words (de Boysson-Bardies & Vihman, 1991; McCune & Vihman, 2001; Vihman, 1991, 

1993). Yet, on the other hand, no studies to date have systematically examined the 

effect of production-on-perception in infants (i.e., whether making articulatory 

movements can influence infants’ perception of speech). 

This gap in the developmental literature is related to asymmetries in the 

development of speech perception versus production: infants perceive sophisticated, 

language-specific phonetic patterns in speech long before a correspondingly 

sophisticated system of speech production is in place (see Locke, 1983; Oller, 1980; 

Stark, 1980; Werker & Tees, 1999, 2005 for reviews). This fact about development has 

made it difficult to postulate how speech production processes in infancy could influence 

speech perception (see, for example, Nazzi, Bertoncini, & Bijeljac-Babic, 2009). Indeed, 

only a few discussions have hypothesized links between articulatory processes and 

infant speech perception (Best, 1995; Kent & Vorperian, 2007; Kuhl & Meltzoff, 1984; 

Werker, 1993). For example, direct-realist accounts of perceptual development have 

suggested that amodal information about gestural events in the world provides the basis 

for infant speech processing (Best, 1995). A related theoretical approach has further 

postulated mappings between infants’ own articulatory representations and speech 

information in both auditory and visual modalities (Kent & Vorperian, 2007; Kuhl & 

Meltzoff, 1984, 1988). This “articulatory mapping” hypothesis, especially, suggests a 

basis from which one might study the effects of speech production-on-perception in 

infancy. 
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The articulatory mapping hypothesis originated from work on cross-modal 

matching in speech: young infants hearing a vowel look more at a face visually 

articulating the matching vowel in a side-by-side visual display of two talking faces (Kuhl 

& Meltzoff, 1982, 1984; Kuhl, Williams, & Meltzoff, 1991; MacKain, Studdert-Kennedy, 

Spieker, & Stern, 1983; Patterson & Werker, 1999, 2003). Several lines of evidence 

suggest, at least indirectly, that articulatory mappings provide the basis for this matching. 

First, matching behaviour is specific to speech: infants do not match when spectral 

information in the vowels is removed (Kuhl & Meltzoff, 1984), or when tone complexes 

with similar acoustic characteristics as the vowels are played instead (Kuhl et al., 1991). 

Second, infants under 6 months of age detect cross-modal matches of non-native 

speech and faces, suggesting that these effects do not stem from purely audiovisual 

experience seeing adults produce these speech sounds (Pons, Lewkowicz, Soto-

Faraco, & Sebastián-Gallés, 2009; Walton & Bower, 1993). Third, infants often produce 

congruent mouth-shapes when participating in a cross-modal matching paradigm, and 

this does not happen when hearing non-speech tones instead of vowels (Kuhl & 

Meltzoff, 1982, 1984; Patterson & Werker, 1999). Finally, a few studies have observed 

vocal imitation in more experimental contexts, suggesting that infants are able to link 

talking faces with their own vocal configurations (Chen, Striano, & Rakoczy, 2004; 

Kessen, Levine, & Wendrich, 1979; Kuhl & Meltzoff, 1996; Legerstee, 1990).  

There are two major limitations to the hypothesis that infant cross-modal speech 

perception has an articulatory basis. First, previous work has never provided direct 

evidence for this by manipulating infants’ articulatory behaviour and evaluating the effect 

of this behaviour on perception. The need for such evidence has been highlighted by 

recent reports, which show that temporal synchrony, rather than articulatory information, 

forms the basis of many cross-modal phenomena in the infant speech perception 
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literature (Lewkowicz, 2000, 2010). While the temporal synchrony between the speech 

and faces is well controlled in most cross-modal matching studies (Kuhl & Meltzoff, 

1982, 1984; MacKain et al., 1983; Patterson & Werker, 1999, 2003), it is possible that 

infants use other types of dynamic information inherent in even the most well-matched 

audiovisual displays. Specific evidence is needed that that an articulatory process, per 

se, is involved. 

A second limitation to the articulatory mapping hypothesis is that it remains 

unclear how articulatory information should be represented in young infants. The 

literature on developmental speech motor control has suggested several alternatives 

with respect to whether early orofacial movements are linked with actual speech 

production at older ages. Some research has suggested, for example, that babbles may 

be an important unit of analysis, since babbling is shaped by speech perception and 

argued to be continuous with first productions of words (de Boysson-Bardies & Vihman, 

1991; McCune & Vihman, 2001; Vihman, 1991). Other research argues instead that 

many aspects of babbling reflect universal constraints on the motor system that may not 

be specific to speech (B. L. Davis & MacNeilage, 1995; MacNeilage & B. L. Davis, 

1993). A third possibility, which is based on analysis of the coordinative movements 

made by different groups of jaw muscles when infants speak, babble, suck, or chew, 

suggests that motor mechanisms underlying these other orofacial movements are not 

continuous at all with later speech motor control (Moore & Ruark, 1996; Steeve, Moore, 

Green, Reilly, & McMurtrey, 2008). 

Several experiments are presented here, which address these two limitations to 

the articulatory mapping hypothesis, and directly test the broader question of whether 

infants’ articulatory-motor movements can influence speech perception. Experiments 1 

and 2 establish a baseline, replicating and extending previous work on cross-modal 
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matching that has presented [i]- and [u]-faces5 to 4.5-month-olds, an age commonly 

tested in this paradigm (Baier, Idsardi, & Lidz, 2007; work cited in Kuhl & Meltzoff, 1988). 

In Experiment 3, we manipulate the types of articulatory movements made by infants 

tested in the same experimental paradigm. Specifically, we utilized the similarity in lip-

shapes achieved when adults articulate these particular vowels and lip-shapes achieved 

when infants engage in certain non-speech behaviours. For example, lip-spreading 

when articulating /i/ is similar to lip-shapes achieved when infants mouth certain objects 

(i.e., ones wider than the mouth); lip-rounding when articulating /u/ is similar to lip-

shapes achieved when infants suck on a pacifier or fingertip. 

If results in Experiments 1 and 2 differ from those in Experiment 3, this would 

show that executing a particular type of articulatory movement could influence the 

perception of speech in a cross-modal matching task, addressing the first issue above. 

This would also show that information from non-speech movements that mimic 

articulatory characteristics of speech (i.e., mouthing or sucking) could be integrated with 

speech information at some early point in development, thus shedding light on the 

second issue highlighted above. Together, these experiments would provide definitive 

evidence for an effect of articulatory information on infant speech perception, helping to 

characterize the ontogenesis of the link between perceptual and motor processes in this 

domain. 

4.2 Experiment 1 

Experiment 1 establishes infants’ baseline preferences for [i]- and [u]-faces, 

which are used for the visual display in all subsequent experiments. A video containing a 

side-by-side display of a woman articulating [u] and the same woman articulating [i] (i.e., 

                                                
5 Brackets (i.e., [i]-faces) will be used to denote visual speech information, while slashes (i.e., /i/-

sounds) will be used to denote auditory speech information. 
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“ee”) were shown to infants for a 2-minute period. While this video was shown, a 

synchronized audio track of the vowel /a/ (i.e., “aa”) was played, which matched neither 

of the displayed faces. We predicted that infants would show no systematic preference 

for either face. 

4.2.1 Method 

4.2.1.1 Participants 

Sixteen infants (9 female) with an average age of 4 months 20 days (R = 4;7 – 

4;28) were recruited from a database of families willing to participate in research. Infants 

heard mostly English in the home, as measured by parental report (R = 65% - 100%; M 

= 95%).  

4.2.1.2 Stimuli 

Videos from Baier et al. (2007) were used, which consisted of side-by-side 

displays of [i]- and [u]-faces. The [i]-face appeared on the left side in one video, and on 

the right side in another. Each display was constructed from 20 clips (10 each) of [i]- and 

[u]-articulations, the onsets of which were synchronized and occurred every 2 seconds. 

In addition, the duration of mouth opening and the onset of blinking were both 

synchronized. Ten clip-sequences were looped until each video played continuously for 

approximately 2 minutes. 

Stimuli videos were also presented with one of several audio tracks, which were 

recorded in a separate session by the same woman filmed for the video. During the 

speech recording session, the woman watched videos of herself articulating [a], [i], and 

[u] (i.e., the same clip-sequences as above) and produced the matching vowel as closely 

as possible with the original audio track. Ten tokens of the vowels /a/, /i/, or /u/ were 

selected from this recording session, and used to create a new audio track where the 
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onsets of the separately recorded vowels coincided with the vowel onsets in the original 

audio track. Durations of all the vowels were similar (M/a/ = .44 s; M/i/ = .44 s; M/u/ = .52 

s). Durations of mouth opening in the [i]- and [u]-video displays were slightly longer than 

the vowels (M/i/ = 1.36 s; M/u/ = 1.32 s), which also corresponded closely to the actual 

temporal dynamics between face and voice in the original recordings. 

4.2.1.3 Procedure 

Infants were seated in their caregiver’s lap while eye-gaze was recorded at a 

sampling rate of 50 Hz with a Tobii 1750 eye-tracker. The 38.1 cm eye-tracking monitor 

(i.e., 15” diagonal) was positioned approximately 60 cm from the head of the infant at a 

visual angle of approximately 30 degrees. As displayed on a black background, each of 

the two face-displays covered a 9.8 cm x 9.8 cm square, symmetrically oriented around 

the central point on the screen and separated horizontally by 2.7 cm. A small video 

camera was concealed approximately 30 cm to the bottom right of the eye-tracking 

monitor, and recorded the infant’s face during the procedure. During the test video, 

sound pressure levels ranged between 60 - 64 dB, and sound emanated from two 

speakers bilaterally positioned behind a black cardboard barrier surrounding the eye-

tracker. 

Infants’ gaze was calibrated immediately before the test session. A looming blue 

ball appeared sequentially in five places: the centre of the screen and each of its 

corners. Each time the looming ball appeared, it was accompanied by several beeping 

sounds to maintain attention. The infant’s face was viewed through the video camera 

feed and the position of the calibrated point was marked when infants looked to be 

fixating on a corner or the centre location. This procedure took 1 - 2 minutes to 

complete. The test procedure began after the calibration, and closely followed previous 

paradigms (Patterson & Werker, 1999, 2003). One of the faces was displayed in silence 
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for 9 s and was followed by a 9 s display of the other face on the other side. Both faces 

were displayed in silence for another 9 s, and finally the screen went blank for 3 s before 

the 2 min test movie was played (see Figure 4.1). This familiarization procedure 

informed infants that a face would be appearing on each side of the screen before 

presentation of the test movie. Which side appeared first, as well as whether the /i/-face 

appeared on the left or right were counterbalanced. Caregivers were instructed to 

prevent chewing or mouthing on the hands and to focus on the infant in their laps rather 

than on the screen. 

Figure 4.1 – An illustration of the apparatus and procedure. 

(A) The experimental apparatus. (B) A schematic of the video timeline for one 
version of the procedure. The red and green squares indicate regions of 
interest used in the analysis of infants’ gaze. 
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4.2.1.4 Analysis 

Gaze analysis was conducted in two regions of interest that were of identical 

dimensions, and oriented over the two faces in the video display (see Figure 4.1). Raw 

gaze data were calculated over the 2 m that infants watched the test display; no fixation 

filters or interpolative calculations were applied, since we were interested in overall 

interest in each of the faces, rather than specific patterns of fixations. 

In addition to the sample of sixteen infants, four other infants were tested, but 

excluded based on three a priori criteria derived from preliminary gaze analysis. First, 

infants were excluded if at least 4 calibration points were not recorded before the test 

session (N = 0). Second, the duration of recorded gaze at the faces must have 

exceeded at least 40 s in the 2-minute test video (i.e., 1/3 of the total time) (N = 4). 

Infants failed to meet this criterion if they were excessively fussy and disinterested in the 

video, or if they shifted their angle with respect to the screen so that the eye-tracker was 

unsuccessful at calculating gaze. Finally, infants could also be excluded if they looked 

less than 1 s at one of the two faces, demonstrating a side-bias (N = 0). This latter 

criterion was applied based on the assumption that these infants may have had trouble 

disengaging from one of the faces, and followed similar inclusion criterion used 

previously (Kuhl & Meltzoff, 1984; Patterson & Werker, 1999, 2003). 

4.2.2 Results 

Gaze data were recorded for an average of 62.2% (SD = 14.2%) of the test 

video, and recalculated as a proportion-score to the [i]-face for each infant. Preliminary 

analysis also examined other factors that might have influenced looking patterns: both 

gender (i.e., male or female) and the side that the [i]-face appeared (i.e., left or right) 

were entered as factors into a between-subjects ANOVA on the proportion scores, but 

no interactions or main effects reached significance (i.e., alpha = .05). 
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The main analysis showed that infants had no significant preference for either 

face, looking at the [i]-face for an average of 49.5% (SD = 14.9%) of the time (see Figure 

4.2), t(15) = .13, p = .90, d = .033. In addition, 6 of 16 infants looked longer at the [i]-

face, which was not different from chance by a binomial test, p = .23.  

Figure 4.2 – Proportion-looking at the [i]- and [u]-faces while hearing the vowel /a/ 
(Experiment 1).  

The error bars indicate standard error. 

 
 

4.2.3 Discussion 

Experiment 1 showed that infants do not have a baseline preference for either 

the [i]- or [u]-face. Previous work showing infants a side-by-side display of these 

particular [i]- and [u]-faces has also reported a neutral preference during a silent 

familiarization period, which was similar in format to the first 3 trials used here (Baier et 

al., 2007). However, visual preferences in silence may not reflect visual behaviour when 
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auditory stimuli are presented, as suggested by work on auditory overshadowing in 

young infants (Sloutsky & Robinson, 2008). Thus, the present results confirmed that 

infants do not have a baseline preference for [i]- or [u]-faces even when an unrelated 

vowel (i.e., /a/) is presented over a synchronized audio track. This provides a foundation 

from which to interpret subsequent experiments. 

4.3 Experiment 2 

Given that infants have no baseline preferences for either [i]- or [u]-faces when 

listening to an unrelated vowel sound, Experiment 2 sought to replicate cross-modal 

matching behaviour when infants heard related /i/ and /u/ vowels (Baier, Idsardi, & Lidz, 

2007; also, work cited in Kuhl & Meltzoff, 1988). The same video of a woman articulating 

[i] and [u] was shown. Unlike Experiment 1, however, a synchronized audio track of the 

vowel /i/ or the vowel /u/ was played, which matched only one of the displayed faces. 

Based on previous work, we predicted that infants would look longer to the matching 

face. 

4.3.1 Method 

4.3.1.1 Participants 

Thirty-two infants (16 female) with an average age of 4 months 20 days (R = 4;0 - 

5;3) were recruited as before. Infants heard mostly English, as measured by parental 

report (R = 75% - 100%; M = 96%), and were randomly assigned to either the /i/- (N = 

16; 8 female) or /u/-vowel (N = 16; 8 female) conditions. Eight additional infants were 

excluded due to procedural errors, including experimenter error (N = 5) and equipment 

failure (N = 3). 
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4.3.1.2 Stimuli 

Stimuli were identical to those used in Experiment 1, except the audio tracks of 

the test displays contained either the vowel /i/ or /u/. The recording parameters of these 

stimuli have been described above. 

4.3.1.3 Procedure 

The procedure was identical to the one used in Experiment 1, except two new 

groups of infants were tested: one group heard the /i/ audio track, and another heard the 

/u/ audio track. 

4.3.1.4 Analysis 

The analysis was identical to the one used in Experiment 1, and in this 

experiment fifteen additional infants were excluded based on the three a priori criteria 

taken from preliminary analysis of the eye-tracking data: if less than 4 calibration points 

were recorded (N = 1); if recorded gaze summed to less than 40 s during the test video 

(N = 13); or if infants demonstrated a side-bias (N = 1). 

4.3.2 Results 

Gaze data were recorded for an average of 64.3% (SD = 19.4%) of the test 

video, and recalculated as a proportion-score for the matching face. Preliminary analysis 

examined several factors that might have influenced looking patterns: gender (i.e., male 

or female), the side that the matching-face appeared (i.e., left or right), and the matched-

vowel (i.e., [i] or [u]) were entered as factors into a between-subject ANOVA on the 

proportion scores to the matching face. However, no interactions or main effects 

reached significance. 
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This was followed by the main analysis, which examined cross-modal matching 

in these infants. For infants who heard /i/, proportion-looking to the [i]-face averaged 

63.6% (SD = 22.8%); for the infants who heard /u/, proportion-looking to the [u]-face 

averaged 52.6% (SD = 23.4%) (see Figure 4.3). Altogether, infants looked more at the 

matching face than chance (i.e., 50%), t(31) = 1.97, one-tailed p = .029, d = .35, 

replicating previous cross-modal matching studies using this paradigm (Baier et al., 

2007; Kuhl & Meltzoff, 1982, 1984; Kuhl et al., 1991; Patterson & Werker, 1999, 2003). 

Additionally, 22 of 32 infants looked longer to the matching face, which was significantly 

more than predicted by chance by a binomial test, p = .025. 

Figure 4.3 – Proportion-looking at [i]- and [u]-faces while hearing either /i/ or /u/ 
(Experiment 2).  

The proportion of matching across both groups is shown in orange. The error 
bars are located on the matching proportion and indicate standard error. The 
asterisk indicates the significant effect of matching (p < .05, one-tailed). 
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4.3.3 Discussion 

Infants this age have previously been shown to match /i/- and /u/-vowel sounds 

to [i]- and [u]-faces (Baier, Idsardi, & Lidz, 2007; also cited in Kuhl & Meltzoff, 1988). 

Experiment 2 replicates this effect, providing the foundation for subsequent work, which 

manipulates the articulatory movements that infants make while watching these faces.  

4.4 Experiment 3 

In the current experiment, we ask whether making articulatory-motor movements, 

which are relevant to articulations made in the audio and visual targets, will disrupt or 

affect the cross-modal matching behaviour observed in Experiment 2. Two specific types 

of motor movements were selected: lip-spreading and lip-rounding. These lip-shapes, of 

course, correspond with the visual [i] and [u] articulations as well as the auditory /i/ and 

/u/ vowels used in Experiment 2. The same paradigm as in Experiment 2 was presented 

to two groups of infants. The lip-spreading group was given a toy or finger on which to 

mouth during the study: these objects were oriented or sized in such a way that lips 

would need to be spread in order to accommodate it. The lip-rounding group was given a 

pacifier or fingertip on which to suck during the study: this similarly ensured that infants’ 

lips would be rounded when sucking. 

If achieving these lip-shapes affects infants’ ability to match speech information 

across the auditory and visual modalities, then it is predicted that infants will show a 

different pattern of preferences than in Experiment 2. Three more specific predictions 

can be made. One possibility is that these infants will show an assimilation effect, such 

that the speech percept is biased towards or captured by articulatory-motor information, 

which echoes previous work in the adult literature (D'Ausilio et al., 2009; Ito et al., 2009; 

Möttönen & Watkins, 2009; Nasir & Ostry, 2009; Sams et al., 2005). It would be 

predicted that the lip-spreading group would be activating motor features shared with 
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audio /i/ and visual [i], facilitating the matching of /i/ vowels to [i]-faces on the one hand, 

and perhaps impairing the matching of /u/ vowels to [u]-faces on the other. This would 

result in an overall preference for the [i]-face, and no matching. Similarly, it would be 

predicted that the lip-rounding group would show an overall preference for the [u]-face, 

and again no matching. 

Second and third possibilities are that achieving lip-shapes will result in an 

interference effect or a contrast effect. This is predicted by theories of action-perception 

from outside of the domain of speech, where it is thought that engaging motor processes 

sometimes withholds motor-related information from perceptual analysis, instead of 

facilitating the activation of shared representations (Hamilton, Wolpert, & Frith, 2004; 

Hommel, Bertoncini, Aschersleben, & Prinz, 2001; Müsseler & Hommel, 1997; Schütz-

Bosbach & Prinz, 2007). Specifically, a general interference effect might be predicted if 

achieving lip-shapes withheld the use of articulatory mappings in cross-modal matching. 

In this event, infants would show only their baseline preferences observed in Experiment 

1(i.e. they would look 50% at either face). A contrast effect might be predicted if 

achieving lip-shapes selectively withheld articulatory information that is specific to one 

vowel-type: the lip-spreading group would be suppressing articulatory features shared 

with audio /i/ and visual [i] speech, which might facilitate matching /u/ vowels to [u]-faces. 

This would result in an overall preference for the [u]-face, and no matching. Similarly, it 

would be predicted that the lip-rounding group would suppress matching of /u/ vowels to 

[u]-faces, but facilitate matching /i/ vowels to [i]-faces, resulting in an overall preference 

for the [u]-face, and again no matching. 
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4.4.1 Method 

4.4.1.1 Participants 

Sixty-four infants (32 female) were recruited as before. The lip-spreading and lip-

rounding groups had a similar average age (R = 4;0 - 5;3; Mspread = 4;17; Mround = 4;16). 

Infants heard predominantly English in the home, as measured by parental report (R = 

30% - 100%; Mspread = 83%; Mround = 89%). Equal numbers of infants from each lip-shape 

category (balanced for gender) were randomly assigned to either the /i/-vowel (N = 32; 

16 female) or /u/-vowel (N = 32; 16 female) conditions. Two additional infants were 

excluded due to experimenter error (Nspread = 2). 

4.4.1.2 Stimuli 

Stimuli were identical to those used in Experiment 2. 

4.4.1.3 Procedure 

The procedure was identical to the one used in Experiment 2, except that two 

new groups of infants were tested. Infants in the lip-spreading group (N = 32) chewed or 

mouthed part of a larger object (i.e., too large to be a choking-hazard), and infants’ lips 

were typically spread to accommodate the object’s width. Most infants chewed or 

mouthed a clean wooden teething ring6 provided by the experimenters (1.2 cm in 

thickness and 6.8 cm in diameter; see Fig. 4.4) (N = 23), but a handful of infants 

preferred another type of commercially available teething toy (N = 7, four of whom used 

“Sophie the Giraffe7”), the side of their parent’s finger (N = 2), or a combination of these 

objects (N = 2). Lip-rounding was encouraged in another group (N = 32) by allowing 

infants to suck on part of an object. Usually this object was a pacifier (N = 28; see Fig. 

                                                
6 Item #1004 manufactured by Camden Rose ® 
7 Manufactured by Vulli ® 
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4.4). For a few infants, however, either the tip of their caregiver’s finger (N = 3), or a 

combination of the finger and the pacifier (N = 1) were placed in the mouth instead.  

Caregivers were instructed to watch their infant during the procedure and prevent 

the finger, toy, or pacifier from being spit out, and adjust it if it was dislodged. In the 

event that an object fell out of their infant’s mouth, caregivers were asked to replace it. 

Clean teething rings or pacifiers were available under the caregiver’s chair for this 

purpose. 

Figure 4.4 – Still images of an infant demonstrating lip-spreading and lip-rounding.  

The teething ring pictured in the lip-spreading images is of the same model 
given to most infants in that group. Infants in the lip-rounding group mostly 
sucked on a pacifier, rather than a fingertip, but these images allow a view of 
the lips that would otherwise be concealed by the pacifier shield. 
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4.4.1.4 Analysis 

The analysis was identical to the one used in Experiment 2. Nineteen additional 

infants were run, but excluded based on the three a priori criteria derived from 

preliminary analysis of the eye-tracking data: if less than 4 calibration points were 

recorded (Nround = 1); if recorded gaze summed to less than 40 s during the test display 

(Nspread = 7; Nround = 8); or if infants demonstrated a side-bias (Nspread = 1; Nround = 2). 

4.4.2 Results 

Gaze data were recorded for an average of 69.1% (SD = 18.1%) of the total test 

time. Infants in the lip-spreading group looked marginally less (Mspread = 65.0%; SD = 

18.6%) than the lip-rounding group (Mround = 73.1%; SD = 16.9%), t(62) = 1.84, p = 

0.071, d = .46. This was likely due to the fact that infants who were given a finger or 

pacifier on which to suck were somewhat less fussy or held at a different angle than 

infants who were given a toy or finger on which to chew. 

As before, the gaze data to each of the faces were recalculated as a proportion-

matching score. Overall, infants who heard /i/ looked at the matching face an average of 

48.9% (SD = 28.0%) of the time, while infants who heard /u/ looked time at the matching 

face an average of 51.5% (SD = 24.6%) of the time (see Figure 4.5). Together, these 

results showed that infants did not look more than chance at the matching face, t(63) = 

.071, p = .94, d = .009, failing to replicate Experiment 2 as well as previous work that has 

shown cross-modal matching using this paradigm (Baier et al., 2007; Kuhl & Meltzoff, 

1982, 1984; Kuhl et al., 1991; Patterson & Werker, 1999, 2003). Binary analysis of 

individual infants supported this result: only 34 of 64 infants looked longer to the 

matching face, which was not significantly more than predicted by chance by a binomial 

test, p = .35. 
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Figure 4.5 – Proportion-looking at [i]- and [u]-faces while hearing either /i/ or /u/ 
(Experiment 3). 

The proportion of matching across both groups is shown in orange. The error 
bars are located on the matching proportion and indicate standard error. 

 
 

To examine the possibility of assimilation or contrast effects (i.e., an interaction 

between lip-shape groups and matching performance for certain vowels) proportion 

scores to the matching face were entered into a between-subjects ANOVA that included 

gender (i.e., male or female), side of the match (i.e., left or right), heard-vowel (i.e., /i/ or 

/u/), and lip-shape (i.e., lip-spread or lip-round). A significant interaction between the 

heard-vowel and the lip-shape was found, F(1, 48) = 4.60, p = .037, η2 = .015, but no 

other interactions or main effects reached significance. The simple main effect within the 

group of infants who heard /i/ sounds (and thus matched to the [i]-face) showed that 

gaze proportions were not different in the lip-spreading (M = 47.0%; SD = 26.3%) versus 
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lip-rounding groups (M = 55.1%; SD = 30.0%), F(1, 48)8 = .77, p = .39, η2  = .005. 

However, within the group of infants who heard /u/ sounds (and thus matched to the [u]-

face), gaze proportions were significantly longer in the lip-spreading (M = 58.4%; SD = 

16.7%) versus lip-rounding groups (M = 38.4%; SD = 27.5%), F(1, 48) = 4.64, p = .036, 

η2 = .031 (see Figure 4.6). 

                                                
8 Degrees of freedom are the same as the omnibus comparison, since the pooled estimate of the 

error was used in simple main effects analysis. 
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Figure 4.6 – Results showing the interaction between lip-shape and heard vowel 
(Experiment 3).  

The left side of the figure illustrates the interaction between heard vowel and 
lip-shape; note that the y-axis on this graph is the proportion of gaze to the 
face that matches the sound played. Simple main effects analysis reveals a 
significant difference in matching proportions within the /u/-vowel group (i.e., 
the asterisk). The right side of the figure illustrates looking patterns within 
each of the lip-shape groups. Error bars indicate standard error. 

 
 

Notice from the right-side Figure 4.6 that this interaction between lip-shape and 

heard-vowels has another conceptual interpretation. Among infants who were in the lip-

spreading group, there was not a significant trend to look longer at the [u]-face (M = 

55.7%; SD = 21.9%), F(1, 48) = 1.52, p = .22, η2 = .012, but analysis of individual 

preferences revealed that 24 of 32 infants in this group preferred the [u]-face, which was 

significant by a binomial test, p = .004. Furthermore, this group showed no evidence of 
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matching (M = 52.7%; SD = 22.4%), F(1, 48) = .35, p = .56, η2 = .002 and only 18 of 32 

infants looked longer at the matching face by a binomial test, p = .30.  

Among infants who were in the lip-rounding group, the tendency to look more at 

the [i]-face approached significance (M = 58.3%; SD = 28.4%), F(1, 48) = 3.23, p = .079, 

η2  = .019. Analysis of individual infants’ face preferences also showed this pattern 

(although not significantly so), revealing that 20 of 32 infants showed this [i]-face 

preference, p = .11 by a binomial test. Furthermore, this group also showed no evidence 

of matching (M = 46.8%; SD = 29.5%), F(1, 48) = .48, p = .49, η2  = .004, and exactly half 

of the 32 infants tested in this group looked longer at the matching face by a binomial 

test, p = .57. In summary, neither lip-shape group showed any evidence of cross-modal 

matching; rather the lip-spreading group showed some evidence of looking more at the 

[u]-face, while the lip-rounding group showed a trend to look more at the [i]-face. 

These patterns suggest that infants gazed more at the face that articulated 

something different from what they were doing themselves. To investigate whether this 

general pattern held when looking at both lip-shape groups together, another analysis 

that explored the effects of lip-shape and matching behaviour was conducted. This 

analysis showed that infants looked 57.0% (SD = 25.2%) of the time at the articulatory 

mismatching face, which was significantly greater than chance, t(63) = 2.23, p = .029, d 

= .28. In addition, 44 of 64 infants showed this pattern of preference, which was 

significant by a binomial test, p = .002. Thus, unlike in Experiment 2, where infants 

showed the classic preference for the face that matched the sound, infants in 

Experiment 3 preferred the face that was an articulatory mismatch with their self-

produced lip-shapes (see Figure 4.7). 
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Figure 4.7 – A summary of infants’ performance in Experiments 2 and 3. 

Infants preferred the face that matched the heard vowel in Experiment 2. This 
was not the case in Experiment 3. Rather, infants there preferred the face that 
was a mismatch with their own articulatory configuration. Error bars indicate 
standard error. 

 
 

4.4.3 Discussion 

These results showed that lip-spreading when chewing on a large object, or lip-

rounding when sucking on pacifier or fingertip can disrupt infants’ ability to match /i/ and 

/u/ auditory sounds onto visual [i]- and [u]-faces, all of which contain related lip-shape 

information. These data are particularly exciting, because it is the first report showing 

that articulatory-motor behaviours can affect the perceptual processing of speech in pre-

verbal infants. More specifically, these results show that articulatory information, even 

when is embedded in a non-speech gesture, can affect infants’ ability to link related 

speech information across visual and auditory modalities.  
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Two more specific conclusions about these data can be drawn, which are related 

to the idea that articulatory mappings are used to link speech information across sensory 

modalities (Kent & Vorperian, 2007; Kuhl & Meltzoff, 1984, 1988). First, these data show 

that the lack of cross-modal matching was not the result of generalized interference: 

rather, infants’ perceptual patterns were articulator-specific. Infants who were lip-

spreading looked more at the [u]-face, while infants who were lip-rounding looked more 

at the [i]-face. Thus, a contrast effect was observed, such that infants looked more at the 

face that mismatched what they themselves were doing. This contrast effect was 

powerful enough to override the originally reported preference for the sound-based 

match in Experiment 2, directly implicating articulatory mappings in cross-modal speech 

perception. 

Second, these results further suggest that the earliest connections between 

speech perception and articulatory processes are broadly tuned, sensitive to the 

articulator positions achieved during chewing, sucking, and otherwise holding objects in 

the mouth. Indeed, these are all explicitly non-speech movements: not only do these 

activities preclude vocalization, but the motor programs and muscle groups used to 

make these motions have unique coordinative profiles (Finan & Barlow, 1998; Steeve et 

al., 2008). Thus, by at least by 4.5 months of age, our results show that speech motor 

information used in an articulatory mapping is specified at a relatively low-level, where 

simple features or atomistic elements of articulation (i.e., lip-rounding, lip-spreading, jaw-

opening, etc.) are linked to visual and auditory speech information. This not only 

provides strong evidence that speech perception and articulatory behaviour are linked 

from early in infancy, but further suggests that the basis of early speech motor control is 

broadly specified, with its origins in low-level motor information that is not specific to 

speech. 
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4.5 General Discussion 

This study was designed to investigate the developmental origins of the links 

between speech perception and production, the basis of which may be mappings 

between articulatory, auditory, and visual speech information in infancy (Kent & 

Vorperian, 2007; Kuhl & Meltzoff, 1984, 1988). Three experiments investigated the role 

of articulatory mappings in cross-modal speech perception: first, 4.5-month-old infants’ 

baseline preferences for looking at [i]- and [u]-faces were measured in Experiment 1. 

Second, infants’ preference to look at cross-modally matching faces was replicated in 

Experiment 2. Third, it was shown in Experiment 3 that when infants make lip-shapes 

similar to [i] and [u] articulations, cross-modal matching is disrupted and an overall 

preference for the incongruent face is found (i.e., a contrast effect).  

Interference and contrast effects in speech perception and production have not 

previously been reported, but they are far from unprecedented in other domains. For 

example, research in action perception shows that producing arm or hand movements 

can selectively interfere with the perceptual identification of visual stimuli that share 

features with the executed movement (James & Gauthier, 2009; Müsseler & Hommel, 

1997). More explicit contrast effects have also been reported: certain actions (i.e., lifting 

a heavy weight or drawing a rising arc) while perceiving related visual displays (i.e., 

videos of weight-lifting or of a point-light moving in a rising arc) can bias perceptual 

identification away from percepts that share features with the performed actions (i.e., 

guessing that a lighter weight was lifted, or that the dot moved in a flatter arc) (Grosjean, 

Zwickel, & Prinz, 2009; Hamilton, Wolpert, & Frith, 2004; Zwickel, Grosjean, & Prinz, 

2008; see Schütz-Bosbach & Prinz, 2007 for review). Theoretical models have explained 

these results by suggesting that both perceptual and motor processes share information 

that is mutually activated when actions are performed or when events are perceived. 
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This shared information, however, is withheld from perceptual analysis when 

simultaneously executing an action, resulting in perceptual interference or contrast 

effects associated with concurrent action production (Hamilton et al., 2004; Hommel et 

al., 2001; Prinz & Hommel, 2002). 

A similar mechanism may underlie the contrast effects observed here. Engaging 

in articulatory movements while perceiving talking faces may have activated common 

features shared between different modal representations of speech. This mutual 

activation, rather than facilitating perception of the congruent cross-modal match, may 

instead have biased perceptual preferences away from stimuli (i.e., the visual faces) that 

contained similar articulatory information. Further research is required to determine if 

there are other situations in which contrast effects are seen, as the precise mechanisms 

that sometimes reveal contrast effects and sometimes reveal assimilation are not well 

described, even in the domain of action perception (Schütz-Bosbach & Prinz, 2007).  

Recall, as well, that previous work in the adult speech perception literature has 

shown assimilation, rather than contrast effects: we speculate that this difference is 

related to the rapid development of speech-specific motor programs in infancy. For 

example, coordinative and dynamic structures in speech motor control already 

distinguish babbling from chewing and sucking by 9 months of age, and distinguish 

speech from other orofacial behaviours by 15 months of age (Moore & Ruark, 1996; 

Steeve et al., 2008). Future work may show that contrast effects are not stable across 

development, or even reappear as assimilation effects as infants gain more experience 

producing speech and as they develop more sophisticated and organized articulatory 

schemas. 

Our work provides support for two broad-based conclusions concerning the 

developing link between speech perception and production. First, our results provide 
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direct evidence for the existence of articulatory mappings between auditory and visual 

speech information in 4.5-month-old infants. This is important, because it reveals 

linkages between articulatory behaviours and speech perception in infants who are not 

yet babbling, or producing clear speech. This provides striking evidence for an early 

basis of connections between speech perception and production, suggesting that such 

links are experience-independent. Second, our results further suggest that these 

articulatory mappings are specified at a level that is not limited to adult-like speech 

gestures. Rather, articulatory representations in 4.5-month-old infants appear to be be 

specified broadly enough to allow lip-shapes achieved during non-speech movements to 

influence the audiovisual perception of speech. Together, these findings provide an 

exciting springboard from which one may further study how speech perception and 

production come to be linked from early in infancy, and how this link can inform separate 

literatures on speech perception and production. 
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5: GENERAL DISCUSSION 

5.1 Executive summary of empirical chapters 

One reason the study of perception is so fascinating is because it involves much 

more than simply recording or translating real-world events into sensory signals. In the 

study of perception, understanding how the brain analyzes these sensory signals is just 

as important (if not more so) than the sensory signal itself. In the literature on embodied 

perception, motor processes play a particularly important role in this perceptual analysis 

(Knoblich, 2008; Prinz & Hommel, 2002; Pulvermüller & Fadiga, 2010). As a case study 

of embodied perception, this dissertation focuses on the specific role that articulatory-

motor processes have in perceptual analysis of the speech signal. Specifically, two 

empirical chapters investigate origins in (processing) of articulatory-motor influences on 

speech perception, while a third investigates the origin of links between speech 

perception and production in development. 

In terms of processing, an emerging body of empirical research in the last 5 

years has reported that articulatory processes are related or linked to speech perception 

(D'Ausilio et al., 2009; Meister, S. M. Wilson, Deblieck, Wu, & Iacoboni, 2007; Möttönen 

& Watkins, 2009; Nasir & Ostry, 2009; Roelofs, Özdemir, & Levelt, 2007; Sams, 

Möttönen, & Sihvonen, 2005). However, the precise source of perceptual modulation in 

these reports has been a topic of some controversy: some have suggested that these 

influences on perception stem not from motor or sensorimotor information resulting from 

articulation, per se, but rather from corollary activation of high-level conceptual 

categories or auditory abstractions (i.e., phonological representations), which commonly 

accompany articulation (Hickok, Holt, & Lotto, 2009; Mahon & Caramazza, 2008). This 
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claim is tested in Chapter 2, the results of which suggest that information about the 

movements of articulators themselves can indeed be one source of perceptual 

modulation, and one that is independent from corollary activation of symbolic or auditory 

representations. This is important in establishing that the perceptual modulation 

observed in the existing literature is indeed motor-related. Moreover, results from 

Experiment 2 in Chapter 2 further suggest that perceptual modulation from these 

sources is comparable in size to modulation that is derived from auditory influences, 

weakening theoretical arguments against embodiment. 

Chapter 3 furthers explores the processing origins of articulatory-motor 

influences in speech perception, but asks instead how different levels of organization 

within speech motor control might variously contribute to perceptual modulation. 

Previous motor theories of speech perception, for example, had always assumed that 

relatively abstract task-level information about the coordinative dynamics of speech 

motor control are the appropriate level of analysis, and that this is the level at which 

sensorimotor information is specified in the perceptual processing of speech (Fowler, 

1996; Fowler & Galantucci, 2005; Galantucci, Fowler, & Turvey, 2006). However, results 

from Chapter 3 suggest something different: low-level articulatory information, even that 

which is part of an explicitly non-speech gesture, can also exert some influence on 

speech perception. In the experiment reported here, participants maintained a single 

artictulatory configuration while breath holding, which was very different from the type of 

dynamic, speech-like movements studied in Chapter 2. Nevertheless, there was still a 

significant impact on speech perception when maintaining these articulatory positions. 

Thus, a second basic claim made in this dissertation suggests that information at 

different levels in the hierarchy of speech motor control can be a source of perceptual 

influence. 
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These first two chapters pave the way to further ask about the developmental 

origins of articulatory-motor influences in speech perception (i.e., Chapter 4). As very 

young infants do not yet produce the dynamically coordinated articulatory movements 

typically elicited in adult studies, Chapters 2 and 3 allowed for the possibility that simple, 

non-speech articulatory configurations could still shape infants’ perceptual preferences 

for speech. Results confirmed this hypothesis, showing that performance in a cross-

modal matching task with talking faces was disrupted when 4.5-month-old infants 

achieved certain articulatory configurations (i.e., lip-spreading or lip-rounding) relevant to 

the presented speech stimuli (i.e., /i/ vowels and [i]-faces containing lip-spreading versus 

/u/ vowels and [u]-faces containing lip-rounding). Moreover, results from Chapter 4 

suggested that achieving these articulatory configurations resulted in more specific 

patterns than simple disruption of matching. Rather, infants who achieved a particular 

lip-shape showed a selective bias away from visual speech information that was 

compatible with their own articulations. This suggests that low-level elements of 

articulatory behaviour, even when embedded in non-speech movements like sucking 

and chewing, can exert an articuator-specific influence on perceptual processing of 

speech. Results also suggest that the developmental link between speech perception 

and production is already in place at a developmentally early stage, even before infants 

begin babbling or producing well-formed vowels. 

5.2 Implications and directions for future research 

Together, these empirical chapters provide the basis for the two broad 

characterizations of perception and perceptual development outlined in the introductory 

chapter: this dissertation suggests that mental processes involved in speech are in some 

sense embodied rather than purely symbolic, and that the course of development in the 

coupling between speech perception and production is one of differentiation rather than 
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of enrichment. Implications of these data for both embodiment and differentiation 

approaches are discussed below, as are directions for future research that are related to 

these implications. Finally, an additional issue is raised: what does the direction of the 

articulatory-motor influence in Chapter 4 (i.e., a contrast effect), compared to the 

directions of influence in Chapters 2 and 3 (i.e., assimilation effects) reveal about 

perceptual processing? 

5.2.1 Theoretical implications for embodied approaches 

Each empirical chapter provides evidence that information about the movements 

or positions of the articulators can be a source of perceptual modulation in speech. 

While Chapter 2 is important in arguing against alternative explanations of embodied 

phenomena and Chapter 4 presents evidence relevant for understanding the 

development of embodied processes, the results most relevant for advancing theories of 

adult perception that already take an embodied approach come from Chapter 3. This 

chapter suggest that low-level articulatory information achieved in the context of 

explicitly non-speech gestures can also influence speech perception, including 

information from maintaining static articulatory positions. As mentioned above, theories 

in speech research have not previously considered the possibility that this sort of 

articulator-level information plays a significant role in speech representations. Rather, it 

has always been assumed that more high-level information about the coordinative 

dynamics of all the articulators is the locus of information that is relevant to speech 

(Fowler & Galantucci, 2005; Galantucci et al., 2006). This assumption is based, in turn, 

on the prodigious literature in speech motor control that suggests there is hierarchical 

organization in the motor systems involved in speech production (Gracco, 1994; Kelso, 

Tuller, Vatikiotis-Bateson, & Fowler, 1984; Saltzman & Munhall, 1989; Shaiman & 
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Gracco, 2002; Sternberg, Knoll, Monsell, & Wright, 1988; Tremblay, Houle, & Ostry, 

2008). 

Our current results suggest that the hierarchical organization established in 

speech motor control cannot be assumed in the study of links between speech 

perception and production. Rather, there is likely a more subtle relation between levels 

of abstraction in speech production and in speech perception, some hints about which 

are provided by our results. Recall that Ito et al. (2009) showed that deforming facial skin 

and muscles in ways that were similar to the dynamic speech-like movements 

associated with certain vowels could affect the categorical identification of those vowels, 

but that neither static positions nor dynamic movements delivered at faster rate than 

speech (i.e., “twitches”) had a similar effect. The data from Chapter 3 suggest that Ito et 

al. (2009) underestimated the influence of simply maintaining static articulatory positions, 

but their results in combination with those from Chapter 3 are still compatible with the 

idea that dynamic speech-like movements exert a stronger effect on perception than 

static ones. Specifically, Chapter 3 showed only that static articulatory positions could 

influence reaction times (RTs), rather than both RTs and categorical identifications. This 

suggests, in turn, that if articulatory-motor information more closely approximates actual 

speech gestures, then more pronounced effects on speech perception should be 

observed. 

 Interestingly, this discussion in the speech domain parallels a similar debate in 

the action-perception literature. Common-coding theories disagree with theories based 

on forward models about whether information shared between action and perception is 

categorical, or more graded in nature (Hamilton, Wolpert, & Frith, 2004; Schubö, 

Aschersleben, & Prinz, 2001; Zwickel, Grosjean, & Prinz, 2010). The categorical view 

that is held among common-coding theories is supported by data, which show that the 
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influence of performed actions on perceptual judgements of a visual event is not affected 

by the degree of overlap between the two (Zwickel et al., 2010). Theories invoking 

forward models, however, predict that the outputs of motor simulations used in 

perceptual analysis are graded in nature, and the degree of feature overlap between an 

action and a perceptual event influences the degree of perceptual influence in a more 

continuous fashion (Hamilton et al., 2004; Haruno, Wolpert, & Kawato, 2001; Wolpert & 

Kawato, 1998). 

Our results preliminarily suggest that the degree of similarity that articulatory 

motions have to actual speech gestures may influence speech perception in a graded 

fashion. In other words, the information shared between articulatory-motor and 

perceptual processes are likely graded in nature, and not categorical. However, this is 

one area that will require further research: for example, the precise dimensions along 

which articulatory-motor information and speech perception may be classified as being 

more “similar” or “dissimilar” remain unknown. Are some distinctions (i.e., dynamic 

movements or static positions; place or manner of articulation; etc.) more important in 

determining the degree of overlap than others? 

5.2.2 Theoretical implications for differentiation approaches 

Chapter 4 presents some of the first data to examine the influence of infants’ 

articulatory behaviour on speech perception, showing that articulatory-motor information 

embedded in non-speech gestures can still influence 4.5-month-old infants’ behaviour in 

an audiovisual speech perception task. This provides direct evidence that speech 

information in both auditory and visual modalities is commonly mapped onto an 

articulatory format (Kent & Vorperian, 2007; Kuhl & Meltzoff, 1984, 1988). What, then, is 

the developmental origin of these articulatory mappings? 
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On the one hand, several studies have suggested that these mappings are 

learned from experience producing vocalizations, even at this young age. For example, 

infants’ vocalizations become increasingly vowel-like between 3 and 4 months of age, 

when this cross-modal matching behaviour is typically observed (Kuhl & Meltzoff, 1996). 

Recent evidence, however, has suggested that cross-modal matching is robust in infants 

as young as 2 months of age (Patterson & Werker, 2003), which weakens, but does not 

invalidate this experience-based hypothesis. Other evidence for this hypothesis comes 

from a study reporting an asymmetry between certain types of cross-modal matches: 

infants at 4 months of age can cross-modally match videos and sounds of bilabial trills 

(i.e., flapping the lips together in a quick, trill-like motion), but not videos and sounds of 

whistling. Crucially, infants are commonly assumed to have experience producing trills, 

but are unlikely to have experience producing whistles (Mugitani, Kobayashi, & Hiraki, 

2008). 

On the other hand, several lines of evidence suggest that articulatory mappings 

are established by birth. Many studies have shown, for example, that neonates only a 

few days old can imitate facial expressions modelled by adults (Meltzoff & M. K. Moore, 

1977, 1983, 1989). Recent evidence has further suggested that neonates engage in 

vocal imitation, suggesting links between speech perception and motor processes at this 

stage. When listening to either /a/ or /m/ sounds modelled by a visible experimenter, 

neonates will preferentially make congruent mouth-shapes by opening or closing their 

mouth. This occurs, however, even if neonates spend a substantial amount of time in the 

experiment with their eyes closed (Chen, Striano, & Rakoczy, 2004). This evidence is 

suggestive of the idea that links between speech perception and production, as well as 
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the general phenomenon of imitation9, both have their roots in mappings between vision, 

audition, and the motor system that are present at birth. 

Whatever the status of the initial state, it remains likely that the characteristics of 

articulatory mappings are refined by both experience hearing and producing speech, and 

by the rapidly progressing physiological changes in the vocal tract of young infants 

throughout infancy and early childhood (Vorperian et al., 2005). For example, data from 

Chapter 4 show that articulatory mappings in infancy are broadly specified, and not 

specific to speech-like gestures. Data from adults presented in Chapters 3 and imply that 

the power of these non-speech articulatory effects are not as effective in adulthood. For 

example, in Chapter 4, articulatory mappings that were based on dynamic and speech-

like movements influenced perceptual identity, but, in Chapter 3, articulatory information 

in non-speech gestures only influenced reactions times in perceptual identification tasks, 

having a necessarily subtler effect on perception. This pattern of results implies a 

developmental trajectory similar in spirit to differentiation accounts offered by direct-

realist theories of speech perception, which have always assumed that gestural 

representations underlying speech perception become more detailed and language-

specific in development with more native language input (Best, 1995). The data from this 

dissertation go beyond this view, however, providing specific evidence for the link 

between information in infants’ actual orofacial movements and their early perceptual 

preferences for speech, and charting this influence in adulthood. In summary, while it is 

likely that there are mappings between sensorimotor and perceptual systems from the 

beginnings of life, it is also likely that these mappings are broadly specified, and not 

specific to speech gestures until some later point in development. 
                                                
9 It seems worth mentioning that the term “imitation,” carries with it a number of other 

connotations: for example that it is dependent on social factors and provides an early basis for 
social knowledge (Meltzoff & M. K. Moore, 1992, 1997). The phenomenon of imitation is likely 
independent of the effects reported here, which is supported by the fact that we report a 
contrast effect, which is not predicted by any existing accounts of imitation. 
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Future research will be needed to obtain more precise measurements of infants’ 

experience producing vocalizations, and the relation of this experience with infants’ 

developing speech perception abilities. Current evidence, however, shows some striking 

parallels in the developmental patterns found within infant studies of speech perception 

and within similar studies on speech motor control. On the perception side, 

developmental processes follow a general pattern of differentiation, described more 

precisely as reorganization of phonetic perception: perception is initially broad, while 

sensitivity to native-language contrasts improves over several years and sensitivity to 

non-native contrasts declines by at least 12 months of age (Best, 1993; Gervain & 

Werker, 2008; Werker, 1995). A similar pattern of development is seen in infants’ 

perception of the native and non-native language rhythms in the visual modality (i.e., 

detecting linguistic information from talking faces) (Weikum et al., 2007). Several studies 

have further suggested different mechanisms by which native-language input drives 

these language-specific changes in speech perception, including the influences of 

statistical information (Maye, Werker, & Gerken, 2002; Werker et al., 2007; Yoshida, 

Pons, Maye, & Werker, 2010), social interaction (Kuhl, Tsao, & Liu, 2003), and the co-

occurrence of speech events with other cues in the environment (Yeung & Werker, 

2009). Recent work has also shown that the effects of experience may also be gated by 

some language-independent (i.e., maturational) factors (Peña, Pittaluga, & Mehler, 

2010).  

On the production side, strikingly similar patterns of development are seen, 

although somewhat delayed compared to perception. For example, speech motor control 

is rapidly differentiated from articulatory-motor processes that are related to other non-

speech behaviours (E. M. Wilson, Green, Yunusova, & C. A. Moore, 2008). This is a 

process that has begun by at least 9 months of age, when babbling behaviours show 
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basic differences in motor coordination from sucking and chewing (Steeve, C. A. Moore, 

Green, Reilly, & McMurtrey, 2008). Just as in the speech perception literature, speech 

motor control continues to specialize and become more efficient through the first few 

years of life (Smith, 2006), while alimentary behaviours (i.e., movements of the 

articulators related to nursing and eating) continue to be further differentiated from these 

speech movements (C. A. Moore & Ruark, 1996; E. M. Wilson et al., 2008). Again, as in 

the perception literature, exposure to the native-language has also been found to 

influence the characteristics of babbling and early word production (de Boysson-Bardies, 

Halle, Sagart, & Durand, 1989; de Boysson-Bardies & Vihman, 1991; McCune & 

Vihman, 2001; Whalen, Levitt, & L. M. Goldstein, 2007), and the quality of these 

vocalizations is further guided by social interactions with caregivers (M. H. Goldstein & 

Schwade, 2008), which are mediated by feedback that co-occurs with infants’ production 

of vocal events (Gros-Louis, West, M. H. Goldstein, & King, 2006). Again, as in speech 

perception, these experience-based influences on infant speech production may still be 

gated by maturational factors common across several domains in the motor system 

(Dolata, Davis, & MacNeilage, 2008; Fagan, 2009; Iverson & Fagan, 2004). 

The fact that both the speech perception and speech motor control literatures 

show patterns of differentiation suggests that the link between perception and 

articulatory-motor processes also follows a similar pattern. In other words, links between 

speech perception and production are likely specified quite broadly (i.e., not specific to 

speech gestures, per se) in early stages or development, but are refined and shaped by 

the experience that infants have producing babbles and other speech-like vocalizations 

in their first and second years of life. This would eventually result in the kind of strong 

connections between speech-like gestures and perception (e.g., those effects observed 

in Chapter 4), while vestigial links between low-level articulatory information and speech 
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perception decline (although perhaps still detectable, as shown in Chapter 3).Evidence 

for this hypothesis is provided in Chapter 4, which suggests that articulatory information 

can be specified at a relatively broad level when influencing perception. However, a 

substantial amount of future research is needed to confirm this hypothesis, and to further 

understand how the speech motor processes that provide the substrate for the 

articulatory mappings studied in Chapter 4 change as a function of rapid development in 

both the speech perception and production systems within the first few years of life. 

5.2.3 Contrast versus assimilation effects 

A final unresolved issue is the discrepant directions of articulatory-motor 

influence observed in the empirical chapters of this dissertation. Chapter 4 reports a 

contrast effect between articulatory behaviour and infants’ perceptual preferences (i.e., 

perceptual processing is biased away from articulatory information), while Chapters 2 

and 3 as well as previous studies in the adult literature examining perception-production 

couplings in speech have found assimilation effects (i.e., where perceptual processing is 

biased towards articulatory information) (e.g., D'Ausilio et al., 2009; Ito et al., 2009; 

Möttönen & Watkins, 2009; Nasir & Ostry, 2009; Sams et al., 2005). How might these 

differences in the direction of articulatory-motor influences inform the study of perceptual 

analysis? 

Within the action-perception literature, both contrast effects (Hamilton et al., 

2004; Müsseler & Hommel, 1997; Zwickel, Grosjean, & Prinz, 2008, 2010) and 

assimilation effects (Craighero, Fadiga, Rizzolatti, & Umiltà, 1999; Lindemann & 

Bekkering, 2009; Repp & Knoblich, 2007, 2009; Tucker & Ellis, 1998; Wohlschläger, 

2000; Wohlschläger & Wohlschläger, 1998) have previously been found. Some have 

suggested that the differences in the “functional relatedness” between actions and 

perceptual events are useful in predicting the direction of perceptual influences (Zwickel 
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et al., 2010). On the one hand, paradigms in which motor behaviours are functionally 

unrelated to the perceptual task tend to show contrast effects (Hamilton et al., 2004; 

Müsseler & Hommel, 1997; Zwickel et al., 2008, 2010). For example, the amount of 

weight lifted by an actor in a video is judged to be heavier than it actually is when 

observers making these judgments simultaneously lift relatively lighter weights 

themselves (Hamilton et al., 2004). This contrast effect may be stem from the fact that 

participants knew that the motor activity was independent from (i.e., functionally 

unrelated to) the perceptual task. On the other hand, studies which show assimilation 

effects have commonly established a functional relation between perceptual cues and 

performed actions. For example, several stimulus-response studies have shown that if a 

motor response (i.e., a grasping or rotating hand movement) is congruent with a go/no-

go cue (i.e., objects that afford grasping, or flickered images that imply visual rotation), 

then faster response times are observed (Craighero et al., 1999; Lindemann & 

Bekkering, 2009; Tucker & Ellis, 1998). In other words, faster visual processing of the 

go/no-go cue (i.e., an assimilation effect) may have been observed because the cue 

itself is functionally related to the motor response. 

It is perhaps tempting to use this concept of functional relatedness within the 

action-perception literature to help explain the discrepant data patterns from Chapters 2 

and 3 on the one hand, and Chapter 4 on the other. Adults in Chapters 2 and 3 have 

likely had prodigious amounts of experience perceiving self-produced speech, and thus 

articulatory movements might be considered more “functionally related” to speech stimuli 

than for the pre-verbal infants tested in Chapter 4. Infants this age, of course, do not 

have comparable amounts of experience producing speech, and articulating while 

perceiving audiovisual speech may have been more akin to tasks in the action-

perception literature, where the motor task is not seen as being related to the perception 
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task. This would predict assimilation effects for all adult experiments in the speech 

domain generally, while a contrast effect would be predicted in paradigms examining 

pre-verbal infants, like those tested in Chapter 4. Moreover, this hypothesis suggests 

also that the same infant paradigm described in this dissertation would result in 

assimilation effects at older ages, when infants might have more top-down expectations 

of how their articulatory movements are functionally related to the speech signal. 

This explanation is not without problems, however. First, the precise definition of 

what makes a motor movement and a perceptual stimulus functionally related is not 

precisely outlined. Zwickel et al. (2010), who originally advocated this distinction, 

simultaneously classify go/no-go tasks that involve grasping (Craighero et al., 1999; 

Tucker & Ellis, 1998) as functionally relating perceptual processing and motor 

responses, but tasks where one must presses a key on a keyboard to elicit an auditory 

stimulus as functionally unrelated (Repp & Knoblich, 2007, 2009). Moreover, this idea of 

functional relatedness in the speech domain is equally unclear: are motor tasks where 

articulatory information is embedded in a non-speech gesture defined as functionally 

related or unrelated to speech processing (i.e., as in Chapter 3)? On its face, one might 

consider such articulatory information to be functionally unrelated to speech, precisely 

because these movements are not part of the dynamic coordination that is characteristic 

of speech motor control. If this were the case, however, this presents a problem for the 

functional relatedness account, since assimilation effects were found in both Chapters 2 

and 3, which provided articulatory information in both dynamic speech-like contexts and 

static non-speech contexts. 

A second problem is that the issue of contrast versus assimilation, even within 

the action-perception literature, cannot be completely reduced to task differences (see 

Schütz-Bosbach & Prinz, 2007 for review). Specifically, assimilation effects are 
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sometimes found in paradigms where the motor task is considered functionally irrelevant 

to the perceptual task, which is not a prediction made by the functional relatedness 

account. For example, making functionally unrelated rotational hand movements while 

identifying ambiguous visual displays as moving in either clockwise or counter-clockwise 

directions will bias perception of apparent motion in the same direction as the executed 

rotational movement (Wohlschläger, 2000). This differs from similar experiments, where 

participants also make simultaneous hand movements while perceiving visual displays, 

but nevertheless find contrast effects (Schubö et al., 2001). One possibility is that the 

degree of perceptual ambiguity may also play a role (i.e., in addition to functional 

relatedness): ambiguous perceptual stimuli used in a functionally unrelated task may still 

result in assimilation, rather than contrast (Zwickel et al., 2010). However, this distinction 

between ambiguous versus unambiguous stimuli still does not translate well into the 

speech domain, as assimilation effects have been found in adult paradigms that use 

speech embedded in noise, synthesized speech, or ambiguous speech continua 

(D'Ausilio et al., 2009; Ito et al., 2009; Möttönen & Watkins, 2009; Nasir & Ostry, 2009), 

as well as in paradigms that use naturally produced tokens of speech, which are 

relatively less ambiguous (Roelofs et al., 2007; Sams et al., 2005; also Chapter 2). 

In summary, the distinction between contrast and assimilation effects is a 

controversial one in the action-perception literature (Schütz-Bosbach & Prinz, 2007), and 

further work will be needed to establish why sometimes one direction of influence is 

found, and sometimes the other. This debate has not previously been an issue in the 

speech domain, as the vast majority of studies investigating links between speech 

perception and production have shown assimilation effects. However, the data 

presented in Chapter 4 buck this trend, offering one of the first cases of a contrast effect 

in this literature. While the precise factors contributing to contrast effects in this study are 
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still unclear, it is likely not a coincidence that this study was also one of the first to test a 

population who does not have a significant amount of experience producing speech: pre-

verbal infants. Further research will be needed to clarifying what precise mechanisms 

are responsible for infants’ unique patterns of behaviour, and how this may change 

through development as they acquire more experience producing and perceiving 

speech. 

5.3 Conclusions and broader impacts 

This dissertation offers three broad lessons for future research within the 

literature on embodiment and the study of perception in general. First, Chapter 2 

reinforces the idea that a single motor process (e.g., articulating a syllable) can trigger a 

cascade of neural events, many of which can possibly influence perceptual analysis. 

Future research will need to be careful in parsing the influences from these different 

pathways by using more subtle and novel experimental designs. Second, as discussed 

in Chapter 3, very little attention has been devoted to understanding how the hierarchical 

structure of motor control can variously influence perceptual processes. Future 

behavioural and neurophysiological work in all perceptual domains must be careful in 

examining how these different levels of information may variously influence perception 

processes. Third, Chapter 4 reinforces the value of a developmental approach in 

advancing research questions in this field. Given how difficult it is to describe the 

complex and multi-layered interactions between perception and action in adults, 

developmental researchers are in the unique position of asking how these links are 

structured in individuals who do not have the same richly elaborated representations and 

well-developed processes in both perception and in motor control. The present data 

suggest, nevertheless, that some forms of perceptual-motor linkages, at least in the 

speech domain, are present from early in infancy and unlikely to be derived from 
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experience perceiving the products of one’s own actions. Future research will need to 

consider how the structure of these early perception-production linkages changes as 

infants accrue more experience acting, and perceiving the results of these actions. This 

provides a jumping-off point from which embodiment researchers who are interested in 

more developed or mature processes in perception might begin. 

 Finally, it is anticipated that this research will eventually have implications for 

clinical practice, particularly in the study of developmental disorders in speech and 

language. A broader review of this literature is beyond the scope of the current research, 

but suffice it to say that most clinical research in this area has focused on the ways in 

which children have problems producing speech, rather than how these processes are 

linked, in turn, to perception. However, due in large part to influence from the mirror 

neuron literature (Rizzolatti & Craighero, 2004), recent studies in this area have begun to 

examine the possibility that disorders in perception are closely linked to disorders in 

production, perhaps causally so (Nijland, 2009). It is hoped that this dissertation 

research will eventually be useful in describing these links between perception and 

production in clinical practice as well, yielding more successful interventions and 

treatments for those individuals affected. 
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APPENDICES 

Appendix A 

This appendix contains data that supplements the empirical work outlined in 

Chapter 2. Here, a summary of response patterns to the acoustic /ava/ tokens are 

provided for both Experiments 1 and 2 of that chapter. 

Experiment 1 

Using the same elimination criterion as in the analysis of responses to acoustic 

/aba/ tokens, participants who scored less than 50% correct when identifying /ava/ in 

either of the baseline conditions were eliminated from the current analysis (n = 8). The 

remaining 40 participants showed similarly high proportions of correct /ava/-identification 

in the baseline conditions from both the Articulate (M = .85, SD = .15) and Imagine (M = 

.86, SD = .15) blocks. The following table displays the mean Misperception Indices 

(MPIs) (i.e., the percent-correct in the baseline condition minus the percent-correct score 

in each experimental condition) and their corresponding standard deviations for each 

experimental condition. As mentioned previously in Chapter 2, no effects of condition 

were observed in the analysis of the MPIs for acoustic /ava/. 
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Table 5.1 – MPIs for acoustic /ava/ from Experiment 1 of Chapter 2. 

Articulate Condition /aba/ /afa/ /ava/ 

Mean MPI .055 .068 .088 

Standard Deviation .169 .185 .172 

Imagine Condition /aba/ /afa/ /ava/ 

Mean MPI .033 .033 .063 

Standard Deviation .202 .162 .196 

Experiment 2 

Again, participants who scored less than 50% correct when identifying /ava/ in 

either of the baseline conditions were eliminated from the current analysis (n = 1). The 

remaining 49 participants showed similarly high proportions of correct /ava/-identification 

in the baseline condition (M = .94, SD = .10). The following table displays the mean 

Misperception Indices (MPIs) and their corresponding standard deviations for each 

experimental condition. As mentioned previously in Chapter 2, no effects of condition 

were observed in the analysis of the MPIs for acoustic /ava/. 

Table 5.2 – MPIs for acoustic /ava/ from Experiment 2 of Chapter 2. 

Articulate Condition /afa/ / aða / /ama/ /aya/ 

Mean MPI .063 .080 .037 .067 

Standard Deviation .151 .135 .101 .157 
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Appendix B 

A copy of the certificate of approval from the UBC Research Ethics Board for the 

research described in Chapters 2, 3, and 4 is included on the following page. 
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