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Abstract

The primary objective of this research is to develop and study newer ways to control electronic properties of correlated oxide systems using impurities. This goal has been achieved by introducing dilute localized 3d Mn impurities in place of a delocalized 4d Ru sites in a 2-dimensional Ru-O matrix and doping an electronically reconstructed polar surface of YBCO via surface impurities.

The first part of the work concentrates on X-ray Absorption Spectroscopy (XAS) and Resonant Soft X-ray Scattering (RSXS) studies on lightly Mn doped Sr$_3$Ru$_2$O$_7$. Our goal is to understand the electronic structure of the material both at room and low temperature and ultimately to understand the mechanism behind the low temperature metal-insulator transition in this compound. With XAS, we zoom into the local electronic structure of the impurities themselves and discovered unusual valence and crystal field level inversion in the Mn impurities. With the help of density functional theory and cluster multiplet calculations, we developed a model to describe the hierarchy of the crystal eld levels of the Mn impurities. Long range magnetic properties of the compound has been probed with Resonant Soft X-ray Scattering (RSXS) on the Mn and Ru L-edges. We have found and analyzed the $(\frac{1}{4}, \frac{1}{4}, 0)$ structurally forbidden diffraction peak and connected it to an antiferromagnetic instability in the parent compound. Doping dependent scattering studies revealed the magnetic structure of the low temperature insulating phase and ultimately the mechanism behind the metal-insulator transition itself.

Angle Resolved Photoemission Spectroscopy (ARPES) has been used to investigate the low energy electronic structure of underdoped high-$T_c$ superconductor YBCO. It has been revealed that due to the presence of polar surfaces there is electronic reconstruction on the surface of a cleaved YBCO sample. A novel technique has been devised that allows one to control the surface doping level in-situ by evaporating Potassium (K) on the YBCO surface. We showed that K tunes the surface doping level by donating electrons and thereby makes it possible to continuously tune the surface doping level throughout the phase diagram.
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1.1 Unit cell of (a) Mn doped Sr$_3$Ru$_2$O$_7$ where the Mn impurity position is denoted by the red cage. (b) Ca$_3$Ru$_2$O$_7$ showing the rotation and tilting of the octahedra. (c) YBa$_2$Cu$_3$O$_{7-\delta}$ where $\delta = 0.5$, i.e. alternating full and empty CuO chains. 

1.2 (Left) A diagram of $R_M$ vs $R_A$ for A$_3$M$_2$O$_7$ type of structure where $A$ and $M$ denote Ca/Sr and Ru/Mn respectively. (Right) Building block of a A$_3$M$_2$O$_7$ structure showing inequivalent oxygen sites (taken from [8]).

1.3 (a) Phase diagram of Ca$_{2-x}$Sr$_x$RuO$_4$. Taken from Nakatsuji et al. [31]. (b) Fermi surface of Sr$_2$RuO$_4$. Taken from Damascelli et al. [32]. (c) Map of momentum dependent susceptibility. Taken from [33] (d) Temperature dependence of the resistivity of Sr$_3$(Ru$_{1-x}$Mn$_x$)$_2$O$_7$ for different Mn doping $x$. The electrical current was fed in the $ab$ plane. Taken from Mathieu et al. [22].

1.4 Left: Energy scales in cuprates reveled by a combination of experimental techniques on many different cuprate high-$T_c$ compound with doping level spanning the entire phase diagram (for detail, see Chapter 6). Right: Phase diagram of cuprate high-$T_c$ compound YBCO explored by a single experimental technique on a single piece of sample (for detail, see Chapter 5).

1.5 (left) Typical XAS spectra obtained from Sr$_3$(Mn$_x$Ru$_{1-x}$)$_2$O$_7$. (Middle left) Schematic presentation of Mn L-edge XAS transitions (Mn $2p \rightarrow 3d$). (Middle) Crystal field levels of Mn $4+$ and $3+$ together with corresponding $e_g$ hole symmetry. (Middle right) Possible L-edge transitions with in-plane and out-of-plane polarized light.

1.6 Schematic diagrams describing the electronic transitions involved with the X-ray absorption, Thomson scattering and resonant X-ray scattering processes.

1.7 REXS geometry defining the $\pi$ and $\sigma$ polarization and angles, $\theta$, $\alpha$, $\phi$.

1.8 Azimuthal angle dependence at the Mn edge of the integrated intensity of the ($\frac{1}{4}$, $\frac{1}{4}$, 0) resonant diffraction peak at the $\alpha'\pi$ channel ($I_{\alpha'\pi} = |f_{\pi}^{\sigma'} - f_{\pi}^{\sigma}|^2$, blue), $\pi'\pi$ channel ($I_{\pi'\pi} = |f_{\pi'}^{\pi} - f_{\pi'}^{\pi}|^2$, green). With the lack of an analyzer on the scattered photon side, we could only measure the total intensity, $I_{\alpha'\pi} + I_{\pi'\pi}$, shown by the solid red line (see Chapter 3 for detail).

1.9 (Left) Schematic presentation of crystal field splitting of transition metal $d$ level when the symmetry is reduced from spherical to tetragonal. (Middle) electron population of the levels for Ru and Mn $4+$ and Mn $3+$. (Top right) spatial symmetry of the $e_g$ levels.
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7.1 (a,c) Temperature dependent Mn \( L_2 \)-edge XAS spectra measured on 5 and 20\% Mn-doped samples with \( E \parallel c \). (b,d) Theoretical \( L_2 \)-edge spectra calculated with the inclusion of a 1meV antiferromagnetic exchange field: (b) \( H^{ex} \) 30\(^\circ\) away from \( c \)-axis, \( T_{Neel} = 50K \); (d) \( H^{ex} \parallel c \)-axis, \( T_{Neel} = 100K \). While no field dependence is observed in the 300K non-magnetic state (\( T \gg H^{ex} \approx 10K \)), a clear effect is seen once the ground state is antiferromagnetic. This demonstrates the extreme sensitivity of XAS and linear dichroism to the onset of antiferromagnetic ordering, that Mn impurities do induce antiferromagnetism in \( \text{Sr}_3\text{Ru}_2\text{O}_7 \), and that the field orientation varies progressively from out-of-plane (b) to in-plane (d) upon increasing Mn-doping from 5 to 20\%.

7.2 Normalized \( L_2 \)-edge peak-height ratio, defined as \( L_2^R(T)/L_2^R(15) \), where \( L_2^R(T) = \frac{[I_A - I_B(T)]}{[I_A + I_B(T)]} \) (295) and \( I_{A,B} \) is the intensity of peak \( A,B \) in Fig. 7.1, plotted vs. temperature for 5, 10, and 20\% Mn-doped \( \text{Sr}_3\text{Ru}_2\text{O}_7 \). For 20\% Mn, the modulus of the data is plotted. The inset presents temperature dependent electrical resistivity data (in logarithmic scale), for the same samples [3]. A sharp increase is observed in both resistivity and X-ray linear dichroism experiments for 5 and 10\% Mn, and only a continuous evolution for 20\% Mn, indicating that the metal-insulator transition is driven by the onset of antiferromagnetic ordering.

7.3 (a) Band structure calculations performed for the distorted structure of the pure compound (after Ref. [5]). (b) Temperature dependent ARPES spectra measured on the 5\% Mn-doped sample, in correspondence of the Fermi surface sheets originating from the \( xy \) band of the undistorted structure. (c) Across the metal-insulator antiferromagnetic transition a leading-edge gap opens, as seen also on other portions of the Fermi surface.

7.4 Interpretation of “\( \theta \)-scans” in two different azimuthal angle geometry of the sample with respect to the scattering plane. At \( \phi = 0^\circ \) and 90\(^\circ\) geometry one probes the order along the \( c \)-axis and \( ab \)-plane respectively.

7.5 Comparison of the momentum scan (“\( \theta - 2\theta \)” widths resulting from scattered intensities from: (a) 100\% sites without domains with the same system having average domain size of 320 lattice spacing. (b) 100\% sites from the system with domains with 10\% randomly selected sites from the same system (normalized). (c) 10\% random sites with measured (\( \frac{1}{4} + \Delta q, \frac{1}{4} + \Delta q, 0 \)) scan on 10\% Mn doped \( \text{Sr}_3\text{Ru}_2\text{O}_7 \).
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Introduction

The grand challenge of modern condensed matter physics is to work out a unified theory that can account for the entire phase diagram of strongly correlated electron systems such as copper oxide based high-$T_c$ superconductors, manganites, ruthenium oxides etc. [1]. Materials like high-$T_c$ superconductors can be continuously doped from a Mott insulating state to a metallic Fermi liquid state. On the other hand, ruthenium oxides like $\text{Sr}_3\text{Ru}_2\text{O}_7$, having a paramagnetic Fermi liquid state, show exotic behaviors like magnetic field tuned quantum criticality and electronic nematic liquid behavior. It is extremely difficult to formulate any microscopic theory for these materials due to the fact that many of these properties are emergent phenomena [2], i.e. collective correlated behavior emerging from strong correlation between the electrons in the system that cannot be explained by independent electron properties. Hence, theories and experiments go hand in hand in this frontier of physics like no other. On the experimental side, spectroscopies have provided some of most revealing data available on these materials where one perturbs the system with an external source and measure the response of the system. The complex nature of emergent phenomena has created an urgency to gain better control on the material side so that one can disentangle and focus on a specific property of the material. In this thesis, we used impurities for this purpose. Impurities have been introduced in the bulk and the surface of the correlated oxides to perturb the system in a controlled way, e.g. triggering a key property or stabilizing some inherent fluctuation in the system. This has been shown to serve a dual purpose by allowing us to probe the defining properties of the host system and the host-impurity interaction and also, as a bonus, allow us to observe how impurities themselves behave in exotic environments.

Impurities have always been of paramount importance in the study of strongly correlated oxides. The standard procedure has been to introduce impurities of different size than the host atoms to introduce structural changes in the material or to introduce impurities with different valence as a way to dope the system. But there are other degrees of freedom than structure and charge, namely orbital, spin etc. and part of our approach has been to exploit these less-explored degrees of freedom, for instance, by introducing dilute localized $3d$ Mn impurities in place of a delocalized $4d$ Ru sites in a Ru-O matrix. We have shown that very unusual situations can arise both locally and globally due to the orbital and spin mismatch between the impurity and the host [3]. In the dilute limit of 5% Mn doping of $\text{Sr}_3\text{Ru}_2\text{O}_7$ we observed reversal of crystal-field levels, unconventional valence in Mn and development of long-range antiferromagnetic and possibly orbital order below the metal-insulator transition temperature. This has opened the possibility of tailoring new materials by introducing a variety of $3d$ impurities to $4d$ or even $5d$ systems and also forms another intriguing example of local magnetic changes leading the way to global order, nanoscale phase separation and
eventually a spatially inhomogeneous metal-insulator transition that challenges the current standard theories of materials.

These strange materials pose unique challenges for experiments and novel ideas have to be in place to describe the correct electronic state of the material. In case of YBCO, oxygen doping has been used as a tuning parameter to take the system through phases such as insulator to metal. But it is critical to understand that YBCO contains polar surfaces. While Angle Resolved Photoemission Spectroscopy (ARPES) is a very powerful experimental tool to observe many-body effects in correlated materials, it is surface sensitive, i.e. if the material under investigation has some kind of surface reconstruction, charge-rearrangement and is electronically different at the surface as compared to the bulk, ARPES results will not reveal the bulk electronic structure. In case of YBCO, the freshly cleaved surface is a combination of BaO and CuO-chain layers and while the BaO layer is charge neutral, the CuO-chain layer is not and the specific arrangement of the alternating charged layers introduces polar catastrophe, i.e. divergence of electric potential as a function of material thickness along the $c$-axis (see section 1.5.4 and Ref. [4]). To avoid such a divergence, the system induces charge reconstruction on the cleaved surface and this is the reason behind ARPES experiments always finding YBCO Fermi surface overly overdoped. We have shown that potassium (K) impurities deposited on the surface can tune this charge reconstructed surface back to the bulk, and have been able to observe the evolution of the Fermi surface from the overdoped to the underdoped region [5].

As experimental techniques, we are using some of the most advanced spectroscopic methods available, namely, Angle Resolved Photoemission Spectroscopy (ARPES), X-ray Absorption Spectroscopy (XAS) and Resonant Elastic Soft X-ray Scattering (REXS). Each of these techniques have unique strengths in delivering certain information about the system under investigation. For instance, ARPES and XAS probe the occupied and unoccupied parts of the electronic states respectively and are therefore complementary to each other. Also XAS can provide us information about the element specific local electronic structure of the atoms in the system but not about the long-range ordering taking place. REXS, on the other hand, is a newer technique that has the unique capability of providing direct information regarding the existence of charge/orbital/spin ordering of the valence electrons that make up a very small fraction of the total number of electrons. On top of all these powerful techniques, we are employing density functional theory (DFT) based electronic structure calculation code WIEN2k [6] and cluster-multiplet calculations (XTLS) [7] to model our systems, taking inputs from the experimental results. WIEN2k is based on the full-potential linearized augmented plane wave method (LAPW) and is regarded as one of the most accurate schemes for band structure calculations. Overall, our philosophy has been to apply several of these techniques to a material problem to unravel different facets of the puzzle and to combine all the information towards a unified understanding of the electronic structure of the material.
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1.1 Materials and problems

Structurally, the common feature in all the materials investigated in this thesis (Mn doped Sr$_3$Ru$_2$O$_7$, Ca$_3$Ru$_2$O$_7$ and YBCO) is the perovskite structure with the common feature of oxygen atoms surrounding a Ru or Cu atom. Fig. 1.1 compares the structural unit cells of these compounds that shows, in spite of the similarity of the building blocks, these materials are very sensitive to the constituent elements. For instance, by replacing Sr with Ca one can bring in drastic structural distortion in the material, as shown in Fig. 1.1 (b). As we shall see in the rest of this thesis, the sensitivity of the material properties are not only linked to the crystal structure, but also, and more intimately, linked to the local (Chapter 2), global (Chapter 3) and surface (Chapter 5) electronic structure of the system.

1.1.1 Structural/Lattice distortion

Sr$_3$Ru$_2$O$_7$ is a member of a class of materials that can be expressed by the chemical formula: $A_3M_2O_7$ where $A$ is a alkaline/rare-earth metal and $B$ is a transition metal. $M$ occupies the center of an octahedron formed by six oxygen atoms and $A$ is located in the cages formed between these octahedra. $A$ and $M$ together with Oxygen form the perovskite structure that is shown in Fig. 1.1. The values of $A$ and $M$ for the cases of our interest
are tabulated in Table 1.1 following Shannon table [9]. When \( M \) and \( A \) exactly match the sizes of their cages, they can form a high symmetry structure free of distortion. This special combination of \( A \) and \( M \) is shown as the “zero strain line” in Fig. 1.2 (a) following Shaked et al. [10]. A standard quantity as a measure of distortion is the tolerance factor, defined as 
\[
\frac{1}{\sqrt{2}} \frac{R_A + R_O}{R_M + R_O}
\]
for the compound \( A_3M_2O_7 \) where \( R \) denotes the radius of the corresponding ion (see Table 1.1). If the factor is less than one for these compounds we expect structural distortion. Indeed \( Sr_3Ru_2O_7 \) is very close to the zero strain line (green star in Fig. 1.2 (a)) and initially it was reported to be tetragonal, with space group \( I4/mmm \), similar to \( Sr_2RuO_4 \). However, subsequent measurements revealed ordered rotations of the octahedra due to small incompatibility between the ionic sizes of \( Sr^{2+} \) and \( Ru^{4+} \). Shaked et al. [10] have shown that the distortions are ordered and they refined the crystal structure into space group \( Bbcb \) with a rotation of approximately \( 7^\circ \).

When \( M \) is too large compared to \( A \), the network of octahedra is under compression leading to cooperative rotation and tilting (buckling) of the octahedra. This is the case for \( Ca_3Ru_2O_7 \) (Fig. 1.2 (a) blue diamond symbol in the left corner). On the other hand, in \( Sr_3Mn_2O_7 \), Mn has 4+ valence and according to Table 1.1, it falls well below the zero strain line (Fig. 1.2 (a), red dot) and hence the structure is susceptible to distortion. However, from Table 1.1 we notice that if Mn valence was 3+ with high spin configuration, the structure would fall very close to the zero strain line near \( Sr_3Mn_2O_7 \). Hence, one can argue that structural stability may have played a role to determine the special 3+ high spin state.
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Table 1.1: Approximate ionic radius of participating ions. Taken from “Shannon Effective Ionic Radii Table” [9].

<table>
<thead>
<tr>
<th>Ion</th>
<th>Ox. state</th>
<th>Coord. number</th>
<th>Spin state</th>
<th>Ionic radius</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mn$^{3+}$</td>
<td>3</td>
<td>6</td>
<td>LS</td>
<td>0.58</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>6</td>
<td>HS</td>
<td>0.645</td>
</tr>
<tr>
<td>Mn$^{4+}$</td>
<td>4</td>
<td>6</td>
<td></td>
<td>0.53</td>
</tr>
<tr>
<td>Ru$^{4+}$</td>
<td>4</td>
<td>6</td>
<td></td>
<td>0.62</td>
</tr>
<tr>
<td>Sr$^{2+}$</td>
<td>2</td>
<td>12</td>
<td></td>
<td>1.44</td>
</tr>
<tr>
<td>Ca$^{2+}$</td>
<td>2</td>
<td>12</td>
<td></td>
<td>1.34</td>
</tr>
<tr>
<td>O$^{2-}$</td>
<td>-2</td>
<td>4</td>
<td></td>
<td>1.38</td>
</tr>
</tbody>
</table>

Table 1.2: Tolerance factor and bond length anisotropy.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>$a/b$</td>
<td>3.89</td>
<td>3.789</td>
<td>3.796/3.914</td>
</tr>
<tr>
<td>$c$</td>
<td>20.716</td>
<td>20.064</td>
<td>19.521</td>
</tr>
<tr>
<td>Mn/Ru-O(1)</td>
<td>2.012</td>
<td>1.947</td>
<td>1.987</td>
</tr>
<tr>
<td>Mn/Ru-O(2)</td>
<td>2.039</td>
<td>1.901</td>
<td>1.989</td>
</tr>
<tr>
<td>Mn/Ru-O(3)/O(4)</td>
<td>1.9582</td>
<td>1.895</td>
<td>2.005/1.974</td>
</tr>
<tr>
<td>Mn/Ru-O(1)</td>
<td>1.028</td>
<td>1.028</td>
<td>0.991/1.006</td>
</tr>
<tr>
<td>Mn/Ru-O(2)</td>
<td>1.041</td>
<td>1.003</td>
<td>0.992/1.008</td>
</tr>
<tr>
<td>Mn/Ru-O(3)/O(4)</td>
<td>1.041</td>
<td>1.041</td>
<td>0.962</td>
</tr>
</tbody>
</table>

of Mn impurities in Sr$_3$Mn$_2$O$_7$ [3] (see Chapter 2 for detail).

As we shall see in the next section, Sr$_3$Ru$_2$O$_7$, Ca$_3$Ru$_2$O$_7$ and Sr$_3$Mn$_2$O$_7$ have very different electronic and magnetic properties and structural distortions play a direct role in defining these properties in a material. There are many coexisting and competing magnetic interactions present in these materials, e.g. super-exchange, double-exchange interactions that are very different in nature. While super-exchange interaction favors antiferromagnetic spin configuration between transition metal ions, double exchange interaction favors ferromagnetic configuration between sites with mixed valency. Their strength critically depends on bond length, bond angle, temperature (energy scale) etc. and hence structural distor-

$^1$For undistorted structure. Shaked et al. [10] reports subtle distortion in the structure that doubles the volume of the unit cell making $a = b = 5.5006$ Å.

$^2$For undistorted structure. Yoshida et al. [8] reports distortion in the structure that doubles the volume of the unit cell making $a = 5.3678$, $b = 5.5356$ Å. The values in Table 1.2 are distorted lattice values divided by $\sqrt{2}$.

$^3$Tolerance factor for Mn$^{3+}$ high spin state, Mn$^{3+}$ low spin state and Mn$^{4+}$ ions at the center of the perovskite respectively.
tions of a certain type can favor one particular type of interaction and define the magnetic property of the system.

1.1.2 Competing ferro and antiferromagnetic fluctuations in ruthenates

Ruthenium oxides are a very important class of compounds that are extremely sensitive to impurities due to the flexible and responsive nature of the delocalized Ru 4d orbitals [3]. For example, the radial extend of the 4d Ru wave function is significantly larger than that of the Mn 3d and even oxygen 2p orbitals. This leads to, on the one hand, weaker correlation effects in Ru-oxides than in 3d transition metal oxides; on the other hand, to an interesting competition between local and itinerant physics. Impurity doping of a 4d system might thus be extremely effective in tuning the macroscopic physical properties, especially when the impurity is a 3d transition metal which can enhance the local correlation effects and have a direct impact on the valence, spin, and orbital characteristics of the host material.

Among the 4d transition metal oxides (TMO), strontium-ruthenium oxides soft the Ruddlesden-Popper type compound series of \( \text{Sr}_{n+1}\text{Ru}_n\text{O}_{3n+1} \) with perovskite based crystal structure have been a focus of intensive research due to their diverse and surprising electronic properties. For example, \( \text{SrRuO}_3 \) is a rare example of an itinerant ferromagnet based on 4d electrons [12, 13]. \( \text{Sr}_2\text{RuO}_4 \) is isostructural to the high-\( T_c \) compound \( \text{La}_{2-x}\text{Ba}_x\text{CuO}_4 \) and has the layered perovskite structure with a single RuO\(_2\) plane per formula unit. It is strongly two dimensional, and shows a Pauli like paramagnetic susceptibility [14]. \( \text{Sr}_2\text{RuO}_4 \) is best known for its unconventional superconductivity [14, 15], which is thought to involve spin triplet pairing [16]. Structural distortions in Sr-based ruthenates are either small or absent. Substituting Ca for Sr, however, introduces larger rotations of the Ru-O octahedra since Ca has a much smaller atomic radii than Sr. This causes the bandwidth to narrow and changes to the crystal field splitting. Thus, although Ca and Sr are both divalent cations, the properties of the Ca-based materials are markedly different than Ru-based materials. \( \text{CaRuO}_3 \) is a paramagnetic metal with a large mass enhancement [17], while \( \text{Ca}_2\text{RuO}_4 \) is an antiferromagnetic insulator [18]. This diversity shows that the ruthenates are characterized by a series of competing instabilities, in particular, both ferro and antiferromagnetic fluctuations are present in this family of compounds.

It is anticipated that being bi-layered, \( \text{Sr}_3\text{Ru}_2\text{O}_7 \) would posses some intermediate magnetism between the single and infinite layered members of this family that may lead to the possibility of many competing magnetic ground states. Indeed magnetism of \( \text{Sr}_3\text{Ru}_2\text{O}_7 \) has shown surprising sensitivity to external perturbations such as pressure, magnetic field and classified as a paramagnetic metal on the verge of ferromagnetism. But only after the discovery of field tuned quantum phase transition [19] and metamagnetism [20] in \( \text{Sr}_3\text{Ru}_2\text{O}_7 \) it is understood that this yet to explore material has all the promises of new and rich magnetic phases that can be tuned with magnetic impurities.

The low temperature transport properties of the bilayer compounds \( (\text{Sr}/\text{Ca})_3\text{Ru}_2\text{O}_7 \) are similar although magnetic properties are strikingly different. Both materials are metallic and show a resistivity \( \sim T^2 \) at sufficiently low temperature. Two phase transitions have been identified in \( \text{Ca}_3\text{Ru}_2\text{O}_7 \): A Néel transition at 56 K and a structural phase transition at 48 K, where the in plane resistivity increases by about 30%, before turning over to a
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Figure 1.3: (a) Phase diagram of Ca$_{2-x}$Sr$_x$RuO$_4$. Taken from Nakatsuji et al. [31]. (b) Fermi surface of Sr$_2$RuO$_4$. Taken from Damascelli et al. [32]. (c) Map of momentum dependent susceptibility. Taken from [33] (d) Temperature dependence of the resistivity of Sr$_3$(Ru$_{1-x}$Mn$_x$)$_2$O$_7$ for different Mn doping $x$. The electrical current was fed in the ab plane. Taken from Mathieu et al. [22].

metallic low-temperature behavior at 30 K [21].

Mathieu et al. [22] has successfully grown single crystals of Sr$_3$(Ru$_{1-x}$Mn$_x$)$_2$O$_7$ ($0 \leq x \leq 0.2$). The resistivity data as a function of temperature (Fig. 1.3, (d)) show the dramatic effect of Mn doping on the electrical properties of the material. It is clear that Mn impurities are acting as scatterers at low temperature. Mathieu et al. proposed a Mott gap formation between $T = 60$ and 80 K for $x > 0.05$. From optical conductivity data the gap was measured to be $\approx 0.2eV$. It has been concluded that the gap is about an order of magnitude larger than those typically explained by disorder induced Anderson localization effect. Also for 5% Mn doped samples ($x = 0.05$), neutron diffraction data show magnetic peaks suggesting the possibility of an antiferromagnetic ordering below the
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Figure 1.4: Left: Energy scales in cuprates revealed by a combination of experimental techniques on many different cuprate high-\(T_c\) compound with doping level spanning the entire phase diagram (for detail, see Chapter 6). Right: Phase diagram of cuprate high-\(T_c\) compound YBCO explored by a single experimental technique on a single piece of sample (for detail, see Chapter 5).

metal-to-insulator transition temperature. Structural changes with temperature are smaller compared to other members of the ruthenium oxide family. The contraction of the \(c\) axis between \(T = 30\) and \(275\) K for \(x = 0.05\) is \(\sim 0.1\%\), which is one order of magnitude lower than observed in systems such as \(\text{Ca}_2\text{RuO}_4\) where structural distortion plays an important role in determining the electronic properties.

1.1.3 Exploring the phase diagram of cuprates in a controlled way

The origin of pseudogap in copper oxide based high temperature superconductors has been a motivation behind an endless stream of experimental and theoretical investigations. As it is discussed in Chapter 6, from the experimental point of view, the main difficulty lies in the fact that there seem to exist two energy scales in the system related to the pseudogap and the superconducting gap. Also, very few cuprate family members can be grown to cover the entire doping phase diagram, i.e. from the Mott insulating state (undoped) to the Fermi liquid state (overdoped), making it difficult to probe these two energy scales in a reliable and consistent fashion. Moreover, as we shall show in Chapter 6, most of the experimental techniques can probe only one energy scale out of the two. This leaves us with an enormous set of data that are essentially incomplete in the sense that there is no single set of experimental data that covers a cuprate compound throughout the whole doping range with a single experimental technique.

On the experimental side, ARPES is perhaps the only experimental technique that can provide a momentum resolved map of the Fermi surface and thereby decisive information regarding the gaps as a function of momentum. However, ARPES is a surface sensitive technique. The Fermi surface of overdoped Tl2201 measured by ARPES [23] and bulk sensitive Angular Magnetoresistance Oscillations (AMRO) [24] agrees very accurately and
provide us reliable momentum resolved data in the overdoped range of the cuprate phase diagram. On the other hand, there are not many reliable measurement on the underdoped side. Form the sample preparation side, YBCO is one of the very few cuprate compounds that can be grown to cover the entire underdoped range of the phase diagram ($p = 0$ to $0.18$, see Fig. 1.4) in the very clean limit.

Very recently, Doiron-Leyraud et al. [25] reported the first direct evidence for the existence of Fermi surface pockets in the low-energy electronic structure of underdoped YBa$_2$Cu$_3$O$_6.5$ with high magnetic field quantum oscillation experiments. This result promises to have profound impact on the long-standing debate over the breakdown of the concept of a Fermi surface in the correlated high-temperature superconductors. But quantum oscillation experiments cannot convey any momentum information, i.e. where exactly the small pocket is located on the Fermi surface. This generated intense experimental effort to clarify how relevant this picture is for other cuprate superconductors and also independent confirmation by momentum resolved spectroscopic techniques like ARPES. But all the efforts to probe underdoped YBCO with ARPES have failed due to the notorious surface effect: ARPES always measures an overly overdoped Fermi surface regardless of the actual doping level of the bulk. It was not well understood why that was the case (for further discussions, see section 1.5.4). We have devised a newer method (for detail, see Chapter 5) enabling us to control the doping level of a single piece of YBCO crystal in situ and thereby made it possible to measure a reliable momentum resolved Fermi surface map of YBCO for the first time using ARPES across the whole phase diagram [5].

1.2 Experimental techniques

The theory of X-ray scattering, absorption and photoemission can be found in many excellent textbooks and PhD theses (e.g. Ref. [7, 26, 27, 28]) and the following discussion will only touch upon the topics relevant to the studies presented in the thesis.

1.2.1 XAS and X-ray linear dichroism

As an experimental technique, XAS provides an element and site specific probe of local electronic structure. Therefore it is an ideal probe for systems with impurities since element/site-sensitivity of XAS allows us to probe the local environment of impurities or dopants separately from the original atoms.

Chapter 2 presents XAS data at the Mn L-edge where the XAS transition takes place from Mn 2p core level to 3d valence states. These transitions are schematically presented in Fig. 1.5 (left) and we see two absorptions peaks instead of one is because of the splitting of the 2p core level due to strong spin-orbit coupling. It should be noted that the sum of all the 3d level orbitals are spherically symmetric, individual orbitals are asymmetric in space. However, as the symmetry of the octahedra around the absorbing 3d atom is lowered below cubic (see section 1.5.1), transition to individual $d$ orbital will depend on the orientation of the electric field vector relative to the coordinate system of the crystal.

The term linear dichroism refers to the difference in the XAS spectra when the angle between the sample and linear polarized $E$ vector of light is changes. Due to the dipole
selection rule, in case of Mn L-edge absorption process, in-plane polarized light makes electron transitions possible from core level to the in-plane 3d orbital only and the out-of-plane polarized light does the same to the out-of-plane orbital (Fig. 1.5, red and blue arrows). Hence, a difference between the spectra using in-plane and out-of-plane light can provide direct information regarding the population of the orbitals. One has to keep in mind that XAS probes the unoccupied levels and therefore probes the symmetry of the holes (shown in the Fig. 1.5, middle).

The easiest way to visualize the polarization dependence of linear dichroism is through the “search light effect” [28] that can be stated as follows. In an XAS experiment electrons are excited from a core level to empty valence states. With linear polarized x-ray, the electric field vector acts like a search light for the direction of the maximum and minimum number of empty valence states, i.e. the transition intensity is directly proportional to the number of empty valence states in the direction of the field vector. Hence, the angular dependence of the XAS intensity on electric field vector is determined by the spatial distribution of the empty valence states. A striking demonstration of linear dichroism at the Cu L-edge can be found in Ref. [29]. These ideas has been applied in Chapter 2 to explore the orbital symmetry of the Mn 3d valence electrons. The L_{2,3}-edge lineshape of the XAS depends on the distribution of the multiplets that has been calculated with XTLS 8.0 written by A. Tanaka [30]. A detail description of the physics and theory behind cluster multiplet calculations can be found in Ref. [7].

Figure 1.5: (left) Typical XAS spectra obtained from Sr_3(Mn_xRu_{1-x})_2O_7. (Middle left) Schematic presentation of Mn L-edge XAS transitions (Mn 2p → 3d). (Middle) Crystal field levels of Mn 4+ and 3+ together with corresponding e_g hole symmetry. (Middle right) Possible L-edge transitions with in-plane and out-of-plane polarized light.
1.2.2 Bragg scattering

Let us begin our discussion with a brief description of the scattering process of light (electromagnetic wave or photon) with a single electron (i.e. quantum of charge). The ability of an electron to scatter an X-ray is expressed in terms of scattering length that is basically the amplitude of the ratio of the magnitude of the radiated to incident field. This is typically denoted by \( r_0 \) and the Thomson scattering length is

\[
 r_0 = \left( \frac{e^2}{4\pi\varepsilon_0 mc^2} \right) = 2.82 \times 10^{-5} \text{Å}.
\]

Let us now look at the expression for the scattering length of an atom or atomic form factor that describes the scattering amplitude from a homogeneous charge density:

\[
-r_0 f^0(Q) = -r_0 \int \rho(r) e^{iQ \cdot r} dr
\]  

where \( Q \) is the momentum transfer. Of course, an atom is not a homogeneous charge distribution. Atomic electrons have discrete energy levels and the electrons that are less tightly bound (L, M shell corresponding to principle quantum number, \( n = 1, 2 \) respectively) will be able to respond to incoming field quite closely. However, electrons in the core levels (e.g. K shell corresponding to \( n = 1 \)) are much more tightly bound and if the incident X-ray energy is much less than the binding energy of the core level electrons, the response will be much less. This will reduce the overall scattering length of the system by the amount, say \( f' \). Moreover, the bound states of the electrons can be treated as harmonic oscillators and the response of the electrons will have a phase lag with the incident X-ray. Hence we need to introduce a dissipative term \( i f'' \) in the atomic form factor that becomes:

\[
f(Q, \hbar \omega) = f^0(Q) + f'(\hbar \omega) + i f''(\hbar \omega)
\]

In the soft X-ray regime or for scattering in the forward direction where the momentum transfer is small, atomic form factor can be approximated as \( \int \rho(r) dr \sim Z \). Then Eq. 1.2 becomes

\[
f(\omega) = Z + f'(\hbar \omega) + i f''(\hbar \omega) = F_1(\hbar \omega) + i F_2(\hbar \omega)
\]

\( F_1 \) and \( F_2 \) are known as Henke-Gullikson atomic factors that can be found from tables.

The scattering length of a molecule will be

\[
F_{mol}(Q, \omega) = \sum_{j} f_j(Q, \omega) e^{iQ \cdot r_j}
\]

where atoms in the molecule are indexed by \( j \) and \( f_j(Q) \) represents the atomic form factor of the \( j \)th atom. Similarly, for a crystal (a lattice structure with a molecule in each site) we can use the following indexing: \( R_n \) are the lattice vectors that define the lattice and \( r_j \) are the position of the atoms in the molecule with respect to any one particular lattice site. Hence, the position of any atom in the crystal is given by \( R_n + r_j \) and the form/structure
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1.2.3 REXS: a combination of XAS and scattering

At this point, we can take a brief look at the quantum mechanical description of the X-ray absorption and resonant scattering process. We start from the transition rate probability, $W$, that can be expressed in first order perturbation theory as

$$ W = \frac{2\pi}{\hbar} |\langle f|\mathcal{H}_I|i\rangle|^2 \rho(\epsilon_f) $$

and $F_{\text{crystal}}(Q, \omega)$ is nonzero if and only if $Q = G$ which is of course the Laue or, equivalently, Bragg condition. We can use Eqn. 1.5 to explain some of the results in Chapter 3, shown in Section 7.3.
where $|i\rangle$ and $|f\rangle$ are the initial and the final states of the combined X-ray photon and the interacting electron and $\rho(\epsilon_f)$ is the density of final states. The Hamiltonian $H_I$ defines the interaction between the X-ray photon and the electron that has the form

$$H_I = \frac{eA \cdot p}{m} + \frac{e^2A^2}{2m}$$

The first term in $H_I$ is linear in $A$ that means it can only create or annihilate a photon and gives rise to photoelectric absorption (Fig. 1.6, top left). The second term, on the other hand, is quadratic, meaning that it can first annihilate and then create a photon and, therefore, describes elastic Thomson scattering process (Fig. 1.6, top right). To obtain the resonant scattering term, we need to apply second order perturbation theory where the transition probability is given by

$$W = \frac{2\pi}{\hbar} \left| \langle f | H_I | i \rangle + \sum_{n=1}^\infty \frac{\langle f | H_I | n \rangle \langle n | H_I | i \rangle}{E_i - E_n - \hbar \omega} \right|^2 \rho(\epsilon_f)$$

Hence, we can see that when $\hbar \omega = E_i - E_n$, i.e. at the absorption edges the scattering intensity is greatly enhanced.

X-ray absorption can be described in terms of the linear absorption coefficient $m = \rho \sigma$ where $\rho$ is the atomic mass density and $\sigma$ is the absorption cross section. For normal angle of incidence the photon intensity decreases exponentially as a function of depth: $I(z) = I_0 e^{-m(\omega)z}$, where $I_0$ is the incident intensity. The imaginary part of the atomic form factor, $f''$ in Eqn. 1.2 can be related to the absorption cross section with the following relation [44]:

$$-r_0 f''(\omega) = \frac{k}{4\pi} \sigma(\omega)$$

This relationship can be summarized more transparently by expressing the intensities of REXS and XAS in the following manner [34]:

$$I_{REXS}(Q, \omega) \propto |\epsilon' \cdot F(Q, \omega) \cdot \epsilon|^2$$

$$I_{XAS}(\omega) \propto |Im[\epsilon \cdot F(Q = 0, \omega) \cdot \epsilon]|^2$$

where $\epsilon$ and $\epsilon'$ define the polarization vectors of the incoming and scattered beams. $I_{REXS}$ and $I_{XAS}$ are related by the optical theorem [35] and the real and the imaginary part of $F(Q, \omega)$ are related by the Kramers-Kronig transformation in the frequency space. It is also important to note that $I_{REXS}$ depends on both the incoming and outgoing polarization of light and hence it is a $3 \times 3$ matrix. On the other hand, $I_{XAS}$ depends only on the polarization of the incoming light and hence can be described by the diagonal terms of the tensor.

In an X-ray absorption process, the time scale for creating a core hole is of the order of $10^{-20}$ s while the rearrangement of the valence electrons in the presence of the core hole (screening) is of the order of $\sim 10^{-16}$ to $10^{-15}$ s. The lifetime of the core hole is determined by all these relaxation processes and is about $10^{-15}$ seconds before it decays via radiative or
non-radiative decay channels. For the lighter elements \((Z < 30)\) the dominant process is the non-radiative Auger process and the larger \(Z\) systems relaxes predominantly by emission of fluorescence photons \([38]\). Where as in a REXS one does not explicitly create any core hole. The life time of a core hole \(\tau\) in the XAS process is linked to the uncertainty in the energy of the core hole \(\Gamma\) via the Heisenberg uncertainty principal. A lifetime of 1fs implies a lifetime broadening of 0.1 eV that is the intrinsic resolution limit of XAS.

### 1.2.4 ARPES

Angle Resolved Photo-Emission Spectroscopy is based on the photoelectric effect where light is shone on the material knocks electrons out of the material surface. The great success of ARPES in the study of solids is a testament to the capacity of this technique to yield direct access to the energy and momentum of the occupied electronic states. Excellent reviews of ARPES on cuprate superconductors are available, e.g. Ref. \([39, 40, 42, 41]\). ARPES measurements have a simple interpretation within the framework of one-electron band theory, i.e., it maps the band structure of the material and, therefore, the Fermi surface. On top of this ARPES has emerged as one of the most effective technique to study many-body interactions in layered strongly correlated electron systems due to its unique capability to directly measure the single particle spectral function \([40]\).

The intensity in an ARPES experiment corresponds to the electron removal part of the spectral function modulated by transition matrix elements:

\[
I(k, \omega) = I_0(k, \nu, A) f(\omega) A(k, \omega)
\]

where \(k\) is the in-plane electron momentum, \(A\) is the electromagnetic vector potential, \(\omega\) is the electron energy with respect to Fermi level, \(I_0(k, \nu, A)\) is proportional to the transition matrix element and \(A(k, \omega)\) is the spectral function. Since the spectral function is directly related to self energy which in turn contains all the interactions present in a system, the analysis of ARPES spectra can provide us with direct information about the dominant interactions present in a system as a function of temperature. The presence of the Fermi function factor in the intensity ensures that ARPES can probe only the states below the Fermi energy. For non-interacting fermions, the spectral function is a delta function. However, in Fermi liquids, the spectral functions is renormalized by a factor \(Z\), quasiparticle weight and the reminder of the spectral weight is transferred to an incoherent background. Hence ARPES can map the occupied part of the band structure of a solid and therefore the Fermi surface and, at the same time, can provide us valuable information regarding correlation effects in the system.

### 1.3 Experimental conditions

Here we discuss the details of XAS, REXS and ARPES experiments on Mn doped \(\text{Sr}_3\text{Ru}_2\text{O}_7\) together with the sample preparation process. Details of the ARPES experiments \(\text{YBCO}\) and \(\text{Ca}_3\text{Ru}_2\text{O}_7\) are described in Chapter 5 and 4.

In XAS, there are two commonly possible way to measures the spectra, total electron
yield method (TEY) and total fluorescence yield method (TFY). As mentioned before, in the photoelectric absorption process (Fig. 1.6, top left) a photon is absorbed and an electron is ejected from this atom. The remaining hole can be filled by two dominating processes [26]. In the fluorescent x-ray emission process, one of the outer shell electron fills the hole and the atom emits a photon. One gets the TFY XAS spectra by measuring this emitted photon. On the other hand the outer shell electron can fill the core hole and in the process transfer the energy to another outer shell electron and thereby eject it from the atom, a process known as Auger decay. The TEY method of measuring XAS relies on Auger decay channel of the excited electron [38]. Spectra measured in the TEY method is surface sensitive since the ejected electron cannot escape the solid if it is too deep inside the material. On the other hand, it is much easier for photons to escape the material and hence spectra measured in the TFY method much less surface sensitive than TEY. However, TFY data contains more noise than TEY. In Chapter 2, all the XAS measurements presented are done in the TEY method. In spite of choosing TEY as our measurement method, we do not expect the surface contamination to affect our measurements since the samples were cleaved in situ in a vacuum of $<10^{-9}$ Torr. Also, simultaneous TFY measurements were done to compare TEY data with more bulk sensitive TFY data. On the other hand REXS, is a combination of XAS and X-ray Diffraction where one always measures outgoing photons and hence it is much more bulk sensitive than TEY method of XAS.

**Sample preparation:** High-quality single crystals of Sr$_3$(Ru$_{1−x}$Mn$_x$)$_2$O$_7$ (with $x = 0.05$, 0.1, and 0.2) were grown by the floating zone technique. As described elsewhere [22], the samples were characterized by inductively coupled plasma analysis (in order to check the Mn composition $x$), x-ray and neutron diffraction, heat capacity, magnetometry, and DC electric transport. The temperature dependent in-plane resistivity, here reproduced from Ref. [22], was measured with a standard four-probe method on a PPMS6000 system. For all Mn doping levels, the crystals cleave easily along the $ab$-plane in between two adjacent SrO layers, resulting in extremely flat mirror-like surfaces similar to pure Sr$_2$RuO$_4$ and Sr$_3$Ru$_2$O$_7$.

**XAS experiments:** X-ray Absorption Spectroscopy (XAS) measurements on Sr$_3$(Ru$_{1−x}$Mn$_x$)$_2$O$_7$ single crystals at various temperatures were performed at the National Synchrotron Radiation Research Center (NSRRC) in Taiwan. The Mn and oxygen edge measurements were performed on the Dragon Beamline, while the Ru edge data were recorded on Beamline 15B. In both cases, the XAS spectra were acquired in total electron-yield mode by measuring the sample drain current as a function of the incident photon energy. We used larger cylindrical single crystals (with a radius and hight of $\sim 3$ and $5$ mm, respectively), with $c$-axis perpendicular to the axis of the cylinder. These samples were cut in situ with a knife along the $ac$-plane, which is also perpendicular to the cylinder axis, at a pressure of $3 \times 10^{-10}$ torr; no surface aging was observed upon cycling the temperature between 20 and 300K. During the linear dichroism experiments, we utilized the very convenient geometries of the 5% and 10% doped samples by rotating the sample (or the wedge in case of undoped samples that was thin along the $c$-axis direction) about the direction of incident photon beam, which was linearly polarized in the horizontal plane, so as to measure XAS spectra with $E \parallel c$ and $E \perp c$. This enabled us to obtain linear dichroism
spectra from which experimental artifacts related to the difference in the optical path and to the probing area have been eliminated. The photon energy resolution was 0.3 eV and the degree of linear polarization was $\approx 98\%$.

In order to rule out the presence of ferromagnetism in the low temperature insulating phase of Mn doped Sr$_3$Ru$_2$O$_7$, we have performed magnetic circular dichroism experiments in an applied field of 0.5 Tesla at 20 K, with left and right circularly-polarized photons impinging on the samples at normal incidence. The XAS data were normalized dividing the drain current by the beam intensity $I_0$, i.e. the photocurrent measured as a function of photon energy on a metal grid interposed in the beam; for the direct comparison as a function of Mn doping, the spectra were also scaled by the nominal Mn content. The absolute energy calibration was obtained from the parallel measurement of a reference MnO sample and the knowledge of its $L_3$ edge absolute peak position [43].

**REXS experiments:** RSXS measurements were performed at beam line 8.0.1 at ALS in Berkeley (Mn L-edges) and at beam line KMC- 1 at BESSY in Berlin (Ru L-edges). The measurements were done with $\pi$-polarized linear light (see Fig. 1.7). To measure the $(\frac{1}{4}, \frac{1}{4}, 0)$ superlattice diffraction spot, we prepared a (1,1,0) sample surface (not a nature cleavage plane) by cutting the sample with a diamond saw and polishing the surface with diamond paste and alumina. At ALS, due to motorized $x$ and $z$ motion, it was possible to image the surface of the (110) plane at the Mn L-edge and we found the signal profile quite homogeneous throughout the sample surface. On top of that, to make sure that our data does not get affected by any inhomogeneity of the surface, we made sure that we stay in the same spot with the photon beam when we rotated the azimuthal ($\phi$) angle. This was done by taking series of images at the Mn L-edge with $zx$ motion at different azimuthal angle to track our region of interest on the (110) sample. During the Ru L-edge measurements at KMC-1 at BESSY, we used an Avalanche Photo Diode (APD) to cut the intensity due to the 4th harmonic.

**ARPES experiments:** ARPES measurements on Ca$_3$Ru$_2$O$_7$ were carried out at the Stanford Synchrotron Radiation Laboratory (SSRL) on the Normal Incidence Monochromator Beamline 5-4. The data were measured with linearly-polarized 28 eV photons and a Scienta SES-200 electron analyzer in angle-resolved mode. Energy and angular resolutions were set to 14meV and 0.3° (i.e., 1.5% of the Brillouin zone). Sr$_3$(Ru$_{1-x}$Mn$_x$)$_2$O$_7$ thin platelets were oriented by Laue diffraction prior to the experiments, and then cleaved in situ at a base pressure better than 5x10$^{-11}$ torr. The temperature was cycled between 10 and 100K, without leading to any noticeable aging of the samples’ surface. In order to compensate for the angular response of the analyzer, EDC’s in a single cut were normalized against those measured on an amorphous Au film (10K Au data were also used for the absolute energy calibration). Different cuts were then normalized with respect to each other on the basis of the spectral weight from above the chemical potential, integrated in both momentum and energy.

Details of the ARPES experiments on YBCO can be found in Chapter 5.
1.4 Angular dependence of magnetic scattering intensity

For an electric $2^L$-pole (EL) resonance in a magnetic ion, the resonant contribution to the coherent scattering length is [45]:

$$f_{EL}(\omega) = \frac{4\pi}{|k|} f_D \sum_{M=-L}^{L} \left[ \hat{\epsilon}'^* \cdot Y_{LM}(\hat{k}) Y_{LM}^*(\hat{k}) \cdot \hat{\epsilon} \right] F_{LM}(\omega) \quad (1.13)$$

In Eq. 1.13 $Y_{LM}(\hat{k})$ are vector spherical harmonics, $f_D$ is the Debye-Waller factor that takes into account the attenuation of x-ray scattering caused by thermal motion, $k, k'$ are the wavevectors and $\epsilon, \epsilon'$ are the polarization vectors of the incoming and scattered beams, respectively. $F_{LM}$ determines the strength of the resonance that depends on the atomic properties of the scattering ion is defined in Ref. [46].

It is useful to express the vector spherical harmonics in the scattering length (Eqn. 1.13) as a function of the polarization vectors $\epsilon, \epsilon'$ of the incoming and the scattered beams:

$$f_{E1}(\omega) = [(\hat{\epsilon}' \cdot \hat{\epsilon}) F^{(0)} - i(\hat{\epsilon}' \times \hat{\epsilon}) \cdot \hat{m} F^{(1)} + (\hat{\epsilon}' \cdot \hat{m})(\hat{\epsilon} \cdot \hat{m}) F^{(2)}]$$

where

$$F^{(0)} = \frac{3}{4k} [F_{11} + F_{1-1}] \quad (1.15)$$

$$F^{(1)} = \frac{3}{4k} [F_{11} - F_{1-1}] \quad (1.16)$$

$$F^{(2)} = \frac{3}{4k} [2F_{10} - F_{11} - F_{1-1}] \quad (1.17)$$

and $\hat{m}$ is a unit vector denoting the direction of the local magnetic moment. We can simplify
the expression of the scattering length with the use of $2\times2$ matrices with basis spanned by component parallel ($\pi$) and perpendicular ($\sigma$) to the scattering plane, as suggested by Ref. [46]:

$$
\begin{pmatrix}
\sigma'\sigma & \sigma'\pi \\
\pi'\sigma & \pi'\pi
\end{pmatrix}
$$

where the first and the second factor in each element denotes outgoing and incoming light polarization. With this basis, the scattering length for electric dipole scattering can be expressed as:

$$
f_{E1} = F^{(0)} \left( \begin{array}{cc} 1 & 0 \\ 0 & \cos 2\theta \end{array} \right) - i F^{(1)} \left( \begin{array}{cc} 0 & m_1 \cos \theta + m_3 \sin \theta \\ m_3 \sin \theta - m_1 \cos \theta & -m_2 \sin 2\theta \end{array} \right) + F^{(2)} \left( \begin{array}{cc} m_2^2 & -m_2(m_1 \sin \theta - m_3 \cos \theta) \\ m_2(m_1 \sin \theta + m_3 \cos \theta) & -\cos^2 \theta(m_1^2 \tan^2 \theta + m_2^2) \end{array} \right)
$$

(1.18)

where $\theta$ is the scattering angle and $m_1$, $m_2$ and $m_3$ are the components of $\hat{m}$ along the sample axes:

$$
m_1 = \sin \alpha \cos \phi \\
m_2 = \sin \alpha \sin \phi \\
m_3 = -\cos \alpha
$$

(1.19)

Eqn. 1.19 explicitly shows the angular dependence of the magnetic scattering intensity (dipole).

As an example of the azimuthal angle ($\phi$) dependence of the scattered intensity, we will present the detail calculations behind Fig. 3.2 of Chapter 3. We can start from Eqn. 1.5:

$$
I_{\mu\nu} = \left| \sum_j e^{iQ \cdot R_j} f_{\mu\nu}^{\uparrow,\downarrow} \right|^2
$$

(1.20)

where $\mu$ and $\nu$ are denoting the polarizations of the incoming and diffracted light, respectively. $f_{\uparrow}$ and $f_{\downarrow}$ are the scattering lengths of the $\uparrow$ and $\downarrow$ spin directions, respectively. For a $4 \times 4$ magnetic unit cell

\[
\uparrow \quad \uparrow \quad \uparrow \\
\downarrow \quad \downarrow \quad \uparrow \\
\uparrow \quad \downarrow \quad \downarrow \\
\uparrow \quad \uparrow \quad \downarrow \quad \downarrow
\]

and $Q = (\frac{1}{4}, \frac{1}{4}, 0)$, Eqn. 1.20 becomes:

$$
I_{\mu\nu} = \left| 4(1 + i)(f_{\uparrow}^{\mu\nu} - f_{\downarrow}^{\mu\nu}) \right|^2
$$

(1.21)
Figure 1.8: Azimuthal angle dependence at the Mn edge of the integrated intensity of the \( (1, 1, 0) \) resonant diffraction peak at the \( \sigma' \pi \) channel \( (I_{\sigma' \pi} = |f_{\sigma' \pi} - f_{\sigma' \pi}|^2 \), blue\), \( \pi' \pi \) channel \( (I_{\pi' \pi} = |f_{\pi' \pi} - f_{\pi' \pi}|^2 \), green\). With the lack of an analyzer on the scattered photon side, we could only measure the total intensity, \( I_{\sigma' \pi} + I_{\pi' \pi} \), shown by the solid red line (see Chapter 3 for detail).

which has the following angular dependence:

\[
\begin{align*}
    f_1 - f_0 = & \begin{pmatrix}
        f_{\sigma' \pi} - f_{\sigma' \pi} & f_{\sigma' \pi} - f_{\sigma' \pi} \\
        f_{\pi' \pi} - f_{\pi' \pi} & f_{\pi' \pi} - f_{\pi' \pi}
    \end{pmatrix} \\
    = & \begin{pmatrix}
        0 & m_1 \cos \theta + m_3 \sin \theta \\
        -m_1 \cos \theta + m_3 \sin \theta & -m_2 \sin 2\theta
    \end{pmatrix}
\end{align*}
\]

which is the second term of Eqn. 1.19.

Plugging in \( \theta = 61.6^\circ \) for the Mn L-edge and \( \alpha = 0^\circ \) when magnetic moments are along the \( c \)-axis, we can plot the azimuthal \( (\phi) \) angular dependence of the \( (1, 1, 0) \) diffraction spot intensity, \( I_{\mu \nu} \) for incoming \( \pi \)-polarized light, shown in Fig. 1.8 (Red line).

### 1.5 Few concepts

This section combines the theoretical ideas presented in the previous sections to the material problems we are considering. It also serves as an introduction to some of the key concepts presented in the later chapters. The first section deals with the valence and orbital hierarchy of the elements present in Mn doped Sr\(_2\)Ru\(_2\)O\(_7\) (schematically represented in Fig. 1.9). The second part presents the model of Mn impurity \( e_g \) level hybridization with the environment, used extensively in Chapter 2 (Fig. 1.10). The next section presents the concept behind
1.5.1 Orbital hierarchy and Jahn-Teller distortion

Both Ru and Mn have $d$ valence shell that has 5 orbitals. These 5 orbitals are degenerate in terms of energy when the atoms are in a spherically symmetric potential (Fig. 1.9) and this degeneracy is lifted when the symmetry is reduced. Fig. 1.9 left hand side show the splitting for cubic and tetragonal symmetry. Since Sr$_3$Ru$_2$O$_7$ crystal structure is known to have tetragonal symmetry (oxygen cage elongated along the c-axis) [10], we can expect the situation shown in the middle of the figure 1.9.

The valence of Ru in Sr$_3$(Mn$_x$Ru$_{1-x}$)$_2$O$_7$ is 4+ and when a Mn impurity replaces a Ru atom, it should also have a 4+ valence. Fig. 1.9 (right hand side) shows Ru$^{4+}$ having 3 $4d$ electrons, all sharing the $t_{2g}$ orbitals since $4d$ levels are very delocalized and covalent.
compared to 3ds. The covalent 4d levels therefore have much larger crystal field level splitting than Hund’s coupling can overcome, i.e. energy gain by maximizing the total spin is less than the crystal field level splitting. Hence, all 4 electrons have to share the \( t_{2g} \) orbitals with a low spin configuration (total spin \( S=1 \)). In case \( \text{Mn}^{4+} \), there is only 3 3d electrons and not having any orbital degrees of freedom, they will share the 3 \( t_{2g} \) levels. However, just in case Mn atoms take a 3+ valence instead of the expected 4+, there will be an extra (4th) 3d electron. Since 3d levels are more localized, Hund’s coupling is much stronger than crystal field in this case, and the system gains more energy by maximizing the total spin and the 4th electron must go to the \( t_{2g} \) level instead of \( t_{2g} \). As there are two \( e_g \) orbitals, this brings in orbitals degrees of freedom to the problem.

At this point, the following question arises: out of the two \( e_g \) orbitals, in-plane \((x^2 - y^2)\) symmetry and out-of-plane \((3z^2 - r^2)\) symmetry, where would this 4th electron go to? This can be answered intuitively using the concept of Jahn-Teller distortion. The cage made of six oxygen around each Ru is elongated along the \( c \)-axis [10] and, therefore, there is more room for the 4th electron in the out-of-plane direction to stay away from nearby in-plane oxygen electrons. Hence, in such an environment the 4th electron must reside in the out-of-plane \( e_g \) orbital.

1.5.2 Hybridization and bonding-antibonding splitting

Let us consider a situation where a Mn \( e_g \) level is interacting with an oxygen ligand of the same symmetry, i.e. their wavefunction has spatial overlapping. Just like simple molecular orbital approach to solve the energy levels of a hydrogen molecule, let us take \( |\psi\rangle \) as the state vector of an electron in the combined Mn \( d_{x^2-y^2} \) and \( O_{x^2-y^2} \) system (same treatment is applicable for the case of mixing between Mn \( d_{3z^2-r^2} \) and \( O_{3z^2-r^2} \)). Let \( |M_{x^2-y^2}\rangle \) and \( |O_{x^2-y^2}\rangle \) denote the electron state in the Mn \( d_{x^2-y^2} \) and \( O_{x^2-y^2} \) levels respectively. If we assume that \( |M_{x^2-y^2}\rangle \) and \( |L_{x^2-y^2}\rangle \) form the adequate basis set, we can expand the ground state \( |\psi\rangle \) of the combined system as

\[
|\psi\rangle = c_1|M_{x^2-y^2}\rangle + c_2|L_{x^2-y^2}\rangle
\]

Hence, the Schrödinger equation for the molecular state is

\[
H(c_1|M_{x^2-y^2}\rangle + c_2|L_{x^2-y^2}\rangle) = E_{x^2-y^2}(c_1|M_{x^2-y^2}\rangle + c_2|L_{x^2-y^2}\rangle)
\]

(1.23)

To solve this equation, we project it onto the basis states \( |M_{x^2-y^2}\rangle \) and \( |L_{x^2-y^2}\rangle \):

\[
c_1E_{M_{x^2-y^2}} + c_2t_{M_{x^2-y^2}} = c_1E_{x^2-y^2}
\]

(1.24)

\[
c_1t_{L_{x^2-y^2}} + c_2E_{L_{x^2-y^2}} = c_2E_{x^2-y^2}
\]

(1.25)

where \( E_{M_{x^2-y^2}} = \langle M_{x^2-y^2}|H|M_{x^2-y^2}\rangle \), \( E_{L_{x^2-y^2}} = \langle L_{x^2-y^2}|H|L_{x^2-y^2}\rangle \), \( t_{M_{x^2-y^2}} = \langle M_{x^2-y^2}|H|L_{x^2-y^2}\rangle \) and \( t_{L_{x^2-y^2}} = \langle L_{x^2-y^2}|H|M_{x^2-y^2}\rangle \). Let us assume that the hopping integral, \( t_{x^2-y^2} = t_{M_{x^2-y^2}} = t_{L_{x^2-y^2}} \). Then the solution is

\[
E_{x^2-y^2} = \frac{1}{2} \left\{ (E_{M_{x^2-y^2}} + E_{L_{x^2-y^2}}) \pm \sqrt{(E_{M_{x^2-y^2}} - E_{L_{x^2-y^2}})^2 + 4t_{x^2-y^2}^2} \right\}
\]

(1.26)
Figure 1.10: Schematic presentation of hybridization between Mn impurity $e_g$ levels split by local reduction of symmetry with the oxygen environment set by the RuO$_2$ matrix.

Defining $E_{Mn(x^2-y^2)} - E_{L(x^2-y^2)} = \Delta$, up to first order:

$$E_{x^2-y^2} = \frac{E_{Mn(x^2-y^2)} + E_{L(x^2-y^2)}}{2} \pm \frac{t_{x^2-y^2}^2}{\Delta_{x^2-y^2}}$$

Hence the magnitude of the bonding-antibonding splitting depends on two parameters: $t_{x^2-y^2}$ and $\Delta_{x^2-y^2}$. The arguments presented above apply to the Mn $d_{3z^2-r^2}$ level hybridizing with oxygen ligand with $3z^2-r^2$ symmetry and we get the same expression as Eqn. 1.27 for $E_{3z^2-r^2}$. The role of these parameters are discussed in detail in Chapter 2.

Now, after hybridization, the energy difference between the $x^2-y^2$ and $3z^2-r^2$ antibonding states (mainly of Mn $3d$ character) is:

$$\Delta_{CF} = \frac{1}{2}(\Delta - \Delta_{Mn})$$

$$\Delta_{CF} = \frac{1}{2}(\Delta - \Delta_{Mn})$$

$$+ \frac{1}{4}(\sqrt{16t_{3z^2-r^2}^2 + (-2\Delta + \Delta_{L} + \Delta_{Mn})^2}$$

$$- \sqrt{16t_{x^2-y^2}^2 + (2\Delta + \Delta_{L} + \Delta_{Mn})^2})$$

where $\Delta$, $\Delta_{CF}$, $\Delta_{L}$ and $\Delta_{Mn}$ are defined in Fig. 1.10. $\Delta_{CF}$ can take both positive or negative values depending on relative magnitude of $\Delta$ and $\Delta_{L}$ ($\Delta_{Mn}$ is typically small for
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Figure 1.11: (Left top, bottom) Non-magnetic square lattice and the corresponding reciprocal space map showing the structural Bragg peaks. (Right top, bottom) Antiferromagnetic lattice and the corresponding reciprocal space map showing magnetic diffraction peaks together with the structural ones.

these materials). This can lead to reversal of orbital hierarchy which is also discussed in Chapter 2.

1.5.3 Probing the magnetism of a dilute lattice liquid

RSXS is a combination of X-ray diffraction and X-ray absorption spectroscopy. Conventional X-ray Diffraction (XRD) technique is enormously successful in revealing structural information for all kinds of systems, ranging from physics to biology. However, XRD is based on Thomson scattering where the scattering amplitude is proportional to the total charge density of the lattice sites [26]. In case of a square lattice spanned by Ru atoms, there are 44 electrons at each site. If one electron at each site participates in forming a magnetic/charge/orbital superlattice, conventional XRD will not be able to detect these very weak magnetic orderings since the corresponding diffraction peaks will be buried under the hugely intense structural ordering peaks. However, as shown in Sec 1.2, close the absorption edge, these weak ordering signals get enhanced and it becomes possible to explore the weaker spin/charge/orbital orderings. This idea is schematically presented in
Figure 1.12: (a,d) Non-magnetic square lattice and the corresponding reciprocal space map showing the structural Bragg peaks. (b,e) 100% Mn doped square lattice having an up-up-down-down zig-zag spin order and the corresponding reciprocal lattice map showing only the magnetic diffraction peaks. (c,f) Randomly selected 5% lattice points from (b) and the corresponding diffraction spots resulting from the scattered intensities only from these sites.

Fig. 1.11 where top left presents a nonmagnetic square lattice and the reciprocal space map (that can be obtained by XRD) is shown in the left bottom corner. This can be regarded as a antiferromagnetic lattice above the Néel temperature. Fig. 1.11, top right shows the lattice below the Néel temperature, with a simple antiferromagnetic spin order. Its reciprocal space map (bottom right) shows the appearance of structurally forbidden magnetic peaks as $Q = (\pm \frac{1}{2}, \pm \frac{1}{2}, 0)$ positions.

Apart from the resonant enhancement of the scattering amplitude, there is another unique feature of RSXS compared to XRD, which is element sensitivity. For instance, in case of $\text{Sr}_3(\text{Mn}_x\text{Ru}_{1-x})_2\text{O}_7$, by tuning the energy of the incoming light to that of the Mn L-edge absorption energy, one can get resonance enhanced signals only from the Mn sites. Now, the dilute Mn atoms are randomly distributed in the system, and therefore, even if there is some kind of order in the host Ru-O system that is participated by the Mn impurities, are we supposed to get any ordering signal at the Mn edge? Fig. 1.12 attempts to answer this question for a simpler situation where Mn spins are 100% correlated. Fig. 1.12 (a) shows a nonmagnetic square lattice (just like Fig. 1.11, top left, only a bigger lattice) and (d) shows the corresponding reciprocal space map presenting only the $(0,0,0)$ peaks (smaller field of view than Fig. 1.11). (b) shows the case of a 100% Mn doped system (like $\text{Sr}_3\text{Mn}_2\text{O}_7$).
where all the Mn atoms are participating in an up-up-down-down zig-zag antiferromagnetic pattern (discussed in detail in Chapter 3). (e) shows the corresponding reciprocal space map revealing a $(\frac{1}{4}, \frac{1}{4}, 0)$ and $(-\frac{1}{4}, -\frac{1}{4}, 0)$ magnetic diffraction peak. In Fig. 1.12 (c) 5% sites are selected randomly from (b) with corresponding spins, i.e. the 5% site spins follow the up-up-down-down zig-zag spins pattern with 100% correlation. (f) shows the reciprocal space map revealing very weak but clear $(\frac{1}{4}, \frac{1}{4}, 0)$ and $(-\frac{1}{4}, -\frac{1}{4}, 0)$ magnetic peaks. This unintuitive result can be explained in the following manner: while the 5% Mn atoms are randomly distributed, they are still residing in the host square lattice. Hence, if the random impurities can somehow participate in the spin order, they will scatter coherently and should give rise to the corresponding magnetic scattering peaks. This cartoon, of course, do not explain many features of the experimental data observed in the real system, for example, broadening of the scattering peaks that indicate domain formation. Also, simulations in Fig. 1.12 assumes 100% spin correlation between the Mn impurities. In case of domain formation in the system, the spin correlation between Mn atoms will be much less than 100%, and in that case should one be able to observe the magnetic peak at the Mn edge? Also, what mechanism allows spins correlation between the dilute Mn atoms in the first place? More importantly, what is the relation between the magnetic order and the metal-insulator transition in this compound seen in Ref. [22]? All these important questions have been addressed in Chapter 3.

1.5.4 Polar surfaces

H. Hwang’s group in 2004 has revolutionized the field of designer materials by showing that combining two simple insulators, LaAlO$_3$ and SrTiO$_3$ it is possible to produce an interface that is metallic [47]. This has led to a series of discoveries where the essential idea is to combine two or more materials with very simple properties to produce an interfacial region with completely new properties. In case of the original discovery, metallic interface between insulators, it has been showed that the interface is a border between stacks of charge neutral atomic layers in SrTiO$_3$ and alternately charges atomic layers of LaAlO$_3$ (see Fig. 1.13). At this point, it is crucial to realize that the electrostatic potential produced by the LaAlO$_3$ alternating charges stacks diverges with the material thickness. However, nature plays a neat trick to avoid this energetically unfavorable situation by a charge reconstruction starting right at the interface. Of course, such a polar discontinuity has been discussed in semiconductor heterointerfaces for a long time [48] and what is new is the concept of charge redistribution or reconstruction. Unlike the semiconductors, a transition metal ion network can acquire mixed valence and this can balance the charge discontinuity at the interface, explained by the following simplified model. In the LaAlO$_3$ and SrTiO$_3$ interface, (Fig. 1.13, panel c), a fraction of the Ti atoms tend to be of 3+ valence instead of its normal valence of 4+. This is possible by bringing extra electrons from the adjacent LaO layer. This would bring the electric field and potential back to zero at the upper surface. Similarly, divergence for the AlO$_2$/SrO/TiO$_2$ interface can be avoided by removing half an electron from the SrO plane in the form of oxygen vacancies (Fig. 1.13, panel d).

Polar discontinuities can occur at the surface of layered systems with polar planes. This can easily be visualized in the case of YBCO$_{6.8}$, in which the alternation of Cu$^{1+}_{\text{Chain}}$.
Figure 1.13: Examples of oxide interfaces with polar catastrophe inducing charge reconstruction. Top and bottom panels showing LaO/TiO and AlO/SrO interfaces together with charge density, electric field and potential as a function of layer thickness. Left and right shows the interfaces before and after the charge reconstruction respectively. Taken from [4].

\[(\text{Ba}^{2+}\text{O}^{2-})^{0+}, (\text{Cu}^{2+}\text{O}^{4-}/\text{Y}^{3+}/\text{Cu}^{2+}\text{O}^{4-})^{1-}\], etc., corresponds to the prototypical case of a \([1 + |1 - |1 + |1 - |...\) polar catastrophe [4]. YBCO is complicated by the presence of CuO-chain layers and the lack of a neutral [001] cleavage plane. More specifically, YBCO cleaves between the CuO chain layer and the BaO layer, leaving on the cleaved surface a distribution of CuO and BaO terminations. The surface of cleaved oxygen-ordered YBCO$_{6.5}$ (with alternating oxygen full and empty chains) is shown in Fig. 5.1 (panel a) emphasizing the BaO and CuO chain terminations of the cleaved surface. Surface polarity drives the removal of \(\sim 1/2\) electron (hole) from the topmost CuO$_2$ bilayer (CuO chain layer) for the BaO (CuO chain) termination. This electronic reconstruction leads to ‘overdoped-like’ CuO$_2$-plane bonding (B) and antibonding (AB) FSs, almost irrespective of the nominal bulk doping. Since ARPES is a surface sensitive technique, ARPES measurements on YBCO always measures a very overdoped Fermi surface, irrespective of the doping level of the bulk. This problem has been solved in Chapter 5 with the help of a novel technique that can continuously tune the surface doping level of YBCO 	extit{in situ}.

1.6 Scope

In this thesis spectroscopic data obtained on a number of correlated oxide systems are presented together with models based on cluster multiplet and density functional calculations. The common feature of most of the systems investigated is that the electronic and magnetic
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\[
\begin{align*}
BaO & \quad Ba^{2+}O^{2-} : 0 \\
CuO & \quad Cu^{1+}O^{2-} : +1 \\
BaO & \quad Ba^{2+}O^{2-} : 0 \\
CuO_2 & \quad Cu^{2+}O^{4-} : -2 \\
Y & \quad Y^{3+} : +3 \\
CuO_2 & \quad Cu^{2+}O^{4-} : -2 \\
BaO & \quad Ba^{2+}O^{2-} : 0 \\
CuO & \quad Cu^{1+}O^{2-} : +1 \\
BaO & \quad Ba^{2+}O^{2-} : 0
\end{align*}
\]

Figure 1.14: Schematic presentation of net ionic charges of YBCO layers that can lead to polar catastrophe. This unfavorable situation can be resolved by simply removing +1/2 electronic charge from the topmost layer (-1/2 for the \(1-|1+1-|1+|...\) series of the BaO termination).

properties are controlled by impurities in the bulk and on the surface of the materials.

Chapters 2 and 3 present investigation on lightly Mn doped \(Sr_3Ru_2O_7\). Our goal is to understand the electronic structure of the material both at room and low temperature and ultimately to understand the mechanism behind the low temperature metal-insulator transition in this compound.

In chapter 2 we zoom into the local electronic structure of the impurity themselves. Here the impurities have localized 3\(d\) valence shell (Mn) that find themselves in a more delocalized highly covalent 4\(d\) (Ru) environment and the motivation is to directly probe how this interaction affects the impurities. We start by investigating the valence of the Mn impurities with the help of X-ray Absorption Spectroscopy (XAS) which is the most direct and reliable experimental technique to check valence of an element. X-ray linear dichroism has been used to investigate population and symmetry of the highest occupied valence orbital. With the help of density functional theory and cluster multiplet calculations, we developed a model to describe the hierarchy of the crystal field levels of the Mn impurities.

Chapter 3 focuses on the long range magnetic properties of the Mn doped \(Sr_3Ru_2O_7\) with Resonant Soft X-ray Scattering (RSXS) on the Mn and Ru L-edges. We found and analyzed the \((\frac{1}{4}, \frac{1}{4}, 0)\) forbidden diffraction peak and connected it to an antiferromagnetic instability in the parent compound. Doping dependent scattering studies revealed the magnetic structure of the low temperature insulating phase and ultimately the mechanism behind the metal-insulator transition itself.
In chapter 4 we investigate the metal insulator transition in Ca$_3$Ru$_2$O$_7$ by Angle Resolved Photoemission Spectroscopy (ARPES). Structurally, Ca$_3$Ru$_2$O$_7$ is similar to Sr$_3$Ru$_2$O$_7$, with Sr is replaced by Ca that introduces rotation and tilting of the metal-oxide octahedrons. However, this brings in profound changes in the electronic and magnetic properties. While Sr$_3$Ru$_2$O$_7$ is metallic paramagnet, Ca$_3$Ru$_2$O$_7$ goes through a Néel and structural phase transition at 56K and 48K respectively. ARPES measurements revealed a momentum dependent gap opening up below 48K pointing towards an electronic instability.

Chapter 5 presents our ARPES studies on high temperature superconductor YBCO. ARPES studies on YBCO has always been plagued by the fact that the measured Fermi surface appeared to be that of an overly overdoped system, regardless of the doping level of the bulk material. Here we pointed out that one has to take care of the fact that YBCO is a layered material where each layer can be described as a polar surface. By evaporating potassium impurities on these polar surfaces, we managed to continuously tune the doping level of the material surface and finally measured the Fermi surface of the underdoped YBCO for the first time. The technique promises the ability to continuously tune the doping level of other hole doped high-T$_c$ superconductor from overdoped to all the way to a Mott insulating state that may even let one go to the electron doped regime.

In chapter 6 we discuss the unresolved problem of the connection between the pseudogap and the superconducting gap of a high-temperature superconductor. We sifted through the enormous collection of data on copper oxide based high-T$_c$ superconductors and demonstrated that there are two coexisting energy scales in these compounds exhibited by the pseudogap and the superconducting gap. It has been pointed out that most of the existing experimental techniques can probe only one type of gap: either the superconducting gap or the pseudogap. We suggested that the pseudogap state is a precursor and necessary condition for the superconducting state.
Bibliography

Chapter 2

Crystal-field level inversion in lightly Mn-doped Sr$_3$Ru$_2$O$_7$

Sr$_3$(Ru$_{1-x}$Mn$_x$)$_2$O$_7$, in which 4$d$-Ru is substituted by the more localized 3$d$-Mn, is studied by x-ray dichroism and spin-resolved density functional theory. We find that Mn impurities do not exhibit the same 4$^+$ valence of Ru, but act as 3$^+$ acceptors; the extra $e_g$ electron occupies the in-plane $3d_{x^2−y^2}$ orbital instead of the expected out-of-plane $3d_{3z^2−r^2}$. We propose that the 3$d$−4$d$ interplay, via the ligand oxygen orbitals, is responsible for this crystal-field level inversion and the material’s transition to an antiferromagnetic, possibly orbitally-ordered, low-temperature state.  

\[1\]

---

Ruthenium oxides are a particularly interesting class of materials exhibiting Fermi liquid properties, unconventional superconductivity, ferromagnetism and metamagnetism, antiferromagnetic insulating behavior, and orbital ordering. The richness of this physics is a testament of the intimate interplay between charge, spin, orbital, and lattice degrees of freedom, despite the fact that 4d transition metals (TM) are not considered to induce strong electronic correlations. The radial extend of the 4d wave functions is significantly larger than for TM-3d and even O-2p orbitals. This leads to, on the one end, weaker correlation effects than in 3d TM-oxides; on the other hand, to an interesting competition between local and itinerant physics. Doping a TM 4d-O 2p host with dilute 3d TM impurities might thus be extremely effective in tuning valence, spin, and, orbital characteristics and, in turn, the macroscopic physical properties. We will explore these ideas in the hotly debated \( \text{Sr}_3(\text{Ru}_{1-x}\text{Mn}_x)_2\text{O}_7 \) family: metamagnetism and a field tuned quantum phase transition were discovered on the pure compound [1, 2, 3]; with the inclusion of a few percent of Mn, a metal-insulator transition was observed in transport experiments and the emergence of a Mott-like antiferromagnetic state was proposed [4].

To address the nature of the metal-insulator phase transition in \( \text{Sr}_3(\text{Ru}_{1-x}\text{Mn}_x)_2\text{O}_7 \) and the role of Mn impurities, we used x-ray absorption spectroscopy (XAS). This is an element and site-specific probe that provides information on the electronic structure of impurities and host atoms separately, as well as on the emergence of magnetic correlations. By performing polarization-dependent XAS experiments, one can study linear dichroism (LD) and magnetic circular dichroism (MCD). While MCD in an externally applied magnetic field is sensitive to the expectation value of the local magnetic moment \( \langle M \rangle \) and is thus a probe of ferromagnetism, LD is proportional to \( \langle M^2 \rangle \) and in turn the nearest-neighbor spin-spin correlation function, thus providing unique information on orbital population [5, 6] as well as antiferromagnetic order [7, 8]. We performed temperature-dependent MCD experiments in a 0.5 Tesla field on Mn-doped \( \text{Sr}_3\text{Ru}_2\text{O}_7 \) for Mn concentration as high as 20%, without detecting any signal above the 2% noise level, which excludes ferromagnetism down to 15K. In this paper, we will thus concentrate on room-temperature XAS-LD experiments.

Single crystals of \( \text{Sr}_3(\text{Ru}_{1-x}\text{Mn}_x)_2\text{O}_7 \) were grown by the floating zone technique [4]. Total electron-yield XAS measurements were performed at the Dragon beamline at NSRRC in Taiwan and at beamline 8.0.1 at ALS in Berkeley (the energy resolution was 0.3 eV and the degree of linear polarization \( \sim 98\% \)). All sample surfaces were prepared by in-situ cleaving at pressures better than \( 2 \times 10^{-9} \) mbar. The XAS data were normalized to the beam intensity \( I_0 \); the absolute energy calibration (with accuracy \( \sim 0.02 \) eV) was obtained from the simultaneous XAS measurement of a MnO single crystal performed in a separate chamber with a small part of the beam [9].

Before discussing the LD results and possible ordering phenomena, we will address the very basic question of what is the valence of Mn in \( \text{Sr}_3(\text{Ru}_{1-x}\text{Mn}_x)_2\text{O}_7 \). The pure compound is ionic with valence \( \text{Sr}^{2+}, \text{Ru}^{4+}, \text{and} \text{O}^{2-} \), which would suggest the substitution of \( \text{Ru}^{4+} \) with \( \text{Mn}^{4+} \) upon doping. Interestingly, in the related compounds \( \text{SrRu}_{1-x}\text{Cr}_x\text{O}_3 \) [10] and \( \text{CaRu}_{1-x}\text{Cr}_x\text{O}_3 \) [11] one might also expect the naive \( \text{Ru}^{4+} \rightarrow \text{Cr}^{4+} \) substitution. However, although the valence was not probed directly, from the anomalous dependence of the unit cell volume on Cr content a substantial \( \text{Ru}^{4+} + \text{Cr}^{4+} \rightarrow \text{Ru}^{5+} + \text{Cr}^{3+} \) charge transfer was proposed [10, 11]. Thus, in the present case, the 4+ valence of Mn should not be taken for
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granted but determined experimentally. Room-temperature, isotropic Mn $L_{2,3}$-edge XAS data from 10% Mn-doped Sr$_3$Ru$_2$O$_7$ are presented in Fig. 2.1, together with the results from other Mn-oxide compounds characterized by a well-defined Mn valence, such as MnO (2+), LaMnO$_3$ (3+), and Sr$_3$Mn$_2$O$_7$ (4+) (see Fig. 2.2b for a description of the $L_{2,3}$-edge XAS process). As shown in Fig. 2.1, the energy position of the $L_{2,3}$ absorption edge is exquisitely sensitive to the valence of an element. The shift of the center of gravity to high energy upon increasing the Mn valence from 2+ to 4+ (i.e., ‘chemical shift’), and the very close match between Sr$_3$(Ru$_0.9$Mn$_0.1$)$_2$O$_7$ and LaMnO$_3$ $L_{2,3}$-edge energy and lineshape (inset of Fig. 2.2), provide already the first surprise: Mn impurities in Sr$_3$Ru$_2$O$_7$ act as Mn$^{3+}$ electron acceptors.

The 3+ valence of Mn has important consequences. While Mn$^{4+}$ has three $d$ electrons in the 1/2-filled $t_{2g}$ shell, Mn$^{3+}$ has an extra $e_g$ electron ($t_{2g}^3 e_g^1$) and is Jahn-Teller active, which adds the orbital dimension to the problem. The key question is whether the $e_g$ electron will occupy the in-plane $d_{x^2-y^2}$ or out-of-plane $d_{3z^2-r^2}$ orbital. Since Sr$_3$Ru$_2$O$_7$ is a tetragonally distorted system with RuO$_6$ octahedra elongated along the $c$-axis, crystal-field splitting

![Figure 2.1: Isotropic Mn $L_{2,3}$-edge XAS data from Sr$_3$(Ru$_0.9$Mn$_0.1$)$_2$O$_7$ and stoichiometric Mn-oxides of known valences. Inset: detailed view of the $L_3$-edge chemical shift.](image-url)
would lead to the occupation of the out-of-plane $d_{3z^2-r^2}$ orbital. This intuitive picture can be directly verified by x-ray LD. Room-temperature, linearly polarized Mn $L_{2,3}$-edge XAS spectra from 10% Mn-doped Sr$_3$Ru$_2$O$_7$ are presented in Fig. 2.2a. The corresponding LD, defined as the difference between XAS spectra acquired with light polarization perpendicular ($\mathbf{E}_\perp \mathbf{c}$) and parallel ($\mathbf{E}_\parallel \mathbf{c}$) to the crystal $c$ axis, is shown in Fig. 2.2c. Information about the orbital population of Mn $e_g$ levels can be extracted through the detailed comparison between the measured LD and multiplet cluster calculations for different electronic configurations of the Mn, which are shown in Fig. 2.2d. As we will discuss below, the multiplet calculations are based on parameters from our $ab$-initio density functional theory results (Fig. 2.3 and 2.4), and are thus not an arbitrary fit of the data. The two simulated LD spectra are opposite to each other in terms of sign and reveal the in-plane $d_{x^2-y^2}$ orbital polarization for the Mn$^{3+} e_g$ electrons (Fig. 2.2b), instead of the expected $d_{3z^2-r^2}$. Also, the room-temperature LD spectra are virtually indistinguishable for all of the Sr$_3$(Ru$_{1-x}$Mn$_x$)$_2$O$_7$ samples we studied (not shown), indicating that the Mn$^{3+}$ valence and $d_{x^2-y^2}$ orbital polarization persist across the whole 5-20% doping range.

This inversion of the conventional crystal-field orbital hierarchy at Mn impurities in Sr$_3$(Ru$_{1-x}$Mn$_x$)$_2$O$_7$ is a very surprising result. To illustrate this point, we have performed local-density approximation (LDA) band-structure calculations for undoped Sr$_3$Ru$_2$O$_7$ (Ru327) and Sr$_3$Mn$_2$O$_7$ (Mn327), with the full-potential linearized augmented plane-wave density functional theory code WIEN2K. In both cases we have used structural data for Ru327 [12], since our end goal will be that of studying Ru327 for dilute Ru-Mn substitution. As shown in Fig. 2.3a and b, the basic electronic structures for the two stoichiometric compounds is very similar and is set by the overlap of O-2$p$ and TM-$d$ orbitals. However, the Mn-3$d$ orbitals are more spatially localized than the rather extended Ru-4$d$ orbitals; this leads
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Figure 2.3: Density-of-states (DOS) of stoichiometric (a) Sr$_3$Ru$_2$O$_7$ (Ru327), (b) Sr$_3$Mn$_2$O$_7$ (Mn327) with the crystal structure of Ru327, and (c) Sr$_2$RuO$_4$ (Ru214).

to a reduced bonding-antibonding splitting with the O-2$p$ states and, as clearly evidenced by the in-plane O-2$p$ density-of-states (DOS), to an overall 30% bandwidth reduction in Mn327 as compared to Ru327. As for the states of mainly TM-d character, the $t_{2g}$ band is located within a 1-2 eV range about the chemical potential and is partially occupied (corresponding to a 4+ valence for both Mn and Ru), while the $e_g$ states are higher in energy and completely unoccupied. Most importantly, as summarized in Table 2.1, the first moments of the TM-$e_g$ partial DOS indicate a lower energy for the $d_{3z^2-r^2}$ than $d_{x^2-y^2}$ states in both Ru327 and Mn327, consistent with the standard crystal field description for elongated TM-O$_6$ octahedra.

To understand the origin of the level inversion observed in Sr$_3$(Ru$_{1-x}$Mn$_x$)$_2$O$_7$, we have to further our density functional theory study with the inclusion of dilute Mn impurities. The close similarity of Ru327 and Sr$_2$RuO$_4$ (Ru214) electronic structures, with almost identical bandwidths (Fig. 2.3a,c), first moments (Table 2.1), and marginal $k_z$ dispersion (not-shown), suggests that the computationally demanding problem of performing calculations for dilute impurities in bilayer Ru327 can be more efficiently solved in single-layer Ru214 [13] (the main difference between the two is the apical oxygen DOS in Fig. 2.3a,c, which is due to the presence of an additional apical site within the RuO$_2$ bilayer in Ru327 and is not relevant to the present discussion). We have thus performed spin-polarized calculations (LSDA) for Mn-doped Ru214 with a 3x3 supercell in the $ab$-plane ($\sim$11% Mn).
As shown by the spin-up $e_g$ Mn DOS in Fig. 2.4a,b, in which Mn-$d_{x^2-y^2}$, LSDA calculations do reproduce the crystal-field inversion discovered in Sr$_3$(Ru$_{1-x}$Mn$_x$)$_2$O$_7$. This result, which as we have seen is specific to the case in which Mn is introduced as an impurity, originates from the interplay between the spatially confined Mn-3$d$ orbitals and the very extended, yet very anisotropic, Ru4$d$-O2$p$ electronic backbone of the Ru-O host. Let us illustrate this unusual behavior on the basis of the qualitative hybridization scheme of Fig. 2.4c-f. Before the O/Mn-impurity hybridization is turned on (Fig. 2.4c and f), the Mn $e_g$ orbitals are arranged according to the conventional crystal-field splitting for elongated TM-O$_6$ octahedra, with a small positive difference $\delta = \epsilon_x - \epsilon_z$ for the on-site energies $\epsilon_x, \epsilon_z$ of the Mn $d_{x^2-y^2}$ and $d_{3z^2-r^2}$ orbitals. As the hybridization is turned on, however, a level inversion $\Delta_{CF} > 0$ can be realized if $\tau_x^2/\Delta_x - \tau_z^2/\Delta_z > \delta$, where $\Delta_x (\Delta_z)$ is the on-site energy difference between Mn $d_{x^2-y^2}$ ($d_{3z^2-r^2}$) and in-plane (apical) oxygen ligand orbitals, and $\tau_x (\tau_z)$ is the in-plane (out-of-plane) O-ligand/Mn-$d$ hybridization parameter. Since $\tau_x > \tau_z$ for elongated octahedra, the level inversion requires $\Delta_z > \Delta_x$, which is indeed realized in Mn-doped Ru214 and Ru327 with a few eV difference between $\Delta_x$ and $\Delta_z$. Note, however, that although the LSDA calculations of Fig. 2.4a,b do capture the orbital hierarchy revealed by XAS-LD experiments, the location of the Mn $d_{x^2-y^2}$ orbitals right above the chemical potential would still lead to a Mn $^{4+}$ valence. This can be understood as a consequence of the self-interaction problem and Mn $^{3+}$ is obtained in calculations with $U_{Mn} > 4$ eV [14].

The findings of our density functional theory study provide an ab-initio foundation for the ligand field calculations of the Mn multiplet electronic structure and LD spectra presented in Fig. 2.2d. These were performed with the program XTLS83 [15] and the parameters $U_{dd} = 4.5$, $U_{dp} = 6.0$, $\Delta = 0.5$, $\delta = \epsilon_x - \epsilon_z = 0.2$, $\tau_x(z) = \sqrt{3} p d \sigma_{(z)}$, all expressed in eV, where: $U_{dd}$ and $U_{dp}$ are the Mn $d-d$ and Mn $d-2p$ average Coulomb repulsion; $\Delta$ is the multiplet average energy difference between the Mn $d^4$ and the Mn $d^5 L$ configuration; $p d \sigma_z = -1.2$ eV is the out-of-plane O-ligand/Mn-$d$ hopping-integral, which has been taken

<table>
<thead>
<tr>
<th>Orbital</th>
<th>Symmetry</th>
<th>Ru327 (eV)</th>
<th>Mn327 (eV)</th>
<th>Ru214 (eV)</th>
</tr>
</thead>
<tbody>
<tr>
<td>MO$_{3z^2-r^2}$</td>
<td>2.93</td>
<td>-4.20</td>
<td>-7.53</td>
<td></td>
</tr>
<tr>
<td>MO$_{3z^2-r^2}$</td>
<td>6.95</td>
<td>-9.49</td>
<td>-7.38</td>
<td></td>
</tr>
<tr>
<td>TM$_{3z^2-r^2}$</td>
<td>-6.00</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>TM$_{3z^2-r^2}$</td>
<td>-9.49</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>TM$_{x^2-y^2}$</td>
<td>3.23</td>
<td>1.94</td>
<td>3.20</td>
<td></td>
</tr>
<tr>
<td>TM$_{x^2-y^2}$</td>
<td>1.94</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 2.1: DOS first moments ($\int \omega \sqrt{\mathbf{DOS}(\omega)} d\omega$) calculated for oxygen molecular orbitals (MO) and transition metal (TM) $e_g$ orbitals with $x^2-y^2$ and $3z^2-r^2$ symmetry, for stoichiometric Ru327, Mn327 (in the Ru327 structure), and Ru214. Negative (positive) values identified occupied (unoccupied) states.
Figure 2.4: (a,b) Spin-up density-of-states (DOS) from LSDA calculations for out-of-plane $d_{3z^2-r^2}$ and in-plane $d_{x^2-y^2}$ Mn $e_g$ orbitals in 11% Mn-doped Ru oxides. (c-f) Ru-O/Mn-impurity hybridization leading to the Mn orbital hierarchy inversion: (c,f) energy of out-of-plane and in-plane Mn-impurity and O orbitals in the Sr$_3$Ru$_2$O$_7$ host material before the Mn-O hybridization is turned on; (d,e) once the O/Mn-impurity hybridization is considered, the Mn $e_g$-orbital hierarchy is inverted ($\Delta_{CF} > 0$) if $\tau_x^2/\Delta_z - \tau_z^2/\Delta_x > \delta$.

Finally, the $d_{3z^2-r^2}$ LD spectrum in Fig. 2.2d was calculated with degenerate ligand orbitals, in which case $d_{3z^2-r^2}$ is occupied. The $d_{x^2-y^2}$ LD spectrum is instead obtained with $\Delta_x - \Delta_z = 4.7$ eV, and the close agreement with the experimental LD spectrum (Fig. 2.2c,d) provides a direct confirmation of our analysis.

We have shown that, at the microscopic level, the remarkable sensitivity of Sr$_3$Ru$_2$O$_7$ to light Mn doping stems from the interplay of the localized Mn 3$d$ impurity with extended Ru 4$d$-O 2$p$ orbitals. Clearly, one should include in the calculations also detailed information on the local structure around the Mn impurities: a contraction along the c axis and elongation along a and b axes have been seen by x-ray diffraction across the metal-insulator transition [4], which might imply a compression of the MnO$_6$ octahedra. Our study indicates that, although such compression would be consistent with - and further enhance - the observed crystal-field level inversion, the driving mechanism for this phenomenon is purely of electronic origin. More generally, the substitution of 3$d$-TM impurities in 4$d$ and even 5$d$ TM-oxides might provide a novel, powerful approach to the tailoring of the physical
properties of complex electronic oxides.

This work is supported by the Sloan Foundation (AD), ALS Doctoral Fellowship (MAH) and CRC (AD, GAS) Programs, NSERC, CFI, CIFAR, and BCSI. ALS is supported by the U.S. DOE under Contract No. DE-AC02-05CH11231, and the research in Köln by the Deutsche Forschungsgemeinschaft (DFG) through SFB 608.
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Chapter 3

Magnetic superstructure and M-I transition in Mn-substituted Sr$_3$Ru$_2$O$_7$

We present a temperature-dependent resonant elastic soft x-ray scattering (REXS) study of the metal-insulator transition in Sr$_3$(Ru$_{1-x}$Mn$_x$)$_2$O$_7$, performed at both Ru and Mn $L$-edges. Resonant magnetic superstructure reflections, which indicate an incipient instability of the parent compound, are detected below the transition. Based on modelling of the REXS intensity from randomly distributed Mn impurities, we establish the inhomogeneous nature of the metal-insulator transition, with an effective percolation threshold corresponding to an anomalously low $x \lesssim 0.05$ Mn substitution.  

Electronic and lattice instabilities in strongly correlated electron systems give rise to many fascinating phenomena, such as for example various types of spin, charge, and orbital ordering. This is a common feature of many of the 3d transition-metal oxides, with the best-known examples including the stripe instability in the cuprate superconductors and the magnetic phase separation in manganites. Competing instabilities and ordering phenomena can also be found in the somewhat less correlated 4d transition-metal oxides, with the ruthenates being one of the most prominent families. \( \text{Sr}_3\text{Ru}_2\text{O}_7 \), which is the subject of this study, is known as a metal on the verge of ferromagnetism \([1]\) due to the presence of strong ferromagnetic fluctuations. More recently, magnetic field tuned quantum criticality \([2]\) and electronic nematic fluid behavior \([3]\) have been proposed for this compound and associated with a metamagnetic transition. However, the deeper connection between these effects is still highly debated and its description will depend on a fuller understanding of the incipient instabilities in \( \text{Sr}_3\text{Ru}_2\text{O}_7 \).

Magnetic impurities such as Mn have been introduced in \( \text{Sr}_3\text{Ru}_2\text{O}_7 \) in an attempt to stabilize the magnetic order in the system \([4]\). It has been shown that due to the interplay between localized Mn 3d and delocalized Ru 4d-O 2p valence states, Mn impurities display an unusual crystal field level inversion already at room temperature \([5]\). Upon lowering the temperature, a metal-insulator phase transition has been observed for 5\% Mn substitution at \( T_c \simeq 50 \text{ K} \), and at progressively higher \( T_c \) upon increasing the Mn concentration \([4]\). In this Letter, we investigate the nature of the low-temperature insulating phase of \( \text{Sr}_3(\text{Ru}_{1-x}\text{Mn}_x)_2\text{O}_7 \) and the role of Mn impurities using resonant elastic soft x-ray scattering (REXS). For the first time we have been able to measure the diffraction signal from randomly-distributed dilute impurities; we will show that Mn substitution not only induces long-range magnetic order but also provides a unique opportunity to probe the electronic instabilities in the parent compound and thereby reveal the mechanism behind the metal-insulator transition itself.

A starting point for our REXS study has already been provided by previous neutron scattering work that detected \( q = (\frac{1}{4}, \frac{1}{4}, 0) \) and \( (\frac{1}{4}, \frac{3}{4}, 0) \) superlattice peaks appearing below \( T_c \) for the 5\% Mn system \([4]\). While this suggests the emergence of an electronic modulation and in particular of magnetic order, to specify its nature we need to establish if the modulation vector \( q \) changes upon varying the Mn concentration beyond \( x = 0.05 \). In addition, to pinpoint the role of Mn impurities it is necessary to use an experimental tool, such as REXS, that can probe Ru and Mn selectively.

REXS is a relatively new spectroscopic technique to probe and study long-range charge/spin/orbital order in an element specific and direct way. REXS measurements were performed at beamlines 8.0.1 at ALS in Berkeley (Mn L-edges) and KMC-1 at BESSY in Berlin (Ru L-edges). In both cases we used a two-circle ultra-high-vacuum diffractometer in horizontal scattering geometry, with the incident photon beam polarized parallel to the diffraction plane (\( \pi \)). The scattered signal contained polarization components parallel (\( \pi' \)) and perpendicular (\( \sigma' \)) to the diffraction plane. \( \text{Sr}_3(\text{Ru}_{1-x}\text{Mn}_x)_2\text{O}_7 \) single crystals grown by the floating zone technique \([4]\) were cut and polished along the (110) direction. The samples were mounted on cryogenic manipulators, allowing a cryostat polar angle rotation (\( \theta \)) and also azimuthal rotation (\( \phi \)) of the sample about the scattering vector, in the temperature range 20-300 K. Note that the diffraction peaks will be indexed with
Figure 3.1: (a) Mn and Ru (inset) resonance profile for the \((\frac{1}{4}, \frac{1}{4}, 0)\) superlattice diffraction peak measured at 20 K on \(Sr_3(Ru_{1-x}Mn_x)_2O_7\) with \(x = 0.1\). The arrows at 641 and 2968 eV indicate the energies used in the REXS experiments. (b) 10\% Mn rocking curves (‘\(\theta\) scans’) for two different azimuthal angles measured at 641 eV and 20 K: \(\phi = -5^\circ\) corresponds to \(\sim (1/4, 1/4, l)\) scan probing the c-axis component of the order; \(\phi = 90^\circ\) corresponds to a \((h, -k, 0)\) scan probing the \(ab\) in-plane component. At (c) 10\% Mn \((\frac{1}{4} + \Delta q, \frac{1}{4} + \Delta q, 0)\) momentum scans (‘\(\theta-2\theta\) scans’) at 641 eV for different temperatures. (d) Temperature dependence of the integrated intensity of the Mn-edge \((\frac{1}{4} + \Delta q, \frac{1}{4} + \Delta q, 0)\) momentum scans for \(x = 5\) and 10\% samples. (e) Same as (d), for the \(x = 10\%\) sample only, at the Ru edge.

respect to the undistorted tetragonal \(I4/mmm\) unit cell with axes along the RuO bond directions \((a_0 = b_0 \simeq 3.9 \text{ Å})\), while the magnetic and transport anisotropy will be discussed with reference to the 45° rotated and distorted orthorhombic \(Bbcb\) unit cell of \(Sr_3Ru_2O_7\) \((a^* , b^* \simeq 5.5 \text{ Å})\) [6].

We performed REXS experiments on a range of Mn-substituted \(Sr_3Ru_2O_7\) samples, at the Mn and Ru \(L\)-edges (for clarity, mostly data from 10\% Mn are shown in Fig. 3.1). For Mn concentration \(x = 0.05\) and 0.1, this revealed a low-temperature structurally forbidden \(q = (\frac{1}{4}, \frac{1}{4}, 0)\) superlattice diffraction peak at the Mn \(L\)-edge. Similarly, experiments at the Ru \(L\)-edge on a 10\% sample detected \(q = (\frac{1}{4}, \frac{1}{4}, 0)\) and also \(q = (\frac{1}{2}, \frac{1}{4}, 0)\) reflections. Fig. 3.1(a) and its inset present the \((\frac{1}{4}, \frac{1}{4}, 0)\) resonance profile at \(T = 20\) K, i.e. the energy dependence of this superlattice peak intensity at the Mn \(L_{2,3}\) and Ru \(L_2\)-edges. Fig. 3.1(b) shows the Mn-edge \((\frac{1}{4}, \frac{1}{4}, 0)\) rocking curves at \(T = 20\) K, i.e. the \(\theta\)-angle dependence of the intensity at 641 eV for different azimuthal angles \(\phi\) (see inset of Fig. 3.2 for the experimental geometry).

Since the peak width in momentum is proportional to the inverse of the correlation length, the sharp \(q_{x,y}\) dependence (\(\theta\) scan at \(\phi = 90^\circ\)) and the broad response in \(q_z\) (\(\theta\) scan at \(\phi = -5^\circ\)) indicate a two-dimensional order with weak correlation along the c-axis. Lastly, the structurally forbidden reflections are detected only below the DC transport metal-insulator \(T_c\), with a progressively increasing strength upon reducing temperature and increasing Mn concentration. This is shown in Fig. 3.1(c) for the 10\% Mn-edge \((\frac{1}{4} + \Delta q, \frac{1}{4} + \Delta q, 0)\) scan, and in Fig. 3.1(d,e) for the Mn and Ru-edge integrated peak intensities (at 641 and 2968 eV, respectively).

Altogether, the results in Fig. 3.1 demonstrate that the metal-insulator transition is
accompanied by a two-dimensional order with wavelength $2\sqrt{2}a_0$ and modulation vector $q$ along the diagonal of the $I4/mmm$ zone. The order is predominantly electronic and not structural (we did not observe corresponding superlattice reflections in non-resonant low-temperature x-ray diffraction), nor associated with the spatial ordering of the Mn impurities as evidenced by the doping independence of $q$. The nature of this electronic order, i.e. spin/charge/orbital, can be further clarified by the detailed azimuthal-angle dependence of the integrated intensity of the Ru and Mn-edge $(\frac{1}{4}, \frac{1}{4}, 0)$ peaks. The results for the 10% Mn system are presented in Fig. 3.2, together with a theoretical angle dependence calculated for pure spin order [7], with spins parallel to the $c$-axis. The agreement between measured and calculated azimuthal dependence implies the primarily magnetic nature of the ordering, with average spin direction along the $c$-axis at both Ru and Mn sites.

To specify the exact pattern of the spin order, we should note that in addition to the above mentioned forbidden superlattice peaks, also a $q=(\frac{1}{2}, \frac{1}{2}, 0)$ reflection was observed in our neutron scattering study on the $x=0.05$ material [8]. Instead, no $q=(\frac{1}{2}, \frac{1}{2}, 0)$ reflection was detected with either neutron or REXS at the Ru edge (at the Mn edge this

![Figure 3.2](image_url)

**Figure 3.2:** Azimuthal-angle dependence of the $(\frac{1}{4} + \Delta q, \frac{1}{4} + \Delta q, 0)$ momentum scan integrated intensity, at the Ru and Mn edge for the $x=0.1$ sample. Both datasets are fitted to the formula $I_{\text{total}}(\frac{1}{4}, \frac{1}{4}, 0) = I_{\pi\rightarrow\sigma'} + I_{\pi\rightarrow\pi'} \propto |\cos \theta \cos \phi|^2 + |\sin 2\theta \sin \phi|^2$.

Due to the different Mn and Ru scattering angles ($\theta_{Mn} = 61.6^\circ; \theta_{Ru} = 10.9^\circ$), the ratio between $(\pi \rightarrow \sigma')$ and $(\pi \rightarrow \pi')$ scattering signals is also different and the maximum intensity position is shifted by $90^\circ$ in $\phi$. The experimental geometry and the two highest symmetry spin patterns consistent with the data are also shown.
\( \mathbf{q} \) value cannot be reached). These results enforce a very strong constraint on the possible spin texture but still allow for more than one compatible spin pattern. Among those, the most significant are the two highest symmetry ones, which due to the presence of domains (more below) would give rise to identical REXS patterns: a checkerboard antiferromagnetic ordering of square blocks of four parallel spins (Fig. 3.2, left inset); alternatively, an antiferromagnetic alternation of ferromagnetic zigzag stripes aligned diagonally with respect to the tetragonal \( I4/mmm \) zone (Fig. 3.2, right inset). While the checkerboard pattern is isotropic with respect to the crystallographic \( a^* \) and \( b^* \) axes of the \( Bbcb \) orthorhombic zone, the zigzag stripe pattern is not. Since this electronic anisotropy is appealing in relation to the reports of a nematic fluid phase in \( \text{Sr}_3\text{Ru}_2\text{O}_7 \) with \( a^* - b^* \) resistive anisotropy in an applied magnetic field [3, 9, 10], let us continue by focusing on the zigzag stripe order; note, however, that the following discussion on the nature of the metal-insulator transition is independent of this choice.

Because of their coincidence in temperature, it seems natural to associate the metal-insulator transition with the onset of magnetic order induced by the Mn impurities. To further our understanding of the mechanism of the metal-insulator transition, we have studied the doping and temperature dependence of the width and intensity of the Mn-edge momentum scans, which provide an estimate of the magnetic-order correlation length and of the fraction of participating Mn impurities. Fig. 3.3(a) presents a comparison of the Mn-edge \( (\frac{1}{4} + \Delta q, \frac{1}{4} + \Delta q, 0) \) momentum scans at 20 K for \( x = 0.05 \) and 0.1. As evidenced by the combination of normalized (main panel) and raw data (inset), both integrated intensity and peak width are strongly enhanced (by factors of 10 and 4, respectively) upon increasing \( x \) from 5 to 10 %. The detailed temperature dependence of the Mn-edge correlation length, defined as the inverse of the full-width half maximum (FWHM) of the momentum scans, is shown in Fig. 3.3(b) for both samples (similar correlation length results were obtained at the Ru-edge).

To start modelling this behavior, we should note that only the magnetically correlated Mn impurities contribute to the \( (\frac{1}{4}, \frac{1}{4}, 0) \) scattering intensity at the Mn L-edge; calculations assuming a random distribution of Mn sites show that if 100 % of the Mn impurities took part in the long-range spin order, as Mn doping is increased from 5 to 10 % the diffraction peak integrated intensity should increase by a factor of about 4, i.e. nearly quadratically in the number of scattering centers [11]. The observed 10-fold increase implies that a much smaller fraction of the Mn moments are correlated for \( x = 0.05 \) and suggests the following scenario for the emergence of long-range magnetic order. At a sufficiently low temperature, each Mn impurity surrounds itself by a two-dimensional spin-ordered island, within the metallic RuO\(_2\) plane. When these islands begin to overlap, the RuO-mediated exchange interaction can energetically favor a coherent spin arrangement between the islands and, as a result, the Mn impurities will interfere constructively. In the dilute 5 % Mn regime, there are isolated Mn impurities whose spins are not participating in the order and will not contribute to the superlattice diffraction peak intensity; at 10 % Mn concentration, however, there are statistically hardly any isolated Mn atoms and hence almost all them will contribute. As experimentally observed, the diffraction peak intensity would increase much faster than quadratically with increasing \( x \).

It might appear surprising that a REXS signal is obtained from dilute, randomly dis-
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Figure 3.3: (a) Normalized Mn-edge ($\pm q, \pm q, 0$) momentum scans at 20 K for 5\% (with Lorentzian fit) and 10\% Mn concentration; raw data are shown in the inset. (b) Inverse FWHM of the momentum scans vs. temperature.

distributed Mn impurities. One should realize, however, that constructive interference is dependent not on the spatial location of the impurities, provided that the Mn atoms occupy substitutional Ru sites, but rather on the proper phase relation between their magnetic moments. This can be demonstrated with a simulation based on the correlation lengths obtained from the inverse of the FWHM of the experimental momentum scans (~55 and 235 Å for 5 and 10\% Mn concentration, respectively, at 20K). Fig. 7.5(a) presents a 40×40 RuO$_2$ lattice in real space, with 5\% Mn sites each inducing a 4×4 unit of the zigzag stripe pattern (the simulation would identically apply to the case of the checkerboard ordering). Here, no correlation between the Mn spins has been imposed. As in Fig. 3.2, blue and red squares in Fig. 7.5(a) represent up and down spins along the $c$-axis, while the white patches are regions of the RuO$_2$ plane where no magnetism has been induced [the position of the Mn impurities and their corresponding spins are shown in Fig. 7.5(b)]. Due to the lack of correlation between the Mn spins, the Mn-edge ($\pm \frac{1}{4}, \pm \frac{1}{4}, 0$) peaks are extremely broad and weak, buried in the noisy background, as shown by the reciprocal space map of the scattering intensity in Fig. 7.5(c). The situation is very different for correlated Mn spins, as shown in Fig. 7.5(d,e,f) which presents the same sequence as panels (a,b,c), still for $x = 5\%$, but for an average cluster size of 55 Å (~13 lattice spacing) as observed experimentally. The superlattice ($\pm \frac{1}{4}, \pm \frac{1}{4}, 0$) peaks are clearly discernible above the noise in Fig. 7.5(f). Note that this particular spin pattern also gives rise to ($\frac{2n+1}{4}, \frac{2n+1}{4}, 0$) diffraction peaks, with $n$ being an integer, but for the present discussion it is sufficient to restrict the field of view to $q_x, q_y = \pm 0.5 \pi/a_0$. For $x = 10\%$ and ~235 Å magnetic islands (~57 lattice spacing), we can observe in Fig. 7.5(g,h,i) sharp diffraction spots with a peak height 30 times that of
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Figure 3.4: (a,d,g) Spin-ordered islands in the RuO$_2$ plane for various Mn contents and spin correlations: (a) 5\% Mn, uncorrelated Mn spins; (d) 5\% Mn, correlated Mn spins; (g) 10\% Mn, correlated Mn spins. (b,e,h) Corresponding location of Mn impurities with up/down (blue/red) spins. (c,f,i) Reciprocal space map of the Mn scattering intensity generated by averaging over 200 random Mn-impurity distributions, of the kind in (b,e,h), to reduce noise.

$x=5\%$, in good agreement with the experimentally observed $\sim$37-fold increase (Fig. 3.3a). We should also note that $(-\frac{1}{4},-\frac{1}{4},0)$ and $(\frac{1}{4},\frac{1}{4},0)$ peaks are absent because the domain size is now larger than the lattice cell used for the simulation; in the real experiments they would be still visible.

We can now summarize our findings and try to establish a connection between long-range spin order and metal-insulator transition in Sr$_3$(Ru$_{1-x}$Mn$_x$)$_2$O$_7$, and possibly the magnetic fluctuations and nematic fluid behavior of the parent compound. Since Sr$_3$Ru$_2$O$_7$ does not show any long-range magnetic order, it is clear that the latter is induced by the $S=2$, 3$d$-Mn$^{3+}$ impurities [4, 5].

Nevertheless, the ordering is independent of the precise 5-10\% Mn concentration, sug-
gesting that the role of Mn is primarily that of triggering and/or stabilizing an instability incipient in the parent compound. Indeed, strong two-dimensional spin fluctuations have been observed in Sr$_3$Ru$_2$O$_7$ in zero field, which appear to cross over from ferro to antiferromagnetic upon reducing the temperature below 20 K [12]; and also a momentum-dependent spin anisotropy induced by spin-orbit coupling should be expected, as in Sr$_2$RuO$_4$ [13]. For both checkerboard and zigzag stripe spin patterns, the insulating behavior would result from the interaction of the propagating carriers with the ordered spin background. Note, however, that the zigzag stripe order would exhibit a marked transport anisotropy even in the absence of any applied field, with high and low conductivity behavior, respectively, along and perpendicular to the ferromagnetic stripes. In this latter case the macroscopic metal-insulator transition would thus depend on the formation of magnetic domains with different orientation. One might speculate that the transport anisotropy expected for a single zigzag stripe domain in Sr$_3$($\text{Ru}_{1-x}\text{Mn}_x$)$_2$O$_7$, and the one detected in the parent compound in magnetic fields [3], could be fingerprints of the same nematic fluid instability [9, 10]; this however will require further scrutiny.

It should be emphasized that Sr$_3$($\text{Ru}_{1-x}\text{Mn}_x$)$_2$O$_7$ in the dilute Mn substitution regime provides a unique opportunity to study with great accuracy the role of impurities and disorder in inducing phase separation, percolative, and glassy behavior in the general class of correlated oxides. For instance, it is interesting to note that the effective percolation threshold is achieved at $\lesssim$ 5% Mn concentration [4]; in terms of magnetically correlated sites, as shown in Fig. 7.5(a,d) this corresponds to 50.2% of the RuO$_2$ plane, thus remarkably close to the threshold for classical metallic percolation on a square lattice which is suppressed at a 50% mixture of metallic and insulating bonds [14]. Furthermore, the non-monotonic temperature dependence of the correlation length presented in Fig. 3.3(b) has also been seen in reentrant spin glasses, due to the interplay of competing interactions and disorder [15, 16]. Finally, speculating on the much higher resonant enhancement observed at the Mn as compared to the Ru absorption edge (an at-least 36-fold enhancement should be expected due to the cross-section difference between 2p-3d and 2p-4d excitations), one might imagine using random impurities as a highly sensitive probe of spin/charge/orbital order of a host system that is difficult to access via the majority lattice population.

We thank M.Z. Hasan for the use of the ALS scattering chamber. This work is supported by ALS (M.A.H), Sloan Foundation (A.D.), CRC Program (A.D., G.A.S.), NSERC, CFI, CIFAR, and BCSI. ALS is supported by the U.S. DOE Contract No. DE-AC02-05CH11231.
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Chapter 4

Nested Fermi surface and electronic instability in Ca$_3$Ru$_2$O$_7$

High resolution angular resolved photoemission data reveal well defined quasiparticle bands of unusually low weight, emerging in line with the metallic phase of Ca$_3$Ru$_2$O$_7$ below $\sim 30$ K. At the bulk structural phase transition temperature of 48 K, we find clear evidence for an electronic instability, gapping large parts of the underlying Fermi surface that appears to be nested. Metallic pockets are found to survive in the small, non–nested sections, constituting a low–temperature Fermi surface with two orders of magnitude smaller volume than in all other metallic ruthenates. The Fermi velocities and volumes of these pockets are in agreement with the results of complementary quantum oscillation measurements on the same crystal batches. 1

Chapter 4. Nested Fermi surface and electronic instability in Ca₃Ru₂O₇

The characterization and description of novel phases found in transition metal oxides (TMOs) has stimulated progress in condensed matter physics over the last decades [1]. The itinerant electron system of the perovskite ruthenium oxides provides a prime opportunity to study such complex ground states and phase transitions/competition in TMOs starting from a quasiparticle (QP) band structure picture [2]. Ruthenates can be grown with extremely high purity which has allowed detailed studies of the Fermi surface topology through the detection of quantum oscillations (QO) [3, 4], and Sr₂RuO₄ has served as a bench-mark system for the potential of angular resolved photoemission (ARPES) to derive quantitative information on band dispersion and QP scattering rates [5, 6]. Although these studies yielded fully consistent results, it should be noted that ARPES probes a larger energy scale, and can reveal information that is complimentary to low-temperature transport and thermodynamic measurements. While all Sr based ruthenates of the Ruddlesden–Popper series (Sr/Ca)ₙ₊₁RuₙO₃ₙ₊₁ are metallic at low temperature, the situation becomes more ambiguous upon substitution of Sr with the isovalent, but smaller Ca ion. This causes structural distortions leading to a rotation and tilting of the RuO₆ octahedra, which in turn reduces hopping matrix elements and thus emphasizes correlation effects [8, 7]. The subject of this study, Ca₃Ru₂O₇, has been reported to be ‘semi-metallic’, with two phase transitions, a Neel transition at 56 K and a structural phase transition at 48 K, where the in plane resistivity increases by about 30%. At lower temperatures the resistivity is metallic, but very large [9, 13, 10].

In this paper, we report the growth of crystals with an order of magnitude lower residual resistivity than previously achieved, and high–resolution ARPES and QO measurements on them. We find an extremely small QP residue Z (fraction of spectral weight in the coherent quasiparticle excitation), extended parallel Fermi surface sections and a momentum dependent gap, opening at the bulk phase transition temperature. Comparison of Fermi volumes and velocities from the two techniques establishes the ground state of Ca₃Ru₂O₇ as a low carrier density metal. Together, the data indicate that the unusual ground state results from a Peierls–like electronic instability, gapping away large parts of the Fermi surface.

Photoemission experiments were performed with a Scienta SES 2002 spectrometer, using He Iα radiation (21.22 eV) from a microwave driven monochromatized discharge lamp (Gammadata VUV5000). The differential pumping of the He leakage from the plasma chamber has been optimized to provide a partial pressure in the measurement chamber near the sensitivity limit of UHV ion–gauges, without restricting the large solid angle of ≈ 10° collected by the refocussing toroidal monochromator. Energy and angular resolutions were set to 7.5 meV / ±0.15° for all measurements. Single crystals of Ca₃Ru₂O₇ with a residual in-plane resistivity below 100 µΩcm were grown by a floating zone method [10], oriented by Laue diffraction and cleaved in situ at a pressure below 5 × 10⁻¹¹ torr along the ab–plane. Samples cleaved at 10 K and 60 K yielded consistent results and the low–energy spectra showed minimal changes over the time span of a typical experimental run of 24 hours. Magnetoresistance and Hall effect were studied between 50 mK and 1 K in a dilution refrigerator / 15 T magnet.

Full details of our quantum oscillation and magneto–transport measurements will be published elsewhere, but to form a basis for comparison with the ARPES results we summarize them here. The Fermi surface consists of tiny, quasi–two-dimensional pockets of
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Figure 4.1: (a), (b) valence band spectra of $\text{Sr}_3\text{Ru}_2\text{O}_7$ and $\text{Ca}_3\text{Ru}_2\text{O}_7$ taken with equal momentum steps along $\Gamma M$ ($h\nu = 21.2$ eV, $T = 10$ K). In (c), (d) spectra of the two compounds have been normalized to the total spectral weight of the valence band (integrated from 0 to -7 eV), and are compared on two different energy scales. A fit of the low energy weight assuming a FL-like QP incoherent part, indicates a self energy $\Sigma_I \approx 5$ meV at $E - E_F \approx 15$ meV.

electrons and holes, typical areas 0.3% of that of Brillouin zone (BZ). The measured quasiparticle effective masses correspond to Fermi velocities of approximately $5 \times 10^4$ m/s. The masses account, within experimental error, for the small electronic specific heat of 2.8 mJ/molK$^2$ which we measured on the same crystals, so we are confident that the QOs are probing the entire Fermi surface.

In Fig. 4.1, we compare the ARPES spectra of $\text{Ca}_3\text{Ru}_2\text{O}_7$ and $\text{Sr}_3\text{Ru}_2\text{O}_7$ over a large energy range. The isoelectronic nature upon substitution of Sr with Ca is clearly reflected in the spectra which show similar energies and dispersive behavior of the main valence band peaks. Despite this gross similarity of the lower valence states, there is a striking difference in the spectral function near the Fermi level ($E_F$). While $\text{Sr}_3\text{Ru}_2\text{O}_7$ shows intense quasiparticle peaks and multiple bands crossing the Fermi level, the spectral weight in $\text{Ca}_3\text{Ru}_2\text{O}_7$ is dramatically suppressed below $\sim 150$ meV and only a weak tail extends towards
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$E_F$ (Fig. 4.1(c)). For the rest of the paper, we will focus on this tail, which reflects the lowest lying excitations responsible for the transport and thermodynamic properties. The high resolution and stability of our spectrometer has allowed us for the first time to observe well defined quasiparticle bands, emerging on this faint tail below a temperature of $\approx 30$ K, in line with the onset of coherent metallic transport in the $ab$–plane [9, 10]. These states exhibit an extremely low QP residue $Z_{ov}$ across order from metal lower than in Sr$_3$Ru$_2$O$_7$, indicative of strongly enhanced interactions, but remain sharply defined in energy. From fits to empirical spectral functions (see Fig. 4.1(d)), we estimate an intrinsic lifetime broadening $\Sigma_I \approx 5$ meV at binding energies around 15 - 20 meV, comparable to the value found for the intense quasiparticle peaks in the moderately correlated Fermi liquid compound Sr$_2$RuO$_4$ [5]. For a Fermi liquid with momentum-independent self–energy, the QP spectral weight depends only on the mass-enhancement and therefore on the scattering rate. The observation of sharp QPs at energies $> 15$ meV with small $Z$ thus points to strongly momentum, and possibly orbital dependent interactions.

The momentum distribution of the spectral weight near $E_F$ is shown in Figs. 2(a, b). These maps are often casually identified with the Fermi surface. However, the present case requires a more careful interpretation. Integrating the spectral weight over a typical energy range of $E_F \pm 12$ meV results in two dominant structures, as summarized in Fig. 4.2(c). A “large square” contour with rounded corners, connecting the M–points of the reduced orthorhombic BZ, and a smaller, more intense square composed of four broad triangular features. The identification of these contours as Fermi surface sheets would conflict with the QO–data, which indicate extremely small carrier pockets with an average volume of only 0.3% of the BZ. It is important to elucidate the origin of the apparent inconsistency, because large FS sheets are expected from band structure calculations [14] and were observed in the isovalent Sr$_3$Ru$_2$O$_7$ in LDA calculations [15], ARPES [16, 17] and de Haas–van Alphen data [4].

In Fig. 4.2(b), the spectral weight is integrated over a narrower energy range of $\pm 3$ meV. Clearly, this suppresses the intense inner square contour, indicating that the constituting states are gapped and do not contribute to the Fermi surface. Extracting energy distribution curves (EDCs) at selected momentum points from the same data–set confirms this finding. The spectra at points 1–3 and 4–6, marked in Fig. 4.2(a), show weakly dispersing, faint QP peaks and a clear leading edge that is gapped by 5–9 meV (Fig. 4.2(d)). Next, we focus on the “large square” contour. Two sets of spectra, crossing it (7–9, 10–12) show tails extending up to $E_F$ but a distinct leading edge with midpoints (LEM) clearly below the Fermi level. Metallic states with a LEM at the chemical potential are found only in the rounded edges of the “large square”, near the M–points. Summarizing the data of Fig. 4.2, we find a peak in the zero–frequency momentum distribution (bright spot in the Fermi surface map), coexisting with a leading edge gap. This behavior is characteristic for systems where an electronic instability such as a charge density wave or the formation of Cooper pairs opens a gap in the single particle excitation spectrum. Assuming a particle–hole symmetric but gapped band, the remnant intensity in the photoemission Fermi surface map can be identified with the underlying band structure before the instability gapped away most of...
Figure 4.2: (a), (b) Momentum distribution of the lowest lying spectral weight in Ca$_3$Ru$_2$O$_7$ at $T = 9$ K. The two different energy windows correspond to effective resolutions of 25 meV and 10 meV, respectively. Red lines in (b) indicate momentum space locations of the dispersion plots in Fig. 4.3. (c) Schematic of the dominant features in the low energy excitations. The small Fermi arc near the M-point is back-folded by the proposed nesting vector to connect to a closed Fermi surface contour. (d) Selected spectra, extracted from the data-set of (a),(b) demonstrating different gap sizes for various points in the BZ. Metallic states are found only in the vicinity of the M-points.

The diamond shape seen in Fig. 4.2(b) suggests that the FS of Ca$_3$Ru$_2$O$_7$ is composed of quasi-1D $d_{xz,yz}$ orbitals, as detailed in the following letter. Strikingly, the detected underlying FS contour exhibits extended parallel sections and is almost perfectly nested with the vector $(\pi/\alpha, \pi/\beta)$ corresponding to a real space periodicity of two Ru–Ru nearest neighbor distances. Based on this finding, we postulate the formation of a commensurate density wave below 48 K. This idea is fully consistent with the temperature
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Figure 4.3: (a),(b) Dispersion of QP states along $\Gamma$M displayed as false color plot or stack of equally spaced EDCs, respectively. A metallic band is found near the M–point. White dots indicate the peak positions found from Lorentzian fits to MDCs. (c)–(e) are taken along the momentum space lines indicated in Fig. 4.2(b) and show in detail how the bands bend back and a gap opens as the nested part of the underlying FS is approached. White dots mark the peak positions in EDCs.

dependence of the gap, the QO data and the low electronic specific heat as will be shown later.

The postulate of a density wave in Ca$_3$Ru$_2$O$_7$, introducing the new periodicity of $(\pi/a, \pi/b)$ is further supported by the details of the quasiparticle dispersion, shown in Fig. 4.3. The dispersion of the metallic states in the rounded corners of the underlying FS is traced in Fig. 4.3(a) by white dots, obtained from Lorentzian fits of the momentum distribution curves (MDCs). The group velocity of $\approx 0.26 \text{ eVÅ}$ for this band is in good agreement with the estimate of $5 \times 10^4 \text{ m/s}$ (0.33 eVÅ) from the QOs. The evolution of the dispersion upon approaching the nested sections of the underlying FS is shown in Fig. 4.3(c)–(e). Moving away from the high symmetry line by as little as $0.09 \pi/b$ (Fig. 4.3(d)), the QP band starts to bend back and a gap of a few meV opens. This raises the intriguing question of how the Fermi level crossing around $0.88(\pi/a)$, seen in Fig. 4.3(a), connects to a closed FS–contour. Folding the rounded corner of the “large square” by the newly imposed periodicity corresponding to the nesting vector of $(\pi/a, \pi/b)$, we would expect a roughly square electron pocket centered at M with slightly concave edges, as sketched in Fig. 4.2(c). The volume of such a pocket can be estimated as $(0.12\pi/a)^2 \sim 0.36\% A_{BZ}$, assuming a simple square shape, in good agreement with the average FS–sheet volume deduced from
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The apparent absence of the folded bands in the FS–map and dispersion plots does not disprove this model, since the intensity of folded bands in ARPES is proportional to the coupling responsible for the folding [18]. Taking the energy gap ($\sim 5$ meV) as a measure of this coupling, and comparing it to typical band gap sizes ($\sim 0.5$ eV), we expect a suppression of the folded bands to intensities clearly below a level detectable by ARPES. Additional metallic states are found near M’, but the band topology is less clear, in part because of the smaller BZ–dimension along b, which moves the zone boundary closer to the edge of the “large square” contour.

In Fig. 4.4, we show the temperature and momentum dependence of the gap. The direct comparison of spectra taken above and below the 48 K phase transition temperature along the high symmetry line ΓM (Fig. 4.4(a)) clearly demonstrates a significant momentum dependence in the low–temperature phase and confirms that the states in the corners of the low–energy square contour remain metallic: the highlighted spectra at point ’1’ show identical leading edge midpoints, which coincide within the experimental error with the Fermi level. The evolution of the low–energy spectral weight with temperature is shown in Fig. 4.4(b) for point ’3’ marked in the BZ–inset. The spectral line shape does not change significantly at the Néel transition temperature of 56 K, and only a minor redistribution
of weight occurs at 48 K. This is consistent with the weak perturbation, expected from a symmetry breaking ordering with low phase transition temperature and small gap. More pronounced changes of the spectral function are observed below 35 K, where sharply defined, faint QP peaks emerge. Notably this coincides with the onset of metallic transport, roughly 10 K below the structural phase transition temperature [10], rather than with the transition temperature itself.

Leading edge gaps $\Delta_{LE}$ were obtained from empirical fits to the data, and are shown in Fig. 4.4(c). The opening of the gap is observed at 48.3 K, in perfect agreement with the bulk structural phase transition temperature of 48 K $^3$. No hysteresis was observed within the experimental errors of $\sim$2 K. The gap opens to a full size of $\Delta_{LEG} = 10 - 12$ meV at low temperature. It is thus of the same order of magnitude as the mean-field value for the Peierls-gap of $2\Delta = 3.5$ $kT$ (14.6 meV at 48 K), but significantly smaller than the value of $\sim 0.1$ eV, reported previously from an analysis of Raman data from flux grown crystals [19].

The nested Fermi surface and the above described temperature dependence of the gap suggest that the unusual ground state of Ca$_3$Ru$_2$O$_7$ does not result from an orbital selective Mott transition, as it has been proposed for Ca$_{2-x}$Sr$_x$RuO$_4$ [7], but originates from the interaction with spin, orbital or lattice degrees of freedom and bears some resemblance to a Peierls transition. Although much of the data reported in this letter is consistent with weak coupling theory, we found several spectroscopic signatures which point beyond a nesting driven Peierls–instability. The very small $Z$ and the coexistence of heavy, non–nested bands which become similarly gapped at 48 K with a dispersive nested band suggest a more complex picture where strong and possibly orbital dependent interactions are present. Whether the observed electronic instability is the consequence or the driving force of the simultaneous structural and magnetic phase transition remains ambiguous, as does the nature of the symmetry breaking ordering, which we propose from the observed nesting vector of $(\pi/a, \pi/b)$ and the gapping of all nested states. It is hoped that the present work stimulates neutron- or x–ray diffraction studies which can give direct evidence for ordering of lattice, spin or orbital degrees of freedom. The latter has been proposed independently from recent Raman scattering, magnetization and transport measurements [20, 21].

We thank G. Wigger and J. Denlinger for helpful discussions. This work has been supported by the ONR grant N00014-01-1-0048. Additional support from SSRL is provided by the DOE’s office of Basic Energy Science, Division of Material Science with Contract DE-FG03-OIER45929-A001.

$^3$The given temperatures may contain an absolute error of about 2 K at temperatures around 48 K, due to the unknown gradient within sample and sample–holder.
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Chapter 5

In-situ doping control of the surface of high-$T_c$ cuprates

Central to the understanding of high-$T_c$ superconductivity is the evolution of the electronic structure as doping alters the density of charge carriers in the CuO$_2$ planes. Superconductivity emerges along the path from a normal metal on the overdoped side to an antiferromagnetic insulator on the underdoped side. This path also exhibits a severe disruption of the overdoped, normal metal’s Fermi surface [1, 2, 3]. Angle-resolved photoemission spectroscopy (ARPES) on the surfaces of easily cleaved materials such as Bi$_2$Sr$_2$CaCu$_2$O$_{8+\delta}$ shows that in zero magnetic field the Fermi surface breaks up into disconnected arcs [4, 5, 6]. However, in high magnetic field, quantum oscillations at low temperatures in YBa$_2$Cu$_3$O$_{6.5}$ [7] indicate the existence of small Fermi surface pockets [8, 9, 10, 11, 12, 13, 14, 15, 16, 17, 18]. Reconciling these two phenomena through ARPES studies of YBa$_2$Cu$_3$O$_{7-\delta}$ (YBCO) has been hampered by the surface sensitivity of the technique [19, 20, 21]. Here we show that this stems from the polarity and resulting self-doping of the YBCO surface. By in-situ deposition of potassium atoms on cleaved YBCO, we can continuously control the surface doping and follow the evolution of the Fermi surface from the overdoped to the underdoped regime. The present approach opens the door to new systematic studies of high-$T_c$ cuprates, such as creating new electron-doped superconductors from insulating parent compounds.  

In the heavily overdoped regime, angular magnetoresistance oscillation [1] and ARPES experiments [2, 3] on Tl$_2$Ba$_2$CuO$_{6+\delta}$ have arrived at a quantitative consensus in observing a large hole-like Fermi surface (FS). Upon reducing the number of holes in the CuO$_2$ planes, the FS volume decreases in the manner expected by Luttinger’s theorem, but below optimal doping the single-particle FS appears to reduce to four disconnected nodal Fermi arcs. This scenario was suggested from ARPES studies of Bi-cuprates [4, 5] and Ca$_{2-x}$Na$_x$CuO$_2$Cl$_2$ [6], and is thought to be connected to the existence of the pseudogap. The detection of quantum oscillations in oxygen-ordered ortho-II YBCO6.5 suggests different scenarios involving FS reconstruction into hole and/or electron pockets [7, 9, 10]. These two pictures are derived from quite different measurement techniques, performed on different materials, and under conditions of high magnetic field in one case, but zero field in the other. Due to the complex multiband and correlated character of the electronic structure of YBCO6.5 [11], the determination of the nature of these pockets and their generality to the underdoped cuprates requires connecting transport and single-particle spectroscopy information on the same underdoped system. The study of YBCO6.5 by ARPES is thus crucial. Unfortunately, this material is complicated by the lack of a natural [001] cleavage plane (Fig. 5.1a) and also by the presence of CuO-chain layers. More specifically, YBCO cleaves between the CuO chain

![Figure 5.1: The surface of cleaved YBCO. (a) Structure of oxygen-ordered YBCO6.5 (with alternating oxygen full and empty chains), showing the BaO and CuO chain terminations of the cleaved surface. Electronic reconstruction takes place at these polar surfaces, similar to the prototypical case of a polar catastrophe in ionic insulators with a $|1+ |1-|1+|1-|...$ layer-by-layer charge [25]. This leads to ‘overdoped-like’ FS features for the surface topmost layers, as shown pictorially in (b) for CuO$_2$-plane bonding and antibonding bands (FS$_B$ and FS$_{AB}$), and the one-dimensional CuO chain band (FS$_{Ch}$).](image-url)
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Figure 5.2: YBCO FS evolution upon e− doping. (a) ARPES FS of as-cleaved YBCO6.5, exhibiting an effective hole doping \( p = 0.28 \) per planar Cu atom, as determined from the average area of bonding and antibonding CuO\(_2\)-bilayer FSs. (b,c) By evaporating potassium on the same sample (< 1 monolayer), electrons are transferred to the top-most CuO\(_2\) bilayer and the corresponding FSs become progressively more hole-underdoped. (c) For heavy K-deposition \( (p = 0.11 \) as estimated from the area of the chain FS), the \( E_F \) ARPES intensity reduces to the 1D CuO chain FS and four disconnected nodal CuO\(_2\) FS arcs.

layer and the BaO layer, leaving on the cleaved surface relatively large regions (>100 Å) of either CuO or BaO terminations. Scanning-tunneling microscopy shows that the CuO chain terraces are characterized by prominent surface density waves [22] and differ substantially from the bulk: as also seen in ARPES [19], they exhibit surface states and unavoidable doping disorder. Recent ARPES studies of nearly optimally doped YBCO indicated that surfaces terminating in either a CuO and BaO layer give different contributions to the total photoemission intensity [21], and that the doping of the top-most CuO\(_2\) planes is \( p = 0.3 \), almost irrespective of the nominal bulk doping. This corresponds to heavy overdoping, all the way into the non-superconducting regime (Fig. 5.4), and is actually not achievable in bulk, fully-oxygenated YBCO7.0 for which \( p = 0.194 \) [23]. Similar problems have been encountered in the ARPES study of YBa\(_2\)Cu\(_4\)O\(_8\) [24].

Overcoming these problems requires, first of all, recognizing that the cleaved surface of YBCO is actually polar. This can lead to overdoped-like FSs (Fig. 5.1b) due to reconstruction of the electronic states [25]. A wide momentum distribution map of the FS from ‘as-cleaved’ YBCO6.5 is presented in Fig. 5.2a (see also Methods). The ARPES data are a superposition of features from the BaO and CuO terminated regions: because of the few Å electron escape depth at these photon energies, the ARPES intensity from the BaO-terminated regions is dominated by the CuO\(_2\)-bilayer bands and that from the
CuO-terminated regions by the chain band. The comparison with Fig. 5.1b, allows one to identify the FS features originating from the CuO$_2$-plane bonding and antibonding bands (FS$_B$ and FS$_{AB}$), and the one-dimensional (1D) CuO chain band (FS$_{Ch}$). Note that the strong momentum-dependent intensity modulation of the ARPES features, which seems inconsistent with the sample symmetry, is simply a manifestation of the matrix elements effects associated with the photon/crystal/electron geometry changing across the field of view (no symmetrization was performed). Also, this particular ortho-II sample happened to be twinned, in the bulk and not just on the surface, as confirmed by x-ray diffraction (this has an effect on FS$_{Ch}$ but not on the discussion of the four-fold symmetric Fermi arcs).

Most importantly, the fit of the two-dimensional ARPES FSs over multiple zones returns the following areas, counting electrons, relative to the Brillouin zone area $A_{BZ} = 4\pi^2/ab$:

- the bonding Fermi surface area FS$_B = 46.2\%$
- the antibonding FS$_{AB} = 26.0\%$
- the chain surface FS$_{Ch} = 13.8\%$

From the average of bonding and antibonding FS areas, one can calculate the hole-doping $p = 0.28 \pm 0.01$ per planar copper ($p = 0$ for the 1/2-filled Mott insulator with 1 hole per Cu atom). As summarized in the phase diagram of Fig. 5.4, this indicates that the self-doping of the YBCO6.5 polar surface is that of a heavily-overdoped, non-superconducting cuprate.

The next step is that of actively controlling the self-doping of the surface, so as to reduce its hole content to that of underdoped, bulk YBCO6.5. This can be achieved by in-situ evaporation of potassium onto the cleaved surface (see also Methods): owing to the low ionization potential, K$^{1+}$ ions are adsorbed on the surface and electrons are doped into the top-most layers. As a consequence, we would anticipate the evolution of all detected features towards the underdoped regime of hole-doped cuprates, which is precisely what one can observe in Fig. 5.2, from panel a to c, upon increasing the K$^{1+}$ concentration (i.e., decreasing the hole doping). The doping is indeed changing according to an increase in electron filling (all data were acquired on the same sample after subsequent K evaporation). This is evidenced by the continuous FS$_{Ch}$ area increase (counting electrons), which evolves from FS$_{Ch} = 13.8\%$ for the as-cleaved surface to FS$^{K1}_{CCh} = 14.7\%$ and FS$^{K2}_{CCh} = 16.6\%$ for the increasingly K-deposited YBCOK1 (Fig. 5.2b) and YBCOK2 (Fig. 5.2c). By comparing the carrier concentration per chain-Cu measured by the FS$_{Ch}$ area with the results of ab-initio LDA band structure calculations [11], we can estimate the corresponding hole-doping per planar-Cu. This way we find good agreement with the value $p = 0.28$ already estimated for as-cleaved YBCO6.5 from the average of FS$_B$ and FS$_{AB}$. Most importantly, however, we obtain a hole-doping $p^{K1} = 0.20$ and $p^{K2} = 0.11$ for YBCOK1 and YBCOK2, which means that the surface of YBCOK2 is very close to the doping level $p = 0.097$ of bulk YBCO6.5.

The most interesting aspect of the data in Fig. 5.2 is the evolution of the CuO$_2$-plane features. For heavy K deposition (Fig. 5.2c), the LDA-like CuO$_2$-bilayer bonding and antibonding FSs of overdoped YBCO have collapsed into four nodal Fermi arcs, consistent with other underdoped cuprates [6, 4, 5]. This is accompanied by the complete suppression of CuO$_2$ antinodal spectral intensity as well as nodal bilayer splitting, which in contrast were clearly resolved for as-cleaved YBCO6.5 (Fig. 5.2a). Their disappearance with K deposition hints at a severe loss of coherence upon underdoping. Correspondingly the CuO$_2$ nodal Fermi wavevectors, relative to the Brillouin zone diagonal $(0, 0)$-$(\pi, \pi)$, have evolved from $k_{F}^{AB} = 0.29$ and $k_{F}^{B} = 0.36$ for ‘overdoped’ as-cleaved YBCO6.5, to a single $k_{F}^{K2} = 0.40$ for
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Figure 5.3: **YBCO dispersion and EDC evolution upon $e^-$ doping.** (a,b) The BaO band high-energy shift in YBCOK2 as compared to YBCO6.5 reveals that electrons are added upon K deposition; also, bonding (B) and antibonding (AB) CuO$_2$ features vanish at the antinodes and only the CuO chain band is detected. (c-e) Nodal (N) and antinodal (AN) $k_F$ EDCs showing the progressive opening of an AN gap and loss of CuO$_2$-plane quasiparticle coherence upon underdoping ($\Delta \sim 10$ and 80 meV for YBCOK1 and YBCOK2); the B and AB splitting is resolved only for as-cleaved YBCO6.5.

‘underdoped’ YBCOK2. These numbers compare well to what has been observed on other cuprates at similar dopings (note that the following are both single CuO$_2$-layer systems): $k_F = 0.36$ and 0.41, respectively, for overdoped ($p = 0.26$) Tl$_2$Ba$_2$CuO$_{6+\delta}$ [2] and underdoped ($p = 0.12$) Ca$_{2-x}$Na$_x$CuO$_2$Cl$_2$ [6].

The transfer of electrons to the surface of YBCO upon K deposition is also confirmed by an inspection of the electronic dispersions along the ($-\pi,-2\pi$)-($-\pi,2\pi$) direction (corresponding momentum-distribution curves are shown in the Supplementary Information). On $p = 0.28$ as-cleaved YBCO6.5 (Fig. 5.3a), we detect well-defined bonding and antibonding CuO$_2$ bands crossing $E_F$ at the antinodes, as well as the BaO band with a maximum binding energy at the zone corners ($-\pi, \pm \pi$). On underdoped $p = 0.11$ YBCOK2 (Fig. 5.3b), the BaO band is located $\sim 100$ meV deeper in energy. This indicates a shift of the chemical
potential consistent with the transfer of electrons from adsorbed K atoms to the top-most BaO, CuO-chain, and CuO$_2$-plane layers. On YBCOK2 the only coherent feature detected at the antinodes is the 1D CuO chain band; the antinodal CuO$_2$-plane spectral weight has now become fully incoherent. The nodal and antinodal energy-distribution curves (EDCs) in Fig. 5.3(c-e) clearly show that the progressive loss of quasiparticle coherence with K deposition is very similar to what is observed on other cuprates upon hole underdoping [2, 6, 4, 5]. Most importantly, while metallic behavior is observed on as-cleaved YBCO6.5, a leading-edge antinodal gap $\Delta \sim 10$ and 80 meV is detected for YBCOK1 and YBCOK2, respectively. This is consistent with YBCO being superconducting for $p = 0.11$ and 0.20 but not 0.28 (Fig. 5.4 – the experiments were all performed at $T = 20 \text{K}$), and allows us to conclude that the properties of K-deposited YBCO surfaces are representative of the bulk.
We now summarize our findings, illustrated by the phase diagram and symmetrized FS data for YBCOK2 and as-cleaved YBCO6.5 in Fig. 5.4. Our study demonstrates that the self-hole-doping of the cleaved polar surfaces of YBCO can be controlled by the in-situ evaporation of alkali metals, in the present case K. This novel approach paves the way for the study of this important material family – across the whole phase diagram – by single particle spectroscopies. As this material has been the gold standard in a number of seminal bulk-sensitive studies of the normal and superconducting properties, the direct connection with single-particle spectroscopy can lead to an understandable underdoped anchor point, analogous to Tl$_2$Ba$_2$CuO$_{6+\delta}$ in the overdoped regime [3]. The results obtained for $p=0.11$ YBCOK2 establish that the ARPES FS of underdoped YBCO consists of the superposition of 1D CuO chain FS and CuO$_2$-plane-derived nodal Fermi arcs. It is thus consistent, with the additional complication of the chains, to what has already been observed in oxychloride [6] and Bi-cuprates [4, 5]. In this sense, the disruption of the large hole-like coherent FS in underdoped cuprates is a truly universal phenomenon.

Having obtained the first momentum resolved FS data for underdoped YBCO, it becomes crucial to understand the connection between ARPES and quantum oscillation results [7, 10]. First, the detection of the BaO band maximum at $\sim 0.5$ eV below $E_F$ rules out the scenario coming from LDA band structure calculations, which suggested that the small Fermi surface found in the quantum oscillation measurements might originate from small pockets produced by BaO-Cu$_{\text{chain}}$ bands at $(\pm \pi, \pm \pi)$ [11, 12]. We also did not observe any signature of CuO$_2$-derived band folding arising from the ortho-II oxygen-ordering of the chains [11, 12], which is possibly consistent with the loss of three-dimensional coherence evidenced by the suppression of bilayer band splitting upon underdoping.

Recent measurements of the Hall resistance in high magnetic field have noted a sign change with decreasing temperature [9], suggesting that the quantum oscillations seen on top of a negative Hall coefficient might come from small electron pockets, rather than the hole pockets originally proposed [7]. However, there is no sign of such electron pockets in our ARPES data from underdoped YBCOK2, nor are there signs of additional zone-folding due to the kinds of density wave instabilities that might give rise to such a Fermi surface reconstruction [8, 9, 15].

If any pocket had to be postulated on the basis of the present ARPES data, the most obvious possibility would be that the Fermi arcs are in fact hole-like nodal Fermi pockets, as obtained for light doping of the antiferromagnetic parent compound in self-consistent Born calculations [26] and already speculated from the study of other underdoped cuprates [6, 4, 5]. The lack of a finite ARPES intensity on the outer side of the pockets would be consistent with the strong drop in the quasiparticle coherence $Z_k$ expected beyond the antiferromagnetic zone boundary [27, 13]. To estimate an area for these ostensible nodal pockets, we can fold the detected arc profile, either with respect to the antiferromagnetic zone boundary or the end points of the arc itself, obtaining values of either 2.6% or 1.3%, relative to the full Brillouin zone area $A_{BZ} = 4\pi^2/ab$. These numbers compare relatively well with the pocket area 1.9% suggested on the basis of quantum oscillation experiments on bulk YBCO6.5 [7, 10]. However, these are hole, not electron pockets. Thus, the interpretation of high field measurements in terms of electron and hole pockets differs markedly from single particle spectroscopy on the same material, suggesting that the high magnetic field might
be inducing a state different from that being studied in zero field.

Whatever the solution to the puzzle outlined above, it should be emphasized that the present approach, based on the in-situ alkaline metal evaporation on freshly cleaved surfaces, opens the door to this type of manipulation of other cuprates and complex oxides, not only to control the self-doping of polar surfaces but also to reach doping levels otherwise precluded in the bulk. For instance, one could try to underdope the surface of Tl$_2$Ba$_2$CuO$_{6+\delta}$, which grows naturally overdoped [3], or even to obtain an electron-doped superconductor starting from the insulating parent compounds.

**Methods**

**Sample preparation.** YBa$_2$Cu$_3$O$_{6+x}$ single crystals were grown in non-reactive BaZrO$_3$ crucibles using a self-flux technique. The CuO$_x$ chain oxygen content was set to $x = 0.51$ by annealing in a flowing O$_2$:N$_2$ mixture and homogenized by further annealing in a sealed quartz ampoule, together with ceramic at the same oxygen content. After mounting for the cleave required in an ARPES measurement, the samples were cooled from 100°C to room temperature over several days to establish the ortho-I superstructure order of the CuO$_x$ chain layer [28]. The particular sample used in the present study was twinned, as confirmed by x-ray diffraction after the ARPES measurements.

**ARPES experiments.** ARPES measurements were carried out on the Electronic Structure Factory endstation at Beamline 7.01 of the Advanced Light Source (ALS). The data were measured with linearly-polarized 110 eV photons and a Scienta R4000 electron analyzer in angle-resolved mode. YBCO6.5 single crystals were cleaved in situ at a base pressure better than 2.5x10$^{-11}$ torr and then oriented by taking fast Fermi surface scans. Several procedures were tried out on these samples in an attempt to suppress the surface contribution to the total photoemission intensity and gain direct insight into the bulk electronic structure. For instance, samples were temperature-cycled between 20 and 100 K or were cleaved at higher temperature (≈ 80 K) and then cooled down to 20 K [29], in order to age and/or vary the characteristics of the cleaved surfaces. While both procedures have proved successful in measuring the bulk dispersion and FS of layered Sr$_2$RuO$_4$ [29], no effect was observed in the case of YBCO6.5. Successful control of the self-doping of the cleaved surfaces was achieved by in-situ deposition of submonolayers of potassium, with a commercial SAES getter source [30], on freshly cleaved YBCO6.5. In this latter case, the samples were kept at 20 K at all times during the cleaving, K-deposition, and ARPES measurements (temperature dependent measurements could not be performed because of the need of maintaining the most stable experimental conditions over extended time, during and between subsequent K evaporations). All ARPES data shown in Fig. 5.2, 5.3, and 5.4 were obtained on the same sample, i.e. as-cleaved and after two subsequent K evaporations. Energy and angular resolutions were set to $\sim$ 30 meV and 0.2° ($\pm$15° angular window) for the data in Fig. 5.2 and 5.3, and to $\sim$ 30 meV and 0.1° ($\pm$7° angular window) for the higher-quality FS mappings in Fig. 5.4. The Fermi surface maps of Fig. 5.2 and 5.4 were obtained by integrating the ARPES intensity over a 30 meV energy window about $E_F$, and then by normalizing the intensity maps relative to one another for display purposes. A more quan-
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Quantitative comparison of the ARPES intensity for as-cleaved and K-deposited surfaces is given in the Supplementary Information on the basis of the analysis of momentum-distribution curves (MDCs), which shows an overall intensity suppression by a factor of 4.4 and 7.2 for low and high K coverage, with respect to the as-cleaved surface.
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Figure 5.5: YBCO MDC evolution upon $e^-$ doping. MDCs measured on (a) as-cleaved and (b,c) K-deposited YBCO6.5, along the same momentum-space direction of the EDCs shown in Fig. 5.3(a,b), yet limited to the $k_x = -\pi$ and $k_y = [-\pi, \pi]$ range. The energy step between adjacent MDCs is of 15 meV. Also note that, due to the relative peak/background intensity decrease upon K deposition, the MDCs for YBCOK1 and YBCOK2 have been rescaled by a factor of 4.4 and 7.2, respectively, with respect to those of as-cleaved YBCO6.5.
Supplementary information

The analysis of the $E$-vs.-$k$ ARPES intensity map and EDCs in Fig. 5.3 can also be extended to the corresponding momentum-distribution curves (MDCs), which confirms what already noticed. The MDCs for as-cleaved YBCO6.5, YBCOK1, and YBCOK2 are shown in Fig. 5.5. For overdoped ($p=0.28$) as-cleaved YBCO6.5, the MDCs are characteristic of an antinodal signal dominated by bonding and antibonding CuO$_2$ bands (Fig. 5.5a). The single peak at 180 meV corresponds to approximately the bottom of the bonding band, and evolves into two symmetric peaks with respect to $k_y=0$ upon approaching $E_F$, as expected for a parabolic dispersion. Closer to the Fermi energy ($E_B \lesssim 60$ meV), a second more intense peak is detected, which corresponds to the antibonding band bottom and also splits in two upon crossing $E_F$. As potassium is deposited on the cleaved YBCO6.5 surface, the peak-to-background intensity ratio progressively decreases (the MDCs were multiplied by 4.4 and 7.2 for YBCOK1 and YBCOK2). Although the overall background is increasing, the MDCs’ widths are still well defined without evident sign of further broadening, suggesting that the doping evolution of the ARPES response is not dominated by disorder arising from the adsorption of potassium. In addition, the intensity associated with the CuO$_2$ bands decreases and the CuO chains start instead to dominate the antinodal response (Fig. 5.5b). It is very obvious that on YBCOK2 the only detectable features come from the parabolic CuO-chain dispersion (Fig. 5.5c), which is substantially deeper than that of the CuO$_2$ plane bands (two distinct MDC peaks are still observable at 180 meV in Fig. 5.5c, as opposed to the single one in Fig. 5.5a). Finally, one should note that the $E_F (\pi,0)$ weight is progressively decreasing, consistent with the reduction of quasiparticle coherence and the opening of the antinodal gap, as discussed in the context of Fig. 5.3.
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Chapter 6

Two gaps make a high-temperature superconductor?

One of the keys to the high-temperature superconductivity puzzle is the identification of the energy scales associated with the emergence of a coherent condensate of superconducting electron pairs. These might provide a measure of the pairing strength and of the coherence of the superfluid, and ultimately reveal the nature of the elusive pairing mechanism in the superconducting cuprates. To this end, a great deal of effort has been devoted to investigating the connection between the superconducting transition temperature $T_c$ and the normal-state pseudogap crossover temperature $T^*$. Here we present a review of a large body of experimental data which suggests a coexisting two-gap scenario, i.e. superconducting gap and pseudogap, over the whole superconducting dome. We will focus on spectroscopic data from cuprate systems characterized by $T_c^{\text{max}} \sim 95$ K, such as Bi$_2$Sr$_2$CaCu$_2$O$_{8+\delta}$, YBa$_2$Cu$_3$O$_{7-\delta}$, Tl$_2$Ba$_2$CuO$_{6+\delta}$, and HgBa$_2$CuO$_{4+\delta}$, with particular emphasis on the Bi-compound which has been the most extensively studied with single-particle spectroscopies.

Since their discovery [1], the copper-oxide high-$T_c$ superconductors (HTSCs) have become one of the most investigated class of solids [2]. However, despite the intense theoretical and experimental scrutiny, an understanding of the mechanism that leads to superconductivity is still lacking. At the very basic level, what distinguishes the cuprates from the conventional superconductors is the fact that they are doped materials, the highly atomic-like Cu 3$d$ orbitals give rise to strong electron correlations (e.g., the undoped parent compounds are antiferromagnetic Mott-Hubbard-like insulators), and the superconducting elements are weakly-coupled two-dimensional layers (i.e., the celebrated square CuO$_2$ planes). Among the properties that are unique to this class of superconducting materials, in addition to the unprecedented high superconducting $T_c$, the normal state gap or pseudogap is perhaps the most noteworthy. The pseudogap was first detected in the temperature dependence of the spin-lattice relaxation and Knight shift in nuclear magnetic resonance and magnetic susceptibility studies [25]. The Knight shift is proportional to the density of states at the Fermi energy; a gradual depletion was observed below a cross-over temperature $T^*$, revealing the opening of the pseudogap well above $T_c$ on the underdoped side of the HTSC phase diagram (Fig. 6.1). As the estimates based on thermodynamic quantities are less direct than in spectroscopy we will, in the course of this review, mainly concentrate on spectroscopic results; more information on other techniques can be found in the literature [5].

As established by a number of spectroscopic probes, among which primarily angle-resolved photoemission spectroscopy[26, 27], the pseudogap manifests itself as a suppression of the normal-state electronic density of states at $E_F$ exhibiting a momentum dependence reminiscent of a $d_{x^2−y^2}$ functional form. For hole-doped cuprates, it is largest at Fermi momenta close to the antinodal region in the Brillouin zone - i.e. around $(\pi, 0)$ - and vanishes along the nodal direction - i.e. the $(0, 0)$ to $(\pi, \pi)$ line. Note however that, strictly speaking, photoemission and tunneling probe a suppression of spectral weight in the single-particle spectral function, rather than directly of density of states; to address this distinction, which is fundamental in many-body systems and will not be further discussed here, it would be very interesting to investigate the quantitative correspondence between nuclear magnetic resonance and single-particle spectroscopy results. Also, no phase information is available for the pseudogap since, unlike the case of optimally and overdoped HTSCs [28], no phase-sensitive experiments have been reported for the underdoped regime where $T^* \gg T_c$. As for the doping dependence, the pseudogap $T^*$ is much larger than the superconducting $T_c$ in underdoped samples, it smoothly decreases upon increasing the doping, and seems to merge with $T_c$ in the overdoped regime, eventually disappearing together with superconductivity at doping levels larger than $x \sim 0.27$ [9, 10, 5, 16, 13, 14, 11, 7, 8, 19, 6, 23, 12, 15, 17, 18, 20, 21, 22, 24].

In order to elaborate on the connection between pseudogap and high-$T_c$ superconductivity, or in other words between the two energy scales $E_{pg}$ and $E_{sc}$ identified by $T^*$ and $T_c$ respectively, let us start by reminding that in conventional superconductors the onset of superconductivity is accompanied by the opening of a gap at the chemical potential in the one-electron density of states. According to the Bardeen-Cooper-Schrieffer (BCS) theory of superconductivity [29], the gap energy provides a direct measure of the binding energy of the two electrons forming a Cooper pair (the two-particle bosonic entity that characterizes the superconducting state). It therefore came as a great surprise that a gap, i.e. the pseu-
dogap, was observed in the HTSCs not only in the superconducting state as expected from BCS, but also well above \( T_c \). Because of these properties and the hope it might reveal the mechanism for high-temperature superconductivity, the pseudogap phenomenon has been very intensely investigated. However, no general consensus has been reached yet on its origin, its role in the onset of superconductivity itself, and not even on its evolution across the HTSC phase diagram.

As discussed in three recent papers on the subject [12, 15, 17], and here summarized in Fig. 6.1, three different phase diagrams are usually considered with respect to the pseudogap line. While Millis [15] opts for a diagram like in Fig. 6.1a, Cho [17] prefers a situation where the pseudogap line meets the superconducting dome at \( x \simeq 0.16 \) (Fig. 6.1b,c); Norman et al. [12] provide a comprehensive discussion of the three different possibilities. One can summarize some of the key questions surrounding the pseudogap phenomenon and its relevance to high-temperature superconductivity as follows:[12, 15, 17]

1. Which is the correct phase diagram with respect to the pseudogap line?
2. Does the pseudogap connect to the insulator quasiparticle spectrum?
3. Is the pseudogap the result of some one-particle band structure effect?
4. Or, alternatively, is it a signature of a two-particle pairing interaction?
5. Is there a true order parameter defining the existence of a pseudogap phase?
6. Do the pseudogap and a separate superconducting gap coexist below \( T_c \)?
7. Is the pseudogap a necessary ingredient for high-\( T_c \) superconductivity?

![Figure 6.1](image)

Figure 6.1: Various scenarios for the interplay of pseudogap (blue dashed line) and superconductivity (red solid line) in the temperature-doping phase diagram of the HTSCs. While in (a) the pseudogap merges gradually with the superconducting gap in the strongly overdoped region, in (b) and (c) the pseudogap lines intersects the superconducting dome at about optimal doping (i.e., maximum \( T_c \)). In most descriptions, the pseudogap line is identified with a crossover with a characteristic temperature \( T_* \) rather than a phase transition; while at all dopings \( T_* > T_c \) in (a), beyond optimal doping \( T_* < T_c \) in (b) and \( T_* \) does not even exist in (c). Adapted from Ref.[12].
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Figure 6.2: Pseudogap \( (E_{pg} = 2\Delta_{pg}) \) and superconducting \( (E_{sc} \sim 5k_BT_c) \) energy scales for a number of HTSCs with \( T_{c_{\text{max}}} \sim 95 \text{K} \) (Bi2212, Y123, Tl2201, and Hg1201). The datapoints were obtained, as a function of hole doping \( x \), by angle-resolved photoemission spectroscopy (ARPES), tunneling (STM, SIN, SIS), Andreev reflection (AR), Raman scattering (RS), and heat conductivity (HC). On the same plot we are also including the energy \( \Omega_r \) of the magnetic resonance mode measured by inelastic neutron scattering (INS), which we identify with \( E_{sc} \) because of the striking quantitative correspondence as a function of \( T_c \). The data fall on two universal curves given by \( E_{pg} = E_{pg_{\text{max}}}(0.27 - x)/0.22 \) and \( E_{sc} = E_{sc_{\text{max}}}[1 - 82.6(0.16 - x)^2] \), with \( E_{pg_{\text{max}}} = E_{pg}(x = 0.05) = 152 \pm 8 \text{meV} \) and \( E_{sc_{\text{max}}} = E_{sc}(x = 0.16) = 42 \pm 2 \text{meV} \) (the statistical errors refer to the fit of the selected datapoints; however, the spread of all available data would be more appropriately described by \( \pm 20 \) and \( \pm 10 \text{meV} \), respectively).

In this communication we will revisit some of these questions, with specific emphasis on the one- vs. two-gap debate. Recently, this latter aspect of the HTSCs has been discussed in great detail by Goss Levi [30], in particular based on scanning-tunneling microscopy data from various groups [31, 32, 33]. Here we will expand this discussion to include the plethora of experimental results available from a wide variety of techniques. We will show that one fundamental and robust conclusion can be drawn: the HTSC phase diagram is dominated by two energy scales, the superconducting transition temperature \( T_c \) and the pseudogap crossover temperature \( T^* \), which converge to the very same critical point at the end of the superconducting dome. Establishing whether this phenomenology can be conclusively described in terms of a coexisting two-gap scenario, and what the precise nature of the gaps would be, will require a more definite understanding of the quantities measured by
Table 6.1: Pseudogap $E_{pg}$ and superconducting $E_{sc}$ energy scales (2$\Delta$) as inferred, for optimally doped Bi2212, from different techniques and experiments. Abbreviations are given in the main text, while the original references are listed.

<table>
<thead>
<tr>
<th>Experiment</th>
<th>Energy $E_{pg}$</th>
<th>meV</th>
<th>Ref.</th>
</tr>
</thead>
<tbody>
<tr>
<td>ARPES - (\pi,0) peak</td>
<td>$E_{pg}$</td>
<td>80</td>
<td>[34, 35]</td>
</tr>
<tr>
<td>Tunneling - STM</td>
<td>$E_{pg}$</td>
<td>70</td>
<td>[18, 36]</td>
</tr>
<tr>
<td>Tunneling - SIN</td>
<td>$E_{pg}$</td>
<td>85</td>
<td>[37]</td>
</tr>
<tr>
<td>Tunneling - SIS</td>
<td>$E_{pg}$</td>
<td>75</td>
<td>[38, 39]</td>
</tr>
<tr>
<td>Raman - $B_{1g}$</td>
<td>$E_{pg}$</td>
<td>65</td>
<td>[40]</td>
</tr>
<tr>
<td>Electrodynamics</td>
<td>$E_{pg}$</td>
<td>80</td>
<td>[5, 41]</td>
</tr>
<tr>
<td>Neutron - ($\pi,\pi$) $\Omega_r$</td>
<td>$E_{sc}$</td>
<td>40</td>
<td>[42]</td>
</tr>
<tr>
<td>Raman - $B_{2g}$</td>
<td>$E_{sc}$</td>
<td>45</td>
<td>[40]</td>
</tr>
<tr>
<td>Andreev</td>
<td>$E_{sc}$</td>
<td>45</td>
<td>[43]</td>
</tr>
<tr>
<td>SIS - dip</td>
<td>$E_{sc}$</td>
<td>40</td>
<td>[39]</td>
</tr>
</tbody>
</table>

the various probes.

**Emerging phenomenology**

The literature on the HTSC superconducting gap and/or pseudogap is very extensive and still growing. In this situation it seems interesting to go over the largest amount of data obtained from as many experimental techniques as possible, and look for any possible systematic behavior that could be identified. This is the primary goal of this focused review. We want to emphasize right from the start that we are not aiming at providing exact quantitative estimates of superconducting and pseudogap energy scales for any specific compound or any given doping. Rather, we want to identify the general phenomenological picture emerging from the whole body of available experimental data [9, 5, 16, 13, 18, 44, 45, 38, 39, 46, 37, 36, 47, 48, 49, 50, 51, 52, 40, 53, 35, 54, 55, 56, 57, 58, 59, 60, 61, 62, 63, 34, 64, 65, 66, 67, 41, 42, 68, 69, 70, 71, 43, 72].

In the following, we will consider some of the most direct probes of low-energy, electronic excitations and spectral gaps, such as angle-resolved photoemission (ARPES), scanning tunneling microscopy (STM), superconductor/insulator/normal-metal (SIN) and superconductor/insulator/superconductor (SIS) tunneling, Andreev reflection tunneling (AR), and Raman scattering (RS), as well as less conventional probes such as heat conductivity (HC) and inelastic neutron scattering (INS). The emphasis in this review will be on spectroscopic data because of their more direct interpretative significance; however, these will be checked against thermodynamic/transport data whenever possible. With respect to the spectroscopic data, it will be important to differentiate between single-particle probes such as ARPES and STM, which directly measure the one-electron excitation energy $\Delta$ with respect to the chemical potential (on both side of $E_F$ in STM), and two-particle probes
such as Raman and inelastic neutron scattering, which instead provide information on the particle-hole excitation energy $2\Delta$. Note that the values reported here are those for the ‘full gap’ $2\Delta$ (associated with either $E_{sc}$ or $E_{pg}$), while frequently only half the gap $\Delta$ is given for instance in the ARPES literature. In doing so one implicitly assumes that the chemical potential lies half-way between the lowest-energy single-electron removal and addition states; this might not necessarily be correct but appears to be supported by the direct comparison between ARPES and STM/Raman results. A more detailed discussion of the quantities measured by the different experiments and their interpretation will be provided in the following subsections. Here we would like to point out that studies of $B_{2g}$ and $B_{1g}$ Raman intensity [19, 52, 40], heat conductivity of nodal quasiparticles [70, 71], and neutron magnetic resonance energy $\Omega_r$ [42], do show remarkable agreement with superconducting or pseudogap energy scales as inferred by single-particle probes, or with the doping dependence of $T_c$ itself. Thus they provide, in our opinion, an additional estimate of $E_{sc}$ and

![Figure 6.3: Pseudogap $E_{pg}$ and superconducting $E_{sc}$ energy scales ($2\Delta$) as estimated, by a number of probes and for different compounds, in one single experiment on the very same sample. These data provide direct evidence of for the simultaneous presence of two energy scales, possibly two spectral gaps, coexisting in the superconducting state. The superconducting and pseudogap lines are defined as in Fig. 6.2.](image-url)
As for the choice of the specific compounds to include in our analysis, we decided to focus on those HTSCs exhibiting a similar value of the maximum superconducting transition temperature $T_{c,\text{max}}$, as achieved at optimal doping, so that the data could be quantitatively compared without any rescaling. We have therefore selected Bi$_2$Sr$_2$CaCu$_2$O$_{8+\delta}$ (Bi2212), YBa$_2$Cu$_3$O$_{7-\delta}$ (Y123), Tl$_2$Ba$_2$CuO$_{6+\delta}$ (Tl2201), and HgBa$_2$CuO$_{4+\delta}$ (Hg1201), which have been extensively investigated and are all characterized by $T_{c,\text{max}} \sim 95$ K [73] (with particular emphasis on Bi2212, for which the most extensive set of single-particle spectroscopy data is available). It should also be noted that while Bi2212 and Y123 are ‘bilayer’ systems, i.e. their crystal structure contains as a key structural element sets of two adjacent CuO$_2$ layers, Tl2201 and Hg1201 are structurally simpler single CuO$_2$-layer materials. Therefore, this choice of compounds ensures that our conclusions are generic to all HTSCs with a similar $T_c$, independent of the number of CuO$_2$ layers.

A compilation of experimental results for the magnitude of pseudogap ($E_{pg} = 2\Delta_{pg}$) and superconducting ($E_{sc} \sim 5k_BT_c$) energy scales, as a function of carrier doping $x$, is presented in Fig. 6.2 (only some representative datapoints are shown, such as not to overload the figure; similar compilations were obtained also by a number of other authors) [9, 5, 16, 13, 52, 57, 60, 42, 70, 43, 74, 75]. The data for these HTSCs with comparable $T_{c,\text{max}} \sim 95$ K fall on two universal curves: a straight line for the pseudogap energy $E_{pg} = 2\Delta_{pg}$, and a parabola for the superconducting energy scale $E_{sc} \sim 5k_BT_c$. The two curves converge to the same $x \sim 0.27$ critical point at the end of the superconducting dome, similar to the cartoon of Fig. 6.1a. In order to summarize the situation with respect to quantitative estimates of $E_{pg}$ and $E_{sc}$, we have listed in Table 6.1 the values as determined by the different experimental techniques on optimally doped Bi2212 (with $T_c$ ranging from 90 to 95 K). While one obtains from this compilation the average values of $E_{pg} \approx 76$ meV and $E_{sc} \approx 41$ meV at optimal doping, the numbers do scatter considerably. Note also that these numbers differ slightly from those given in relation to the parabolic and straight lines in Fig. 6.2 (e.g., $E_{sc,\text{max}} = 42$ meV) because the latter were inferred from a fitting of superconducting and pseudogap data over the whole doping range, while those in Table 6.1 were deduced from results for optimally doped Bi2212 only. It is also possible to plot the pseudogap $E_{pg}$ and superconducting $E_{sc}$ energy scales as estimated simultaneously in one single experiment on the very same sample. This is done in Fig. 6.3 for Raman, tunneling, and ARPES results from Bi2212 and Hg1201, which provide evidence for the presence of two energy scales, or possibly two spectral gaps as we will discuss in greater detail below, coexisting over the whole superconducting dome.

Angle-resolved photoemission

The most extensive investigation of excitation gaps in HTSCs has arguably been done by ARPES [9, 10, 26, 27, 35, 54, 55, 56, 57, 76, 77, 78, 79, 80, 58, 59, 60, 61, 62, 63, 34, 64, 65, 66]. This technique provides direct access to the one-electron removal spectrum of the many-body system; it allows, for instance in the case of a BCS superconductor [29], to measure the momentum dependence of the absolute value of the pairing amplitude $2\Delta$ via the excitation gap $\Delta$ observed for single-electron removal energies, again assuming $E_F$ to be located halfway in the gap [9, 10]. This is the same in some tunneling experiments such as STM,
which however do not provide direct momentum resolution but measure on both side of $E_F$ [18]. The gap magnitude is usually inferred from the ARPES spectra from along the normal-state Fermi surface in the antinodal region, where the $d$-wave gap is largest; it is estimated from the shift to high-binding energy of the quasiparticle spectral weight relative to the Fermi energy. With this approach only one gap is observed below a temperature scale that smoothly evolves from the so-called pseudogap temperature $T^*$ in the underdoped regime, to the superconducting $T_c$ on the overdoped side. We identify this gap with the pseudogap energy scale $E_{pg} = 2\Delta_{pg}$. This is also in agreement with recent investigations of the near-nodal ARPES spectra from single and double layer Bi-cuprates [57, 76, 77], which further previous studies of the underdoped cuprates’ Fermi arc phenomenology [78, 79, 80]. From the detailed momentum dependence of the excitation gap along the Fermi surface contour, and the different temperature trends observed in nodal and antinodal regions, these studies suggest the coexistence of two distinct spectral gap components over the whole superconducting dome: superconducting gap and pseudogap, dominating the response in the nodal and antinodal regions respectively, which would eventually collapse to one single energy scale in the very overdoped regime.

### Tunneling

The HTSCs have been investigated by a wide variety of tunneling techniques [13, 18, 44, 45, 38, 39, 46, 37, 36, 47, 48, 49, 50, 51], such as SIN [38, 51], SIS [38, 39, 37], STM [18, 46, 36], intrinsic tunneling [47, 48, 49, 50] and Andreev reflection, which is also a tunneling experiment but involves two-particle rather than single-particle tunneling (in principle, very much like SIS) [13, 43, 72]. All of these techniques, exception made for intrinsic tunneling [81], are here represented either in the figures or table.

Similar to what was discussed for ARPES at the antinodes, there are many STM studies that report a pseudogap $E_{pg}$ smoothly evolving into $E_{sc}$ upon overdoping [18, 31]. In addition, a very recent temperature-dependent study of overdoped single-layer Bi-cuprate detected two coexisting, yet clearly distinct, energy scales in a single STM experiment [32]. In particular, while the pseudogap was clearly discernible in the differential conductance exhibiting the usual large spatial modulation, the evidence for a spatially-uniform superconducting gap was obtained by normalizing the low-temperature spectra by those just above $T_c \approx 15$ K. These values have not been included in Fig. 6.2 and 6.3 because $T_c \ll 95$ K; however, this study arguably provides the most direct evidence for the coexistence of two distinct excitation gaps in the HTSCs.

One can regard Andreev reflection (pair creation in addition to a hole) as the inverse of a two-particle scattering experiment such as Raman or INS. A different view is also possible: SIN tunneling goes over to AR if the insulator layer gets thinner and thinner [13]; thus a SIN tunneling, as also STM, should give the same result as AR. However while SIN and STM measure the pseudogap, AR appears to be sensitive to the superconducting energy scale $E_{sc}$ (Fig. 6.2). We can only conjecture that this has to do with the tunneling mechanisms being actually different.

SIS tunneling experiments [39] find $E_{pg}/E_{sc} \gtrsim 1$ for Bi2212 at all doping levels. There are however some open questions concerning the interpretation of the SIS experiments.
This technique, which exploits Josephson tunneling, measures pair spectra; the magnitude of $E_{pg}$ can readily be obtained from the most pronounced features in the spectra [39]. The signal related to $E_{sc}$ is seen as a ‘sideband’ on the $E_{pg}$ features; it seems not obvious why, if the $E_{sc}$ signal did originate from a state of paired electrons, it would not show up more explicitly.

**Raman scattering**

Light scattering measures a two-particle excitation spectrum providing direct insights on the total energy needed to break up a two-particle bound state or remove a pair from a condensate. Raman experiments can probe both superconducting and pseudogap energy scales, if one interprets the polarization dependent scattering intensity in terms of different momentum averages of the $d$-wave-like gap functions: one peaked at $(\pi,0)$ in $B_{1g}$ geometry, and thus more sensitive to the larger $E_{pg}$ which dominates this region of momentum space; the other at $(\pi/2,\pi/2)$ in $B_{2g}$ geometry, and provides an estimate of the slope of the gap function about the nodes, $\frac{1}{\hbar} \frac{\partial \Delta}{\partial k} \big|_n$, which is more sensitive to the arguably steeper functional dependence of $E_{sc}$ out of the nodes [19, 52, 40, 53]. One should note however that the signal is often riding on a high background, which might result in a considerable error and data scattering. At a more fundamental level, while the experiments in the antinodal geometry allow a straightforward determination of the gap magnitude $E_{pg}$, the nodal results need a numerical analysis involving a normalization of the Raman response function over the whole Brillouin zone, a procedure based on a low-energy $B_{2g}$ sum rule (although also the $B_{2g}$ peak position leads to similar conclusions) [52]. This is because a $B_{2g}$ Raman experiment is somewhat sensitive also to the gap in the antinodal direction, where it picks up in particular the contribution from the larger pseudogap.

**Inelastic neutron scattering**

Inelastic neutron scattering experiments have detected the so-called $q = (\pi,\pi)$ resonant magnetic mode in all of the $T_c \approx 95$ K HTSCs considered here [16]. This resonance is proposed by some to be a truly collective magnetic mode that, much in the same way as phonons mediate superconductivity in the conventional BCS superconductors, might constitute the bosonic excitation mediating superconductivity in the HTSCs. The total measured intensity, however, amounts to only a small portion of what is expected based on the sum rule for the magnetic scattering from a spin 1/2 system [16, 8, 24, 42, 68, 69]; this weakness of the magnetic response should be part of the considerations in the modeling of magnetic-resonance mediated high-$T_c$ superconductivity. Alternatively, its detection below $T_c$ might be a mere consequence of the onset of superconductivity and of the corresponding suppression of quasiparticle scattering. Independently of the precise interpretation, the INS data reproduced in Fig. 6.2 show that the magnetic resonance energy $\Omega_r$ tracks very closely, over the whole superconducting dome, the superconducting energy scale $E_{sc} \sim 5k_B T_c$ [similar behavior is observed, in the underdoped regime, also for the spin-gap at the incommensurate momentum transfer $(\pi,\pi \pm \delta)$][82]. Remarkable is also the correspondence between the energy of the magnetic resonance and that of the $B_{2g}$ Raman peak. *Note that while the $q = (\pi,\pi)$ momentum transfer observed for the magnetic resonance in INS is a key ingredient*
of most proposed HTSC descriptions, Raman scattering is a $q = 0$ probe. It seems that understanding the connection between Raman and INS might reveal very important clues.

### Heat conductivity

Heat conductivity data from Y123 and Tl2201 fall on to the pseudogap line. This is a somewhat puzzling result because they have been measured at very low temperatures, well into the superconducting state, and should in principle provide a measure of both gaps together if these were indeed coexisting below $T_c$. However, similar to the $B_{2g}$ Raman scattering, these experiments are only sensitive to the slope of the gap function along the Fermi surface at the nodes, $\frac{1}{\hbar} \frac{\partial \Delta}{\partial k_n}$; the gap itself is determined through an extrapolation procedure in which only one gap was assumed. The fact that the gap values, especially for Y123, come out on the high side of the pseudogap line may be an indication that an analysis with two coexisting gaps might be more appropriate.

### Outlook & conclusion

The data in Fig. 6.2 and 6.3 demonstrate that there are two coexisting energy scales in the HTSCs: one associated with the superconducting $T_c$ and the other, as inferred primarily from the antinodal region properties, with the pseudogap $T^*$. The next most critical step is that of addressing the subtle questions concerning the nature of these energy scales and the significance of the emerging two-gap phenomenology towards the development of a microscopic description of high-$T_c$ superconductivity.

As for the pseudogap, which grows upon underdoping, it seems natural to seek a connection to the physics of the insulating parent compound. Indeed, it has been pointed out that this higher energy scale might smoothly evolve, upon underdoping, into the quasiparticle dispersion observed by ARPES in the undoped antiferromagnetic insulator [83, 84]. At zero doping the dispersion and quasiparticle weight in the single-hole spectral function as seen by ARPES can be very well explained in terms of a self-consistent Born approximation [85], as well as in the diagrammatic quantum Monte Carlo [86] solution to the so called $t$-$t'$-$t''$-$J$ model. In this model, as in the experiment [83, 84], the energy difference between the top of the valence band at $(\pi/2, \pi/2)$ and the antinodal region at $(\pi, 0)$ is a gap due to the quasiparticle dispersion of about $250 \pm 30$ meV. Note that this would be a single-particle gap $\Delta$. For the direct comparison with the pseudogap data in Fig. 6.2, we would have to consider $2\Delta \sim 500$ meV; this however is much larger than the $x = 0$ extrapolated pseudogap value of 186 meV found from our analysis across the phase diagram. Thus there seem to be an important disconnection between the finite doping pseudogap and the zero-doping quasiparticle dispersion.

The fact that the pseudogap measured in ARPES and SIN experiments is only half the size of the gap in SIS, STM, $B_{1g}$ Raman, and heat conductivity measurements, points to a pairing gap. So, although the origin of the pseudogap at finite doping remains uncertain, we are of the opinion that it most likely reflects a pairing energy of some sort. To this end, the trend in Fig. 6.2 brings additional support to the picture discussed by many authors that the reduction in density of state at $T^*$ is associated with the formation of electron
pairs, well above the onset of phase coherence taking place at $T_c$ (see, e.g. Ref. [87] and [88]). The pseudogap energy $E_{pg} = 2\Delta_{pg}$ would then be the energy needed to break up a preformed pair. To conclusively address this point, it would be important to study very carefully the temperature-dependence of the $(\pi,0)$ response below $T_c$; any further change with the onset of superconductivity, i.e. an increase of $E_{pg}$ would confirm the two-particle pairing picture, while a lack thereof would suggest a one-particle band structure effect as a more likely interpretation of the pseudogap.

The lower energy scale connected to the superconducting $T_c$ (parabolic curve in Fig. 6.2, 6.3) has already been proposed by many authors to be associated with the condensation energy [87, 89, 90, 88], as well as with the magnetic resonance in INS [91]. One might think of it as the energy needed to take a pair of electrons out of the condensate; however, for a condensate of charged bosons, a description in terms of a collective excitation, such as a plasmon or roton, would be more appropriate [24]. The collective excitation energy would then be related to the superfluid density and in turn to $T_c$. In this sense, this excitation would truly be a two-particle process and should not be measurable by single-particle spectroscopies. Also, if the present interpretation is correct, this excitation would probe predominantly the charge-response of the system; however, there must be a coupling to the spin channel, so as to make this process neutron active (yet not as intense as predicted by the sum rule for pure spin-1/2 magnetic excitations, which is consistent with the small spectral weight observed by INS). As discussed, one aspect that needs to be addressed to validate these conjectures is the surprising correspondence between $q = 0$ and $q = (\pi, \pi)$ excitations, as probed by Raman and INS respectively.

We are thus led to the conclusion that the coexistence of two energy scales is essential for high-$T_c$ superconductivity, with the pseudogap defining the pairing strength and the other, always smaller than the pseudogap, reflecting the superconducting condensation energy. This supports the proposals that the HTSCs can not be considered as classical BCS superconductors, but rather are smoothly evolving from the BEC into the BCS regime [92, 93, 94], as carrier doping is increased from the underdoped to the overdoped side of the phase diagram.
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[81] The most convincing tunneling results showing two coexisting gaps were actually obtained by intrinsic tunneling [47, 48, 49, 50], in particular from Bi$_2$Sr$_2$CuO$_{6+\delta}$ (Bi2201) [48]. However, because this technique suffers from systematic problems [50], and one would anyway have to scale the Bi2201 data because of the lower value of $T_c$ and in turn gap energy scales, these results were not included in Fig. 6.2 or 6.3. Since intrinsic tunneling is in principle a clean SIS experiment which measures pair energies through Josephson tunneling, a refinement of the technique might provide an accurate estimate of both superconducting and pseudogap simultaneously, and is thus highly desirable.


Chapter 7

Conclusions

In this chapter, additional data are presented that were not included in the papers presented in the previous chapters. These data/ideas are intended to provide further explanation, support and fresh perspective to the conclusions reached in the previous chapters. The chapter ends with open questions, speculations and a brief reassessment of the projects.

7.1 Signature of long range antiferromagnetism from XAS

As mentioned in Chapter 1, X-ray linear dichroism (XLD) has proved to be one of the most decisive tool to probe temperature and field dependence of magnetic moments in antiferromagnets where other standard techniques to probe ferromagnetic materials such as X-ray circular dichroism (XCD) fails. This is because XCD is sensitive to the expectation value of the local magnetic moment \( \langle M \rangle \) while XLD is proportional to \( \langle M^2 \rangle \). In addition to be sensitive to long range magnetic order, only recently XLD has been proved to be sensitive to the orientation of magnetic moments [1, 2] and has been established as a direct measure of nearest-neighbor spin-spin correlation function. However, this powerful feature/aspect of XLD has not been explored in case of itinerant systems with dilute magnetic impurities/dopants where the magnetic impurities being far away from each other might be interacting via the non-magnetic/itinerant electrons surrounding them. Signature of such an effect may establish XLD as a technique sensitive to not only nearest-neighbor spin-spin correlation function but also to next-nearest-neighbor spin-spin correlation and so on.

We have shown in Chapter 3 that Mn doped Sr$_3$Ru$_2$O$_7$ goes through a metal-insulator transition to an antiferromagnetic insulating phase at low temperature. Here we want to investigate the signature of this long range order/transition in the x-ray absorption spectra (XAS) that is known to be a local spectroscopic probe. Fig. 7.1(a,c) present temperature-dependent XAS data, limited for simplicity to the \( L_2 \) Mn-edge, from 5 and 20% Mn-doped samples. A pronounced evolution can be observed for the 5% sample, with peaks A and B, respectively, gaining and losing intensity across the phase transition (no dependence was detected between 295 and 80K). The 20% sample shows a much weaker and actually reversed evolution for A and B peaks. Remarkably, this temperature dependence is captured by multiplet calculations with the inclusion of a 1meV exchange (i.e., antiferromagnetic) field. At room temperature [red lines in Fig. 7.1(b,d)], no difference is observed between 5 and 20% Mn, and the lineshape is uniquely determined by the orbital population (in this case, because \( T \gg H^{ex} = 1 \text{meV} \approx 10K \), we are effectively in a non-magnetic ground state). Performing the calculations at lower temperatures, contributions from antiferromagnetic ordering are detected in Fig. 7.1(b,d). The opposite temperature trends observed for the two dopings is reproduced by the inclusion of exchange fields with different orientations.
Figure 7.1: (a,c) Temperature dependent Mn $L_2$-edge XAS spectra measured on 5 and 20% Mn-doped samples with $E \parallel c$. (b,d) Theoretical $L_2$-edge spectra calculated with the inclusion of a 1meV antiferromagnetic exchange field: (b) $H^{ex}$ 30° away from c-axis, $T_{Nee}l = 50K$; (d) $H^{ex} \parallel c$-axis, $T_{Nee}l = 100K$. While no field dependence is observed in the 300K non-magnetic state ($T \gg H^{ex} = 1meV \approx 10K$), a clear effect is seen once the ground state is antiferromagnetic. This demonstrates the extreme sensitivity of XAS and linear dichroism to the onset of antiferromagnetic ordering, that Mn impurities do induce antiferromagnetism in Sr$_3$Ru$_2$O$_7$, and that the field orientation varies progressively from out-of-plane (b) to in-plane (d) upon increasing Mn-doping from 5 to 20%.

As summary of the complete temperature-dependent XAS study of 5, 10, and 20% doped Sr$_3$(Ru$_{1-x}$Mn$_x$)$_2$O$_7$ is presented in Fig. 7.2, where the relative intensity change of A and B peaks $[L^R_2(T)/L^R_2(15)$, see caption for definition] is compared to the electrical resistivity
data of Mathieu et al. [3]. Clearly, a sharp transition is observed in the X-ray linear dichroism data for 5 and 10% Mn, at 50 and 80K respectively, while only a continuous evolution for 20% Mn. Together with the analysis presented in Fig. 7.1 connecting the temperature dependence of the XAS-LD signal to the onset of antiferromagnetic ordering. It is remarkable that temperature dependent XAS data can quantitatively track the trend provided by transport data that probe the long range electronic properties of the system.

### 7.2 Puzzle of the energy gap

Having established the presence of emerging antiferromagnetic correlations around the Mn impurities at low temperature, one might wonder whether the jump observed in the $L_2$ edge reflects an increase in electron scattering, perhaps due to the formation of magnetoelastic polarons, rather than a true full-blown metal-insulator transition. Indeed in Chapter 3
we have shown that the system goes to an unconventional antiferromagnetic phase below the metal-insulator transition. However, a direct look at the energy gap as a function of momentum (energy-momentum resolved map of the Fermi surface) is needed to investigate the origin of the $\mathbf{q} = (\frac{1}{4}, \frac{1}{4}, 0)$ modulated order. With these specific goals in mind, we have performed angle-resolved photoemission spectroscopy (ARPES) experiments on 5 and 10\% Mn doped samples. This technique allows the detection of a gap opening along the normal state Fermi surface of a metal, even in the case of momentum-dependent gaps as the $d$-wave superconducting gap of the high-temperature copper oxides [4]. Fig. 7.3 presents temperature-dependent ARPES data measured on the 5\% Mn-doped sample at different temperatures. In correspondence of the $xy$ band derived Fermi surface crossing indicated in the theoretical Fermi surface plot of Fig. 7.3(a) [5], the leading edge of the spectra pulls back with respect to the chemical potential, upon reducing the temperature below $T_c = 50$K. This allow us to conclude that, across the antiferromagnetic transition, a true excitation gap opens up on the Fermi surface. A similar behavior was also observed at other locations in the Brillouin zone. Thus, the Mn-impurities produce a global effect on the physical properties of the host system.

However, there seems to be a disagreement between the magnitude of the gap obtained from ARPES and optical spectroscopy [3]. Mathieu et al. estimates the gap to be $\sim 200$ meV that is about two orders of magnitude larger than ARPES estimation! This discrepancy can be due to several reasons: the Fermi surface gap can be strongly momentum dependent and we happen to measure at a place where it is particularly small. Although we did not observe strong momentum dependence of the gap, a through investigation is needed. On top of that, ARPES is a surface sensitive technique and hence the gap we are measuring may not reflect the gap in the bulk of the material. Also, the optical spectroscopy data is not particularly unambiguous in the sense that peaks are very broad and that makes it
hard to extract a precise number for the energy shift.

7.3 Random impurities as a probe of spatially inhomogeneous order

As mentioned in Chapter 3, RSXS is an element sensitive technique and at the Mn L edge, the resonance enhanced scattering signal is only coming from the dilute Mn impurities in the sample. This means our model is based on the fact that the spins of the randomly distributed Mn atoms are correlated and can scatter coherently to reflect the underlying order of the Ru-O matrix. We simulated that even a very low concentration of Mn (\(\sim 1\%\)) is enough to give rise to the superlattice peak. For a single domain situation, this can also be shown analytically in the following manner:

\[
F^{Mn}(Q) = \sum_{r_j} f_j(Q) \sum_{R_n} e^{iQ(r_j + R_n)} \times \eta(R_n)
\]

where \(\eta(R_n)\) is a random number that is nonzero only at the Mn impurity sites, \(r_j\) denote the positions of the atoms in the unit cell and \(R_n\) denote the positions of the unit cells. It is important to note that the average number of Mn atoms comes only as a factor in amplitude and hence the total intensity should scale quadratically with the percentage of Mn impurities present in the sample. The model also provides a picture of the doping evolution of the order, described in Chapter 3, and shows that order is visible on the Mn edge even if the Mn atoms are distributed randomly in domains.

Interestingly, the underlying spin order is extremely difficult to observe on the Ru L edge although Ru occupies 95% of the lattice sites, i.e. scattering signal from 5% Mn is much stronger than that of 95% of the Ru! This happens partly due to due to much stronger magnetic moment and scattering cross section of Mn compared to Ru. Also, Mn impurities act as seed for the magnetic islands and the spin order in the RuO environment is more susceptible to disorder due to overlapping regions containing more than two islands (leading to frustration) etc. Overall, this shows the promise of using a “suitable” dilute impurity (with high scattering cross-section, magnetic-moment, orbital polarizability etc) as a “magnifying glass” to induce and detect weak spin/charge/orbital order in the host system that is difficult to access via the majority lattice population. The beauty of this approach is that we can scatter from the impurity and host atoms selectively and hence, the approach is especially suitable for spatially inhomogeneous orders, e.g. vortices, spirals, density wave type of orders etc. For instance, if we have a spiral spin order in Ru with Mn spins are along the \(c\)-axis, we will see different azimuthal angle dependence in Ru and Mn edge.
Figure 7.4: Interpretation of “θ-scans” in two different azimuthal angle geometry of the sample with respect to the scattering plane. At φ = 0° and 90° geometry one probes the order along the c-axis and ab-plane respectively.

7.4 Scattering momentum scans

It is important to distinguish between the two different types of momentum scans presented Chapter 3 since they provide us different kinds of information. The scans presented in Fig. 3.1(b) are commonly known as “θ scans” and that in Fig. 3.1(c) and 3.3(a) are known as “θ − 2θ scans”. Chapter 3 utilizes a combination of these scans in various geometries to probe the dimensionality of the magnetic order in Mn doped Sr$_3$Ru$_2$O$_7$. Fig. 7.4 shows the geometry of the “θ scans” for two different azimuthal (φ) angles. As it can be seen in the figure, we are not doing the $(h, \frac{1}{4}, 0)$, or $(\frac{1}{4}, k, 0)$ scans, instead, for φ = 0° (close to φ = −5° shown in Fig. 3.1(b)), we are doing $(\frac{1}{4}, \frac{1}{4}, l)$ scans and thereby probing c-axis component of the order. On the other hand, for φ = 90°, we are doing $(h, −k, 0)$ scans probing the in-plane (ab) component of the order. Therefore, the FWHM of the scans is directly related to the out of plane and in-plane correlation length, respectively. From, Fig. 3.1(b) we can say that correlation length along the c-axis is much weaker compared to that of the ab-plane. Instead, the scans shown in Fig. 3.2(a) are longitudinal (“θ − 2θ”) scans taken at the same azimuthal position (φ = 90°), which probe the correlation length in the ab-plane. Therefore, the observed difference in the FWHM cannot result from a correlation difference along the c-axis. On the other hand, “θ − 2θ” scans always probe momentum along the surface normal which is [110] in this case, regardless of the azimuthal angle.
7.5 Solitons in a 1D spin chain: effect on momentum scan width

In this section, we would like to investigate the effect of domain wall population (solitons or kinks in the phase [7, 8]) in the width of scattering momentum scans. Fig. 7.5 (a, b, c) compare the momentum scan (“θ − 2θ” scan) width simulations from a 1-dimensional spin chain system; as we go from a chain with 100% sites occupied by Mn impurities to a situation where only 10% sites occupied in a system of spin chains with domains. The calculations were done with spin chains consisting of 64000 sites and, while the average domain size has been fixed to 320 lattice spacing, domain positions were randomly generated and each momentum scan is an average over 200 independent domain selection iterations. One dimensional model has been chosen to reduce calculation time and due to the fact that we only need width and intensity information, i.e. cross-sectional information of the diffraction peaks are enough. In each panel the momentum scans are normalized to the peak intensity to compare the widths. Fig 7.5(a) compares \((\frac{1}{3} + \Delta q, \frac{1}{3} + \Delta q, 0)\) momentum scan intensity profiles from lattices with 100% of the sites contributing to the signal, one without domains (Black) and the other one with domains of the average size of 320 lattice spacing (blue). The huge increase in width in the intensity profile generated from the lattice with domains is clearly noticeable. We can now randomly select 10% sites from the system with domains and generate intensity profile to find out if the peak is still observable. Fig 7.5(b) compares momentum scans generated from the system with domains with 100% lattice sites contributing (Blue) to that of the same system with only 10% randomly selected sites contributing (red) to the signal. Indeed, scattering signal from the system with only 10% sites randomly distributed in domains generates clear superlattice peak. Fig 7.5(c)
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... compares this simulated intensity profile with the experimental momentum scan on 10% doped sample (purple). The same procedure has been followed for the 5% doped case (not shown here) and the experimental momentum scan fits very well with the simulated scan with average domain size of 85 lattice spacing and the summary is that scattered signal from dilute impurities randomly distributed in domains can indeed reflect the underlying electronic order.

7.6 Summary, significance and possibilities: Ruthenates

In Chapter 2 we have shown a mechanism to control the localized impurity (Mn) valence-orbital symmetry via the dimensionality of the delocalized host (Ru-O). Layered material Sr$_3$Ru$_2$O$_7$ has building blocks of Ru-O perovskite structures where each Ru atom is surrounded by a cage made of 6 Oxygens that has more room along the out-of-plane vertical direction ($c$-axis) than the in-plane ($ab$). If we replace a very small fraction (5% or more) of Ru atoms with Mn impurities, Mn takes the unusual valency of 3+ and thereby keeps an extra valence electron to itself. Since the surrounding O cage has more room along the out-of-plane direction, the extra Mn valence electron must occupy the orbital with the out-of-plane symmetry so that it can stay away from the tightly placed in-plane O electrons. We found that due to very two dimensional and delocalized nature of the host Ru-O matrix this Mn valence electron is forced to make the unlikely choice of occupying the orbital of in-place symmetry, as if very 2D environment flattens out the Mn that would normally try to stick out from the plane; just like a rubber blob on the surface of a balloon gets flattened as the balloon is inflated. This dominance of the delocalized 2D environment over localized 3$d$ impurities can be exploited further more by putting even more localized impurities like 4$f$ valence shell atoms, a combination that is very likely to bring designer materials with exotic dimensional interplay.

In Chapter 3 we showed for the first time - both experimentally and theoretically - that one can measure diffraction arising from randomly-distributed dilute impurities; and this even in the presence of differently-aligned ordered domains. This newer way to exploit the element sensitivity of REXS is a breakthrough in the field. It has been here implemented to further our understanding of the metal-insulator transition in Mn doped Sr$_3$Ru$_2$O$_7$ and of the intrinsic nematic fluid behavior of the parent compound; it can be used for a wide variety of other doped systems and transition metal oxides. Neutron scattering can probe magnetic order with site specificity; however, lacking the element specificity, this would not be possible for dilute and randomly distributed impurities.

It should be noted that neutron scattering experiments can detect spin order but cannot detect or confirm the presence of orbital order. The claim of $t_{2g}$ orbital order in Mathieu’s earlier paper is just a speculation. Since this is an interesting suggestion, it deserves a closer look and was among the motivations of our study. We showed that the $(\frac{1}{2}, \frac{1}{2}, 0)$ peak is due to spin order and there is no sign of orbital order, as evidenced by the agreement between the observed azimuthal dependence and a theoretical analysis based on the assumption of pure spin order. We also showed that the spin order is two-dimensional, with possibly up-up-down-down zigzag pattern, and spin direction is along the $c$-axis. Although we could not conclusively establish the precise pattern, we provided circumstantial supporting
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This has a central role in the understanding of the nematic fluid behavior of the parent compound. The temperature dependence of the correlation length revealed that Mn impurities induce spin-ordered islands around them and thereby the metal-insulator transition at low temperatures; in other words, the ordering is triggered by the impurities and not by the majority Ru atoms. At the same time, the Mn-concentration independence of the forbidden superlattice diffraction peak points at an intrinsic instability of the parent compound. This information could only be found by probing randomly distributed Mn impurities separately from Ru, which is only possible by means of an element sensitive probe like REXS. We found the length scales and doping dependence of the separated phases. This is very important for the percolation driven inhomogeneous metal-insulator transitions, which are common in many correlated oxide systems. For example, the exact length scales of the insulating/metallic island are still controversial in important classes of materials such as the manganites [9].

Based on our work we can make few speculations that are tabulated below. From the continuous rise of the correlations length as the temperature is lowered below \( T_c \), we can state that the ordered insulating islands of the average size \( 4 \times 4 \) first appears at \( T_c \) and their spatial size grows as the temperature is lowered below \( T_c \). This also implies that the ordered islands start to form around Mn at a certain temp above \( T_c \), say at a temperature \( T^* \) (regardless of the doping concentration) and the spatial extent grow as we lower the temperature and at \( T_c \) the average size becomes \( 4 \times 4 \). In the dilute limit of 5%, these islands eventually get connected (at \( T_c \)) and form bigger ordered insulating clusters that eventually block all the metallic paths in the \( ab \)-plane, i.e. percolation threshold appears at \( T_c \). This can already answer few important remaining questions:

1. **Why does the metal-insulator transition (MIT) appears first at 5\% doping concentration?**

   As we mentioned in the paper, 5\% is the percolation threshold for a \( 4 \times 4 \) insulating island (this particular size appears at \( T_c \sim 40 \)K for 5\%). For 2.5\% (that doesn’t show any MIT at any temperature) it is possible that these islands are never big enough to reach the percolation threshold. This sets the limit for the maximum size of the insulating islands.

2. **Why does \( T_c \) increase as we go to higher doping level (\( T_c \) for 5\% and 10\% are \( \sim 40 \)K and 70K)?**

   It takes smaller insulating island size to reach the percolation threshold for higher doping.

3. **What is the origin of the non-monotonic temperature dependence of the diffraction peak intensity?**

   We assume that the insulating islands keep growing, even after forming bigger clusters. As the temperature is lowered below \( T_c \), there should not be any problem in the interior region of the ordered clusters. However, the phase of the order for each of these clusters are already locked and when the edges of the clusters overlap there will be frustration and order will be destroyed in those overlap region. May be this is why
we see the non-monotonic temp dependence of the diffraction peak intensity. Also, the low-dimensionality of the proposed spin pattern can play a role in the down turn of the intensity.

The key unresolved issues are the following:

1. Where does the extra hole go?

Form our XAS studies we found that when a Ru is replaced by dilute Mn impurities, the valence of the Mn atoms are 3+ instead of the 4+ valence of the host atoms. This means each Mn atoms are donating a hole to the system. It is a question of fundamental interest that where this hole goes. There are several possibilities. The hole can go to one of the neighboring Ru site and make the Ru 5+. Alternatively, it can be shared by the four oxygen atoms surrounding the Mn site, forming a Zhang-Rice singlet [6] type of scenario. An element selective technique sensitive to screened and unscreened carriers in the system, e.g. core level photoemission spectroscopy can help to answer this fundamental question.

2. Why do we have $(\frac{1}{4}, \frac{1}{4}, 0)$ instability in the parent compound? Are there other magnetic instabilities?

A systematic ARPES study on Sr$_3$Ru$_2$O$_7$ doped by various magnetic impurities may shed light on this problem. It is possible that there exist a $\mathbf{q} = (\frac{1}{4}, \frac{1}{4}, 0)$ nesting vector in these compound and ARPES is the perfect tool to investigate this possibility. Also momentum dependent susceptibility calculations are needed to have a complete map of the existing magnetic instabilities.

7.7 Summary, significance and possibilities: YBCO

Our ARPES work on YBa$_2$Cu$_3$O$_{6.5}$ showed that due to the presence of polar surfaces there is electronic reconstruction on the surface of a cleaved sample. Since ARPES probes only the first few surface monolayers of a system, ARPES has always been probing this charge reconstructed surface and not the bulk electronic properties. We have devised a novel technique that allows us to control the surface doping level in situ by evaporating Potassium (K) on the YBCO surface. We showed that K tunes the surface doping level by donating electrons and thereby let us continuously tune the surface doping level throughout the phase diagram. The beauty of this approach is that we can use a single experimental technique to probe a single piece of sample giving us momentum dependent information covering the whole phase diagram. Our measurements on YBa$_2$Cu$_3$O$_{6.5}$ does show clear gap opening up as a function of potassium (K) deposition around the $(\pi, 0)$ point. However, this particular study cannot determine the nature of this gap apart from the fact that the $2\times$gap-value falls on the pseudogap line shown in Chapter 6, Fig. 6.2, giving support to our claim that ARPES can only probe the pseudogap. Also, our results reveal clear Fermi arcs in YBa$_2$Cu$_3$O$_{6.5}$ and opened up a unique opportunity to investigate the lack of the outer side of the pockets, where the electron-removal spectral weight is expected to be vanishingly small because of the strong drop in the quasiparticle coherence.
Overall, the ability to continuously tune the doping level of a cuprate surface and thereby letting ARPES to reliably deliver momentum resolved data has opened up exciting possibilities to shed new light on the origin and interplay of the pseudogap and the superconducting gap. For instance, as it has been suggested in the paper, by depositing K, one may be able to make electron doped cuprate starting from a hole doped bulk crystal. Also, the technique may be applied to other compounds with polar surfaces or applied to charge neutral surfaces to make them polar. These possibilities to tailor surfaces with specific charge content may provide insights about the physics of polar surfaces in general.

This work has, of course, generated important questions and thereby possibilities to do more. Some of these questions and possibilities are discussed below:

1. The approach of continuous control of the doping level of YBCO with K deposition can shed light on an important but unresolved issue in cuprate physics in general, namely the absence of apical oxygen in electron doped cuprates. So far, all the electron doped cuprates discovered has no apical oxygen site and this had led to the conjecture that absence of apical oxygen is a necessity for this class of materials. If it is possible to dope YBCO to the extreme that it crosses the zero doping line to the regime of electron doping, one may be able to disprove the conjecture regarding the absence of apical oxygen, since YBCO does contain apical oxygens.

2. How do the K impurities distributed over the surface of YBCO? Do they form any ordered pattern structurally? Spatially resolved probe like Scanning Tunneling Microscope (STM) with can answer this.

3. Do the K impurities induce any surface magnetism on YBCO, just like magnetism induced by charge reconstruction in oxide interfaces? Resonant elastic X-ray scattering on YBCO surface can shed light on this issue.

4. How do the K impurities affect the the layers just below the surface layer, i.e. change in the electronic structure as a function of c-axis thickness?

5. Does other types of cation than K, e.g. Na, has the same effect on polar surfaces of YBCO?

6. How K and other cations affect polar surface in general, e.g. on LSCO \((La_{2-x}Sr_xCuO_4)\) or surfaces of oxides like \(LaAlO_3\) that has alternating charged planes similar to YBCO. In case of LSCO, STM or STS experiments has failed on cleaved sample surface. This is believed to be connected to the charge instability/reconstruction arising from the fact that both the \(CuO_2\) and \(La_{1-x}\Sigma\)\(Sr_x\)\(O\) are polar with charge \(-2-x\) and \(1-x/2\) respectively. Hence, applying cations like K on LSCO might be particularly interesting.

7. Can we think of interfaces like hole doped YBCO and an electron doped HTCS? For instance, how would a YBCO/NCCO \((Nd_{2-x}Ce_xCuO_4)\) interface behave?

8. Where does this cation doping effect breaks down? It has been suggested in Chapter 5 that one may be able to electron dope a low hole doped YBCO to enter the electron
dope side of the phase diagram. This possibility needs to be checked and the exact limitations of this approach need to be found.
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