Abstract

This thesis presents experimentally verified optimal feedrate generation and high performance precision control algorithms developed for 5-axis machine tools.

A feedrate scheduling algorithm has been introduced to minimize the cycle time for 5-axis machining of curved tool-paths. The variation of the feed along the tool-path is expressed in a cubic B-spline form as a function of the arc displacement. The velocity, acceleration and jerk limits of the five axis drives are considered in finding the most optimal feed along the tool-path to ensure smooth and linear operation of the servo drives with minimal tracking error. Improvement in the productivity and linear operation of the drives are demonstrated through 5-axis experiments.

In an effort to design an accurate contour controller, analytical models are developed to estimate the contour errors during simultaneous 5-axis machining. Two types of contouring errors are defined by considering the normal deviation of tool tip from the reference path, and the normal deviation of the tool axis orientation from the reference orientation trajectory. A novel multi-input-multi-output sliding mode controller is introduced to directly minimize the tool tip and tool orientation errors, i.e. the contouring errors, along the 5-axis tool-paths. The stability of the control scheme is proven analytically, and the effectiveness of this new control strategy has been demonstrated experimentally.

An identification technique for identifying the closed loop transfer function of machine tool feed drives has been introduced. The drive system is identified in closed loop, including the feed drive mechanism, motor amplifier, and the control law. A short Numerical Control Program is used for exciting the axis dynamics without interfering
with the servo control loop. A generalized drive model is utilized to capture the key
dynamics of the drive systems, while guaranteeing the stability of the identified model
dynamics by solving a constrained optimization problem.

Methods developed in this thesis have been evaluated on a table tilting 5-axis ma-
ching center. Their application to other 5-axis machines would require modeling of the
kinematic chain and the drive dynamics to be considered in the control law design and
trajectory generation.
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Nomenclature

\[X, Y, Z, A, C, (B)\]

Five-axis CNC machine tool axis variables

\[x, y, z, a, c, (b)\]

Five-axis CNC machine tool axis position, x,y,z [mm], a,c,(b) [rad].

\[s\]

Path displacement along the spline tool-path [mm]

\[\dot{s}, \ddot{s}, \dddot{s}\]

Tangential velocity (feed), acceleration and jerk profiles as a function of the path displacement along the path.

\[f_i\]

Feed at B-spline control points

\[P = [P_x, P_y, P_z]^T\]

Tool tip position vector and scalar components [mm]

\[O = [O_x, O_y, O_z]^T\]

Unit tool axis orientation vector and its principal components in x,y,z directions

\[R = [P_x, P_y, P_z, O_x, O_y, O_z]^T\]

Tool motion interpolation vector function and its scalar components (in the workpiece coordinates)

\[Q = [x, y, z, a, c, (b)]^T\]

Axis position interpolation vector function and its five scalar components

\[\dot{Q}_{5x1}, \ddot{Q}_{5x1}, \dddot{Q}_{5x1}\]

Vectors containing the axis velocity, acceleration and jerk profiles

\[Q_s = [x_s, y_s, z_s, a_s, c_s]^T, \]

Vectors containing the first, second and third derivatives of axis positions with respect to s

\[Q_{ss} = [x_{ss}, y_{ss}, z_{ss}, a_{ss}, c_{ss}]^T, \]

\[Q_{sss} = [x_{sss}, y_{sss}, z_{sss}, a_{sss}, c_{sss}]^T\]
\( u \) \hspace{1cm} \text{Spline parameter}

\( \mathbf{u} \) \hspace{1cm} \text{Knot vector of the B-spline tool-path.}

\( \mathbf{x} = [P_x, P_y, P_z, a, c]^T \) \hspace{1cm} \text{Tool pose vector}

\( \mathbf{x}_{\text{ref}} = [P_{x, \text{ref}}, P_{y, \text{ref}}, P_{z, \text{ref}}, a_{\text{ref}}, c_{\text{ref}}]^T \) \hspace{1cm} \text{Reference tool pose vector}

\( \mathbf{e} = [e_{px}, e_{py}, e_{pz}, e_a, e_c]^T \) \hspace{1cm} \text{Tool pose tracking error vector in workpiece frame}

\( \mathbf{e}_r = [e_r, e_a, e_b, e_a, e_c]^T \) \hspace{1cm} \text{Tracking error vector in the Frenet Frame}

\( \mathbf{e}_r \) \hspace{1cm} \text{Rotary drive tracking error vector}

\( \mathbf{e}_o \) \hspace{1cm} \text{Tool orientation tracking vector in spherical coordinates}

\( \mathbf{F} \) \hspace{1cm} \text{Frenet frame transformation matrix}

\( \mathbf{J}, \mathbf{J}_o \) \hspace{1cm} \text{Jacobian matrix, orientation jacobian}

\( \mathbf{e} \) \hspace{1cm} \text{Contour error vector in cartesian coordinates}

\( \mathbf{e}_o \) \hspace{1cm} \text{Contour error vector in spherical coordinates}

\( \mathbf{e}_R \) \hspace{1cm} \text{Contour error vector in rotary drive coordinates}

\( \mathbf{\omega} \) \hspace{1cm} \text{Angular velocity of the tool axis}

\( \mathbf{v} \) \hspace{1cm} \text{Velocity vector of the drives}

\( C_I, C_P, C_D \) \hspace{1cm} \text{Integral, proportional and derivative gains}

\( S \) \hspace{1cm} \text{Sliding surface}

\( K_s \) \hspace{1cm} \text{Diagonal feedback gain matrix}

\( V \) \hspace{1cm} \text{Lyapunov function}
\( \hat{d} \)  
Estimated disturbance

\( \kappa \)  
Diagonal gain matrix

\( \zeta, \omega_n \)  
Damping ratio and natural frequency

\( W \)  
Diagonal weight matrix

\( \sigma_i = [\sigma_{i,1}, \sigma_{i,2}, \ldots, \sigma_{i,D}]^T \)  
Optimization particles

\( v_i = [v_{i,1}, v_{i,2}, \ldots, v_{i,D}]^T \)  
Velocity vector of the particles

CNC  
Computer numerical control

CAD  
Computer aided drawing

CAM  
Computer aided manufacturing

B-spline  
Bezier spline

NURBS  
Non-uniform rational B-spline

PI  
Proportional integral controller

PID  
Proportional integral derivative controller

SMC  
Sliding mode controller

SISO  
Single-input-single-output

MIMO  
Multi-input-multi-output

PSO  
Particle swarm optimization

LS  
Least squares
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1. Introduction

The ongoing and increasing demands for productivity and quality improvements in manufacturing processes have focused the attention of the machine tool community on high speed machining (HSM). HSM requires multi-axis machine tools to have high feedrate and acceleration capabilities and still maintain micron positioning accuracy. At the same time, part geometries have become increasingly complex. Free-form sculptured surfaces are widely used in die and mold machining, especially in automotive and aerospace industries where manufacturers are requiring high speed machining of parts. High speed machining of free-form surfaces with continuously changing curvatures and deep cavities can only be performed on the recently developed 5-axis computer numerical controlled (CNC) machines. The multi-axis machine tools have a non-orthogonal kinematic structure, and accommodate the continuous change of the tool orientation that is necessary to follow complex surface contours. Achieving the desired high speed feed motion accurately on 5-axis machine tools requires a significant amount of effort to be
dedicated to motion planning and control law development.

A surface finish error during a typical 5-axis machining operation is illustrated in Figure 1.1. The goal is to keep the actual tool position on the desired tool-path at all times, which satisfies the tolerance of the part being machined. In practice, the tool motion deviates from the desired trajectory due to the limited bandwidth of the servo drives, as well as disturbances originating from cutting forces and guideway friction. Each axis tracks its reference position command individually with a tracking error $(e_x, e_y, ...)$. As a result, the actual toolpath exhibits a geometric deviation from the reference path, represent the tool tip error, $\varepsilon$, and tool orientation error, $\varepsilon_\theta$, in Figure 1.1. The most commonly used method used to decrease the contour error is to increase the axis servo bandwidth. However, the control bandwidth can only be increased until the unmodeled dynamics in the drive system start to cause instabilities. When tracking a line segment using the Cartesian axis at constant speed, the contour error remains constant and linearly proportional to the axis tracking errors. Therefore, any improvement in the tracking bandwidth pushes the tool closer to the reference tool-path. On the other hand, in case of tracking a non-linear spline trajectory on a 5-axis machine tool, the linear relationship between the contour and the individual joint tracking errors is nonlinear. Because of the non-orthogonal kinematic configuration, the contribution of each axis’ tracking error varies along the tool-path, and small tracking errors from rotary drives may induce large tool deviations. Hence, in order to design an accurate contour controller for 5-axis machine tools, the contribution of individual axis tracking errors to the overall contour error must be identified, and the incorporation of the 5-axis machine tool kinematics into the servo controller design becomes essential.
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Figure 1.2: Application of high speed 5-axis machining in aerospace parts, such as impeller and compressor blades.

Spline tool-paths have recently gained importance for delivering the desired feed motion smoothly and accurately during complex sculptured surface machining processes (Figure 1.2). The feed profile along a spline tool-path should satisfy particular requirements for HSM including: maximum smoothness for better tracking performance, and minimum cycle time to increase productivity. For instance, selecting the highest cruise velocity along the toolpath is ideal for productivity; however, any discontinuities, or sharp changes in the spline curvature will appear in the axis kinematic profiles as high frequency spikes. As a result, tracking performance will be degraded, and, if the axis kinematic limits are violated, severe contour errors will occur. In general practice, tangential feedrate is conservatively selected based on the kinematic limits of the drives. However, this approach compromises the minimum cycle time objective. The tangential
feedrate should be scheduled smoothly along the tool-path. By increasing the feed at straight sections, the overall cycle time is minimized while still respecting the machine tool’s velocity, acceleration, and jerk limitations, keeping the tracking accuracy acceptable. Hence, scheduling the optimal feedrate profile along spline tool-paths for minimum time is not a trivial task on 5-axis machine tools. However, if realized in a practical manner, full physical advantage of the machine is employed maximizing the potential for increasing the process productivity.

5-Axis machine tools are mainly used in machining dies and molds that have smooth surfaces. During following such a smooth contour, all the axes of the machine tool are in motion. The major problems in achieving accurate high speed contour machining on 5-axis machine tools, namely: smooth trajectory generation, feedrate optimization, and precision contour controller design have been tackled in this thesis. An efficient feedrate scheduling method has been developed for 5-axis machine tools executing spline tool-paths. The developed algorithms minimize the machining cycle time while adhering to the velocity, acceleration and jerk limits of the drives, which helps to preserve high speed contouring accuracy while executing an optimal feed motion. An alternative control philosophy is then introduced for improving the contouring accuracy of 5-axis machine tools at high speeds. Rather than tracking individual drives, the minimization of contouring error is considered as the prime objective in the control law. Two types of contour errors, namely the tool tip error and the tool orientation error are defined, and analytical models are developed to estimate these errors in real time. Utilizing the machine kinematics and the contour error models, a novel multi-input-multi-output (MIMO) continuous time, integral Sliding Mode Contour controller is
introduced. This controller is more robust against disturbances and modeling errors as compared to the widely used feedback controllers.

Effectiveness of the proposed control strategy is demonstrated experimentally on the open architecture 5-axis CNC machine tool shown in Figure 1.3. Fadal VMS 2023 3-axis vertical Cartesian machine tool has been retrofitted into a 5-axis machine tool by mounting Nikken tilting-rotary drive system, i.e. a trunnion table. The machine table translates in Cartesian X and Y directions and carries the rotary-tilting drive assembly, as shown in Figure 1.3. The tilting axis is called A axis and introduces rotation around the X direction. The spindle axis translates only in the Z direction. The rotary axis of the trunnion table is called C axis, and it introduces rotation around the Z axis of the machine tool. PWM current amplifiers are used to generate currents to the motors that deliver corresponding torque to 5 of the machine axes. On this experimental setup, axis amplifiers are set to operate in torque mode. Hence, an external voltage send to amplifiers generates corresponding torque with respect to the amplifier’s current gain and motor’s torque constant. Real time control of axis position is then performed as follows: Labview® real time software is used to target a Personal Computer(PC) equipped with National Instruments data acquisition cards to encode digital rotary encoder signal from machine tool’s axes and to generate analog control signal delivered to the amplifiers. Using Labview® real time software, mathematical computations can be performed, and various control algorithms can be implemented to run at desired sampling rates. As shown in Figure 1.3, proportional-integral-derivative (PID) or sliding mode controllers (SMC) can be programmed to control position of the 5 axes in real time. Further details on drive specifications are presented in following chapters of the thesis.
The thesis is organized as follows: Related literature is reviewed in Chapter 2, followed by general kinematic model of 5-axis machines and the feedrate scheduling method in Chapter 3. The contour error models are presented in Chapter 4 and the precision contour controller design in Chapter 5. In Chapter 6, a closed loop drive identification method is introduced, and conclusions with possible future research directions are highlighted in Chapter 7.
2. Literature Review

2.1 Introduction

Five-axis computer numerical controlled (CNC) machine tools have been used widely in machining parts with complex sculptured surfaces such as dies, molds and aerospace parts. The ultimate goal is to maintain the desired dimensional accuracy in high speed 5-axis machining applications. During 5-axis machining, the dimensional accuracy of the part is affected mainly by the tool positioning errors corresponding to the feed drive system tracking accuracy. The servo system must possess high closed loop bandwidth in order to accurately track the rapidly varying reference tool position commands. Furthermore, due to the coupled nonlinear kinematics of the 5-axis machine tool, small positioning errors of the drives may cause excessive deviation of the tool tip from the desired trajectory. Hence, design of a centralized controller can establish coordination between the axes in order to achieve the desired contouring accuracy. As well, the reference tool trajectory must be smooth in order to avoid exciting the structural dynamics of the drive system, and thus avoid excessive contouring errors caused by motion command demands beyond the bandwidth of the axes servos. Therefore, smooth time optimal trajectory generation and accurate motion control are the two essential components for achieving contouring accuracy during 5-axis machining that are studied in this thesis.

In this chapter, previous research in literature is reviewed in relation to the intended contributions in this thesis in the following areas: Feedrate optimization for multi-axis machine tools in Chapter 3, modeling of contour errors in Chapter 4, design of contour controllers in Chapter 5 and Modeling and identification of feed drives in Chapter 6.
2.2 Feed Optimization for Multi-Axis Machine Tools

Contouring tool-paths for 5-axis machining are generated by computer aided design/manufacturing (CAD/CAM) systems in cubic or non-uniform rational Bezier (NURB) spline format, which can be processed by modern CNC systems. Although a constant feed is programmed in the NC block, the velocity, acceleration and jerk profiles on all five drives may vary continuously as a function of path curvature and the inverse kinematics of the machine tool. If the velocity, acceleration and jerk of each drive exceed its physical saturation limits, the linear operation of the servo control is violated, leading to severe marks on the surface or instability of the controller. Conservative, constant feed speeds are computed by the process planner so that the axis limits are never violated; this may lead to lengthy machining times. Thus, the challenge is to generate smooth trajectories that traverse the spline tool-path in minimum time without violating the physical limitations of the machine’s drives.

The identification of optimal feed profiles without exceeding the saturation limits of the actuators is a nontrivial optimization problem, and studied mainly by robotics researchers. Bobrow et al. [1] and Shin and McKay [2] were the first to solve the minimum time control problem. They considered the trajectory generation as a dynamic system with two states, i.e. path displacement, \( s(t) \), and velocity, \( \dot{s}(t) \), and proved that the actuator torque constraints limit the velocity along the tool-path. They switched the path acceleration, \( \ddot{s}(t) \), between its maximum and minimum limits at computed switching points to generate a bang-bang minimum time trajectory. Shiller and Lu [3],[4] developed a reliable search procedure to find the switching points. Other methods, such
as Dynamic Programming [5] or Pontryagin’s minimum principle [6] have also been applied to solve the optimal control problem more efficiently.

The machine tool literature has implemented some of those approaches in the Cartesian machining of spline tool-paths. Smith et al. [7] used the acceleration limits to generate the velocity limiting curve, and implemented a similar approach to Shiller and Lu to find the optimal feed-rate profile along spline tool-paths for a two-axis Cartesian case. Renton and Elbestawi [8] outlined a computationally efficient two-pass algorithm to solve the minimum time feed optimization problem. The algorithm works by scanning through the trajectory in the forward and reverse directions. Dong and Stori [9] have also included a series of machine tool capability constraints, and presented a two-pass structure. Unfortunately, such trajectories possess discontinuous acceleration and torque profiles, defeating the essential purpose of using a smooth tool-path and leading to inaccurate contouring in high speed machining.

To achieve smooth trajectories that enhance the tracking performance, the jerk limits of the drives have been considered as constraints at the expense of increased computational complexity. These approaches require iterative solutions as opposed to optimal control formulations [10]. For example, Piazzi and Visioli [11] used axis jerk; Constantinescu and Croft [12] used the torque rate constraints and iteratively optimized the spline trajectories for minimum time motion of robotic manipulators. Jerk limited trajectories have also been adapted for machine tools, and computationally efficient methods have always been favored for implementation on real time CNCs. A practical feed modulation solution was proposed by Weck et al. [13] for multi-axis machine tools following quintic spline tool-paths. They considered velocity and acceleration limits of
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the machine tool axis to determine a conservative feed for each spline segment of the tool-path. The discrete feeds are connected with jerk limited cubic acceleration trajectory profile without considering the jerk limits of the drives. Altintas and Erkorkmaz [14] later defined the displacement profile as a minimum jerk quintic spline of time along the tool-path, and optimized the travel time of each segment iteratively. They considered velocity, acceleration, and the jerk limits of the drives for a smoother motion. Although their approach is extensible to any type of multi-axis machine tool, the number of constraints to be considered increases dramatically with the number of axes. For instance, 14 constraints are used in the two-axis case: this increased to 32 for 5-axis machines.

In this thesis, a jerk continuous feedrate optimization technique is introduced for minimizing the cycle time in 5-axis machining, while preserving the motion smoothness and tracking accuracy for traveling along spline tool-paths. The feedrate optimization technique developed for 5-axis machining has been published in [15].

2.3 Modeling of Contouring Errors in Machine Tools

Each drive on the machine tool is subject to unavoidable tracking errors between the commanded and actual positions due to the servo controller dynamics. These tracking errors are kinematically transformed to the tool tip, resulting in contouring errors between the commanded tool-path and the actual path delivered by the CNC unit. In praxis, dedicated control laws of each drive try to minimize the individual axis tracking errors \( (e_x, e_y, e_z, \ldots) \). As a consequence of the nonlinear kinematics of the 5-axis machine tool, small tracking errors on rotary axes may result in larger deviations of the tool tip
from the reference tool-path relative to the workpiece. In addition, when one axis is subject to a disturbance, other axes will perform as if the disturbed axis is functioning normally. This results in a loss of coordination and indgradation of the overall contouring accuracy.

\[ \varepsilon = -C_x e_x + C_y e_y \]

\[ C_x = \sin(\theta) \]
\[ C_y = \cos(\theta) \]  

On the other hand, while machining curved tool-paths such as B-splines or NURBS, accurate computation of the contour errors becomes more challenging (Figure 2.1b). Koren et al. [17] used Equation (2.1) in estimating the contour errors in two-axis machining along simple linear tool-paths. They proposed the first cross coupling control
(CCC) algorithm to reduce the normal deviation of the tool tip from the path. Later, Koren and Lo [18] extended contour error estimation to design a CCC algorithm for circular tool-paths. Erkorkmaz and Altintas [19] estimated contour error along arbitrary tool-paths by computing the Euclidian distance from the desired tool-path to the actual tool position in the vicinity of a number of interpolated points, and identified the reference point with the minimum deviation from the actual tool tip. The contour error vector was then defined to be normal to the vector between the identified reference point and the consecutive reference path points. As a result, the shortest vector normal to the desired contour was obtained, but the computationally intensive nature of the iterative solution proposed was undesirable for real-time control. Chiu and Tomizuka [20] developed an analytical contour error estimation procedure for two-axis machining of $C^2$ continuous curved tool-paths. They reflected the tracking errors of the Cartesian axes on the tangent and normal directions of the tool-path, and considered the error component in the normal direction as the approximation of actual contour error. Later, Yeh and Hsu [21] defined the gains $C_x(t), C_y(t)$ in Equation (2.1) to vary as a function of time. Thus, they were also able to estimate contour errors for splines and other curved paths. The contour error approximation becomes inaccurate if the error in tangent direction is high. This occurs particularly during high speed machining of paths with high curvature. Peng and Chen [22] attacked this problem and modified previous approximations with addition of an extra term so that the over-cutting of the path is avoided in two-axis Cartesian motions. Apart from Cartesian contouring systems, Katz et al. [23] addressed the contouring problem on a non-orthogonal reconfigurable three-axis machine tool. They modeled the kinematics of the machine tool and designed time varying gains for Equa-
tion (2.1) in order to estimate contour errors. Lin and Hu [24] used the kinematics of a 5-axis machine tool and estimated contour errors of the tool tip as the difference between the reference and actual circle radii during simple circular interpolation. Later, Lo [25] designed coupled proportional-integral-derivative (PID) controllers and showed that minimizing the tracking errors of the tool tip in the workpiece coordinates results in better contouring performance.

Recent literature has mainly addressed the contouring control problem for 3-axis Cartesian machining applications, where the contour error is defined as the norm of the translational deviation of the tool tip from the reference tool-path. However in 5-axis machining, the tool translates and rotates at the same time to follow the reference orientation. Thus, two types of contour errors are proposed in this thesis. The first type considers the normal deviation of tool tip from the reference path in Cartesian coordinates. This is defined as the tool tip contour error. The second contouring error is the deviation of the tool axis orientation from the reference orientation trajectory in spherical coordinates, called the tool orientation contour error (Figure 2.2). The contributions of the contour error models developed for the 5-axis machine tools are published in [25] and further discussed in Chapter 4.

![Figure 2.2: Definition of contour errors in 5-axis machining: a) tool tip contour error, b) tool orientation contour error.](image-url)
2.4 Contouring Controller Design

Two major approaches have been adopted to reduce contouring errors in machine tool literature. In the first approach, contour errors are reduced indirectly by attempting to reduce axis tracking errors. Traditional algorithms such as Proportional (P), Proportional-Integral (PI) and Proportional-Integral-Derivative (PID) are based on the feedback principle [27], [28]. Tomizuka [29] has developed a zero phase error tracking controller (ZPETC) that cancels the stable dynamics of the servo drive in a feed-forward fashion. The bandwidth of the overall system and thus, the tracking accuracy of the drives increases with ZPETC, provided that the drive model is accurate and does not vary with time [30], [31]. Recent efforts have been directed towards improving the bandwidth of the axes drives using sliding mode controllers that are more robust to changes in the drive dynamics. The general sliding mode controller (SMC) was first introduced by Utkin [32], and required switching around the sliding surface resulting in a discontinuous control law. To overcome this problem, Slotine and Li [33] proposed an adaptive sliding mode controller, which estimates and cancels various uncertainties that do not vanish at the equilibrium point. In parallel, Stepanenko et al. [34] noted that the transient response of the discontinuous SMCs could be improved by including the integral, position and derivative of tracking errors in the sliding surface design. Later, Altintas et al. [35] proposed a continuous sliding mode controller for accurate axis tracking control by considering only the rigid body dynamics of the ball screw drive. Their SMC design was based on penalizing the position and velocity errors of the axes, and demonstrated similar performance to the ZPETC, but with improved robustness to uncertainties in the drive dynamics.
An improved method of controlling the machine tool feed drive system is to introduce coupling actions in the controller to maintain coordination along the desired contour. By introducing coupling effects among multiple axes, coordinated motion is achieved by either the “equal status” or the “master-slave” approach [36]. When the dynamics are significantly different among multiple axes, the controller designed by the “equal status” approach may saturate the axes of the slower actuator. In order to overcome this drawback, the “master-slave” approach is favored. This approach assigns the slowest axis as the master of the faster drive. Su et al. [37], [38] have developed an adaptive coordination controller for position synchronization of multiple axes. They defined the synchronization error as the differential position error among multiple motion axes, and penalized this error in the feedback loop.

The second major approach in reducing contour errors attempts to estimate the contour errors in real time and generate control action against them. Koren [17] estimated the contour error in two-axis machines as a function of axis tracking errors and linear feed direction between consecutive path points. He reduced contour errors by injecting corresponding coupling command to the servos in order to push the actual tool position towards the desired tool-path; creating the Cross Coupled Controller (CCC) mentioned above. Later, Koren and Lo [18] used time varying coupling gains to implement CCC along circular paths. When the axis controllers minimize the tracking errors along a curved path, the contour error is increased, forcing the contour controller to act against this error. As a result, it is difficult to distinguish which control element dominates the final contouring result. The analysis hindered implementation of the CCC scheme in non-orthogonal machine tools. Erkorkmaz and Altintas [19] developed a numerical
method to estimate the contour error for arbitrarily shaped tool-paths. They have implemented it in a CCC scheme together with feed-forward axis dynamics compensation and demonstrated improved contouring performance for Cartesian machining. Chiu and Tomizuka [40] used the coordinate transformation approach to directly design for the desired contour error dynamics. Using linear time varying PD regulators, the decoupled error dynamics in tangential and normal directions were stabilized. This approach demonstrated that contouring performance is improved by increasing closed loop bandwidth in the normal direction. However, the PD controller is not sufficiently robust enough and the contour error approximation may become inaccurate. Therefore, contouring accuracy degrades in high speed machining of paths with sharp curvatures. Peng and Chen [41] defined a geometric contouring index (CI) that improves error estimation on circular tool-paths, and designed a back stepping sliding mode controller in the normal direction to introduce robustness against friction. Chen et al. [42] later designed robust controllers in polar coordinates to establish contouring control for very simple non-circular tool-paths.

By utilizing the kinematics of the machine tool and contour error models presented in this thesis, a multi-input-multi-output continuous time integral sliding mode contour controller is introduced for 5-axis machine tools; this controller is robust against disturbances and modeling errors. The effectiveness of the control strategy is compared against the conventionally used, axis based SMC and the contributions are presented in [43].
2.5 Identification of Feed Drive Dynamics

There has been extensive research in literature dedicated to building models of feed drive systems. One of the basic models, proposed by Koren [44], considers only linear rigid body dynamics as illustrated in Figure 2.3. In this model, the controller generates the current command, $u$, which is amplified by the current amplifier constant, $K_a$, to generate the armature current, $i$. The armature is then converted into actuation torque, $T_a$, via the motor constant, $K_f$. Part of the actuation torque is consumed by disturbances ($T_d$) originating from nonlinear guideway friction and, possibly, the cutting process. The remaining torque actuates the drive system, and the linear rigid body model consists of an equivalent inertia, $J$, and the viscous friction, $B$, reflected by the actuator.

Models have also been proposed to capture and integrate the nonlinear effect of friction in the feed drive. Armstrong et al. [45] have presented a very broad survey of the available techniques used to model and compensate friction in servo systems. They have proposed a seven parameter model which adequately captures the effect of pre-sliding displacement, static friction, and the full Stribeck curve describing how friction force changes with the relative sliding velocity between two contact surfaces. Later, Lee and Tomizuka [46] have applied the effect of pre-sliding displacement, static friction, and the full Stribeck curve describing how the friction force changes with the relative sliding velocity between two surfaces in contact. Later, Erkorkmaz and Altintas [47] applied simpler versions of this model to identify the friction dynamics in CNC drives.
The main disadvantage of rigid body type models is that they fail to capture the effect of structural vibrations. Varanasi and Nayfeh [48] and Erkorkmaz and Kamalzadeh [49] have built finite element models and constructed frequency response experiments to identify the torsional and axial vibrations of ball screw drives. Backlash and motion loss in the nut interface have been identified by Kao et al. [50] and Cuttino et al. [51], with models of varying complexity. The volumetric and thermal errors, which influence the final tool positioning accuracy, were modeled by researchers at NIST in [52].

Upon development of models to represent the key dynamic behavior of the feed drive dynamics, open and closed loop identification methods have been proposed to fit the model parameters. Altintas and Erkorkmaz [47] have developed an open loop identification scheme for feed drive systems. They send a rich identification signal to the amplifier and measured the actual position of the axis in open loop. Later, linear least squares method [53] was used to fit the inertia, and friction parameters accurately to the rigid body model. Apart from the open loop identification, closed loop identification has been favored in the industry, since it does not interrupt the machine or the process. The use of Laguerre series expansion has been widely used in order to obtain reliable data.
from noisy measurements [54], [55], [56]. Ramirez et al. [57], [58] have also developed an algebraic framework for continuous-time linear systems identification in the presence of noise. However, those identification techniques require particular identification signals to be send to the system such as step, ramp or pseudo random binary sequence (PRBS) inputs. On a real CNC, only predefined smooth trajectory commands can be used. Erkorkmaz and Wilson [59],[60],[61] developed a rapid identification method to estimate the closed loop transfer function of CNC feed drives. They used linear motion commands to generate a reference identification signal and estimated close loop drive parameters.

In this thesis, the framework developed by Erkorkmaz [60] has been utilized to estimate the closed loop dynamics of CNC feed drives. In order to guarantee the stability of the estimated model, closed loop pole locations are constrained, and a particle swarm optimization method has been developed to solve the constrained transfer function identification problem [62].
3. Feed Optimization for 5-Axis CNC Machine Tools with Drive Constraints

3.1 Introduction

High speed 5-axis tool-paths for machining of dies and molds with sculptured surfaces are generated by CAD/CAM systems as cubic or NURB splines, which can be processed by modern CNC systems. A constant cutting feed is programmed for segments of the tool-path by the process planner. However, the velocity, acceleration and jerk on all five drives may continuously vary as a function of path curvature and the inverse kinematics of the machine tool. If the velocity, acceleration or jerk of each drive exceeds its physical saturation limits, the linear operation of the servo control is violated, leading to severe marks on the surface or instability of the controller. On the other hand, choosing conservative speeds increases overall cycle time and cuts back the productivity severely.

In this chapter, a feedrate optimization technique is introduced for minimizing the cycle time required to traverse 5-axis tool-paths without violating the physical limits of the drives. The feed profile is defined in \( C^2 \) continuous cubic B-spline format as a function of the arc displacement to provide a jerk continuous motion along the tool-path. Minimum cycle time is obtained by iteratively modulating the feed control points of the B-spline feed profile to maximize path velocity while respecting process and machine tool constraints. Long toolpaths are handled efficiently by applying a moving window technique. Hence, the proposed algorithm can be used either off-line, or can be integrated into the CNC executive for high speed contour machining operations where limited feedrate fluctuations are not detrimental to the manufacturing process such as rough and semi-finishing of dies and molds.
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Five-axis machine tools exhibit non-Cartesian, nonlinear kinematics, which require mapping of trajectories planned on the workpiece into reference axis position commands. The same mapping must be used in transforming the physical limits of the drive system as constraints on the tangential feedrate. Therefore, a general kinematic modeling technique for widely used 5-axis machine tools is first introduced in Section 3.2. The formulation of the optimization problem is presented in Section 3.3. Kinematic constraints are formulated in Section 3.4, and the solution is presented in Section 3.5. The algorithm is demonstrated with simulations and experiments on 5-axis flank milling of an impeller blade in Section 3.6, and the contributions [15] are subsequently summarized.

Figure 3.1: Tool-path and motion generation for 5-axis machine tools: a) tool motion in workpiece coordinates, b) motion generation on 5-axis machine tools.
3.2 General Kinematic Model of 5-Axis Machine Tools

A typical 5-axis motion command, shown in Figure 3.1a, is given in the workpiece coordinate system (WCS) as a sequence of discrete positions or in spline format of continuous cutter motion along the tool-path. The tool motion is defined by the three Cartesian coordinates of its tool center point (TCP), \( \mathbf{P} = \begin{bmatrix} P_x & P_y & P_z \end{bmatrix}^T \), and the orientation vector of the cutter axis, \( \mathbf{O} = \begin{bmatrix} O_i & O_j & O_k \end{bmatrix}^T \), \( \| \mathbf{O} \| = 1 \). These coordinates are concatenated into the 6-tuple,

\[
\mathbf{R} = \begin{bmatrix} \mathbf{P} & \mathbf{O} \end{bmatrix}^T \rightarrow \begin{bmatrix} P_x & P_y & P_z & O_i & O_j & O_k \end{bmatrix}^T \tag{3.1}
\]

in the cutter location (CL) file. Five-axis machines are composed from three Cartesian \((X,Y,Z)\) and two rotary \((AB, BC \text{ or } AC)\) drives. For a given tool position and orientation \((\mathbf{R})\), the corresponding physical axis reference position command,

\[
\mathbf{Q} = \begin{bmatrix} x & y & z & a & c \end{bmatrix}^T \tag{3.2}
\]

is computed from the kinematic model of the machine tool. The transformation is known as the inverse kinematics [63], which maps the spatial cutter motion from WCS into the machine tool axis (joint) system (Figure 3.1b), namely,

\[
\mathbf{R} \rightarrow \mathbf{Q} \tag{3.3}
\]

and the mapping of the machine’s joint motion to the tool motion,

\[
\mathbf{Q} \rightarrow \mathbf{R} \tag{3.4}
\]
is referred to as the *forward kinematics* transformation. Typical configurations of 5-axis machine tools can be divided into three basic types [64], [65]: (1) table-tilting (Figure 3.1b), with two rotations on the table; (2) spindle-tilting, with two rotations on the spindle, (3) table/spindle, with one rotation each on the table and the spindle. The generalized kinematics of 5-axis machine tools is constructed by modeling the machine as a set of links connected by the joints in an open chain.

Assume that the $O_{i}X_{i}Y_{i}Z_{i}$ and the $O_{i+1}X_{i+1}Y_{i+1}Z_{i+1}$ are coordinate systems attached to the links $i$ and $i+1$, respectively and both links are part of the open chain. The relative position and orientation of the $i+1^{th}$ coordinate system (frame) with respect to the $i^{th}$ frame is expressed by a $4 \times 4$ homogeneous transformation matrix as:

$$
H_{i+1}^{i} = \text{Trans}(L_{i+1}^i) \cdot \text{Rot}(N, \theta) 
$$

(3.5)

where

$$
\text{Trans}(L_{i+1}^i) = \begin{bmatrix}
I_{3 \times 3} & L_{i+1,x}^i \\
L_{i+1,y}^i & L_{i+1,z}^i \\
0_{3 \times 3} & 1
\end{bmatrix}_{4 \times 4} 
$$

(3.6)

is a homogeneous translation matrix, and $I_{3 \times 3} \in \mathbb{R}^{3 \times 3}$ is an identity matrix. $L_{i+1,x}^i, L_{i+1,y}^i, L_{i+1,z}^i$ is the relative distance from the origin $O_i$ to the origin $O_{i+1}$ measured in the $i^{th}$ frame, as denoted by the superscript $i$. In order to simplify the representation, herein the superscript is omitted, and the relative displacement is always defined in the frame denoted by the first element of the subscript, such as:

$$
L_{i+1}^i = L_{i+1}^i .
$$

(3.7)
In Equation (3.5), \( N \) represents the axis of rotation, \( X_i, Y_i \) or \( Z_i \), where \( \theta_i \) is the relative rotation; hence, the pure rotation matrix representing the current frame rotation of \( i+1 \) with respect the frame \( i \) around \( X_i \) yields:

\[
\text{Rot}(X_i; \theta_i) = \begin{bmatrix}
1 & 0 & 0 & 0 \\
0 & \cos(\theta_i) & -\sin(\theta_i) & 0 \\
0 & \sin(\theta_i) & \cos(\theta_i) & 0 \\
0 & 0 & 0 & 1
\end{bmatrix}
\] (3.8)

In order to describe the relative position and orientation of the cutting tool with respect to the workpiece, appropriate coordinate systems should be established. Figure 3.2 illustrates the placement of the coordinate systems for the table tilting 5-axis machine tool in Figure 3.1b. The coordinate systems for the workpiece and cutting tool are \( O_w X_w Y_w Z_w \) and \( O_i X_i Y_i Z_i \), respectively. A base coordinate system, \( O_b X_b Y_b Z_b \) is fixed on the machine bed. The coordinate frames \( O_a X_a Y_a Z_a \) and \( O_c X_c Y_c Z_c \) are attached to the primary and secondary rotary joints, namely the \( A \) and \( C \) drives. The \( A \) drive is the primary axis, and \( C \) drive is the secondary rotary axis, placed closer to the workpiece. Similarly, the coordinate systems \( O_t x X_t X_t Y_t Y_t Z_t Z_t \), \( O_{ty} X_{ty} Y_{ty} Z_{ty} \) and \( O_{tz} X_{tz} Y_{tz} Z_{tz} \) are attached to the cartesian, \( X, Y, Z \) axes of the machine tool. Additional coordinate systems, \( O_{fw} X_{fw} Y_{fw} Z_{fw} \), \( O_{fz} X_{fz} Y_{fz} Z_{fz} \) are assigned to model tilts or offsets between coordinate systems, such as fixtures placed between the workpiece and the table, any inclination between the rotary drives, or fixtures placed between the tool-holder and the spindle. Hence, by attaching coordinate systems both in the table and the spindle side, a generalized model can be developed to model kinematics of different machine tools that have rotary drives on the table and/or the spindle side.
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3.2.1 Forward Kinematics Modeling

The forward kinematics describes the motion of the tool in the WCS as a function of the joint positions $\mathbf{Q} = [x, y, z, a, c]^T$. The generic kinematic model for 5-axis machines relies on expressing the relative position and orientation of the tool coordinate system $(O, X, Y, Z)$ with respect to the workpiece coordinate system $(O_w, X'_w, Y'_w, Z'_w)$. Both, tool and the workpiece frames exhibit spatial motion with respect to the same base coordinate system, $O_b, X_b, Y_b, Z_b$. The representation of the workpiece coordinate system in base frame...
is obtained from Figure 3.2 by series multiplication of the homogeneous transformation matrices as:

\[
H^b_w = \text{Trans}(x,0,0) \cdot \text{Trans}(y,0,0) \cdot \text{Trans}(L_{Ty,a,x}, L_{Ty,a,y}, L_{Ty,a,z}) \\
\cdot \text{Rot}(X_a, \theta_a) \cdot \text{Trans}(L_{ac,x}, L_{ac,y}, L_{ac,z}) \\
\cdot \text{Rot}(Z_c, \theta_c) \cdot \text{Trans}(L_{c,fw,x}, L_{c,fw,y}, L_{c,fw,z}) \\
\cdot \text{Rot}(Y_{fw}, \theta_{f1}) \cdot \text{Trans}(L_{fw,w,x}, L_{fw,w,y}, L_{fw,w,z})
\]

(3.9)

where \( \theta_a = a \), \( \theta_c = c \) are rotations of the A and C drives, \( \theta_{fw} \) is the offset rotation of the workpiece fixture, and \( x \) and \( y \) denote the relative translation of the X-Y table. In order to construct the generalized kinematic model, the tool frame must be represented with respect to the base frame similarly as:

\[
H^b_t = \text{Trans}(z,0,0) \cdot \text{Trans}(L_{Tz,ft,x}, L_{Tz,ft,y}, L_{Tz,ft,z}) \\
\cdot \text{Rot}(Z_{ft}, \theta_{ft}) \cdot \text{Trans}(L_{ftt,x}, L_{ftt,y}, L_{ftt,z})
\]

(3.10)

where \( z \) is the translation of the Z axis. The tool tip position \( (t'_p) \) and the orientation \( (t'_o) \) are defined in the tool frame:

\[
\begin{align*}
\mathbf{t}'_p &= t'_p_x \mathbf{i} + t'_p_y \mathbf{j} + t'_p_z \mathbf{k} \\
\mathbf{t}'_o &= t'_o_x \mathbf{i} + t'_o_y \mathbf{j} + t'_o_z \mathbf{k}
\end{align*}
\]

(3.11)

and transformed into the workpiece frame by using Equations (3.9) and (3.10) as:

\[
\begin{bmatrix}
\mathbf{t}'_p \\ \mathbf{t}'_o
\end{bmatrix} = (H^b_w)^{-1} H^b_t 
\begin{bmatrix}
\mathbf{t}'_p \\ \mathbf{t}'_o
\end{bmatrix}
\]

(3.12)

which can be expanded to:
Equation (3.13) is called the form-shaping function [66] of the 5-axis machine. Depending on the configuration, the cutting tool is generally aligned with one of the principle axis of the tool frame, namely \(X_i, Y_i\) or \(Z_i\). For the vertical 5-axis machining center illustrated in Figure 3.1b, the cutting tool is aligned with \(Z_i\), and its orientation is defined by the directional cosines in the augmented vector:

\[
\mathbf{t}'_o = \begin{bmatrix} 0 \\ 0 \\ 1 \end{bmatrix}^T.
\]  

(3.14)

Utilizing the rotary drives of the 5-axis machine, the cutter orientation in the tool frame is aligned with the tool axis orientation in the workpiece coordinates by Equation (3.13):

\[
\begin{bmatrix} \mathbf{t}'_o \\ 0 \end{bmatrix} = H^b_t \cdot H^b_t \begin{bmatrix} \mathbf{t}'_o \\ 0 \end{bmatrix} = \text{Trans}(L_{wfx,x}, L_{wfx,y}, L_{wfx,z}) \cdot \text{Rot}(Y_{wfc}, -\theta_{wfc}) \cdot \text{Trans}(L_{wfc,x}, L_{wfc,y}, L_{wfc,z}) \cdot \text{Rot}(Z_{wfc}, -\theta_{wfc}) \cdot \text{Trans}(L_{wfc,x}, L_{wfc,y}, L_{wfc,z}) \cdot \text{Rot}(X_{wfc}, -\theta_{wfc}) \cdot \text{Trans}(L_{aTy,x}, L_{aTy,y}, L_{aTy,z}) \cdot \text{Rot}(Z_{aTy}, \theta_{aTy}) \cdot \text{Trans}(\mathbf{y}, 0, 0) \cdot \text{Trans}(-\mathbf{x}, 0, 0) \cdot \text{Trans}(\mathbf{z}, 0, 0) \cdot \text{Trans}(L_{tzft,x}, L_{tzft,y}, L_{tzft,z}) \cdot \text{Rot}(Z_{ft}, \theta_{ft}) \cdot \text{Trans}(L_{ftt,x}, L_{ftt,y}, L_{ftt,z}) \begin{bmatrix} \mathbf{t}'_o \\ 0 \end{bmatrix}.
\]  

(3.15)
and excluding the translation components results in

\[
\begin{bmatrix}
    t^w_o \\
    0
\end{bmatrix} = \text{Rot}(Y_{fu}, -\theta_{fu}) \cdot \text{Rot}(Z_c, -\theta_c) \cdot \text{Rot}(X_a, -\theta_a) \cdot \text{Rot}(Z_b, \theta_b) \begin{bmatrix}
    t^t_o \\
    0
\end{bmatrix}.
\] (3.16)

Assuming that \( O_{fu}X_{fu}Y_{fu}Z_{fu} \) and \( O_{b}X_{b}Y_{b}Z_{b} \) are aligned with the previous frames, \( \theta_{fu} = \theta_b = 0 \), Equation (3.16) is simplified to

\[
\begin{bmatrix}
    t^w_o \\
    0
\end{bmatrix} = \begin{bmatrix}
    \cos(\theta_c) & \sin(\theta_c) & 0 & 0 & 1 & 0 & 0 & 0 & 0 \\
    -\sin(\theta_c) & \cos(\theta_c) & 0 & 0 & 0 & \cos(\theta_a) & \sin(\theta_a) & 0 & 0 \\
    0 & 0 & 1 & 0 & 0 & -\sin(\theta_a) & \cos(\theta_a) & 0 & 1 \\
    0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0
\end{bmatrix}
\] (3.17)

which yields

\[
\begin{bmatrix}
    O_j \\
    O_j \\
    O_k
\end{bmatrix} = \begin{bmatrix}
    t^w_o \\
    0
\end{bmatrix} = \begin{bmatrix}
    \sin(\theta_a) \sin(\theta_c) \\
    -\cos(\theta_c) \sin(\theta_a) \\
    \cos(\theta_a)
\end{bmatrix}.
\] (3.18)

Equation (3.18) proves that the tool orientation is controlled purely by the rotary drives of the 5-axis machine tool.

Similarly, the tool tip position \( (t'_p) \) in the tool frame can be represented by the augmented vector as:

\[
t'_p = \begin{bmatrix}
    t'_{p,x} \\
    t'_{p,y} \\
    t'_{p,z} \\
    1
\end{bmatrix}^T,
\] (3.19)

and transformed into the workpiece frame using the form-shaping function (Equation (3.13)) as:
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\[
\begin{bmatrix}
  p_x \\
p_y \\
p_z \\
1
\end{bmatrix}
\equiv
\begin{bmatrix}
t_{p,x}^w \\
t_{p,y}^w \\
t_{p,z}^w
\end{bmatrix} = \text{Trans}(L_{w, fw, x}, L_{w, fw, y}, L_{w, fw, z}) \cdot \text{Rot}(Y_{fw}, 0) \\
\cdot \text{Trans}(L_{fw, c, x}, L_{fw, c, y}, L_{fw, c, z}) \cdot \text{Rot}(Z_{c}, -\theta_c) \\
\cdot \text{Trans}(L_{c, a, x}, L_{c, a, y}, L_{c, a, z}) \cdot \text{Rot}(X_{a}, -\theta_a) \\
\cdot \text{Trans}(L_{a, Ty, x}, L_{a, Ty, y}, L_{a, Ty, z}) \\
\cdot \text{Trans}(-y, 0, 0) \cdot \text{Trans}(-x, 0, 0) \cdot \text{Trans}(z, 0, 0) \\
\cdot \text{Trans}(L_{Tz, fT, x}, L_{Tz, fT, y}, L_{Tz, fT, z}) \cdot \text{Rot}(Z_{fT}, 0) \\
\cdot \text{Trans}(L_{fT, z}, L_{fT, y}, L_{fT, z})
\end{bmatrix}.
\]

Equation (3.20) reveals that the cutter location in WCS is actually controlled by all the five physical drives of a 5-axis machine tool.

### 3.2.2 Inverse Kinematics Solution

For a desired tool axis orientation \((O_i, O_j, O_k)\), the rotary drive positions, \(\theta_a\) and \(\theta_c\) are solved from Equation (3.18),

\[
\begin{align*}
\theta_a &= a = \arccos(O_k) \\
\theta_c &= c = -\arctan2(O_i, O_j)
\end{align*}
\]

where \(\arctan2(O_i, O_j)\) returns angles in the range of \(-\pi \leq \theta_c \leq \pi\) by examining the sign of both \(O_i\) and \(O_j\). Equation (3.20) is modified to derive the three Cartesian axis positions \((x, y, z)\),
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\[
\begin{bmatrix}
\mathbf{P}_1 \\
1
\end{bmatrix} = \text{Trans}(L_{w_{fw,x}}, L_{w_{fw,y}}, L_{w_{fw,z}}) \cdot \text{Rot}(Y_{fw}, 0) \\
\cdot \text{Trans}(L_{f_{lc,x}}, L_{f_{lc,y}}, L_{f_{lc,z}}) \cdot \text{Rot}(Z_{c}, -\theta_{c}) \\
\cdot \text{Trans}(L_{c_{ax},x}, L_{c_{ax},y}, L_{c_{ax},z}) \cdot \text{Rot}(X_{a}, -\theta_{a}) \\
\cdot \text{Trans}(L_{a_{tx,x}}, L_{a_{tx,y}}, L_{a_{tx,z}}) \cdot \text{diag}(-1, -1, 1, 1) \\
\cdot \text{Trans}(x, y, z) \cdot \text{Trans}(L_{t_{z_{ft},x}}, L_{t_{z_{ft},y}}, L_{t_{z_{ft},z}}) \\
\cdot \text{Rot}(Z_{ft}, 0) \cdot \text{Trans}(L_{f_{l1,t,x}}, L_{f_{l1,t,y}}, L_{f_{l1,t,z}}) \begin{bmatrix}
\mathbf{t}_p \\
1
\end{bmatrix}
\]

where the translations are stacked together, and \( \text{diag}(-1, -1, 1, 1) \) is a \( 4 \times 4 \) diagonal matrix. Defining \( \mathbf{K} = [x, y, z]^T \) and assuming that \( \theta_{fw} = \theta_{ft} = 0 \) for this kinematic configuration (see Figure 3.1b), Equation (3.22) is rewritten as:

\[
\begin{bmatrix}
\mathbf{P}_1 \\
1
\end{bmatrix} = \text{Trans}(L_{w_{fw,x}}, L_{w_{fw,y}}, L_{w_{fw,z}}) \cdot \text{Trans}(L_{f_{w_{fw},x}}, L_{f_{w_{fw},y}}, L_{f_{w_{fw},z}}) \\
\cdot \text{Rot}(Z_{c}, -\theta_{c}) \cdot \text{Trans}(L_{c_{ax},x}, L_{c_{ax},y}, L_{c_{ax},z}) \cdot \text{Rot}(X_{a}, -\theta_{a}) \\
\cdot \text{Trans}(L_{a_{tx,x}}, L_{a_{tx,y}}, L_{a_{tx,z}}) \cdot \text{diag}(-1, -1, 1, 1) \\
\cdot \begin{bmatrix}
\mathbf{K} \\
1
\end{bmatrix} + \text{Trans}(L_{t_{z_{ft},x}}, L_{t_{z_{ft},y}}, L_{t_{z_{ft},z}}) \cdot \text{Trans}(L_{f_{l1,t,x}}, L_{f_{l1,t,y}}, L_{f_{l1,t,z}}) \begin{bmatrix}
\mathbf{t}_p \\
1
\end{bmatrix}
\]

and the Cartesian axis position parameters \( \{\mathbf{K}\} \) are obtained as:

\[
\begin{bmatrix}
\mathbf{K} \\
1
\end{bmatrix} = \{\text{Trans}(L_{w_{fw,x}}, L_{w_{fw,y}}, L_{w_{fw,z}}) \\
\cdot \text{Trans}(L_{f_{w_{fw},x}}, L_{f_{w_{fw},y}}, L_{f_{w_{fw},z}}) \cdot \text{Rot}(Z_{c}, -\theta_{c}) \\
\cdot \text{Trans}(L_{c_{ax},x}, L_{c_{ax},y}, L_{c_{ax},z}) \cdot \text{Rot}(X_{a}, -\theta_{a}) \\
\cdot \text{Trans}(L_{a_{tx,x}}, L_{a_{tx,y}}, L_{a_{tx,z}}) \cdot \text{diag}(-1, -1, 1, 1)\}^{-1} \begin{bmatrix}
\mathbf{P}_1 \\
1
\end{bmatrix}
\]

\[
-\text{Trans}(L_{t_{z_{ft},x}}, L_{t_{z_{ft},y}}, L_{t_{z_{ft},z}}) \cdot \text{Trans}(L_{f_{l1,t,x}}, L_{f_{l1,t,y}}, L_{f_{l1,t,z}}) \begin{bmatrix}
\mathbf{t}_p \\
1
\end{bmatrix}.
\]
Hence, for a given tool motion data \( \mathbf{R} = \begin{bmatrix} P_x & P_y & P_z & O_x & O_y & O_z \end{bmatrix}^T \), Equation (3.24) combined with the rotary drive angle solutions from Equation (3.21) represent the analytical inverse kinematic solution of the table-tilting 5-axis machine tool.

### 3.3 Minimum Time Feed optimization Problem

In order to continuously interpolate the intermediate cutter motion, the sequence of \( N_p \) discrete tool commands \( \mathbf{R} \) are fitted to a cubic, quintic, NURB or B-Spline path [67] with a total length of \( S_z = \sum_{k=1}^{N_p-1} S_k \) as shown in Figure 3.1a. The exact path length, \( S_k \), between the adjacent knots is approximated by the arc length of the parameterized splined tool-path, [68]. Tool position is expressed as a function of path arc length, \( s \), as:
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The velocity $R(s) = [P_x(s), P_y(s), P_z(s), O_x(s), O_y(s), O_z(s)]^T$, and transformed into axis drive positions by the inverse kinematics model presented in Section 3.2.2 (Equations (3.21) and (3.24)) as,

$$Q(s) = [x(s), y(s), z(s), a(s), c(s)]^T.$$  \hspace{1cm} (3.26)

The velocity ($\dot{Q}_{5x1}$), acceleration ($\ddot{Q}_{5x1}$) and jerk ($\dddot{Q}_{5x1}$) profiles of each drive are derived as,
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\[
\begin{align*}
\ddot{Q}(s) &= Q_s(s)\dot{s}(s) \\
\dddot{Q}(s) &= Q_{ss}(s)\ddot{s}(s) + Q_s(s)\ddot{\dot{s}}(s) \\
\ddddot{Q}(s) &= Q_{sss}(s)\dddot{s}(s) + 3Q_{ss}(s)\dddot{\dot{s}}(s) + Q_s(s)\dddot{\ddot{s}}(s)
\end{align*}
\]  

(3.27)

where,

\[
\begin{align*}
Q_s(s) &= \frac{dQ(s)}{ds}, \quad Q_{ss}(s) = \frac{d^2Q(s)}{ds^2}, \quad Q_{sss}(s) = \frac{d^3Q(s)}{ds^3}
\end{align*}
\]

(3.28)

are the partial derivatives of axis positions with respect to the arc displacement \( s \) computed analytically or numerically [69]. The derivatives, \( \dot{s} = ds/dt \), \( \ddot{s} = d^2s/dt^2 \) and \( \dddot{s} = d^3s/dt^3 \) are the tangential feed, acceleration and jerk profiles,

\[
\begin{align*}
\dot{s} &= \dot{s}(s) \\
\ddot{s}(s) &= \frac{d\dot{s}(s)}{ds}\dot{s} = \frac{d\dot{s}(s)}{ds} \ddot{s}(s) \\
\dddot{s}(s) &= \frac{d\ddot{s}(s)}{ds}\dot{s} = \frac{d^2\dot{s}(s)}{ds^2}\dddot{s}(s) + \left(\frac{d\dot{s}(s)}{ds}\right)^2 \dddot{s}(s)
\end{align*}
\]

(3.29)

defined along the tool-path as shown in Figure 3.3. Equation (3.27) implies that for a given tool-path, the axis kinematic profiles, velocity \( \dot{Q} \), acceleration \( \ddot{Q} \) and jerk \( \dddot{Q} \) are controlled by the tangential kinematics of the trajectory \( (\dot{s}, \ddot{s}, \dddot{s}) \).

The objective of feed optimization is to minimize 5-axis machining cycle time by scheduling the feed, \( \dot{s} = \dot{s}(s) \), along the path displacement in such a way that the constraints are not violated. The instantaneous feed along the path is \( \dot{s} = ds/dt \); equivalently, the differential time \( dt \) to travel along infinitesimal path segment \( ds \) is \( dt = ds/\dot{s} \). The feed optimization problem is defined as the minimization of total travel
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time, \( T_S \), along the entire path, \( S_S \), while respecting a set of physical limits, \( C \), of the machine and the process:

\[
\min(T_S) = \min \int_0^{S_S} \frac{ds}{\dot{s}(s)} \quad \text{subject to} \quad \{ \dot{s}, \ddot{s}, \dddot{s} \} \leq C \{ \text{Axis Limits} \} \quad \text{for} \quad 0 \leq s \leq S_S. \quad (3.30)
\]

An arc length parameterized cubic B-spline is proposed in this work to represent a jerk continuous \( (C^3) \) feed profile as a function of path position as:

\[
\dot{s}(s) = N_{0,3}(s) \cdot f_0 + N_{1,3}(s) \cdot f_1 + \ldots + N_{n-1,3}(s) \cdot f_{n-1} = \sum_{i=0}^{n-1} N_{i,3}(s) f_i \quad (3.31)
\]

where \( f_i, (i = 0, 1, \ldots, n-1) \) are the \( n \) number of feed control points fixed along the path length \( s^p = [s_0^p, s_i^p, \ldots, s_{n-1}^p] \), as shown in Figure 3.3. The nominal feed speeds are assigned to the control points are interpolated by a set of cubic blending functions \( N_{i,3}(s) \) to construct the B-spline feed profile along the tool-path. By increasing the nominal feedrate assigned to a control point, \( f_i \), the path velocity in the vicinity of \( s_i^p \) is increased, and the entire feed profile can be optimized by modulating all the control points. Blending functions are computed discretely through evaluation of the known recurrence formula [70],

\[
N_{i,0}(u) = \begin{cases} 
1 & \text{if } u_i \leq u \leq u_{i+1} \\
0 & \text{otherwise.} 
\end{cases}, \quad k = 1, 2, 3. \quad (3.32)
\]

\[
N_{i,k}(u) = \frac{u-u_i}{u_{i+1}-u_i} N_{i,k-1}(u) + \frac{u_{i+1}-u}{u_{i+2}-u_{i+1}} N_{i+1,k-1}(u),
\]

where \( u \in [0,1] \) is the normalized path parameter computed as,
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\[ u \equiv s \cdot \frac{1}{S_{\Sigma}}. \quad (3.33) \]

The vector \( u \) parameterizes the feed profile, computed through uniformly distributing \( n-2 \) parameters along the path as:

\[ u = [0 \quad u_1 \quad u_2 \quad \ldots \quad 1] = \left[ 0 \quad \Delta s \quad 2\Delta s \quad \ldots \quad S_{\Sigma} \right] \cdot \frac{1}{S_{\Sigma}}, \text{ where } \Delta s = \frac{S_{\Sigma}}{n-3}. \quad (3.34) \]

In order to force the feed profile to pass through the initial and the final feed constraints \( s = 0, f_0 = f_{\text{init}} \) and \( s = S_{\Sigma}, f_{n-1} = f_{\text{final}} \), the first and last entries are repeated yielding the augmented parameter vector:

\[ u = [0 \ldots 0 \quad u_i \quad u_{i+1} \quad \ldots \quad 1 \ldots 1]. \quad (3.35) \]

The 1st and 2nd derivatives of the feed profile are obtained from Equation (3.31) and (3.33) as,

\[
\begin{align*}
\dot{s}(u) &= \frac{d\dot{s}(u)}{du} = \frac{dN_{0,3}(u)}{du} \cdot f_0 + \ldots + \frac{dN_{n-1,3}(u)}{du} \cdot f_{n-1} = \sum_{i=0}^{n-1} \left( \frac{dN_{i,3}(u)}{du} f_i \right), \\
\ddot{s}(u) &= \frac{d^2\ddot{s}(u)}{du^2} = \frac{d^2N_{0,3}(u)}{du^2} \cdot f_0 + \ldots + \frac{d^2N_{n-1,3}(u)}{du^2} \cdot f_{n-1} = \sum_{i=0}^{n-1} \left( \frac{d^2N_{i,3}(u)}{du^2} f_i \right).
\end{align*}
\]

(3.36)

and the derivatives of the blending functions are evaluated through repeated differentiation,

\[
\frac{d^{(k)}N_{i,3}(u)}{du^{(k)}} = 3 \left( \frac{d^{(k-1)}N_{i,2}(u)}{du^{(k-1)}} \right) \left( \frac{u_{i+3} - u_i}{u_{i+4} - u_{i+1}} \right) - \frac{d^{(k-1)}N_{i+1,2}(u)}{du^{(k-1)}} \left( \frac{u_{i+4} - u_{i+1}}{u_{i+3} - u_i} \right), \quad k = 1, 2. \quad (3.37)
\]

Hence, the position dependent tangential, acceleration and jerk profiles are obtained by de-normalizing Equation (3.36) using Equation (3.33),
3.4 Kinematic Constraints

The user commands the tool to maintain the feed along the tool-path in order to preserve the allowed chip load on the tool, i.e., \( \dot{s} \leq \text{feed} \). However, as the curvature of the path changes, the commanded path velocity, the feed, may violate the speed, acceleration and jerk limits of active drives on the 5-axis machine tool. The feed must be constrained as follows to avoid the violation of axis limits. The following subsection addresses those constraints.

3.4.1 Velocity Constraints

The velocities of the five drives as given in Equation (3.27), must not exceed their saturation limits, \( \left[ v_x, \text{max} \ v_y, \text{max} \ v_z, \text{max} \ v_a, \text{max} \ v_c, \text{max} \right]^T \), for a 5-axis machine tool traveling along a curved tool-path \( (0 \leq s \leq S_z) \),

\[
\begin{bmatrix}
1 \\
1 \\
1 \\
1 \\
1 \\
\end{bmatrix}
\begin{bmatrix}
x(s)/v_x, \text{max} \\
y(s)/v_y, \text{max} \\
z(s)/v_z, \text{max} \\
a(s)/v_a, \text{max} \\
c(s)/v_c, \text{max} \\
\end{bmatrix}
\leq
\begin{bmatrix}
1 \\
1 \\
1 \\
1 \\
1 \\
\end{bmatrix}
\dot{s}(s) \leq 1
\]

(3.39)

The path velocity is positive \( \dot{s}(s) \geq 0 \), and using the normalized partial derivatives,
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\[
Q_s'(s)_{5\times1} = \begin{bmatrix}
x'(s) \\
y'(s) \\
z'(s) \\
a_x'(s) \\
a_y'(s) \\
a_z'(s) \\
v_x'(s) \\
v_y'(s) \\
v_z'(s) \\
v_a'(s) \\
v_c'(s) 
\end{bmatrix}
\tag{3.40}
\]

the axis velocities are constrained, to satisfy

\[
\left| Q_{x,i}'(s) \right| \cdot \dot{s}(s) - 1 \leq 0, \quad i = 1, 2...5. \tag{3.41}
\]

The absolute values of the partial derivatives of the axis positions are expressed as scalar functions of the path length \(s\); thus they are evaluated from the specified path geometry as shown in Figure 3.1a. The minimum of allowable feeds \(\dot{s}_v\), computed from Equation (3.41) satisfies the velocity constraints of all five drives:

\[
\dot{s}_{v_{x,y}}(s) = \min_{i=1,2...5} \left\{ \frac{1}{\left| Q_{x,i}'(s) \right|} \right\} = \frac{1}{\max_{i=1,2...5} \left\{ \left| Q_{x,i}'(s) \right| \right\}} = \frac{1}{Q_{x,i,\text{max}}} \tag{3.42}
\]

It is evident from Equations (3.39) and (3.42) that the drive for which has the maximum first derivative of its displacement is normalized with its velocity limit, determines the allowable feed along the path \(s\). Equation (3.42) may also be expressed in a single velocity inequality as:

\[
C_{v}(s) = Q_{x,i,\text{max}}' \dot{s}(s) - 1 \leq 0. \tag{3.43}
\]

### 3.4.2 Acceleration Constraints

Either the torque or the equivalent acceleration at each drive must be constrained to avoid actuator saturation limits. If the limits of five drive accelerations are specified as
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\[
\left[ a_{x,\text{max}}, a_{y,\text{max}}, a_{z,\text{max}}, a_{\alpha,\text{max}}, a_{\psi,\text{max}} \right]^T, \text{ the feed } (\dot{s}) \text{ must be constrained according to Equation (3.27) as,}
\]

\[
\begin{bmatrix}
  a_{x,\text{max}} \\
  a_{y,\text{max}} \\
  a_{z,\text{max}} \\
  a_{\alpha,\text{max}} \\
  a_{\psi,\text{max}}
\end{bmatrix}
\leq
\begin{bmatrix}
  s_x(s) \\
  y_x(s) \\
  z_x(s) \\
  a_x(s) \\
  c_x(s)
\end{bmatrix}
\leq
\begin{bmatrix}
  a_{x,\text{max}} \\
  a_{y,\text{max}} \\
  a_{z,\text{max}} \\
  a_{\alpha,\text{max}} \\
  a_{\psi,\text{max}}
\end{bmatrix}
\]

\[
(3.44)
\]

for \( 0 \leq s \leq S_x \). By normalizing the partial derivatives of the axis positions with the individual axis acceleration limits:

\[
Q^a_i(s) = \begin{bmatrix}
  x_i(s) \\
  y_i(s) \\
  z_i(s) \\
  a_i(s) \\
  c_i(s)
\end{bmatrix}
= \begin{bmatrix}
  a_{x,\text{max}} \\
  a_{y,\text{max}} \\
  a_{z,\text{max}} \\
  a_{\alpha,\text{max}} \\
  a_{\psi,\text{max}}
\end{bmatrix}
\]

\[
Q^a_{xs}(s) = \begin{bmatrix}
  x_{xs}(s) \\
  y_{xs}(s) \\
  z_{xs}(s) \\
  a_{xs}(s) \\
  c_{xs}(s)
\end{bmatrix}
= \begin{bmatrix}
  a_{x,\text{max}} \\
  a_{y,\text{max}} \\
  a_{z,\text{max}} \\
  a_{\alpha,\text{max}} \\
  a_{\psi,\text{max}}
\end{bmatrix}
\]

Then, equation (3.44) is reduced to the following form:

\[
\left| Q^a_{xs,i}(s) \dot{s}^2(s) + Q^a_i(s) \ddot{s}(s) \right| \leq 1, \quad i = 1,2...5.
\]

(3.46)

Using the triangular \( |A + B| \leq |A| + |B| \) and multiplicative \( |A \cdot B| \leq |A| \cdot |B| \) properties of the absolute value, the acceleration inequalities may be expanded as:

\[
\left| Q^a_{xs,i}(s) \dot{s}^2(s) + Q^a_i(s) \ddot{s}(s) \right| \leq 1, \quad i = 1,2...5.
\]

(3.47)
Note that Equation (3.47) represents a linear relationship between square of the feed ($\dot{s}^2$) and the tangential acceleration ($\ddot{s}$) for each axis.

\[
Q(s) = [x(s), y(s), z(s), a(s), c(s)]^T
\]

as shown in Figure 3.4. When the machine starts to move from zero speed, it can use the maximum allowable tangential acceleration to reach the desired feed, which corresponds to ($\ddot{s}$) axis. When the machine travels at the constant feed ($\dot{s}$), the required tangential acceleration is zero. The acceleration limits of the drives determine the allowable feed and tangential acceleration. While one axis may limit the feed, another may constrain the acceleration depending on their partial derivatives of the path. A pair of feed ($\dot{s}$) and tangential acceleration ($\ddot{s}$) must be identified iteratively during feed optimization from the five sets of inequalities to avoid
violating the acceleration limits of the drives which leads to the acceleration based feasible operating region of the machine at each path position as illustrated in Figure 3.4. However, during an iterative optimization scheme the solution of feasible feed and acceleration values may require unaffordable computational costs for the real time trajectory generation algorithm. The feasible solution region for the feed and tangential acceleration may be bounded by the acceleration limits of only a few drives as illustrated in Figure 3.4, and evaluated from:

\[
\begin{align*}
\dot{s}(s) = 0 &\Rightarrow \ddot{s}_{A,\text{max}} (s) = \min_{i=1,2,\ldots,5} \left\{ \frac{1}{Q_{a,i}^e(s)} \right\} = \frac{1}{\max_{i=1,2,\ldots,5} Q_{a,i}^e(s)} = \frac{1}{Q_{a,\text{max}}^e(s)} \quad (3.48) \\
\ddot{s}(s) = 0 &\Rightarrow \dddot{s}_{A,\text{max}} (s) = \min_{i=1,2,\ldots,5} \left\{ \frac{1}{\sqrt{Q_{a,i}^e(s)}} \right\} = \frac{1}{\sqrt{\max_{i=1,2,\ldots,5} Q_{a,i}^e(s)}} = \frac{1}{\sqrt{Q_{a,\text{max}}^e(s)}} \quad (3.49)
\end{align*}
\]

By substituting $Q_{a,\text{max}}^e$, $Q_{a,\text{max}}^t$, Equation (3.47) can be reduced to a simple linear relationship defining a triangular, feasible feed and tangential acceleration region bound by $\ddot{s}_{A,\text{max}}$, $\dddot{s}_{A,\text{max}}$,

\[
C_A (s) = Q_{a,\text{max}}^e (s) |\ddot{s}(s)| + Q_{a,\text{max}}^t (s) \ddot{s}^2 (s) - 1 \leq 0 \quad (3.49)
\]

where the acceleration limited maximum reachable feedrate at a point of the path $s = s^*$ is found by setting the acceleration $\ddot{s}(s^*) = 0$ in Equation (3.49),

\[
\dot{s}_{A,\text{max}} (s^*) = \frac{1}{Q_{a,\text{max}}^e (s^*)} \quad (3.50)
\]

Since $\dot{s}_{A,\text{max}} (s^*)$ is calculated for zero path acceleration ($\ddot{s}(s^*) = 0$) at that particular point, the tangential feed cannot be altered as the machine does not have available
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acceleration due to the saturation limits for braking to a lower velocity or increasing to a higher speed as the tool continues to travel. Therefore, set of feasible feed and acceleration along the entire length of the tool-path must be identified in an iterative fashion, which is solved utilizing the optimization algorithm presented in Section 3.5. Equation (3.49), on the other hand, reduces the computational cost of the iterative feed optimization procedure by cutting down the number of constraint evaluations from five (Equation (3.44)) to one, at the expense of losing some part of the feasible feed-acceleration region because of the triangular inequality (Equation (3.47)) and the max operations (Equation (3.48)).

3.4.3 Jerk Constraints

Limiting the axis jerk values smooths the position commands, hence the high frequency content, which leads to a better tracking performance along the curved path. If the imposed axis jerk limits are \([ J_{x,\text{max}}, J_{y,\text{max}}, J_{z,\text{max}}, J_{a,\text{max}}, J_{c,\text{max}} ]^T \), the following normalized jerk constraints are defined from Equation (3.27):

\[
\begin{bmatrix}
1 \\
1 \\
1 \\
1 \\
1 \\
\end{bmatrix}
\begin{bmatrix}
\frac{x_s(s)}{J_{x,\text{max}}} \\
\frac{y_s(s)}{J_{y,\text{max}}} \\
\frac{z_s(s)}{J_{z,\text{max}}} \\
\frac{a_s(s)}{J_{a,\text{max}}} \\
\frac{c_s(s)}{J_{c,\text{max}}} \\
\end{bmatrix}
\leq
\begin{bmatrix}
\frac{x_s(s)}{J_{x,\text{max}}} \\
\frac{y_s(s)}{J_{y,\text{max}}} \\
\frac{z_s(s)}{J_{z,\text{max}}} \\
\frac{a_s(s)}{J_{a,\text{max}}} \\
\frac{c_s(s)}{J_{c,\text{max}}} \\
\end{bmatrix}
\begin{bmatrix}
\frac{x_s(s)}{J_{x,\text{max}}} \\
\frac{y_s(s)}{J_{y,\text{max}}} \\
\frac{z_s(s)}{J_{z,\text{max}}} \\
\frac{a_s(s)}{J_{a,\text{max}}} \\
\frac{c_s(s)}{J_{c,\text{max}}} \\
\end{bmatrix}
\leq
\begin{bmatrix}
1 \\
1 \\
1 \\
1 \\
1 \\
\end{bmatrix}
\begin{bmatrix}
x_s(s) \\
y_s(s) \\
z_s(s) \\
a_s(s) \\
c_s(s) \\
\end{bmatrix}
\leq
\begin{bmatrix}
x_s(s) \\
y_s(s) \\
z_s(s) \\
a_s(s) \\
c_s(s) \\
\end{bmatrix}
\leq
\begin{bmatrix}
1 \\
1 \\
1 \\
1 \\
1 \\
\end{bmatrix}
\leq
1
\tag{3.51}
\end{equation}

for \(0 \leq s \leq S_\Sigma\). Alternatively, Equation (3.51) can be expressed by

\[
\left| Q_{\text{ax},i}(s)\dot{s}(s) + 3Q_{\text{ax},i}(s)s(s)\ddot{s}(s) + Q_{\text{ax},i}(s)\dddot{s}(s) \right| \leq 1, \quad i = 1,2\ldots 5,
\tag{3.52}
\]
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and re-written as:

$$
\left[Q^{j}_{xx,i}(s)\right] \leq \frac{3}{\max_{i=1,2,..5}} \frac{1}{\left[Q^{j}_{xx,i}(s)\right]^{1/3}} \leq 1, \quad i = 1, 2, \ldots, 5,
$$

(3.53)

where, \(Q^{j}_{xx,i}(s)\), \(Q^{j}_{xx,i}(s)\) and \(Q^{j}_{xx,i}(s)\) are tool-path geometry dependent terms. Equation (3.53) generates a three dimensional operating surface with respect to the jerk limits of the drives as shown in Figure 3.5. Similar to the acceleration constraints presented in Section 3.4.2, the axis jerk limits transform into upper bounds on the tangential feed, \(s\).

By setting both the tangential acceleration \(\ddot{s}\) and the jerk \(\dddot{s}\) to zero at a path position, \(s = s^*\), the jerk limited maximum path velocity, \(\dot{s}_{J,max}(s^*)\), is evaluated from Equation (3.53) as,

$$
\dot{s}(s^*) = \ddot{s}(s^*) = 0 \Rightarrow \dot{s}_{J,max}(s^*) = \min_{i=1,2,\ldots,5} \left\{ \frac{1}{3} \left[Q^{j}_{xx,i}(s^*)\right]^{-1/3} \right\}.
$$

(3.54)

\(\dot{s}_{J,max}(s^*)\) represents an upper limit on the path velocity with respect to the jerk limits of the drives and cannot be altered, since it utilizes the entire acceleration and jerk capacity of the drives. Therefore, the feasible set of feed, tangential acceleration and jerk identified in the operating region is then iteratively found during feed optimization by evaluating Equation (3.53), which is computationally complex and too costly to be implemented in a CNC system. Similar to the methodology presented for the acceleration limits, the maximum values of the jerk normalized partial derivatives are selected by considering all five drives:
and substituted in Equation (3.53) to find the constraint equation:

\[
C_j(s) = Q_{sxx,\text{max}}^j(s)\dddot{s}(s) + 3Q_{sxx,\text{max}}^j(s)\cdot s(s)|\dddot{s}(s)| + Q_{s,s,\text{max}}^j(s)|\dddot{s}(s)| - 1 \leq 0.
\]  

(3.56)

While Equation (3.53) has to be evaluated for all five axes, Equation (3.56) is a single set, which considers a combination of axes whose jerk limits affect the feasible operating region of the machine tool. The tangential jerk, acceleration and speed are still coupled; hence, they need to be identified iteratively during the optimization process from Equa-

![Figure 3.5: Jerk feasible operating region.](image-url)
tion (3.56). The identified feed $\dot{s}_j(s)$, tangential acceleration $\ddot{s}_j(s)$ and tangential jerk $\dddot{s}_j(s)$ satisfy the jerk limits on all five drives.

3.5 Solution to Minimum Time Feed Optimization Problem

It is proposed that the feed is scheduled along the tool-path without violating the velocity, acceleration and jerk limits of all five drives. The axis constraints given in Equations (3.43), (3.49), (3.56) are stacked into:

$$\begin{bmatrix} C^-(s) & C^+(s) & C(s) & C(s) \end{bmatrix}^T \begin{bmatrix} C^-(s) & C^+(s) & C(s) & C(s) \end{bmatrix} \leq \sigma_{5x1}, \quad (3.57)$$

where $C^-(s) = -\dot{s}(s) \leq 0$ is the lower limit of the velocity to ensure forward motion (i.e., positive feed direction), and $C^+(s) = \dot{s}(s) + feed \leq 0$ is the user specified upper limit of the feed along the path. The feed profile is expressed in B-spline form and optimized to minimize the machining time by maximizing the nominal feeds at control points:

$$\min \left( T_\Sigma \right) = \max \sum_{i=1}^{n} f_i \text{ subject to } C(s) \leq 0 \text{ for } 0 \leq s \leq S_\Sigma \quad (3.58)$$

The feed control points $f_i$ are the optimization variables, and the constraints are evaluated from Equation (3.58). Since the second derivative of $T_\Sigma$ with respect to $f_i$ is zero, solving Equation (3.58) becomes a Linear Programming problem with nonlinear constraints yielding a Sequential Quadratic Problem (SQP) and solved using MATLAB’s Optimization Toolbox [71]. Five to seven feed control points are distributed along each segment length $S_k$, and the $n = 5 ~ 7N_p$ nominal feeds are modulated while the constraint violations are checked at denser increments ($\Delta s \approx 0.1...1[mm]$) along the path.
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Length as shown in Figure 3.6. As the feed profile is altered iteratively, a feasible set of control points are obtained that does not violate the constraints and that minimize the overall cycle time.

The optimization process is computationally inefficient if all feed control points are considered at once along the entire tool-path, due to the large number of optimization variables and constraints that need to be considered. Instead, the optimization algorithm is applied in a moving window approach that considers a smaller set of control points over each window as shown in Figure 3.7. The solution window is started in the forward windowing approach and can be shifted and finalized or extended as shown in Figure 3.7.

Figure 3.6: Feed optimization along the tool-path.

Figure 3.7: Windowing technique: a) forward windowing (start), b) forward windowing (shifted), c) forward windowing (finalized), c) forward windowing (extended).
Figure 3.8: Five-axis tool-path.

direction with an initial number of \( n \approx 20 \) control points tuned for quick convergence. Upon convergence the window is moved along the tool-path while allowing overlap of \( m=5 \) control points from the previous solution, and the next solution is sought. If the trajectory optimization in a particular window does not converge to a feasible profile, the solution is backtracked by expanding the window size. For instance, the final feedrate at the end of the tool-path is set to be zero to demand a full stop from the machine tool. In this case, the last window is expanded by borrowing control points from previous windows until a feasible braking distance is obtained.
3.6 Simulations and Experimental Results

The proposed trajectory optimization has been tested on a open-architecture controlled 5-axis machine tool with the tilting-rotary table kinematics studied in Section 3.2 (see Figure 3.1b). The test tool-path shown in Figure 3.8 is designed for 5-axis flank milling of jet impellers. The discrete tool-path containing 196 data points is fitted into a $C^3$ quintic B-spline with a tool tip chord error of 35 [micron] and an orientation error constrained under 0.09 [degree]. The curvature along the tool-path changes continuously, but the highest curvatures are located at the beginning (25~50 [mm]), in the middle (150~190 [mm]) and towards the end (250~290 [mm]) where the tool has to move around the trailing and leading edges of the blade. The corresponding axis positions along the 300 [mm] long tool-path are shown in Figure 3.9. The programmed feed for the tool-path is 150 [mm/sec] in the CL file. The experimental 5-axis machine tool setup has been introduced in Chapter 1. The axis kinematic limits are given in Table 3.1, and the drive system is controlled by robust sliding mode controllers with feed-forward friction compensation [35].
Table 3.1: Drive limits used in the feed optimization.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>X [mm]</td>
<td>250</td>
<td>2000</td>
<td>3000</td>
</tr>
<tr>
<td>Y [mm]</td>
<td>250</td>
<td>2000</td>
<td>3000</td>
</tr>
<tr>
<td>Z [mm]</td>
<td>250</td>
<td>2000</td>
<td>3000</td>
</tr>
<tr>
<td>A [deg]</td>
<td>166</td>
<td>2500</td>
<td>250</td>
</tr>
<tr>
<td>C [deg]</td>
<td>290</td>
<td>2000</td>
<td>200</td>
</tr>
</tbody>
</table>

The path velocities constrained by the drive velocity, acceleration and jerk limits are evaluated from Equations (3.42), (3.50) and (3.54), and shown in Figure 3.10. Depending on the curvature of the path, different drives limit the feed along the tool-path. For example, the $X$ axis limits the maximum feed at $\dot{s} = 58$ [mm/sec] at path position $s = 34$ [mm], and the $Y$ and the $C$ drives limit the feed at path location $s = 267$ [mm/sec]. Similarly, the acceleration and jerk limits of the drives constrain the feed at different locations of the path. The envelope, which passes through minimum feeds...
limited by the velocity (Figure 3.10a), acceleration (Figure 3.10b) and jerk (Figure 3.10c) is evaluated along the path. The envelope curve can be taken as a guide for selecting feasible feeds along the toolpath. However, it is not simply possible to accept the feedrate defined by the slowest envelope curve as the optimal velocity profile. Since a change in the velocity between any two points along the envelope curve may violate the acceleration or the jerk limits of the drives, the optimal feed must be evaluated by simultaneously optimizing velocity, acceleration and jerk limits of all five drives as given in Equations (3.43), (3.49) and (3.56). The identified feed is limited to 150 [mm/sec], set by the process planner, and the resulting feed schedule along the path is given in Figure 3.11.
It can be seen that, if the machine travels at 150 [mm/sec], the drive limits are violated at path regions (0-60 [mm], 140-165 [mm], 240-300 [mm]), where the impeller blade curvature is high. If the feed is kept constant at 15 [mm/sec], none of the drive limits are violated, but the machining time becomes $T_\xi = 18.20$ [sec]. When the feed is optimally scheduled by fitting a B-spline to $n=276$ equally spread points along the tool-path, the machining time drops to $T_\xi = 6.64$ [sec], resulting in an 80% increase in
productivity. The algorithm was solved in the MATLAB® environment in 126 [sec] on a P4 computer with 2.3 Ghz CPU speed. As shown in Figure 3.12, the scheduled feed has been tested on the experimental 5-axis machine, and the resulting velocity, acceleration and jerk on each drive did not violate their limits. Moreover, depending on the complexity of 5-axis tool-paths different computational times have been observed for solving the optimization problem. However, the results did not violate the limits imposed in the algorithm.

In addition to the reduction in machining time, the proposed optimization improves the tracking accuracy of the machine when the drives are not saturated. The experimentally measured tracking errors are shown in Figure 3.13 for three cases. When the feed is set to the most conservative speed (15 [mm/sec]), the drive limits are never violated, and the tracking accuracy is best due to the slow speed, but the machining time becomes $T_m = 20.18$ [sec]. If the user imposed feed (150 [mm/sec]) had used, the drives would have become excessively saturated and the machine would become uncontrollable. A relatively conservative feed of $f = 40$ [mm/sec] was tested, leading to the violation of drive limits (Figure 3.13), and the tracking errors were amplified at the
saturation regions along the path. However, when the feed is optimized, the machine was able to reach up to the desired feed of 150 [mm/sec] at most locations, and the drive limits were never violated. The machine tool control was kept in a linear control region and the tracking accuracy became linearly proportional to the velocities and inversely proportional to the bandwidth of the drives.

Figure 3.12: Optimized and un-optimized axis profiles.
The productivity of 5-axis machining of dies, molds and aerospace parts with sculpted surfaces is hindered by the metal cutting process, the machine tool’s structural dynamics, thermal and volumetric accuracy of the machine, and kinematics and control of the drives. The algorithm developed in this chapter has significantly reduced the

Figure 3.13: Tracking errors of the axes.

3.7 Conclusion
machining time by optimizing the feed along the tool-path while respecting velocity, acceleration and jerk limits of all five drives and reported in [15]. In addition, by avoiding violation of the saturation limits of the drives, the control law can operate in a linear region, improving the accuracy and performance of the CNC system. Moreover, the tangential feed along the cutter axis varies when the axial depth of cut is long during 5-axis flank milling, leading to conflicting velocity, acceleration and jerk demands at each drive. The proposed algorithm can also be repeated along the cutter axis by considering the tangential feed at that position, and a feed which satisfies the drive constraints can be selected.
4. Modeling of Contouring Error for 5-Axis Machine Tools

4.1 Introduction

Each drive on a 5-axis machine tool is subject to unavoidable tracking errors, $e_x, e_y, e_z, e_a, e_c$, between the commanded axis positions, $x_{ref}, y_{ref}, z_{ref}, a_{ref}, c_{ref}$, and the actual axis positions, $x, y, z, a, c$, due to the servo dynamics. Axis tracking errors are kinematically transformed onto the tool-path, and the normal deviation of the actual tool trajectory from the commanded tool-path geometry is denoted by the contour errors. The contour errors control the dimensional accuracy of the finished part during 5-axis high speed machining. Due to increase in the demanded feedrate, higher axis tracking errors are observed on the drives. This in return, may induce more contour errors that are left on the part surface.

In the current practice, dedicated, high-bandwidth, control laws are designed for individual axis drives to accurately track axis reference commands. On the other hand, as a consequence of the non-Cartesian kinematics of the 5-axis machine tool and the complex tool-path geometry, small axis tracking errors may result in larger deviation of the tool from the reference tool-path relative to the workpiece. Correctly estimating the resultant contour errors in real time, and subsequently minimizing them with a robust controller, improves the 5-axis machining accuracy. This chapter presents a novel technique for definition and modeling of contour errors that occur during simultaneous 5-axis machining. During 5-axis motion the tool translates and simultaneously changes its orientation (Figure 4.1a). The normal deviation of the tool tip position from the reference tip trajectory is modeled, and is denoted as the tool tip contour error. The tool tip contour error,
illustrated in Figure 4.1b, is crucial in avoiding both over-cutting and under-cutting during general point milling operations, and analytical models to accurately estimate tool tip contour errors are presented in Section 4.3. On the other hand, the normal deviation of the actual tool orientation form the desired orientation trajectory is vital when the depth of cut is high, and the cutting is mainly performed along the tool axis, as in flank milling of impeller blades. The orientation contour error for 5-axis machining is shown in Figure 4.1b, and models to accurately predict them are presented in Section 4.4. Both contour error estimation models are validated experimentally in Section 4.5, and the contributions of the chapter [26] are presented in Section 4.6.

![Figure 4.1: Definition of contour errors in 5-axis machining: a) tool motion in workpiece coordinates (P-system), b) contour error definition (orientation and tool tip contour errors).](image-url)
4.2 Tracking Error Dynamics on the Workpiece

Contour errors left on the finished surface vary as a non-linear function of the tracking errors of the tool (Figure 4.1a). Tracking errors of the tool, on the other hand, are governed by both the kinematics of the machine tool and the tracking errors of the axis servo drives \((e_x, e_y, e_z, e_a, e_c)\). Therefore, axis tracking errors are transformed to the tool-path using kinematic model of the machine to predict the actual tool trajectory. A widely used tilting-rotary-table type kinematic configuration has been presented in Chapter 3. The 5-axis machine has three translational motions, \(X, Y, Z\), combined with rotations of the \(A\) and \(C\) drives. The transformation between the tool motion \(\mathbf{R}=[P_x, P_y, P_z, O_i, O_j, O_k]^T\) in the WCS and the motion of the physical drives, \(\mathbf{q}=[x, y, z, a, c]^T\), has also been presented in Chapter 3. The angular motions of the rotary axes were obtained as

\[
\begin{align*}
\theta_a &= a = \arccos(O_k) \\
\theta_c &= c = -\arctan2(O_i, O_j)
\end{align*}
\]

and the forward kinematics yields the tool axis direction as:

\[
\begin{bmatrix}
O_i \\
O_j \\
O_k
\end{bmatrix} = 
\begin{bmatrix}
\sin(\theta_c)\sin(\theta_a) \\
-\cos(\theta_c)\sin(\theta_a) \\
\cos(\theta_a)
\end{bmatrix}
\]

(4.2)

The rotary axis velocities \(\dot{a}(t), \dot{c}(t)\) are then related to the angular velocity vector, \(\mathbf{\dot{\omega}}(t)=[\dot{O}_i(t), \dot{O}_j(t), \dot{O}_k(t)]^T\), of the tool by the orientation Jacobian \(\mathbf{J}_o \in \mathbb{R}^{3 \times 2}\) of the machine obtained from Equation (4.2):
Chapter 4: Modeling of Contouring Error for 5-Axis Machine Tools

\[
\begin{bmatrix}
\dot{\theta}_i \\
\dot{\theta}_j \\
\dot{\theta}_k \\
\end{bmatrix}
= \begin{bmatrix}
\sin(\theta_c)\cos(\theta_a) & \cos(\theta_c)\sin(\theta_a) \\
-\cos(\theta_c)\cos(\theta_a) & -\sin(\theta_c)\sin(\theta_a) \\
-\sin(\theta_a) & 0 \\
\end{bmatrix}
\begin{bmatrix}
\dot{\theta}_a \\
\dot{\theta}_c \\
\end{bmatrix}
\]

(4.3)

Equations (4.2) and (4.3) reveal that only the two rotary drives, \(A\) and \(C\), control the tool orientation \((O_i, O_j, O_k)\). Therefore, the tracking errors of the rotary drives, \(e_a, e_c\) will affect the accuracy of the tool orientation.

The forward kinematics define the tool tip trajectory, \(P = [P_x, P_y, P_z]^T\) as a function of the axis motion,

\[
\begin{bmatrix}
P_x \\
P_y \\
P_z \\
1 \\
\end{bmatrix} = \begin{bmatrix}
P \\
1 \\
\end{bmatrix}
\cdot
\begin{bmatrix}
\text{Trans}(L_{w f w, x}, L_{w f w, y}, L_{w f w, z}) \\
\end{bmatrix}
\cdot
\begin{bmatrix}
\text{Rot}(Y_{f w}, 0) \\
\end{bmatrix}
\cdot
\begin{bmatrix}
\text{Trans}(L_{w f w c, x}, L_{w f w c, y}, L_{w f w c, z}) \\
\end{bmatrix}
\cdot
\begin{bmatrix}
\text{Rot}(Z_c, -\theta_c) \\
\end{bmatrix}
\cdot
\begin{bmatrix}
\text{Trans}(L_{c a, x}, L_{c a, y}, L_{c a, z}) \\
\end{bmatrix}
\cdot
\begin{bmatrix}
\text{Rot}(X_a, -\theta_a) \\
\end{bmatrix}
\cdot
\begin{bmatrix}
\text{Trans}(L_{a Ty, x}, L_{a Ty, y}, L_{a Ty, z}) \\
\end{bmatrix}
\cdot
\begin{bmatrix}
\text{Trans}(Y_{f p t, x}, Y_{f p t, y}, Y_{f p t, z}) \\
\end{bmatrix}
\cdot
\begin{bmatrix}
\text{Rot}(Z_{f p t}, 0) \\
\end{bmatrix}
\cdot
\begin{bmatrix}
\text{Trans}(L_{f p t e, x}, L_{f p t e, y}, L_{f p t e, z}) \\
\end{bmatrix}
\cdot
\begin{bmatrix}
t^p_x \\
1 \\
\end{bmatrix}
\]

(4.4)

and we can simplify this expression by setting some of the x and y offsets to zero at the home position:
The inverse kinematic transformation yields the Cartesian axis positions as:

\[
\begin{bmatrix}
  P_x \\
  P_y \\
  P_z
\end{bmatrix} = \begin{bmatrix}
-\cos(\theta_x) & \sin(\theta_x) \cos(\theta_a) & \sin(\theta_x) \sin(\theta_a) \\
-\sin(\theta_x) & -\cos(\theta_x) \cos(\theta_a) & -\cos(\theta_x) \sin(\theta_a) \\
0 & -\sin(\theta_a) & \cos(\theta_a)
\end{bmatrix}
\begin{bmatrix}
x \\
y \\
z
\end{bmatrix}
\]

\begin{equation}
(4.5)
\end{equation}

\[+ \begin{bmatrix}
-\sin(\theta_a) \sin(\theta_x) & \sin(\theta_a) \sin(\theta_x) & 0 \\
\cos(\theta_a) \sin(\theta_x) & -\cos(\theta_a) \cos(\theta_x) & -\sin(\theta_a) \\
-\cos(\theta_a) & \cos(\theta_a) & 0
\end{bmatrix}
\begin{bmatrix}
L_{tya,z} \\
L_{jpf,z} \\
L_{ac,z}
\end{bmatrix}.
\]

In contrast to the orientation tracking, the direct kinematic transformation, Equation (4.5), shows that translational \((X, Y, Z)\) as well as the motion of the rotary drives \((A, C)\) govern the tool tip trajectory \((P = [P_x P_y P_z]^T)\) on the workpiece surface. Thus, tracking errors of all the drives \((e_x, e_y, e_z, e_a, e_c)\) are reflected on the tool tip trajectory and restrain to the positioning accuracy of the tool tip.

A ‘tool pose’ variable is defined as:

\[
x(t) = [P_x(t), P_y(t), P_z(t), a(t), c(t)]^T,
\]

\begin{equation}
(4.7)
\end{equation}

containing the tool tip location in WCS and the two rotary drive positions. The partial derivatives of tool tip \((P_x, P_y, P_z)\) with respect to tool pose variables \((P_x, P_y, P_z, a, c)\) are evaluated by differentiating Equation (4.5),
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\[ J_y = \frac{\partial P_i}{\partial q_j} \quad i \in (x,y,z), \quad q_j \in (x,y,z,a,c). \]  

(4.8)

By adding two unity elements on the diagonal for the rotational drive positions, the following square Jacobian matrix \((J(t) \in \mathbb{R}^{5 \times 5})\) is formed:

\[
J(t) = \begin{bmatrix}
J_{11} & J_{12} & J_{13} & J_{14} & J_{15} \\
J_{21} & J_{22} & J_{23} & J_{24} & J_{25} \\
J_{31} & J_{32} & J_{33} & J_{34} & J_{35} \\
0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 1 \\
\end{bmatrix}
\]  

(4.9)

The Jacobian matrix in Equation (4.9) relates the drive velocities, \(q(t)\), and accelerations, \(\ddot{q}(t)\), to the tool pose velocity and acceleration as:

\[
\begin{bmatrix}
\dot{p}_x \\
\dot{p}_y \\
\dot{p}_z \\
\dot{\theta}_a \\
\dot{\theta}_c \\
\end{bmatrix}
= J(q) \begin{bmatrix}
\dot{x} \\
\dot{y} \\
\dot{z} \\
\dot{\theta}_a \\
\dot{\theta}_c \\
\end{bmatrix},
\begin{bmatrix}
\ddot{p}_x \\
\ddot{p}_y \\
\ddot{p}_z \\
\ddot{\theta}_a \\
\ddot{\theta}_c \\
\end{bmatrix}
= J(q) \begin{bmatrix}
\ddot{x} \\
\ddot{y} \\
\ddot{z} \\
\ddot{\theta}_a \\
\ddot{\theta}_c \\
\end{bmatrix} + \dot{J}(q, \dot{q}) \begin{bmatrix}
\dot{x} \\
\dot{y} \\
\dot{z} \\
\dot{\theta}_a \\
\dot{\theta}_c \\
\end{bmatrix}
\]  

(4.10)

The simplified linear dynamics of a typical feed drive system is presented in Figure 4.2. The corresponding rigid body model can then be expressed as:
where \( m_i = J_i / K_a K_{gi} r_{gi} \) is the equivalent inertia, \( c_i = B_i / K_a K_{gi} r_{gi} \) is viscous damping, \( u_i(t) \) is control voltage produced by the digital control law of the drive, \( d_i(t) \) is equivalent disturbance, and the suffix \( i = x, y, z, a, c \) denotes the drives, respectively. The amplifier and motor torque constants are, \( K_a, K_i \), respectively, and \( r_{gi} \) is the gear reduction ratio of the drives. The drive accelerations \( \ddot{q} \) can be represented in compact form by

\[
\ddot{q}(t) = M^{-1} [u(t) - d(t) - C\ddot{q}(t)].
\]

(4.12)

By substituting the kinematics relationships from Equation (4.10) into Equation (4.12), the drive dynamics can be mapped to the tool pose \( \dot{x} = [P_x, P_y, P_z, a, c]^T \) as:

\[
\dot{x}(t) = \dot{J}(t)\ddot{q}(t) + J(t)M^{-1} [u(t) - d(t) - C\ddot{q}(t)].
\]

(4.13)

The actual position, velocity and acceleration of the pose can be written as a sum of the reference commands and corresponding tracking errors,

\[
\begin{align*}
\text{x}_{\text{ref}}(t) &= [P_{x,\text{ref}}, P_{y,\text{ref}}, P_{z,\text{ref}}, a_{\text{ref}}, c_{\text{ref}}]^T \\
e(t) &= [e_{px}, e_{py}, e_{pz}, e_{a}, e_{c}]^T \\
\end{align*}
\]

(4.14)

Substituting Equation (4.14) into Equation (4.13), the tracking error dynamics of the tool is expressed by

\[
\ddot{e}(t) = \ddot{x}_{\text{ref}}(t) - \dot{J}(t)\ddot{q}(t) - J(t)M^{-1} [u(t) - d(t) - C\ddot{q}(t)].
\]

(4.15)
Note that in Equation (4.15), the vector $\ddot{x}_{\text{ref}}(t)$ is trajectory dependent. The Jacobian, $J(t)$, and its derivative, $\dot{J}(t)$, introduce time varying non-linear coupling, since they depend on the drive position as well as the velocities.

### 4.3 Tool Tip Contour Error Estimation

The reference trajectory of the tool tip, $P_{\text{ref}} = [P_{x,\text{ref}}, P_{y,\text{ref}}, P_{z,\text{ref}}]^T$, and corresponding tracking errors, $e = [e_{p_x}, e_{p_y}, e_{p_z}]^T$, as well as the contour error vector, $\vec{e}$ are illustrated in Figure 4.3a. The mutually orthogonal unit tangent, $\vec{t}(t)$, and normal, $\vec{n}(t)$, vectors along the path are computed using the reference velocity and acceleration of the tool tip:

\[
\vec{t} = \begin{bmatrix} \dot{P}_{x,\text{ref}} \\ \dot{P}_{y,\text{ref}} \\ \dot{P}_{z,\text{ref}} \end{bmatrix}, \quad \vec{n} = \begin{bmatrix} \ddot{P}_{x,\text{ref}} \\ \ddot{P}_{y,\text{ref}} \\ \ddot{P}_{z,\text{ref}} \end{bmatrix}
\]

\[(4.16)\]

![Diagram of tool tip contour errors in 5-axis machining.](image)

**Figure 4.3:** Modeling of tool tip contour errors in 5-axis machining.
where \( \dot{P}_{\text{ref}} = \frac{dP_{\text{ref}}}{dt} \) and \( \ddot{P}_{\text{ref}} = \frac{d^2P_{\text{ref}}}{dt^2} \). By defining the bi-normal vector \( \vec{b}(t) = \vec{t}(t) \times \vec{n}(t) \), a moving local coordinate frame, namely, a Frenet Frame \([70]\) on the tool-path at the reference tool center point \( (P_{\text{ref}}(t)) \) is defined as illustrated in Figure 4.3a:

\[
\begin{bmatrix}
 t_x \\
 t_y \\
 t_z
\end{bmatrix}
= \begin{bmatrix}
 n_x & b_x \\
 n_y & b_y \\
 n_z & b_z
\end{bmatrix},
\] (4.17)

and the Frenet Frame in Equation (4.17) is augmented to the following transformation:

\[
\begin{bmatrix}
 t_x & n_x & b_x & 0 & 0 \\
 t_y & n_y & b_y & 0 & 0 \\
 t_z & n_z & b_z & 0 & 0 \\
 0 & 0 & 0 & 1 & 0 \\
 0 & 0 & 0 & 0 & 1
\end{bmatrix}
\] (4.18)

to include the rotary drive contributions. Hence, the following coordinate transformation holds:

\[
e(t) = F(t)e_{\text{F}}(t) \leftrightarrow e_{\text{F}}(t) = F^\top(t)e(t),
\] (4.19)

where \( F^\top = F^{-1} \) and \( e = [e_{p_x}, e_{p_y}, e_{p_z}, e_c]^T \), \( e_{\text{F}}(t) = [e_t, e_n, e_b, e_a, e_c]^T \) contain the tracking errors of the tool tip in the Workpiece Coordinate Frame and in the Frenet Frame, respectively. As shown in Figure 4.3a, the vector sums of the errors in normal and bi-normal directions represent an approximation to the contour error vector as:

\[
\vec{\varepsilon} \simeq \vec{\varepsilon}_n + \vec{\varepsilon}_b.
\] (4.20)
Chapter 4: Modeling of Contouring Error for 5-Axis Machine Tools

If the tool path does not contain sharp curvatures and the feeds are low, the contouring error vector expressed in Equation (4.20) is sufficiently accurate. However, at high speed contouring, the limited control bandwidth of the drives creates a time delay between the reference and actual positions of the tool. The tracking errors of the rotary drives may offset the workpiece and can even cause the actual tool position to lead the reference trajectory during 5-axis machining. The delay or lead time between the reference and actual tool tip positions is estimated from the error in tangent direction \( e_t \) as:

\[
t_d = \frac{e_t}{\sqrt{\dot{P}_{x,\text{ref}}^2 + \dot{P}_{y,\text{ref}}^2 + \dot{P}_{z,\text{ref}}^2}},
\]

and used to shift the Frenet Frame in time as follows:

\[
\tilde{F} = F(t - t_d).
\]

Since the reference trajectory is generated in advance, one can simply use the Shifted Frenet Frame \( \tilde{F} \) and utilize the normal and bi-normal error components to improve the contour error estimation. Although the direction of the contour error vector is estimated more accurately with this method, such a transformation does not evaluate the amplitude of the tool tip contour error \( \|\varepsilon\| \) accurately, leading to over or under-cuts during actual contouring control. As illustrated in Figure 4.3b, the vector between the current and the delayed reference positions is expressed as:

\[
h = \begin{bmatrix}
P_{\text{ref}}(t) - P_{\text{ref}}(t - t_d) \\
0 \\
0
\end{bmatrix}, \quad h \in \mathbb{R}^{5 \times 1}
\]
and its representation in $\tilde{F}$ is computed by:

$$h_F = \tilde{F}^T h.$$  \hfill (4.24)

In order to correct the estimation, only the normal and bi-normal components are used, and the tangent component is excluded by multiplying with $W = \text{diag}(0, -1, -1, 1, 1)$,

$$\tilde{h}_F = Wh_F$$  \hfill (4.25)

The tracking errors on the *Compensated Frenet Frame*, $\tilde{F}$ become:

$$\tilde{e}_F = \tilde{F}^T e + \tilde{h}_F.$$  \hfill (4.26)

As shown in Figure 4.3b, the sum of vector components in the normal and bi-normal directions ($\tilde{e}_n + \tilde{e}_b$) evaluated from Equation (4.26) more accurately approximate the actual amplitude of contour error along arbitrary tool-paths as:

$$\|e\| \approx \sqrt{e_n^2 + e_b^2}.$$  \hfill (4.27)

### 4.4 Tool Orientation Contour Error Estimation

As shown in Figure 4.4, there is a difference in definition of the regular tool orientation tracking error vector $\tilde{e}_o$, and the orientation contour error vector $\tilde{e}_{o,act}$, measured as the normal angular deviation from the orientation in the spherical coordinate system. The orientation tracking error vector is measured from the current tool orientation, $O$, to the current reference orientation. As shown by Equation (4.3), by simply minimizing the tracking errors of the rotary drives, orientation tracking errors can be eliminated. However, doing so does not necessarily rotate the tool closer to the desired orientation.
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trajectory, $O_{ref}$. The tool can be rotated to the desired orientation trajectory by eliminating the approximated contour error vector, $\bar{\varepsilon}_a \cong \bar{\varepsilon}_{a,act}$, as shown in Figure 4.4.

![Figure 4.4: Modeling of tool orientation contour errors in 5-axis machining.](image)

Similar to the Cartesian contour error approximation, the orientation contour error vector is predicted by transforming the tracking errors to obtain the vector that is normal to the reference trajectory as:

$$\bar{\varepsilon}_o = \begin{bmatrix} \varepsilon_{o,i} \\ \varepsilon_{o,j} \\ \varepsilon_{o,k} \end{bmatrix} = \bar{\varepsilon}_o - \bar{\omega} \cdot \bar{\varepsilon}_o \cdot \bar{\omega}$$  \hspace{1cm} (4.28)

where $\bar{\omega} = [\omega_i, \omega_j, \omega_k]^T$ is the angular velocity of the tool. Normalizing the velocity of the tool axis, $\bar{\omega} = \bar{\omega}/||\bar{\omega}||$, Equation (4.28) can be re-written as:

$$\varepsilon_o = e_o - \bar{\omega}(e_o \cdot \bar{\omega})$$  \hspace{1cm} (4.29)
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From the kinematics of the 5-axis machine tool, it is known that the orientation Jacobian \((J_o)\) in Equation (4.3) relates the rotary axis velocities \((v = [v_o, v_c]^T)\) to the orientation velocity of the tool through:

\[
\omega = k J_o \vec{v},
\] (4.30)

where \(\vec{v} = v/\|v\|\) is the unit vector velocity in joint coordinates, and \(k = \|\omega/\|v\|\) is a scaling constant. In addition, assuming that the orientation errors are compensated with small drive rotations within the control sampling interval \((T = \text{l}[msec])\), we can use the following approximation:

\[
e_o \approx J_o e_R \] (4.31)

where \(e_R = [e_o, e_c]^T\) is the array containing the individual rotary drive errors. Substituting Equations (4.30) and (4.31) into Equation (4.29) yields:

\[
\epsilon_o = J_o e_R - k^2 J_o \vec{v} \vec{v}^T J_o^T J_o e_R.
\] (4.32)

Using Equation (4.30) and properties of the unit vectors \((\omega, v)\), it can be shown that

\[
\vec{v}^T \vec{v} = \omega^T \omega = k^2 \vec{v}^T J_o^T J_o \vec{v} = 1 \rightarrow k^2 \vec{v}^T J_o^T J_o = \vec{v}^T,
\] (4.33)

which allows us to simplify Equation (4.32) as:

\[
\epsilon_o = J_o \left[ e_R - \frac{\vec{v} (\vec{v}^T e_R)}{e_R} \right].
\] (4.34)

As a result, the relationship between the tool orientation contour error \((\epsilon_o)\) in WCP and the corresponding rotary drive errors \((e_R = [e_o, e_c])\) in joint coordinates is obtained from Equation (4.34) as:
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\[ \mathbf{e}_R = \begin{bmatrix} \varepsilon_a \\ \varepsilon_c \end{bmatrix} = \mathbf{e}_R - \nabla^T \mathbf{e}_R. \]  

(4.35)

Table 4.1: Rigid body drive parameters.

<table>
<thead>
<tr>
<th></th>
<th>X-axis</th>
<th>Y-axis</th>
<th>Z-axis</th>
<th>A-axis</th>
<th>C-axis</th>
</tr>
</thead>
<tbody>
<tr>
<td>( m = \frac{J}{K_s K_r r_g} )</td>
<td>0.00162 [V/sec²/mm]</td>
<td>0.00174 [V/sec²/mm]</td>
<td>0.00296 [V/sec²/mm]</td>
<td>0.00682 [V/sec²/rad]</td>
<td>0.00054 [V/sec²/rad]</td>
</tr>
<tr>
<td>( c = \frac{B}{K_s K_r r_g} )</td>
<td>0.00681 [V/sec/mm]</td>
<td>0.00863 [V/sec/mm]</td>
<td>0.01518 [V/sec/rad]</td>
<td>0.01964 [V/sec/rad]</td>
<td>0.00368 [V/sec/rad]</td>
</tr>
</tbody>
</table>

4.5 Implementation and Experimental Results

The proposed contouring error prediction models are experimentally validated on a 5-axis machine tool, as modeled in Chapter 3. The in-house developed research CNC has an open architecture [72], which allows rapid implementation of trajectory generation and control laws. The Cartesian drives have 2.9 [micron] encoder resolutions, and the rotary table driven by the \( A \) and \( C \) drives are equipped with 8.7 [micro radian] resolution encoders. The dynamic parameters of the drives identified experimentally [47] are presented in Table 4.1. All five drives are individually controlled by robust sliding mode

Table 4.2: Five-axis SMC control parameters (SISO scheme).

<table>
<thead>
<tr>
<th>SMC Parameters</th>
<th>X-axis</th>
<th>Y-axis</th>
<th>Z-axis</th>
<th>A-axis</th>
<th>C-axis</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \omega_n [\text{rad/ sec}] )</td>
<td>200</td>
<td>200</td>
<td>180</td>
<td>150</td>
<td>200</td>
</tr>
<tr>
<td>( K_s [V/ mm/ sec] )</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>([V/rad/sec] for rotary drives)</td>
<td>7</td>
<td>5</td>
<td>5</td>
<td>0.5</td>
<td>1</td>
</tr>
<tr>
<td>Disturbance Adaptation Gain ( \Gamma [V/mm] ) (( \Gamma [V/rad] ) for rotary drives)</td>
<td>25</td>
<td>30</td>
<td>15</td>
<td>3</td>
<td>3</td>
</tr>
</tbody>
</table>
controllers (SMCs) in order to obtain higher tracking performance. The design procedure is presented by Altintas and Erkorkmaz [35] where the sliding surface is based purely on the tracking errors of the individual axes. Thus, the SMC of each axis drive is tuned separately, and the bandwidth of each Cartesian axis is closely matched in order to obtain better contouring performance (see Table 4.2). The proposed contour estimation, as well as the robust axis control algorithms were implemented on the Labview RT© system comprised running on personal computers for real time computation of the control law, and a FPGA card for data acquisition and decoding of the encoder signals. The sampling rate of the control loop is fixed to 1kHz.

![Diagram](image)

**Figure 4.5: Test Tool-path: a) reference tool tip position, b) reference tool axis orientation**

\[
\mathbf{P}_{\text{ref}} = \begin{bmatrix} P_{x,\text{ref}} & P_{y,\text{ref}} & P_{z,\text{ref}} \end{bmatrix}^T \quad \text{position, b) reference tool axis orientation} \quad \mathbf{O}_{\text{ref}} = \begin{bmatrix} O_{i,\text{ref}} & O_{j,\text{ref}} & O_{k,\text{ref}} \end{bmatrix}^T
\]
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The effectiveness of the proposed 5-axis contour error estimation algorithms is demonstrated on a tool-path that contains a circular contour for the tool tip motion and smoothly varying orientation for the tool axis. The reference 5-axis test tool-path is analytically given by

\[
\begin{align*}
P_{x_{\text{ref}}} &= 15 \cos(l) + 5 \sin(l) \,[\text{mm}] \\
P_{y_{\text{ref}}} &= 15 \sin(l) - 5 \cos(l) \,[\text{mm}] \\
P_{z_{\text{ref}}} &= 15l \,[\text{mm}] \\
a_{\text{ref}} &= -\cos^{-1}(\sin(l) / \sqrt{5}) \,[\text{rad}] \\
c_{\text{ref}} &= -\tan(\cos(l) / \sqrt{5}) \,[\text{rad}]
\end{align*}
\]

\[ l = 0 \ldots 4\pi, \quad (4.36) \]

and shown in Figure 4.5. The reference path of the tool orientation continuously changes as shown in Figure 4.5b. The path of the tool tip follows a circular motion in the $x$-$y$ plane, and at the same time the cutter moves in the $z$ direction, where the total distance of travel along the workpiece is about 273.87 [mm]. The reference tool-path is interpolated by generating a smooth trajectory with a maximum cruise feed of 50 [mm/sec] and cubic acceleration/decelerations not exceeding 1500 [mm/sec$^2$].
In order to investigate the accuracy of the proposed 5-axis tool tip contour error computation methods, the basic Frenet Frame (Equation (4.20)), Shifted Frenet Frame (Equation (4.22)) and the Compensated Frenet Frame (Equation (4.26)) are compared against true tool tip contour errors as shown in Figure 4.6. The true contour errors are calculated through an iterative search of the shortest distance between the tool tip position and actual path, as presented by Altintas and Erkorkmaz [39], measured in the workpiece coordinate system. The proposed Compensated Frenet Frame approximation provides the most accurate estimation of contour errors as shown in Figure 4.6a. Severe peaks in the contour error trend can be observed at times ~1, 2.2, 3.5 and 5 [sec] during
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*Figure 4.6: Comparison of tool tip contouring error estimations (experimental): a) comparison of true and estimated tool tip contour errors, b) discrepancy of proposed estimation from true contour errors, c) delay time*
air cutting. In addition, relatively smaller jumps occur in between at \(-1.5, 3, 3.5\) and \(4.2\) [sec]. As the rotational axes go through a direction reversal during 5-axis operation, the joint velocity changes rapidly with high acceleration, and, at the same time, the coulomb friction at the joint acts as a sudden step disturbance to the drive. Each axis controller deals with the disturbance individually and tries to track the high acceleration reference command. The disturbance is rejected in finite time, and severe tracking errors at the axis level occur, jeopardizing the coordination between the drives. This deteriorates the contouring performance severely. Thus, the contour error peaks in Figure 4.6a coincide with the locations when the \(A\) rotary axis goes through velocity reversal, and the smaller error peaks are related to the tracking performance of the \(C\) axis (see Figure 4.7a and b). This indicates that during 5-axis machining not only the Cartesian but also the rotary drives contribute strongly to the contouring performance. A closer view of the estimation errors of the basic, delayed and compensated Frenet Frames is shown in Figure 4.6b. All of the proposed methods estimate the contour errors within an acceptable average estimation discrepancy (0.01~0.05[micron]). The most severe cases occur when the contour error spikes above 300 [micron] where the actual tool tip has its maximum lag from the reference point. This lag can be observed from the delay time computed from Equation (4.22) and plotted in Figure 4.6c. The basic and Compensated Frenet Frame approximations show good performance even at these locations with an estimation error as high as 0.1 and 0.05[micron], respectively. As a result, both the basic and the Compensated Frenet Frame methods prove to be sufficiently accurate for contouring control even when the tool tip deviates highly from the desired path. On the other hand, the delayed Frenet Frame shows the worst performance confirming that the offset \(h\) in
Equation (4.23), must be compensated to estimate the amplitude of the contour error accurately.

Similar to the Cartesian case, the actual orientation contour error vector can be obtained by iteratively finding the closest normal point to the actual reference orientation tool-path in spherical coordinates. The actual orientation contour error vector \( \mathbf{e}_{\text{o,act}} \) is computed and transformed into the corresponding \( a \) and \( c \) rotary drive tracking errors \( \mathbf{e}_{a,c} \) using the orientation Jacobian (Equation (4.3)):

\[
\mathbf{e}_{a,c} \approx \mathbf{J}_O \mathbf{e},
\]

(4.37)
and compared against the proposed analytical estimation given in Equation (4.35). Figure 4.7 represents the experimentally recorded rotary drive tracking errors, as well as the true and estimated orientation contour errors expressed in drive coordinates. As shown in Figure 4.7a and b, the transformation of the orientation contour errors computed from Equation (4.31) and (4.35) match, and they both show distinct error trends in comparison to the tracking errors of the rotary drives. Rotary drive tracking errors show peaks due to the coulomb friction at path locations when A and C axes go through velocity reversals. The orientation contour error component mainly follows the tracking errors, indicating that the motion should be synchronized. However, deviations between the trends occur especially when synchronization is lost, as one rotary drive is exposed to a velocity reversal yielding high tracking errors and the other one is not. In Figure 4.7a, one can see that the A rotary drive tracking and orientation error trends differ from each other at 0.5, 1.5, 3, 4 [sec] on the time scale, corresponding to the locations where the A rotary drive has its highest tracking errors. Similar observations can be made for the C axis at 1, 2.5, 3.5 and 5 [sec], indicating that elimination of orientation contour errors is crucial in establishing synchronization of the drives towards improving the part accuracy. Figure 4.7c-d show the deviation of the proposed analytical orientation contour error estimation from the measured values. The maximum deviation is less than 6 [microradian] for both A and C drives. Considering that the rotary encoders have a resolution of 8.7 [microradian], the proposed estimation is valid and suitable for designing orientation contour controller that is presented in Chapter 5 of this thesis.
4.6 Conclusion

The main concerns during 5-axis contouring are the tool tip and the tool orientation contour errors. The kinematic model of 5-axis machine tools shows that all five physical drives influence tool tip positioning accuracy, while the tool axis orientation errors are caused only by the rotary drives. In this chapter, the kinematics and rigid body dynamics of five axes, namely, three translational and two rotary drives are combined to predict tool tip and tool orientation errors that produce contouring errors on the machined part surface. It is shown that even if the tracking accuracies of all five drives are individually greatly improved by high bandwidth, robust controllers, the overall contour error along 5-axis tool paths can still be significant due to the path curvature and the kinematics of the machine. Instead of controlling each drive individually, the experimentally validated, real-time, contouring error estimation model allows the design of a global, sliding mode controller which simultaneously controls all five drives with the objective of achieving high path tracking accuracy. The contributions of this chapter have been published in [26], and a contour controller that improves the path tracking accuracy is presented in Chapter 5 of this thesis.
5. Precision Contouring Controller Design for 5-Axis Machine Tools

5.1 Introduction

Two types of contour errors were introduced in Chapter 4. The first type of contour error is the normal deviation of the tool tip from the desired tool-path, called the tool tip contour error, arises as a nonlinear function of the tracking errors of all five drives. Orientation contour error, on the other hand, has been defined as normal deviation from the reference tool orientation trajectory, and it can be controlled only by the rotary drives of a 5-axis machine tool. Design of a multi-input-multi-output sliding mode controller for minimizing both contour errors is introduced in this chapter of the thesis.

The proposed 5-axis contour controller is designed in two steps. In Section 5.2, the kinematics of the machine tool and the tool tip contour error models introduced in Chapter 4 are utilized to design a robust sliding mode controller that minimizes the tool tip contour errors. The proposed tool tip contour error controller is based on the rigid body dynamic model. It estimates the normal deviation of the tool tip from the desired contour and generates coupled control to the axis drives (X, Y, Z, A and C). The design of an orientation contour error controller is presented in Section 5.3. The orientation sliding mode controller, on the other hand, utilizes the orientation contour error estimation and couples only the two rotary drives (A and C) for accurate orientation contouring. Both contour controllers are implemented together, and the complete 5-axis contour controller scheme is constructed to control the tool tip and orientation contour errors in a coupled fashion. The effectiveness of this control strategy is experimentally demonstrated on the 5-axis CNC machine tool in Section 5.4, and the contributions [43] are summarized in Section 5.5.
5.2 Design of the Sliding Mode Controller for Tool Tip Contour Errors

The simplified rigid body dynamics of a typical feed drive system on a 5-axis machine tool were modeled in Chapter 4 as:

\[
\ddot{q}(t) = \mathbf{M}^{-1}[\mathbf{u}(t) - \mathbf{d}(t) - \mathbf{C}\dot{q}(t)]
\]  

(5.1)

where \( \mathbf{q}(t) = [x(t), y(t), z(t), a(t), c(t)]^T \) contains the drive positions. \( \dot{q} \) and \( \ddot{q} \) contain the drive velocities and accelerations, respectively. \( \mathbf{u} \) is the control input to the amplifiers, and \( \mathbf{d} \) is the external disturbance reflected at the amplifier’s input. \( \mathbf{M} \in \mathbb{R}^{5 \times 5} \) and \( \mathbf{C} \in \mathbb{R}^{5 \times 5} \) are diagonal matrices that contain the drives’ equivalent inertia and viscous damping values. The jacobian matrix, \( \mathbf{J}(t) \in \mathbb{R}^{5 \times 5} \) relates drive velocities, \( \dot{q} \), to the tool pose velocity \( \mathbf{x}(t) = [\dot{P}_x(t), \dot{P}_y(t), \dot{P}_z(t), \dot{a}(t), \dot{c}(t)]^T \) and obtained from the kinematics of the 5-axis machine. The drive dynamics are mapped to the tool pose using the jacobian, and tracking error dynamics of the tool in the workpiece coordinate system has been expressed as:

\[
\dddot{e}(t) = \dddot{x}_{ref}(t) - \dot{\mathbf{J}}(t)\dot{q}(t) - \dot{\mathbf{J}}(t)\mathbf{M}^{-1}[\mathbf{u}(t) - \mathbf{d}(t) - \mathbf{C}\dot{q}(t)].
\]  

(5.2)

Based on the contour error and drive dynamics models presented in Chapter 4, a sliding mode controller that minimizes the tool tip contour errors is designed herein.
The actual tool tip contour error vector \( \mathbf{e} \) has been modeled by reflecting the tool tracking tip errors \( \mathbf{e} \) on the delay compensated Frenet Frame \( \mathbf{F} \),

\[
\begin{align*}
\mathbf{\tilde{e}}_F &= \mathbf{\tilde{F}}^T \mathbf{e} + \mathbf{\tilde{h}}_F \\
\mathbf{\dot{e}}_F &= \mathbf{\tilde{F}}^T \mathbf{\dot{e}} + \mathbf{\tilde{F}}^T \mathbf{e} + \mathbf{\dot{h}}_F \\
\mathbf{\ddot{e}}_F &= \mathbf{\tilde{F}}^T \mathbf{\ddot{e}} + 2 \mathbf{\tilde{F}}^T \mathbf{\dot{e}} + \mathbf{\tilde{F}}^T \mathbf{e} + \mathbf{\ddot{h}}_F
\end{align*}
\]  

(5.3)

The contour errors left on the part surface are estimated from the normal and bi-normal components \( \mathbf{\bar{e}} = \mathbf{\bar{e}}_n + \mathbf{\bar{e}}_b \) of the errors (see Figure 5.1), which are minimized by the sliding mode controller. The contour error dynamics are derived by substituting Equation (5.2) into Equation (5.3):

Figure 5.1: Tool tip contour error estimation.
Note that the dynamics of the first three components, namely the tangent, normal and bi-normal errors are nonlinear and time varying due to the Jacobian and Frenet Frame transformations. The last two components are the regular tracking error dynamics of the rotary drives. A second order sliding surface, $S \in \mathbb{R}^{5 \times 1}$, is designed to contain the proportional, integral and derivative of the time varying errors according to:

$$S = C_p \tilde{e}_F + C_i \int_0^t \tilde{e}_F d\tau + C_d \dot{\tilde{e}}_F,$$  \hspace{1cm} (5.5)

where $C_p \in \mathbb{R}^{5 \times 5}$, $C_i \in \mathbb{R}^{5 \times 5}$ and $C_d \in \mathbb{R}^{5 \times 5}$ are diagonal design matrices that represent the desired achievable dynamics of the errors on the sliding surface. The control input $(u \in \mathbb{R}^{5 \times 1})$ must be manipulated in such a way that the errors and the time derivative converge asymptotically to the stable sliding surface, so that they eventually slide to origin $S \to 0$ as $\tilde{e}_F \to 0$ and $\tilde{e}_F \to 0$. The error dynamics on the sliding surface can be represented in Laplace domain as:

$$\hat{S} = [C_p s^2 + C_p s + C_i] \tilde{e}_F(s) = 0 \hspace{1cm} (5.6)$$
where $s$ is the Laplace operator, and stable 2\textsuperscript{nd} order error dynamics can be designed by choosing constant design matrices:

\begin{align*}
\mathbf{C}_b &= \mathbf{I}_{5 \times 5} \\
\mathbf{C}_p &= \text{diag}\left(2\zeta_t \omega_{n,t}, 2\zeta_n \omega_{n,n}, 2\zeta_b \omega_{n,b}, 2\zeta_a \omega_{n,a}, 2\zeta_c \omega_{n,c}\right) \\
\mathbf{C}_1 &= \text{diag}\left(\omega_{n,t}^2, \omega_{n,n}^2, \omega_{n,b}^2, \omega_{n,a}^2, \omega_{n,c}^2\right)
\end{align*}

where $\zeta_i$ and $\omega_{n,i}$, $i = t, n, b, a, c$ are the individual damping and natural frequencies for each tracking error component. The variation in the external disturbance caused by the cutting process and friction is considered to be constant and remains between the known upper, $\mathbf{d}^+ \in \mathbb{R}^{5 \times 1}$, and lower, $\mathbf{d}^- \in \mathbb{R}^{5 \times 1}$, limits during short time intervals. The external disturbances force contouring errors to deviate from the sliding surface, but they can be tracked using the following observer which integrates the sliding surface:

\[
\dot{\mathbf{d}} = \mathbf{T} \mathbf{k} \mathbf{J}^T \mathbf{F} \mathbf{S} \rightarrow \dot{\hat{\mathbf{d}}} = \mathbf{d}(k-1) + \mathbf{T} \mathbf{k} \mathbf{J}^T \mathbf{F} \mathbf{S}.
\]

$T$ is the control sampling period, $\mathbf{\Gamma} = \text{diag}\left(\Gamma_t, \Gamma_n, \ldots, \Gamma_c\right)$ is the observer gain matrix, $\mathbf{J}^T$ is the transpose of the jacobian, and $\mathbf{\kappa} = \text{diag}\left(\kappa_t, \kappa_n, \ldots, \kappa_c\right)$ is a matrix with positive entries used to impose limits on the integral control action against the disturbances, so that the observations are within the given bounds, $\mathbf{d}^- \leq \dot{\hat{\mathbf{d}}} \leq \mathbf{d}^+$,

\[
\mathbf{\kappa} = \begin{cases} 
0 \text{ if } \dot{\hat{\mathbf{d}}} \leq \mathbf{d}^- \text{ and } \mathbf{S} \leq \mathbf{0} \\
0 \text{ if } \dot{\hat{\mathbf{d}}} \geq \mathbf{d}^+ \text{ and } \mathbf{S} \geq \mathbf{0} \\
1 \text{ otherwise }
\end{cases}
\]

(5.9)
The bounded disturbance observer avoids chattering of the controller on the sliding surface. In order to push the tracking errors onto the sliding surface, the following Lyapunov vector function is postulated as:

\[
V = \begin{bmatrix} V_t \\ V_n \\ V_b \\ V_a \\ V_e \end{bmatrix} = \frac{1}{2} \left[ S^T M S + (d - \hat{d})^T \Gamma^{-1} (d - \hat{d}) \right]. \tag{5.10}
\]

This function penalizes the deviation from the surface and the square of the disturbance estimation error. The derivative of the Lyapunov function,

\[
\dot{V} = S^T M \dot{S} - (d - \hat{d})^T \Gamma^{-1} \dot{d} \tag{5.11}
\]

must be negative for asymptotic stability. This pushes the states towards the sliding surface where they follow the desired 2\textsuperscript{nd} order dynamics. Equations (5.6) and (5.8) are substituted into Equation (5.11) to yield:

\[
\dot{V} = S^T M \left[ C_t \hat{e}_f + C_p \hat{e}_r + C_p \hat{e}_c \right] - (d - \hat{d})^T \kappa J^T \tilde{F} S \tag{5.12}
\]

and Equation (5.4) is used to expand the derivative of the Lyapunov function:

\[
\dot{V} = S^T M \left[ C_t \hat{e}_f + C_p \hat{e}_r + F^T \tilde{x}_r - F^T \tilde{J} q - F^T J M^{-1} u + F^T J M^{-1} C q + 2 \tilde{F}^T e + \tilde{F}^T \dot{e} + \tilde{h} \right] + S^T F^T J d - S^T F^T J (d - \hat{d}) \tag{5.13}
\]

Noting that \( S^T \kappa F^T J d - S^T F^T J (d - \hat{d}) \) in Equation (5.13) can be regrouped as \( S^T F^T J (d - \hat{d}) (1 - \kappa) \), and due to the disturbance limits imposed in Equation (5.9)
As a result, the following criterion is sufficient to ensure the asymptotic stability \( \dot{V}(t) < 0 \) of Equation (5.13):

\[
\dot{V} = S^T M \left[ C_r \ddot{e} + C_p \dot{\dot{e}}_p + F^T \dot{\dot{x}}_{ref} - F^T \dot{J} \dot{q} - F^T J M^{-1} u + F^T J M^{-1} Cq + 2 \dot{F}^T e + \ddot{F}^T e + \dddot{h} \right] + S^T F^T J d = -S^T K_s S
\]

(5.14)

where \( K_s = \text{diag}(K_{s,1}, K_{s,2}, \ldots, K_{s,n}) \) is a positive definite diagonal feedback gain matrix used to push individual error components onto the sliding surface. Hence, the control law has been obtained from Equation (5.14) as

\[
u = J^T F M \left[ C_r \ddot{e} + C_p \dot{\dot{e}}_p + F^T \dot{\dot{x}}_{ref} - F^T \dot{J} \dot{q} + 2 \dot{F}^T e + \ddot{F}^T e + \dddot{h} + M^{-1} K_s S \right] + Cq + \hat{d}
\]

(5.15)

where the disturbance, \( \hat{d} \) is evaluated from Equation (5.8). The asymptotic stability of the tool tip contour controller (Equation (5.15)) is guaranteed as follows: The Lyapunov function \( V \) postulated in Equation (5.10) is lower bounded, and its derivative \( \dot{V} \) is forced to decrease by the condition imposed in Equation (5.14). As a result, the sliding surface \( S \), the contour error states \( \left[ \int_0^t \dot{e}_r d\tau, \dot{e}_r, \ddot{e}_r \right] \), and the estimated disturbances acting on the tool \( \hat{d} \) are all bounded. The stable sliding mode control law in Equation (5.15) is substituted into the contour error dynamics (Equation (5.4)) to obtain the following equation:

\[
\dot{S} + MK_s S = F^T J M^{-1} (d - \hat{d})
\]

(5.16)
In Equation (5.16),  \( \dot{S} \) is bounded since \( d - \hat{d} \) is bounded, and \( J, F^T \) are both bounded by the reference trajectory. The error dynamics, \( \ddot{e}_F \), is bounded from Equations (5.6) and (5.16), the second derivative of the Lyapunov function (Equation (5.14)),

\[
\dot{V} = - \left( C_p \ddot{e}_F + C_1 \int_0^t \dot{e}_F d\tau + C_p \ddot{e}_F \right) \left( C_p \ddot{e}_F + C_1 \ddot{e}_F + C_p \ddot{e}_F \right)
\]  

(5.17)

is also bounded. In conclusion, \( V \) is positive definite lower bounded, \( \dot{V} \) is positive definite decreasing and \( \ddot{V} \) is bounded and this proves that \( \dot{V} \) is a uniformly continuous function. Barbalat’s lemma [73] dictates that \( V \to 0, S \to 0 \) as \( t \to \infty \), and all the contour errors on the sliding surface converge to origin, \( \ddot{e}_F \to 0, \dot{e}_F \to 0 \). Considering the simplified homogenous transformation \( \left( \ddot{e}_F = \tilde{F}^T e \right) \) between the contour errors \( \ddot{e}_F \) and tracking errors \( e \) from Equation (5.3), it yields that both contour and the drive tracking errors converge asymptotically to the origin: \( e \to 0 \) as \( \ddot{e}_F \to 0 \).

The overall controller structure is illustrated in Figure 5.2. Unlike in Single Input Single Output (SISO) control structures, the interpolator does not use inverse kinematics.
to generate reference commands to the drives in the proposed contouring controller. Instead, the interpolator generates the reference tool tip position command in the workpiece coordinate system and the rotary drive positions in the joint coordinate system. The proposed controller uses pose tracking errors and utilizes Frenet Frame [70] transformations to compute the contour error dynamics. The control action is then sent to the five physical drives of the machine tool. As explained in Chapter 4, due to the kinematics of the machine tool, tracking errors of all five axes influence the tool tip position in the workpiece coordinates. However, the kinematics of the machine tool allows compensation for the tool tip positioning errors by utilizing only the Cartesian axes of the machine tool. The tool position in joint coordinates is used in the contour error estimation and Cartesian axes are coupled together. Since tool tip contour errors that are directly influenced by the errors in normal and bi-normal directions \((\tilde{e}_n, \tilde{e}_b)\) are emphasized, higher bandwidths \((\omega_{n,n}, \omega_{n,b})\) and feedback gains can be used to achieve more accurate contouring performance. Dynamics in the tangent direction are set to be slower so that the drives are not saturated. In contrast, the rotary drives are not coupled during computation of the control action; rather they are regulated individually. The proposed sliding mode controller ensures the stability of the complete machine tool during simultaneous 5-axis machining.

5.3 Design of Sliding Mode Controller for Tool Orientation Contour Errors

The orientation contour error is defined as the normal deviation from the orientation trajectory in Chapter 4, which is briefly summarized here to derive the control law. The
orientation errors defined in spherical coordinates, \( e_o = [e_{o,j}, e_{o,k}]^T \), are reflected in the normal direction to the desired tool-path, and the contour errors are estimated as:

\[
e_o = e_o - \omega_o \left( e_o^T \omega_o \right)
\]

where \( \omega_o = \omega_o / |\omega_o| \) is the normalized angular velocity of the tool axis. Using the orientation jacobian, \( J_o \), the tool orientation tracking error \( e_o \) is evaluated from rotary drive tracking errors, \( e_R = [e_a, e_c]^T \), as:

\[
e_o \approx J_oe_R.
\]

The relationship between the tool orientation contour error vector in the workpiece coordinate system, \( e_o \), and the corresponding rotary drive errors, \( e_R = [e_a, e_c] \), in the machine coordinates was obtained as:

\[
e_R = \begin{bmatrix} e_a \\ e_c \end{bmatrix} = e_R - \bar{v}(\bar{v}^T e_R)
\]

where \( \bar{v} = [\bar{v}_a, \bar{v}_c]^T \) contains normalized rotary drive velocities.

The sliding mode contour controller designed for the tool tip contour control in Section 5.2 also sends control signals, \( u_a \) and \( u_c \), to minimize individual tracking errors, \( e_a, e_c \), of the rotary drives. However, a separate controller is redesigned in this section for the rotary drives in order to minimize the orientation contour error components \( (e_a, e_c) \) in parallel to the regular tracking errors \( (e_a, e_c) \). By considering only the motion of the rotary drives from Equation (5.1), the decoupled tracking error dynamics for rotary drives can be expressed as:
\[ \ddot{e}_R = \begin{bmatrix} \ddot{e}_a \\ \ddot{e}_c \end{bmatrix} = \ddot{x}_{ref} - M^{-1}(u - d - C\dot{q}) \] (5.21)

where \( M = \text{diag}(m_a, m_c) \) and \( C = \text{diag}(c_a, c_c) \) contain drive inertias and damping values. Tracking errors of the rotary drives are then redefined as the weighted sum of the regular rotary drive tracking errors \( (e_R = [e_a, e_c]) \) and the integral of the contour error components \( (e_R = [e_a, e_c]) \) from Equation (5.18) as:

\[
\dot{e} = \begin{bmatrix} e_a \\ e_c \end{bmatrix} + \begin{bmatrix} w_a & 0 \\ 0 & w_c \end{bmatrix} \int_0^t \begin{bmatrix} e_a \\ e_c \end{bmatrix} d\tau
\] (5.22)

where \( W = \text{diag}(w_a, w_c) \) is the positive definitive diagonal weighting matrix. Note that when the weights \( (w_a, w_c) \) are set to zero, the new error state, \( \ddot{e} \) is based only on the tracking errors of rotary drives. As the weights are increased, the effects of contour errors are raised in \( \ddot{e} \). Consequently, minimizing the new error state with non-zero weights will introduce coupling and synchronization between the rotary drives to improve the contouring performance. Similar to the sliding mode controller design procedure presented in Section 5.2, a sliding surface \( (S \in \Re^{2\times1}) \) that covers the error states is selected as:

\[ S = \Delta \ddot{e} + \dot{e} = 0 \] (5.23)

where \( \Delta = \text{diag}(\lambda_a, \lambda_c) \) is the desired bandwidth of the errors on the sliding surface. The control input, \( u \in \Re^{2\times1} \), is manipulated in such a way that the errors and derivatives
converge asymptotically to the stable sliding surface where they eventually slide to the origin. The disturbances \(d \in \mathbb{R}^{2n}\) are estimated from the following observer:

\[
\dot{\hat{d}} = \Gamma \kappa S \rightarrow \dot{\hat{d}}(k) = \dot{\hat{d}}(k-1) + \Gamma \kappa S
\]  

(5.24)

where \(\Gamma \in \mathbb{R}^{2n \times 2n}\) contains parameter adaptation gains, and \(\kappa \in \mathbb{R}^{2n \times 2n}\) is used to keep the observed disturbance within the given boundaries similar to the expression presented in Equation (5.9). In order to push the errors onto the sliding surface, a positive definite lower bounded Lyapunov function is used,

\[
V = \frac{1}{2} \left( S^T MS + (d - \hat{d})^T \Gamma^{-1} (d - \hat{d}) \right)
\]  

(5.25)

and the asymptotic stability \(\dot{V}(t) < 0\) is ensured by setting

\[
S^T M \left[ \dot{\hat{\Delta}} + \dot{x}_{\text{ref}}^T - M^{-1} (u - d - Cq) + W \varepsilon \right] = -S^T K S
\]  

(5.26)

where \(K = \text{diag}(K_{s,a}, K_{s,c})\) is the feedback gain matrix. The control law is obtained from Equations (5.21), (5.22) and (5.26) as:

Figure 5.3: Tool orientation contour controller block diagram.
The proposed control law minimizes the error state that contains weighted sum of tracking and the contour components, \( \ddot{e} = e_r + \int_0^t e_R d\tau \). The block diagram of the orientation contour controller is presented in Figure 5.3.

The stability of the orientation controller (Equation (5.27)) is proven using the same approach as for the tool tip position controller. Since the derivative of the Lyapunov function postulated in Equation (5.25) is decreasing and \( S, \ddot{e}, \dot{e} \) and \( d \) are all bounded, this implies that the signals \( e_R, \dot{e}_R \) and \( \int e_R, e_R \) are also bounded with respect to Equation (5.22). The control \( u \) from Equation (5.27) is substituted into Equation (5.21) to obtain:

\[
\dot{S} + M^{-1}K_s S = M^{-1}(d - \dot{d}).
\]  

(5.28)

This equation shows that \( \dot{S}, \ddot{e} \) are bounded functions. Using Equation (5.21) and the conclusions drawn from Equation (5.28), the boundedness of \( \ddot{V} \) is proven. Thus, \( \ddot{V} \) is uniformly continuous, and Barbalat’s lemma [73] implies that as \( t \to \infty \), \( V \to 0, S \to 0 \), proving that the proposed error state converge to origin, \( \ddot{e} \to 0, \dot{e} \to 0 \), and the controller is stable.

Since the Cartesian axis positions do not influence the tool orientation, the tool axis orientation controller works as an uncoupled system. The contour error weight \( \mathbf{W} \) specifies the amount of coupling introduced between the rotary axes. If \( \mathbf{W} = \text{diag}(0,0) \), the
MIMO sliding mode control law in Equation (5.27) is reduced down to two separate stable SISO SMC laws for tracking control of the $A$ and $C$ rotary drives. On the other hand, the effect of nonzero weights for the orientation contouring performance is investigated as follows: When the states are away from the sliding surface ($S$) the feedback term, $K_x S$, is nonzero, which pushes the states back to the surface. When the error states are on the sliding surface ($K_x S = 0$) during steady state, the disturbance estimation term can be neglected, and the equivalent control is obtained from Equation (5.27) as:

$$u = MA \ddot{e} + M \dot{x}_{ref} + C \dot{q} + MW \ddot{e}_R.$$  \hspace{1cm} (5.29)

One can substitute the equivalent control ($u$) from Equation (5.29) into the error dynamics presented in Equation (5.21) to obtain the steady state tracking errors ($e_R$) of the drives:

$$\dot{e}_R = \dot{x}_{ref} - M^{-1} \left( MA \ddot{e} + M \dot{x}_{ref} + MW \ddot{e}_R \right),$$  \hspace{1cm} (5.30)

which can be further simplified by substituting the expression for $\dot{e}$ from Equation (5.22). Rewriting Equation (5.30) in Laplace ($s$) domain yields:

$$s(s + \Delta)I e_R(s) = -(s + \Delta)IW e_R(s)$$

$$e_R(s) = -W \frac{e_R(s)}{Is}$$  \hspace{1cm} (5.31)

where $I_{2x2}$ is identity matrix. When there is no contour error ($W = diag(0,0)$) added to the rotary drive tracking errors, $e^*_R$ is denoted as the pure rotary drive tracking errors.
without the effect of contour coupling. Equation (5.31) can be re-expressed to relate the
drive tracking errors between the coupled \( \{e_R\} \) and the un-coupled \( \{e^*_R\} \) cases,

\[
e_R(s) = e^*_R(s) - \frac{W e_R(s)}{I_s}.
\]  

(5.32)

Similarly, Equation (5.18) can be rewritten for the coupled \( \{e_R\} \) and the uncoupled \( \{e^*_R\} \)
cases as:

\[
\begin{align*}
e_R &= e_R - (v^T e_R) \\
e^*_R &= e^*_R - (v^T e^*_R)
\end{align*}
\]  

(5.33)

Hence, substituting Equation (5.33) into (5.32) leads to:

\[
e_R + v^T (e^*_R - e_R) = e^*_R - \frac{W e_R}{I_s}
\]  

(5.34)

and substituting \( e^*_R(s) - e_R(s) = W \frac{e_R(s)}{s} \) from Equation (5.32) into Equation (5.34)
yields:

\[
e_R(s) + v^T e_R(s) = e^*_R(s) - \frac{W e_R(s)}{I_s}.
\]  

(5.35)

Note that, the contour error vector and the angular velocity vector are perpendicular,
\( \omega \cdot e_R = 0 \rightarrow v \cdot e_R = 0 \); therefore, Equation (5.35) can be simplified as:

\[
e_R(s) = \frac{I_s}{I_s + W} e^*_R(s).
\]  

(5.36)

Hence, Equation (5.36) shows that for a positive definitive weight matrix, \( W \), the
controller minimizes the contour errors in the coupled mode \( \{e_R\} \) as compared to the
uncoupled initial case \( (e_R^*) \) especially in the frequency range. In parallel, the stability of the tracking errors \( (e_R) \) for the coupled case can be studied by substituting Equation (5.33) into Equation (5.32):  

\[
e_R(s) = e_R^*(s) - \frac{W}{I_s} \left[ e_R(s) - \bar{V}^T e_R(s) \right], \tag{5.37}
\]

which is simplified as:

\[
e_R(s) = e_R^*(s) - \frac{W}{I_s} \left[ \Psi \cdot e_R(s) \right] \leftarrow \Psi = \begin{bmatrix}
1 - \bar{V}_a & -\bar{V}_a \bar{V}_c \\
-\bar{V}_a \bar{V}_c & \bar{V}_c
\end{bmatrix}, \tag{5.38}
\]

where \( \Psi \) has positive semi definite eigenvalues. Equation (5.38) is reorganized to obtain the transfer function of tracking errors \( (e_R) \) in the coupled case:

\[
e_R(s) = \frac{I_s}{I_s + \Psi W} e_R^*(s), \tag{5.39}
\]

which is stable for positive contour weights \( (W) \).

The complete 5-axis contour controller is obtained by combining the tool tip controller presented in Section 5.2 with the tool orientation contour controller in Section 5.3. The complete controller scheme is shown in Figure 5.4. The orientation contour controller is strictly uncoupled from the Cartesian contour controller and requires feedback only from the rotary drives. The stability study has shown that the orientation controller is stable and both contour and tracking error signals are bounded. The tool tip contour controller uses position and velocity feedback from the rotary drives in the computation of the jacobian matrix \( (J) \) and in the inverse kinematics transformation. The tool tip controller is internally bounded input-output stable, and the signals required from the
rotary drives are all bounded allowing the tool tip controller to generate bounded control to the Cartesian drives. As a result, the overall 5-axis contour control system is stable.

### 5.4 Implementation and Experimental Results

The dynamic parameters of the open architecture controlled experimental 5-axis are given in Table 5.1. This section compares the 5-axis contouring performance of the proposed contour controller against the SISO axis based sliding mode tracking controller [35]. The SMC of each drive is tuned separately, and the bandwidths of the Cartesian axis are matched in order to obtain better contouring performance (Table 5.1). The previously presented 5-axis contour tool-path (see Figure 5.5) is used in air cutting tests.

![Figure 5.4: Complete 5-axis contour controller block diagram.](image-url)
Table 5.1: Drive parameters.

<table>
<thead>
<tr>
<th></th>
<th>X-axis</th>
<th>Y-axis</th>
<th>Z-axis</th>
<th>A-axis</th>
<th>C-axis</th>
</tr>
</thead>
<tbody>
<tr>
<td>( m = \frac{J}{K_a K_r r_g} )</td>
<td>0.00162 [Vsec(^2)/mm]</td>
<td>0.00174 [Vsec(^2)/mm]</td>
<td>0.00296 [Vsec(^2)/mm]</td>
<td>0.00682 [Vsec(^2)/rad]</td>
<td>0.00054 [Vsec(^2)/rad]</td>
</tr>
<tr>
<td>( c = \frac{B}{K_a K_r r_g} )</td>
<td>0.00681 [Vsec/mm]</td>
<td>0.00863 [Vsec/mm]</td>
<td>0.01518 [Vsec/mm]</td>
<td>0.01964 [Vsec/rad]</td>
<td>0.00368 [Vsec/rad]</td>
</tr>
</tbody>
</table>

Table 5.2: 5-Axis SMC control parameters (SISO scheme).

<table>
<thead>
<tr>
<th>SMC Parameters</th>
<th>X-axis</th>
<th>Y-axis</th>
<th>Z-axis</th>
<th>A-axis</th>
<th>C-axis</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \omega_u ) [rad/sec]</td>
<td>200</td>
<td>200</td>
<td>180</td>
<td>150</td>
<td>200</td>
</tr>
<tr>
<td>( K_s [V/mm/sec] )</td>
<td>7</td>
<td>5</td>
<td>5</td>
<td>0.5</td>
<td>1</td>
</tr>
<tr>
<td>Disturbance Adaptation Gain</td>
<td>25</td>
<td>30</td>
<td>15</td>
<td>3</td>
<td>3</td>
</tr>
</tbody>
</table>

Reference tool tip position

Reference tool orientation

Figure 5.5: Five-axis tool-path.
A smooth trajectory is generated with a maximum cruise speed of 50 [mm/sec] and cubic acceleration/decelerations of 1500 [mm/sec^2]. The corresponding axis reference position and velocity commands are shown in Figure 5.6. It should be noted that, although the tangential feedrate is selected conservatively, higher reference axis velocities and accelerations are observed because of the continuously varying path curvature and the kinematics of the machine tool. As shown in Figure 5.6c, the y and z axis speeds are commanded as high as 200 [mm/sec] and 90 [mm/sec], respectively.

**Figure 5.6:** Reference axis trajectories: a) reference Cartesian axis positions, b) reference rotary axis positions, c) reference Cartesian axis velocities, d) reference rotary axis velocities.
Table 5.3: 5-axis contour controller parameters.

<table>
<thead>
<tr>
<th>SMC Parameters</th>
<th>Tangential direction</th>
<th>Normal direction</th>
<th>Bi-normal direction</th>
<th>A-axis</th>
<th>C-axis</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\omega_s[rad/sec]$</td>
<td>100</td>
<td>230</td>
<td>230</td>
<td>150</td>
<td>200</td>
</tr>
<tr>
<td>$K_c[V/mm/sec]$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>([V/rad/sec] for rotary drives)</td>
<td>2</td>
<td>4</td>
<td>4</td>
<td>0.5</td>
<td>1</td>
</tr>
<tr>
<td>Disturbance Adaptation</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>($\Gamma[V/mm(\ or\ rad)]$)</td>
<td>10</td>
<td>20</td>
<td>20</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>$w_\alpha, w_\phi$ (orientation contour error weights $W=\text{diag}(w_\alpha,w_\phi)$)</td>
<td>0</td>
<td>0</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Experimental air cutting results under SISO sliding mode control are presented in Figure 5.7. The tracking errors are measured by comparing the reference axis trajectory against the actual positions measured from rotary encoders mounted at the motor side of each drive. As shown in Figure 5.7b-f, dedicated SMCs with disturbance observers provide each axis to accurately track their reference position commands. The highest axis tracking errors are observed as max(e_x)=15 [micron], max(e_y)=13 [micron], max(e_z)=7 [micron], max(e_a) = 2.2 [milliradian], max(e_c) = 1.7 [milliradian]. By inspecting the velocity trajectory of the drives from Figure 5.6(c-d) it can be observed that peak tracking errors occur especially at the velocity reversal of the axis where coulomb friction acts as a step disturbance to the drives. The contour error estimation method presented by Altintas and Erkorkmaz [19] is then used to measure the tool tip contour error along the tool-path, as presented in Figure 5.7a. Precise axis tracking performance does not always guarantee the desired contouring accuracy during simultaneous 5-axis contour machining. Since tracking errors of all drives affect the tool position, the mean absolute tool tip contour error is calculated as mean(ε)=45 [micron] and maximum is max(ε)=317 [micron]. It should also be noted that, the main contribution to the contour errors originate from the tracking errors of A and C rotary drives. Both axes rotate the workpiece, and due to the offset between the rotary drives’ axis of rotations and the placement of the workpiece coordinate system, small rotations may cause large deviation of the tool tip on the workpiece. The peak errors are observed in tool tip contouring (Figure 5.7a) predominately, when the A drive shows its highest tracking error lag during velocity reversals (Figure 5.7e). The peak error points are identified in Chapter 4 at locations ~1, 2.2, 3.5 and 5 [sec]. Smaller peaks are also observed (~1.5, 3, 3.5 and 4.2
which are related to the tracking errors of the $c$ axis. Thus, faster dynamics on the rotary axes are desired, or improved coordination between the drives should be accomplished in the CNC’s control law to minimize tool tip contour errors.

The following experiments are performed using the proposed tool tip contour controller scheme shown in Figure 5.4. The tool tip contour controller couples the Cartesian axes together to minimize tool tip contour errors. The rotary drives are controlled as SISO systems, so that their individual tracking errors are minimized by setting the

![Figure 5.8: Proposed tool tip contour controller performance (experimental)]: a) tool tip contour errors, b) X axis tracking, c) Y axis tracking, d) Z axis tracking, e) A axis tracking, f) C axis tracking.](image-url)
coupling weights to zero \( w_a = w_c = 0 \). Parameters for the tangential, normal and bi-normal directions are tuned and represented in Table 5.3.

**Table 5.4 Performance of the tool tip contour controller at different feedrates.**

<table>
<thead>
<tr>
<th>Tangential feedrate [mm/sec]</th>
<th>Five-axis contour controller</th>
<th>SISO tracking controller</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Max tool tip contour error [mm]</td>
<td>Mean tool tip contour [mm]</td>
</tr>
<tr>
<td>50</td>
<td>0.079</td>
<td>0.010</td>
</tr>
<tr>
<td>60</td>
<td>0.087</td>
<td>0.014</td>
</tr>
<tr>
<td>80</td>
<td>0.101</td>
<td>0.020</td>
</tr>
</tbody>
</table>

**Table 5.5: The effect of directional bandwidths on the tool tip controller’s performance.**

<table>
<thead>
<tr>
<th>Bandwidth [rad/sec]</th>
<th>Maximum tool tip contour error [micron]</th>
<th>Mean tool tip contour error [micron]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tangent</td>
<td>Normal</td>
<td>Bi-normal</td>
</tr>
<tr>
<td>100</td>
<td>230</td>
<td>230</td>
</tr>
<tr>
<td>100</td>
<td>200</td>
<td>200</td>
</tr>
<tr>
<td>70</td>
<td>230</td>
<td>230</td>
</tr>
</tbody>
</table>

The tangential direction is tuned to a slower setting so that higher gains in the normal and bi-normal directions are achieved without causing saturation of the drives. The experimental contouring results are presented in Figure 5.8. Since the rotary drives are not coupled, they demonstrate identical tracking performance as in the previous SISO case (see Figure 5.7 and Figure 5.8e-f). In contrast, due to the contour objective of the proposed controller, the Cartesian axes are now coupled and demonstrate higher axis tracking errors \( \max(e_x) = 130 \) [micron], \( \max(e_y) = 216 \) [micron], \( \max(e_z) = 130 \) [micron] (see Figure 5.8b-d). Peaks in the tracking error occur particularly when the rotary drives exhibit their highest errors. This indicates that the Cartesian drives are deviating from
their reference trajectory in order to compensate for the deviation of the tool tip from the desired contour. As a result, improved contouring performance is achieved, as shown in Figure 5.8a. The mean tool tip contour error is calculated as mean(ε)=10 [micron], which is approximately four times lower in comparison to the SISO case, and the maximum deviation is reduced from 317 [micron] down to max(ε)=79 [micron]. Tests are also performed at higher feedrates where a similar contouring performance trend is observed (see Table 5.4).

In order to study the effects of the tuning parameters at a fixed feedrate (60 [mm/sec]), the tangential, normal and bi-normal bandwidth parameters are varied, and the results are summarized in Table 5.5. In the first test, the bandwidth in tangent direction is set to ω_{tn}=100 [rad/sec] where normal and bi-normal bandwidths are reduced from 230 [rad/sec] down to 200 [rad/sec]. As compared in Table 5.5, maximum and mean contour errors are increased from 90 [micron] to 115 [micron] and from 13 [micron] to 18 [micron], respectively. On the other hand, as the tangential bandwidth is varied from 100 [rad/sec] to 70 [rad/sec], for the same normal and bi-normal bandwidths, tool tip contour errors do not show any significant change. This validates the hypothesis that the tangent bandwidth component has little effect on the contouring performance due to accurate contour error estimation (see Figure 5.9). Hence, normal and bi-normal bandwidths and gains are the most essential tuning parameters for the proposed controller. Once the equivalent mass and viscous friction values of the drives are identified (Table 5.1), bandwidth, feedback and disturbance adaption gains for each axis can be individually tuned to achieve desired tracking performance in a SISO control scheme; in contrast, the proposed SMC controller requires tuning of the coupled gains.
From a practical perspective, the control parameters in normal and bi-normal directions should be set identical and 10-20% higher than the values set for the slowest drive in the SISO scheme. The tangential bandwidth is then set ~50% lower than the normal direction. Once a working parameter set is obtained, it can be fine-tuned along a simultaneous 5-axis contouring path.

As presented in Chapter 4, orientation contour error is measured as the normal angular deviation from the desired tool-path using

\[
\phi_c = \cos^{-1} \left( \left( \omega_{ref} - \frac{\omega \cdot e_n}{|\omega|} \right) \cdot O \right) \tag{5.40}
\]

The performance of the proposed orientation contour controller (Equation (5.27)) is studied by increasing the coupling weights \((W = diag(w_a, w_c))\). By increasing the coupling weights, components from the orientation contour errors are transformed and added to the regular tracking errors of the \(a\) and \(c\) rotary drives. Thus, the rotary axes track a compensated reference trajectory, which in practice pushes the tool in a direction normal to the reference contour thus penalizing the tool orientation errors. Equation (5.40) can be used to plot the orientation contour error trend, and the experimental air cutting results with four different weights as summarized in Figure 5.10. In the first case.

![Figure 5.9: Effect of controller parameters.](image-url)
(\(W = \text{diag}(0,0)\)) and there is no coupling between the rotary drives. The drives \(a\) and \(c\) track their individual reference position commands as in the SISO case. As the weights are increased, \(W = \text{diag}(3,3), W = \text{diag}(4,4)\) and \(W = \text{diag}(5,5)\) at each air-cutting test, rotary drive tracking errors are modified with respect to the Equation (5.22) to accommodate additional contour error components. The results are summarized in Figure 5.10a. As the weights are increased, more coupling is achieved and a steady decline in the orientation contour errors is emphasized in Figure 5.10b.

![Figure 5.10: Orientation contour controller performance at F=50[mm/sec] (experimental): a) orientation contour error, b) mean orientation contour error trend.](image)

### 5.5 Conclusion

The objective of 5-axis machine tool control is to minimize the tool tip and orientation contour errors. Conventional 5-axis control schemes are entirely based on entirely eliminating tracking errors of the individual axis and take neither the tool-path nor the kinematics of the actual machine tool into consideration. The desired accuracy may not be achieved at high speed contouring of curved paths even if high performance robust controllers are utilized for the drive control. In this chapter a new approach has been presented where all five axes of the machine tool are controlled simultaneously by a
robust, multi-input, multi-output sliding mode control that incorporates the kinematics of
the machine tool. These contributions have been published [43]. Experimental results
show that significant improvement in contouring performance is achieved at low and as
well as in high speed five axis contouring. The added computation load can be handled
by employing recent, high speed digital signal processors. The algorithm can also be
switched between single and multi-axis modes along the tool path to improve rapid
positioning of the tool in air cutting motions.
6. Closed Loop Identification of Feed Drive Systems

6.1 Introduction

Each drive on a commercial 5-axis CNC machine tool is controlled with various feedback controllers. Commercial CNC drive control systems have generally closed and propriety architecture, and a detailed dynamic model including the controller is never provided to end-users. Therefore, an identification method is required in order to estimate the drive dynamics of a 5-axis machine tool so that the contour error models presented in Chapter 4 can be utilized for simulating the machine’s contouring performance in a virtual environment.

This chapter presents an identification technique for identifying the closed loop transfer function of machine tool feed drives. The drive system is identified in closed loop, including the feed drive mechanism, motor amplifier, and the control law. A short Numerical Control Program (i.e. G-code) is used to excite the axis dynamics without interfering with the servo control loop. The generalized drive model adapted from Erkorkmaz [60] is then used to capture the key dynamics of the drive systems as presented in Section 6.2. In order to guarantee the stability of the identified model dynamics, bounds on the pole locations are imposed, and a constrained identification problem is constructed. The Particle Swarm Optimization (PSO) technique is then employed to solve the nonlinear optimization problem. Simulation and experimented results demonstrating the effectiveness of the identification technique are shown in Section 6.5, followed by conclusions given in Section 6.6.
6.2 Closed Loop Axis Dynamics

The dynamic models, which can describe the overall closed loop behavior of modern 5-axis CNC drives controlled with various feedback control techniques such as P, PI, PID, and P-PI cascade controllers are considered (Figure 6.1). The models can have feedforward dynamic or friction compensation. As shown in Figure 6.1a, the drive dynamics is initially assumed to be only the rigid body motion (i.e. the flexibilities in the structures are not included) where $J$[kgm$^2$] is the equivalent inertia and $B$[kgm$/s]$ is...

Figure 6.1: Rigid body axis dynamics and common CNC drive control structures: a) rigid body drive model, b) P-PI control, c) PID control.
the viscous damping coefficient. The motor and the amplifier are assumed to operate within their linear range, where \( u [V] \) is the control voltage command to the current amplifier. The amplifier dynamics are modeled by a gain factor, \( K_a [A/V] \), and the corresponding torque delivered to the drive is obtained by multiplying the current with the motor torque constant \( K_r [A/V] \), and \( r_g [\text{mm/rad}] \) is the ball screw transmission gain.

The most commonly used control structures in 5-axis CNC drives are shown in Figure 6.1b and c. The P-PI controller scheme is illustrated in Figure 6.1b. In this scheme, the velocity loop is closed using proportional-integral (PI) control by adjusting the gains; \( K_p, K_i \), and the position loop is closed by a proportional control (P) using \( K_r \). The well known PID controller scheme is shown in Figure 6.1b, where the closed loop is directly closed using a proportional-integral-derivative (PID) controller with gains \( K_p, K_i, K_d \). In both controller schemes, feedforward compensation of axis dynamics is applied to widen the servo tracking bandwidth where \( V_{ff} \in [0,1], B_{ff} \in [0,1], J_{ff} \in [0,1] \) are the respective gains used to cancel the dynamics in the P-PI controller. Similarly, inertia and viscous friction feedforward are implemented in the PID scheme to improve the overall tracking performance. For both cases, the closed loop transfer function between the commanded \( (x_r [\text{mm}]) \) and the actual axis position \( (x [\text{mm}]) \) can be presented in the form,

\[
x(s) = \frac{b_0 s^2 + b_1 s + b_2 + a_1 - \frac{1}{s}}{s^2 + a_1 s + a_2 + a_3 - \frac{1}{s}} \cdot x_r(s) - \frac{r_g / J}{s^2 + a_1 s + a_2 + a_3 - \frac{1}{s}} \cdot d(s)
\]

(6.1)
where \( G_{\text{track}}(s) \) and \( G_{\text{dist}}(s) \) are the equivalent axis tracking and disturbance transfer functions. In this model, the Coulomb friction, \( d \), is considered to be a dominant source of contouring errors particularly at the velocity reversals. Assuming that the friction values in positive \( (d^+) \) and negative \( (d^-) \) directions are close in real system, the friction model is expressed as:

\[
d = \text{sign}(\dot{x})d_c
\]  

(6.2)

where \( d_c \,[Nm] \) is the average Coulomb friction torque, and \( \text{sign}(\dot{x}) \) is the sign function that returns “1” when the axis velocity is positive, “-1” when the velocity is negative and “0” otherwise. Substituting the friction model from Equation (6.2) into (6.1) yields the generalized axis model shown in Figure 6.2:

\[
\left[ s^2 + a_1s + a_2 + a_3 \frac{1}{s}\right] x(s) = \left[ b_0s^2 + b_1s + b_2 + a_3 \frac{1}{s}\right] \dot{x}(s) - \text{sign}(\dot{x})d_c.
\]  

(6.3)

For the P-PI structure, the model parameters are obtained as:

\[
a_1 = \frac{B + K_pK_i}{J}, a_2 = \frac{K_pK_iK_f + K_pK_iK_f}{J}, a_3 = \frac{K_pK_iK_f}{J}, \quad \text{and for the PID structure, the parameters become:}
\]

\[
a_1 = \frac{B + K_pK_iK_f}{J}, a_2 = \frac{K_pK_iK_f}{J}, a_3 = \frac{K_pK_iK_f}{J}, \quad \text{and for the PID structure, the parameters become:}
\]

\[
b_0 = I_f, b_1 = \frac{BB_f + K_aK_iK_f}{J}, b_2 = \frac{K_aK_iK_f}{J}, d_c = \frac{dr_g}{J}
\]  

(6.4)

(6.5)
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Including the feedforward dynamics compensation and the nonlinear Coulomb friction, the model presented in Equation (6.3) allows the closed loop dynamics to be presented using only 7 parameters, 3 poles \( (a_1, a_2, a_3) \), 3 zeros \( (b_0, b_1, b_2) \) and the average friction amplitude, \( (d_c) \). The reference and actual position \( (x_r, x) \), velocity \( (\dot{x}_r, \dot{x}) \) acceleration \( (\ddot{x}_r, \ddot{x}) \) values and the integrated tracking error \( \int \left[ x_r(\tau) - x(\tau) \right] d\tau \) profiles used in the model can be traced on the fly in most of the modern 5-axis CNCs. The closed loop model presented in Equation (6.3) is hence linear in the parameters \( a_1, a_2, a_3, b_0, b_1, b_2, d_c \) can be identified using least squares type of identification technique to be applied [53].

6.3 Least Squares (LS) Parameter Identification

The proposed identification method is shown in Figure 6.3. Identification is performed by executing a series of NC blocks of linear movements on the actual machine tool to excite the closed loop drive dynamics as much as possible. In order to generate a high frequency excitation signal, the cubic acceleration profiling (i.e. “S-curve” functionality) must be disabled in the CNC controller, and the trapezoidal velocity profiling with unbounded jerk must be used instead. This helps the drive dynamics in higher
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frequencies to be captured by the linear model. The feed and acceleration values in the NC blocks are set below the physical limits of the drives to avoid any actuator saturation. The overall displacement range is generally varied from too short to long, so that the performance of the drive for a wide range of feeds can be observed. The execution of several back and forth movements in different velocities allows the Coulomb friction amplitude to be identified more clearly.

The identification NC code is executed by the CNC, and the axis position and encoder measurements \((x_{r,k}, x_k)\) captured at the control loop period \(T_r\), for a total of \(N\) samples. The objective is to identify the 7 dynamic model parameters, \(a_1, a_2, a_3, b_0, b_1, b_2, d_c\) in Equation (6.3), such that the error between the measured \((x_k)\) and the predicted axis \((\hat{x}_k)\) motion is minimized in a Least Squares sense:

\[
\min f = \min \frac{1}{2} \sum_{k=1}^{N} (x_k - \hat{x}_k)^2.
\]
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Assuming that the reference and actual positions are measured \((x_{r,k}, x_k)\), their derivatives \((\dot{x}_k, \ddot{x}_{r,k}, \dddot{x}_k, \dddot{x}_{r,k})\) can be computed numerically, and tracking errors are integrated numerically, \(e_i = T_s \sum_{m=1}^{k} (x_{r,m} - x_m)\). Hence, the axis position is predicted by taking the inverse Laplace transform of Equation (6.3):

\[
\dot{x}_k = \alpha_3 e_k - \alpha_1 \dot{x}_k - \alpha_2 \ddot{x}_k + \beta_0 x_{r,k} + \beta_1 \dot{x}_{r,k} + \beta_2 \ddot{x}_{r,k} - \text{sign}(\dot{x}_k)\delta
\]  

(6.7)

where the model parameters are normalized with respect to \(a_1\):

\[
\alpha_2 = 1/a_2, \alpha_1 = a_1/a_2, \alpha_3 = a_3/a_2, \\
\beta_2 = b_0/a_2, \beta_1 = b_1/a_2, \beta_3 = b_3/a_2, \\
\delta = d_c/a_2
\]

(6.8)

The axis positions are stacked in the output vector \(\mathbf{Y} = [x_1, x_2, \ldots, x_N]^T\). Evaluating Equation (6.7) for each sample, the predicted axis positions are obtained:

\[
\dot{\mathbf{x}} = \begin{bmatrix}
\dot{x}_1 \\
\dot{x}_2 \\
\vdots \\
\dot{x}_N
\end{bmatrix} = \begin{bmatrix}
e_1 & -\dot{x}_1 & -\ddot{x}_1 & -x_{r,1} & -\dddot{x}_{r,1} & \text{sign}(\dot{x}_1) \\
e_2 & -\dot{x}_2 & -\ddot{x}_2 & -x_{r,2} & -\dddot{x}_{r,2} & \text{sign}(\dot{x}_2) \\
\vdots & \vdots & \vdots & \vdots & \vdots & \vdots \\
e_n & -\dot{x}_N & -\ddot{x}_N & -x_{r,N} & -\dddot{x}_{r,N} & \text{sign}(\dot{x}_N)
\end{bmatrix} \begin{bmatrix}
\alpha_3 \\
\alpha_1 \\
\alpha_2 \\
\beta_0 \\
\beta_1 \\
\beta_2 \\
\delta
\end{bmatrix}
\]

(6.9)

and the objective function in Equation (6.6) is re-expressed using Equation (6.9) as:

\[
\min_{\theta} f = \min_{\theta} \frac{1}{2} (\mathbf{Y} - \Phi \theta)^T (\mathbf{Y} - \Phi \theta).
\]

(6.10)
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The optimization problem is solved by setting the partial derivative of the objective function \( f \) with respect to the optimization variables \( \theta \) to zero:

\[
\frac{\partial f}{\partial \theta} = 0 \Rightarrow \Phi^T\Phi \theta = \Phi Y ,
\]

(6.11)

and the model parameters are obtained from Equation (6.11) upon existence of \( (\Phi^T\Phi)^{-1} \) as

\[
\theta = (\Phi^T\Phi)^{-1} \Phi Y .
\]

(6.12)

6.4 Constrained Parameter Identification Using the Particle Swarm Optimization (PSO) Method

Most of the modern CNC controllers rely on feedforward dynamic compensation to widen the tracking bandwidth and impose fast dynamics. Coulomb friction is another source of excitation injected to the system, which is also compensated for in the feedforward loop. As a result, even though trapezoidal velocity profile is used in the CNC interpolator, the motion commands are relatively smooth and lack in persistence of excitation. Incorrect estimation of the drive parameters may occur, which results in unstable pole locations eliminating the practical use of the model. As addressed in [59], in order to guarantee the stability of the identified transfer functions, bounds are imposed on the frequency and damping values of the identified pole locations.

The pole locations of the general drive model in Equation (6.3) are:

\[
s^3 + a_1s^2 + a_2s + a_3 = (s + p)(s^2 + 2\zeta \omega_n s + \omega_n^2)
\]

\[
p_1 = -p, \ p_{2,3} = -\zeta \omega_n \pm j\omega_n \sqrt{1 - \zeta^2} .
\]

(6.13)
For all the poles to be on the left hand side of the imaginary axis, lower and upper bounds on $\zeta$, $\omega_n$ and the overdamped pole frequency $p$ must be imposed as constraints:

$$
\begin{align*}
&h_1 : p - p_{\min} \geq 0 \\
&h_2 : \omega_n - \omega_{n,\min} \geq 0 \\
&h_3 : \zeta - \zeta_{\min} \geq 0 \\
&h_4 : \zeta_{\max} - \zeta \geq 0
\end{align*}
\Rightarrow h \geq 0
$$

(6.14)

where $p_{\min} > 0$, $\omega_{n,\min} > 0$, and $\zeta_{\max} > \zeta_{\min} > 0$. It should be noted that upper bound on $\zeta_{\max}$ is used to avoid the 3rd pole $p_3 = -\zeta \omega_n - j \omega_n \sqrt{1 - \zeta^2}$ from approaching zero, and the allowable pole locations are illustrated in Figure 6.4. Hence, the simple Least Squares problem in Equation (6.10) is constrained by Equation (6.14) as:

$$
\min_0 \frac{1}{2} (Y - \Phi \theta)^T (Y - \Phi \theta) \text{ subject to: } h \geq 0.
$$

(6.15)

The augmented problem in Equation (6.15) is a Linear Programming problem with non-linear constraints has been solved using the Particle Swarm Optimization method as described in the following section.
6.4.1 The Principle of PSO

Particle Swarm Optimization (PSO) algorithm [62] is a population based intelligent search where individuals called as ‘particles’, \( \mathbf{\sigma}_i = [\sigma_{i,1}, \sigma_{i,2}, \ldots, \sigma_{i,D}]^T \) containing the optimization variables (1...D) that are essentially candidate solutions for a given optimization problem. Each particle’s ‘position’, i.e. the optimization variables assigned to that particle, is adjusted dynamically by the amount of \( \mathbf{v}_i = [v_{i,1}, v_{i,2}, \ldots, v_{i,D}]^T \), denoted as the particle’s velocity. The PSO algorithm keeps track of each particle’s history, and stores its best value, \( \mathbf{\sigma}_{i,pbest} \) that has minimized the objective function. Another best value that is tracked by the PSO minimizer is the overall best value of the entire particle batch obtained so far; \( \mathbf{\sigma}_{gbest} = \min(\mathbf{\sigma}_{i,pbest}), i = 1\ldots M \), where \( M \) is the total number of particles. Hence, the particles’ position and velocity are adjusted each iteration \( l \) with respect its own best location and the best location of the group as:

\[
\begin{align*}
\mathbf{v}_i^{l+1} &= w \cdot \mathbf{v}_i^l + \eta_1 (\mathbf{\sigma}_{i,pbest}^l - \mathbf{\sigma}_i^l) + \eta_2 (\mathbf{\sigma}_{gbest}^l - \mathbf{\sigma}_i^l) \\
\mathbf{\sigma}_i^l &= \mathbf{\sigma}_i^l + \mathbf{v}_i^{l+1} \\
i &= 1\ldots M
\end{align*}
\]

(6.16)
\( \eta_1, \eta_2 \in (0, 2) \) are the learning gains that represent the weighting of the stochastic acceleration terms, which pull each particle towards \( \sigma_i, p_{best} \) and \( \sigma_{gbest} \). Low learning values allow particles to search far from the target, and high values cause quick convergence with abrupt movement toward and past the optimum. \( w \) is the inertia weight, and it controls the convergence behavior of the PSO [74], [75].

### 6.4.2 PSO Solution

In setting up the PSO to solve the optimization problem given in Equation (6.15), the solution search is conducted directly in terms of the closed loop pole frequency \((\omega_n, p)\) and damping \((\zeta)\) values. As shown in Figure 6.5, the search region is bounded by the constraints expressed in Equation (6.14); thus, adopting this strategy simplifies the incorporation of stability constraints. Each particle contains the optimization variables, namely the pole locations \((\omega_n, p)\) and the damping value \((\zeta)\):

![Figure 6.5: Search region for the Particle Swarm Optimization algorithm.](image)
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\[ \sigma_i = \begin{bmatrix} p_i & \omega_{n,i} & \zeta_i \end{bmatrix}^T, \quad i = 1...M. \]  

(6.17)

As the particles sweep the bounded search region, the objective function,

\[ f = \frac{1}{2} (Y - \Phi \theta)^T (Y - \Phi \theta) \]  

(6.18)

is evaluated. Therefore, the parameter vector, \( \theta \) is separated into two parts:

\[ \theta = \begin{bmatrix} \alpha_1, \alpha_2, \beta_0, \beta_1, \beta_2, \delta \end{bmatrix}^T = \begin{bmatrix} \theta_1 & \theta_2 \end{bmatrix}^T, \]  

(6.19)

and the particles (i.e. optimization variables) are related to the first part of the drive parameters \( \theta_1 = [\alpha_1, \alpha_2]^T \) by using Equations (6.8) and (6.13) as:

\[ \alpha_3 = \frac{a_3}{a_2} = \frac{p\omega_n^2}{\omega_n^2 + 2p\omega_n}, \quad \alpha_4 = \frac{a_4}{a_2} = \frac{p + 2p\omega_n}{\omega_n^2 + 2p\omega_n}, \quad \alpha_2 = \frac{1}{a_2} = \frac{1}{\omega_n^2 + 2p\omega_n}. \]  

(6.20)

In order to relate the particles to the remaining drive parameters, \( \theta_2 = [\beta_0, \beta_1, \beta_2, \delta]^T \), the Least Squares sub-problem [65] is constructed from Equation (6.10). Upon the existence of \( (\Phi_2^T \Phi_2)^{-1} \), \( \theta_2 \) is obtained uniquely from:

\[ \begin{bmatrix} \Phi_1 & \Phi_2 \end{bmatrix} \begin{bmatrix} \theta_1 \\ \theta_2 \end{bmatrix} = Y \Rightarrow \theta_2 = (\Phi_2^T \Phi_2)^{-1} \Phi_2^T (Y - \Phi_1 \theta_1). \]  

(6.21)

By using only the pole frequency \( (\omega_n, p) \) and damping \( (\zeta) \) values as particle positions \( (\sigma_i = [p_i, \omega_{n,i}, \zeta_i]^T) \), the objective function \( f = 1/2 (Y - \Phi \theta)^T (Y - \Phi \theta) \) is minimized by implementing the PSO algorithm as follows:
Step 1. Specify the search region boundaries of the particles as
\[ \sigma_{\text{min}} = \left[ p_{\text{min}} \omega_{n,\text{min}} \zeta_{\text{min}} \right]^T \quad \text{and} \quad \sigma = \left[ p_{\text{max}} \omega_{n,\text{max}} \zeta_{\text{max}} \right]^T \] according to the constraints, and initialize each particle’s position and velocity randomly as:
\[
\begin{align*}
\sigma_i^0 &= \sigma_{\text{min}} + r_2 (\sigma_{\text{max}} - \sigma_{\text{min}}) \\
v_i^0 &= -v_{\text{max}} + 2r_1 v_{\text{max}}
\end{align*}
\]
(6.22)
where \( r_1 \) and \( r_2 \) are random numbers between 0 and 1 where \( v_{\text{max}} = (\sigma_{\text{max}} - \sigma_{\text{min}}) \times (10\% \sim 20\%) \)

Step 2. Evaluate the objective function \( f_i^l \) for each particle using Equations (6.18), (6.20) and (6.21).

Step 3. Find \( f_{i,\text{pbest}}^l \) and compare it against \( f_i^l \) for each particle. If \( f_i^l \leq f_{i,\text{pbest}}^l \) then set \( f_{i,\text{best}}^l = f_i^l \), and \( \sigma_{i,\text{pbest}}^l = \sigma_i^l \).

Step 4. Search for the minimum value of \( f_i^l \) among all the particles; denote it as \( f_{\text{gbest}}^l \), and set \( \sigma_{\text{gbest}} = \sigma_i^l \).

Step 5. Check each particle individually, and if any value of \( \omega_n \), \( p \) and \( \zeta \) is outside the search region, it is replaced within the closes bound as:
\[
\begin{align*}
\text{if} \quad p_i^l < p_{\text{min}} & \Rightarrow p_i^l = p_{\text{min}} & \text{if} \quad p_i^l > p_{\text{max}} & \Rightarrow p_i^l = p_{\text{max}} \\
\text{if} \quad \omega_{n,i}^l < \omega_{n,\text{min}} & \Rightarrow \omega_{n,i}^l = \omega_{n,\text{min}} & \text{if} \quad \omega_{n,i}^l > \omega_{n,\text{max}} & \Rightarrow \omega_{n,i}^l = \omega_{n,\text{max}} \\
\text{if} \quad \zeta_i^l < \zeta_{\text{min}} & \Rightarrow \zeta_i^l = \zeta_{\text{min}} & \text{if} \quad \zeta_i^l > \zeta_{\text{max}} & \Rightarrow \zeta_i^l = \zeta_{\text{max}}
\end{align*}
\]
(6.23)

Step 6. Return to step 2 and iterate for the next particle position and velocity \((\sigma_i^{l+1} \text{ and } v_i^{l+1})\) using Equation (6.16).
**Step 7.** When the number of iterations reaches the maximum, the search algorithm is terminated, and the latest $\mathbf{g}_{\text{best}}$ containing the optimal pole locations and damping values for the model is accepted. The model parameters ($\theta$) are computed from Equations (6.20) and (6.21) and de-normalized by Equation (6.8) to be used in Equation (6.3).

### 6.4.3 PSO Search Parameter Tuning

Although PSO is a stochastic algorithm, some guidance is required for selecting proper parameters to ensure convergence. The learning gains $\eta_1, \eta_2$ and the inertia weight $w$ control the performance and convergence of the PSO algorithm [76]. Assuming that each particle contains only one element, $D=1$ and during steady state the $\mathbf{g}_{i,\text{best}}$ and $\mathbf{i}_{\text{pbest}}$ values are constant, Equation (6.16) can be re-written for each particle as:

$$
\begin{bmatrix}
\mathbf{v}_{i}^{t+1} \\
\mathbf{\sigma}_{i}^{t+1} \\
\mathbf{x}^{t+1}
\end{bmatrix} =
\begin{bmatrix}
w & -\eta & 0 \\
0 & 1-\eta & 0 \\
w & 0 & 1
\end{bmatrix}
\begin{bmatrix}
\mathbf{v}_{i}^{t} \\
\mathbf{\sigma}_{i}^{t} \\
\mathbf{x}^{t}
\end{bmatrix} +
\begin{bmatrix}
1 \\
0 \\
0
\end{bmatrix}
(\eta_1\mathbf{\sigma}_{i,\text{pbest}}^{t} + \eta_2\mathbf{\sigma}_{i,\text{best}}^{t}), \quad \text{and} \quad \eta = \eta_1 + \eta_2. \quad (6.24)
$$

Equation (6.24) models the evaluation of the particles as a discrete linear dynamic system in state space form. $\mathbf{x}^t = [\mathbf{v}_t \ \mathbf{\sigma}_t]^T$ is the state vector, $\mathbf{B} = [1 \ 1]^T$ is the input matrix and $\mathbf{u} = \eta_1\mathbf{\sigma}_{i,\text{pbest}}^{t} + \eta_2\mathbf{\sigma}_{i,\text{best}}^{t}$ is the constant input. The stability of the discrete PSO model can be ensured by setting the eigenvalues of the state matrix $\mathbf{H}$ within the unit circle [28]. The characteristic equation is calculated as

$$
\det(\lambda \mathbf{I} - \mathbf{H}) = \lambda^2 + (\eta - w - 1)\lambda + w, \quad (6.25)
$$

and the roots are:
The objective is just to ensure convergence of the PSO algorithm, not tuning of the convergence dynamics. Therefore, the following simple observations give a quick guideline in selecting the PSO parameters. According to Equation (6.26), when $\Delta < 0$, $\lambda_{1,2}$ are complex conjugate, their norm become $\|\lambda_1\| = \|\lambda_2\| = \sqrt{w}$. Therefore, setting $w \in (0,1)$ ensures the convergence of PSO. In parallel to this fact:

1. When $\eta = 0$, $\lambda_1 = 1, \lambda_2 = w$, the PSO is at the border of convergence or divergence.

2. When $\eta = 1$, $\Delta = w^2 - 4w < 0$, and for $w \in (0,1)$, the PSO converges.

3. When $\eta = 2$, $\Delta = w^2 - 6w + 1 = (w - 3)^2 - 8$ and for $w \in (0.172,1)$, $\Delta < 0$ PSO converges.

4. When $\eta = 3$, $\Delta = w^2 - 8w + 14 = (w - 4)^2 - 12$ and for $w \in (0.536,1)$, $\Delta < 0$, the PSO converges.

5. When $\eta = 4$, $\Delta = w^2 - 10w + 9 = (w - 5)^2 - 16 > 0$ and $\lambda_2 = [(w - 3) - \sqrt{\Delta}] / 2 < -1$, it results in divergence.

As a result, the learning gains can be selected as $\eta_1 + \eta_2 = \eta \in (0,3)$, and the weight factor is determined in the interval of $w \in (0.6,1)$ to ensure the convergence of PSO.

More analysis can be performed in order to select the optimal parameters for quick convergence by imposing faster dynamics on the system.
6.5 Simulation and Experimental Results

The effectiveness of the identification strategy has been verified in simulations and experimental case studies conducted on virtual and actual feed drives. Since the virtual axis dynamics are already known, simulations allow a comparison between the true and identified drive parameters using both LS and PSO methods.

The identification G-code used in tests consists of 70 random linear movements commanded within the range of $\pm 50\text{[mm]}$ with a maximum feedrate of $250\text{[mm/sec]}$ and $2500\text{[mm/sec}^2\text{]}$ acceleration. Due to the short distance between the position commands, the desired velocity is not necessarily reached, which allows the drive response to be observed for a wider velocity range. The identification reference trajectory is shown in Figure 6.6. Trapezoidal velocity profiling is being used to ensure good persis-
tence in the excitation signal, and the reference and actual position commands are collected at a sampling period of $T_s = 1$[msec]. The PSO constrained identification technique was validated in virtual drive parameter estimations by comparing the results against basic LS algorithm that does not accommodate any pole constraints. In applying the PSO, the search space is bounded depending on the sampling frequency as $\omega_{n,\text{min}} = p_{\min} = 0.2$[Hz], $\omega_{n,\text{max}} = p_{\max} = 500$[Hz], $\zeta_{n,\text{min}} = 0.2$ and $\zeta_{n,\text{max}} = 2.0$. The weights are set to $\eta_1 = 0.103, \eta_2 = 2.897$ and $w = 0.6$. The number of particles is $M = 200$ and the maximum number of iterations is set to 100.

6.5.1 Validation on a Virtual Drive

The identification strategy was first evaluated on a P-PI cascade controlled drive system. The true, LS and PSO estimated closed loop parameters are summarized in Table 6.1. A comparison between the true and estimated tracking and disturbance frequency response functions (FRF) is presented in Figure 6.7. The LS identification gives the most accurate results in terms of minimizing the objective if there is not any stability constraint active. As can be noted from the table, there is some discrepancy between the true and LS estimated parameters. The slower pole at 10.8 [Hz] is estimated at 11.4 [Hz], and the complex conjugate poles at 30.6 [Hz] are estimated at 31.3 [Hz].

Table 6.1: Actual and estimated closed loop parameters for P-PI controlled virtual drive (simulation).

<table>
<thead>
<tr>
<th>Search Variables</th>
<th>Actual</th>
<th>LS Estimate</th>
<th>PSO Estimate</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\omega_n$[Hz]</td>
<td>30.6</td>
<td>31.3</td>
<td>31.3</td>
</tr>
<tr>
<td>$\zeta$[]</td>
<td>0.45</td>
<td>0.39</td>
<td>0.39</td>
</tr>
<tr>
<td>$p$[Hz]</td>
<td>10.8</td>
<td>11.4</td>
<td>11.4</td>
</tr>
</tbody>
</table>
### Model Parameters

<table>
<thead>
<tr>
<th></th>
<th>Actual</th>
<th>LS Estimate</th>
<th>PSO Estimate</th>
</tr>
</thead>
<tbody>
<tr>
<td>$a_1$</td>
<td>238.4335</td>
<td>226.9455</td>
<td>226.94681</td>
</tr>
<tr>
<td>$a_2$</td>
<td>48421.5859</td>
<td>49915.08</td>
<td>49915.0545</td>
</tr>
<tr>
<td>$a_3$</td>
<td>2.487140.30</td>
<td>2778133.78</td>
<td>2778130.868</td>
</tr>
<tr>
<td>$b_0$</td>
<td>0</td>
<td>-0.05340</td>
<td>-0.05340</td>
</tr>
<tr>
<td>$b_1$</td>
<td>117.5424</td>
<td>104.3654</td>
<td>104.366781</td>
</tr>
<tr>
<td>$b_2$</td>
<td>37258.9796</td>
<td>37446.2493</td>
<td>37446.2295</td>
</tr>
<tr>
<td>$d_c$</td>
<td>2.6815</td>
<td>585.30</td>
<td>585.31</td>
</tr>
</tbody>
</table>

Considering the FRFs shown in Figure 6.7a and b, the identified transfer functions are in good agreement up to the frequency range 30[Hz], which is within the tracking range of most CNC motion commands. The true friction value is obtained by averaging the positive and negative friction torques of the virtual drive. As observed, there is $218 \times \text{mismatch}$ between the estimated and true friction values. As can be noted from the phase match, disturbance transfer functions are in good agreement. There is $221 \times \text{difference}$
between the DC amplitudes, which actually compensates for the discrepancy between
the true and estimated friction parameters. Overall, the LS estimation is successful in
capturing the key dynamic characteristics required to predict the tracking performance of
the actual drives. The PSO, on the other hand is slightly less accurate in minimizing the
objective function, since it is not analytical. Figure 6.8 shows the convergence of the
PSO estimated drive parameters. As noted, the parameters converge to the correct values
with a small discrepancy well within 100 iterations. The actual and identified axis
dynamics have also been compared in trajectory tracking tests to prove the practicality of
the methods, and the results are presented in Figure 6.9. The true axis response agrees

![Objective Function Value](image)

**Figure 6.8: Parameter convergence of the PSO algorithm for P-PI controlled drive system.**

with the LS and PSO model closely proving that the PSO is accurate enough to be
implemented for solving the optimization problem.
The second virtual experiment is performed on a PID controlled system and the estimated drive parameters are summarized in Table 6.2. As shown in the table, there is a close match between the actual and identified drive parameters that can also be verified from the FRFs presented in Figure 6.10. The tracking transfer functions are in good agreement up to 50 [Hz]. The PSO and LS estimates are almost identical, with slight discrepancy in $\omega_n$ and $\zeta$. The tracking responses of the estimated drive models are compared in Figure 6.12, which again shows very close agreement between the true system response and both LS and PSO identified model responses. The discrepancy between the true and identified tracking errors is within 2 [micron].

Figure 6.9: Predicted and actual tracking performance of the P-PI controlled virtual feed drive system (simulation).
Table 6.2: Actual and estimated closed loop parameters for PID controlled virtual drive (simulation).

<table>
<thead>
<tr>
<th>Search Variables</th>
<th>Actual</th>
<th>LS Estimate</th>
<th>PSO Estimate</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\omega_n[\text{Hz}]$</td>
<td>49.1</td>
<td>52.53</td>
<td>53.1</td>
</tr>
<tr>
<td>$\zeta[]$</td>
<td>0.707</td>
<td>0.62433</td>
<td>0.688</td>
</tr>
<tr>
<td>$p[\text{Hz}]$</td>
<td>7.4</td>
<td>7.63</td>
<td>7.62</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Model Parameters</th>
<th>Actual</th>
<th>LS Estimate</th>
<th>PSO Estimate</th>
</tr>
</thead>
<tbody>
<tr>
<td>$a_1$</td>
<td>475.31142</td>
<td>460.073072</td>
<td>506.254774</td>
</tr>
<tr>
<td>$a_2$</td>
<td>111794.743</td>
<td>128718.4765</td>
<td>133200.5673</td>
</tr>
<tr>
<td>$a_3$</td>
<td>4263669.10</td>
<td>521019.0346</td>
<td>5327596.9951</td>
</tr>
<tr>
<td>$b_0$</td>
<td>0</td>
<td>-0.13066504</td>
<td>-0.1758883</td>
</tr>
<tr>
<td>$b_1$</td>
<td>286.861167</td>
<td>273.9933732</td>
<td>302.7291668</td>
</tr>
<tr>
<td>$b_2$</td>
<td>76074.4037</td>
<td>85069.40516</td>
<td>88568.0002</td>
</tr>
<tr>
<td>$d_c$</td>
<td>2.6815</td>
<td>626.397</td>
<td>646.906</td>
</tr>
</tbody>
</table>

Figure 6.10: True and estimated FRFs for PID controlled drive system (simulation): a) tracking transfer function, b) disturbance transfer function.
6.5.2 Validation on a Ball Screw Drive

After the identification algorithms have validated in virtual environment, they have been tested experimentally on an experimental ball screw drive setup to demonstrate practical effectiveness. Identification of a P-PI controlled drive system is first tested. A trapezoidal trajectory with 250[mm/sec] cruise velocity and 2500[mm/sec²] acceleration is used to validate the tracking estimation and tracking results are presented in Figure 6.12a. P-PI controlled true axis tracking errors are observed in the range of 400[micron], and the identified model predicts the true tracking error trend with a maximum discrepancy of 20[micron]. The Sliding Mode Control (SMC) scheme has also been implemented in the ball screw drive setup. The SMC cancels out inertia and friction to widen up the position bandwidth, resulting in faster dynamics that are more difficult to excite with the reference trajectory for closed loop identification. Hence, it has been observed that the LS identification procedure has produced unstable poles locations in many tests due to the pole zero cancellations. The PSO algorithm on the other hand, has identified stable model parameters. As shown in Figure 6.12b, the
tracking errors for SMC system are in the range of 40 [micron], and some chattering is observed in the tracking response. The LS and PSO estimated models still capture the general drive response, and the average Coulomb friction estimates accurate enough allowing the identification method to be used in estimating systems with wider tracking bandwidths.

Finally, the rapid identification technique has been tested on a virtual 5-axis machine tool for simulating the contouring errors. P-PI cascade controllers with feedforward dynamics compensation are designed for each motion axis in order to achieve moderate tracking performance. The true and estimated drive parameters are compared in Table 6.3. Since the LS algorithm produces unstable poles with increased feedforward dynamic compensation, only the PSO is used to identify the drive parameters. As noted from the table, the X and Y poles are identified very closely. On the other
hand, the Z, A and C axis poles do not match. Because of the pole-zero cancellations, some of the poles could not be identified correctly.

Table 6.3: Actual and estimated drive parameters of a P-PI controlled virtual 5-axis machine tool.

<table>
<thead>
<tr>
<th></th>
<th>Actual</th>
<th>PSO Estimated</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>X</td>
<td>Y</td>
</tr>
<tr>
<td>Search Variables</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\omega_n$ [Hz]</td>
<td>55.54</td>
<td>73.5</td>
</tr>
<tr>
<td>$\zeta$ []</td>
<td>0.39</td>
<td>0.27</td>
</tr>
<tr>
<td>$p$ [Hz]</td>
<td>19.3</td>
<td>22.12</td>
</tr>
<tr>
<td>Poles and Zeros (Freq.[Hz]/Damp.[])</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$p_1$</td>
<td>55.7</td>
<td>0.39</td>
</tr>
<tr>
<td>$p_2$</td>
<td>55.7</td>
<td>0.39</td>
</tr>
<tr>
<td>$p_3$</td>
<td>19.3</td>
<td>22.1</td>
</tr>
<tr>
<td>$z_1$</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>$z_2$</td>
<td>46.1</td>
<td>1</td>
</tr>
<tr>
<td>$z_3$</td>
<td>25.6</td>
<td>1</td>
</tr>
<tr>
<td>$d_c$</td>
<td>2.6815</td>
<td>1.835</td>
</tr>
</tbody>
</table>
6.5.3 Validation on a Virtual 5-Axis Machine Tool

The 5-axis spiral contour toolpath shown in Chapter 4 was interpolated with tangential velocity of 75[mm/sec] and acceleration of 1500[mm/sec^2], and previously presented contour error models are utilized in computing the errors. Figure 6.13 shows the true and estimated contour errors. As noted, 5-axis contour errors computed from the true and identified model responses are in very good agreement. The discrepancy between the estimated and true contour errors is observed to be less than 10[micron] validating the practicality of the proposed PSO identification method to be used in 5-axis contouring predictions.

![True and Estimated Contour Errors](image1.png)

![Estimation Discrepancy](image2.png)

Figure 6.13: Predicted and actual tracking Performance of the P-PI controlled virtual 5-axis machine tool (Simulation).

6.6 Conclusion

This chapter has presented a rapid closed loop identification strategy for machine tool feed drives. The general feed drive model is first introduced that can model feed
drives controlled with variety of feedforward and feedback controllers, and a simple linear LS solution is derived to estimate the drive parameters. In case of pole-zero cancellations in the true system, and lack of excitation in the command signal generated by the CNC interpolator causes the ordinary LS solution to produce models with unstable poles. A Particle Swarm Optimization algorithm, which accommodates stability constraints has been developed to tackle the problem, hence, the stability of the identified drive model is guaranteed. The practicality and effectiveness of the proposed PSO identification scheme have been demonstrated in simulation and experimental results, in which the tracking accuracy of virtual and real systems was successfully predicted. Finally, the method has been utilized in estimating the contouring errors that occur during simultaneous 5-axis contour machining applications. Results have proved that the identification strategy can efficiently be used for modeling and predicting the accuracy of 5-axis machine tools.
7. Conclusions

7.1 Conclusions

Novel smooth optimal trajectory generation algorithms and a precision contour control technique have been developed for 5-axis machine tools. A smooth feedrate planning technique has been formulated for traveling along spline tool-paths in minimum time without compromising the tracking and contouring accuracy of the servo system. A novel motion control law has been developed for 5-axis machines, based on analytical modeling of the contour errors that occur during 5-axis motion, which minimizes the contouring errors directly instead of axis tracking and capable of achieving high contouring accuracy at high feed speeds. The contributions are summarized as follows:

The developed feed planning algorithm has shown that the machining time can be significantly reduced (15-20 [%] shorter cycle times) by optimizing the feed along the tool-path while respecting velocity, acceleration and jerk limits of all five drives. In addition, avoiding the violation of drive saturation limits allows the control law to operate in a linear region, improving the accuracy and performance of the CNC system. Feedrate is optimally planned by overlapping windows with reduced number of variables in real-time on [15].

New analytical contour error estimation models have been developed for 5-axis machine tools in this thesis. Two types of contour errors have been introduced to the literature, the tool tip and orientation contour errors, which are detrimental to part tolerances in 5-axis machining. Proposed contour error models utilize solely the kinematics of the reference tool-path and actual position of the 5-axis drives, and it is proven
in contour following tests that proposed analytical models can estimate contour errors precisely during simultaneous 5-axis machining. Combined with the kinematic model of the 5-axis machine, it has also been shown that all the five axis drives influence tool tip contouring accuracy while the tool axis orientation is controlled only by the two rotary drives. Finally, the models have been utilized to verify that even if tracking accuracies of the all five axis drives are individually greatly improved using high bandwidth and robust sliding mode controllers, the overall contouring error of 5-axis tool paths has still been significant due to the path curvature and the kinematics of the machine [26].

Instead of controlling each drive individually as in the current practice, a multi-input multi-output Sliding Mode Controller that simultaneously controls all the five drives with the objective of achieving high path tracking accuracy has been introduced and experimentally verified in 5-axis contouring tests. The proposed Sliding Mode Controller consists of two MIMO SMCs working side by side: The first SMC computes the tool tip contour error using the developed model and generates coupled control action to the Cartesian drives in order to minimize the deviation of the tool tip from the desired trajectory. The second SMC, in parallel, computes the orientation contour error and minimizes it by coupling only the rotary drives. The complete coupled 5-axis sliding mode contour controller has been constructed by proving the stability of the controllers in joint operation. As a result, during high speed 5-axis machining tool tip contour errors have been reduced by 20-30 % using the proposed controller, as compared to the individual axis based sliding mode controlled case [26],[43].

A closed loop identification method for CNC drive systems has been developed, which can be used in 5-axis contouring simulations when combined with the models
developed in the thesis. The technique is based on exciting the feed drive using a series of short motions, and the reference and actual position, velocity and acceleration states of the drive are measured. A general model of the closed loop feed drive system that can represent servo dynamics controlled with various controllers has been fitted to the identification data. In order to avoid identification of an unstable model, the identification task has been cast as a constrained minimization problem in which the frequency and damping ratio bounds are imposed on the closed loop pole locations, and the nonlinear minimization problem has been solved using a Particle Swarm Optimization algorithm. Simulation and experimental results have shown that drive models constructed with closed loop identification can be used to predict the contouring accuracy of 5-axis machine tools in a virtual environment with sufficient accuracy.

7.2 Future Research Directions

The trajectory generation and control laws developed in this thesis are directly applicable to 5-axis machine tools with different kinematic configurations such as table, spindle tilting or hybrid. Extension of the algorithms to more complex kinematic configuration such as parallel kinematic machine tools or robots, is possible, and will allow their benefits to be exploited in a larger variety of applications, such as high speed machining of dies and molds or laser cutting and welding operations.

The feedrate scheduling algorithm increases the productivity especially for rough milling or semi-finishing where rapid feed alterations are not vital to part tolerances. In finish milling, on the other hand, the tangential feedrate must be scheduled smoothly where the fluctuations must be kept minimal to avoid leaving tool deflection marks on the part surface. One practical solution would be to consider the tool-path section by
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section, and the maximum local feed for each section has to be identified. Constant feed sections can be connected to each other with smooth acceleration transients. This will result in a suboptimal solution increasing the cycle time 10~15\% as compared to the currently developed method, but it will in return reduce the computational cost of planning and allow wider practical application to machine tools. On the other hand, the key to extending the developed time optimal feed profiling to robots and hexapods relies on incorporating drive constraints correctly into the algorithm through proper modeling of their non-Cartesian kino-dynamic chain.

The contour control algorithms on the other hand, improve the contouring accuracy by two-fold on a 5-axis machine tool. In order to further increase the stability and precision of the developed algorithms the flexible and dynamic coupling of the drive system has to be considered, at least in the stability analysis and the performance evaluation in the control law. A simpler and likely more practical approach may be to use the developed contour error models for a given tool-path and estimate the contour error in a look ahead fashion. In this way, the reference position commands to the drives can then be compensated in order to reduce the contour errors. In parallel, the tool deflection is another issue that contributes to large contour errors in 5-axis machining. Simplified process models are required to be used to estimate the deflection of the tool in real time, and its contribution to contour errors can then be compensated for either in the axis controllers, or as mentioned, in the reference trajectory. The extension of the control algorithms to robots and hexapods is vague through incorporation of their kinematics and dynamics, which will generate further research opportunities to address the new problems.
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