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Abstract

The training of ultrasound guided interventional procedures could benefit from ultrasound simulators that synthesize realistic-looking B-mode images of tissue and interventional tools, such as the needle. For a prostate brachytherapy simulator in particular, both the needle and seed images need to be synthesized.

In this thesis, we propose an interpolation-based method for simulating needle and seed B-mode images in real time. We parametrize a needle or a seed B-mode image as a function of its position and orientation. We collect needle and seed images under various spatial configurations in a water-tank using a needle guidance robot. Then we use multi-dimensional tensor-product interpolation to simulate images of needles and seeds with arbitrary poses and positions using collected images. After further processing, the interpolated needle and seed images are superimposed on top of phantom or tissue image backgrounds. The similarity between the simulated and the real images is measured using a correlation metric. The results are also compared to in vivo images. Images in both the transverse and the sagittal planes are simulated.

Artifacts associated with the needle and seed are studied in detail by experiments and by physical models. It is demonstrated that the bright band pattern associated with the sagittal needle images could be interpreted using a plate reflection model; the bright tails associated with the transverse needle images could be analyzed by simulating the back-scattered stress field from a sphere.
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Chapter 1

Introduction

1.1 Motivations and overview

Ultrasound imaging has become increasingly popular for guiding medical interventional procedures [14, 21, 53], in which minimally invasive instruments (usually needles) are inserted for various purposes, such as brachytherapy and biopsy.

In these procedures, the subjects of ultrasound imaging are no longer solely the biological tissue, but also include various foreign metallic objects such as the needle and seeds. For these objects, the assumptions of the medical ultrasound instruments no longer hold and various artifacts may occur accordingly [38].

Partly due to this complication, in an interventional procedure, judging the precise position of the tool in the ultrasound and guiding the tool to the target is not an easy task. The need for training arises.

The traditional apprenticeship training model has several drawbacks such as potential patient discomfort and complications [76]. Simulation-based training is therefore desired. In such simulators, both the ultrasound (visual) and haptics (feel) may be simulated. Between the two, the visual part has been shown to be particularly important for performing tasks such as needle insertion [26].

To achieve realistic ultrasound image simulation for interventional procedures such as needle insertion, both the tool (e.g. needle) and the tissue need to be simulated and their interactions modelled correctly.

One goal of this thesis is to develop a real-time image simulation method for the needle and the seed. The method should be compatible with the existing image simulation method for the tissue [27], so that together they constitute an interactive needle insertion image simulator. Another goal of this thesis is to investigate physical models of the artifacts formation in needle/seed B-mode images. These models should be able to explain why some peculiar patterns occur in ultrasound B-mode images of the needle and the seed.

An outline of the thesis is as follows:
In Chapter 2, a real-time needle and seed image simulator is developed in the context of prostate brachytherapy. The simulation takes into account all spatial degrees of freedom of the needle and seed and also the thickness of ultrasound imaging plane, therefore could correctly reflect the positioning of the needle and seed.

To better understand the bright band/tail artifact apparent in some needle images, in Chapter 3 and 4 two basic scattering problems are studied and computational models developed. The results demonstrate that the bright band/tail could be modelled using linear acoustics.

In Chapter 5, the integration of the needle image simulation developed in Chapter 2 and previously developed deformable tissue image simulation [27, 28] is discussed. Algorithms for the integration are described.

In the following of this chapter, background knowledge and critical reviews on several topics are given.

1.2 Background and literature review

1.2.1 Prostate brachytherapy

Reviews of the prostate brachytherapy procedure are available in [13, 47]. In Fig. 1.1 a sketch of the set-up is shown. During the procedure, pre-loaded needles are inserted through a perineal template percutaneously into the pre-planned positions in the prostate under ultrasound guidance using the TRUS probe. The position of the needle is mainly determined by localizing the needle tip in the transverse view of the ultrasound; the sagittal view and manual measurement are used to confirm the needle position. After the implant of the seeds, the distribution may be checked by fluoroscopy.

The needle used in the procedure is shown in Fig. 1.2. The needle is 18 gauge, 20 cm long, with a diameter of 1.25 mm; the stylet for depositing the loaded seeds is of the same length, with a diameter of 0.92 mm.

Several kinds of seed may be used in the procedure and are shown in Fig. 1.3. In this thesis, the standard seeds are used in the experiments and simulation. The standard seed has a length of 4.6 mm and a diameter of 0.8 mm.

1.2.2 B-mode Ultrasound image simulation

We classify the previous works on B-mode ultrasound simulation into three categories: the acoustics-based methods use acoustic models explicitly in the simulation; the pseudo-acoustic models use computer graphics techniques
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Figure 1.1: A sketch of the geometry of ultrasound guided prostate brachytherapy (reprinted from [67]). The current technique employed by the BC cancer agency involves insertion of only one needle at a time, not as depicted in this figure.

Figure 1.2: The needle used for prostate brachytherapy. The arrow on the base indicates the bevel tip direction (reprinted from [30]).

Figure 1.3: The brachytherapy seeds (reprinted from [20]).
to simulate the ultrasound image formation; the interpolation-based models generally involve slicing a pre-scanned 3D ultrasound volume.

**Acoustics based**

The most well-known work in this category is the FIELD II simulator [40–42]. It uses linear acoustic models and the spatial impulse response to simulate the transducer pressure field and the backscattered field from a finite number of point scatterers.

**Pseudo-acoustic model**

In [75, 76], computer graphics techniques were used to generate artificial ultrasound images from CT for needle insertion simulation. Shadow, noise, and reflections were simulated. The needle was simply rendered as a bright line and was only simulated for the longitudinal plane.

[50, 80, 81] are another series of research in needle insertion simulation. In these works, artificial ultrasound images were generated from CT scans. Speckles in the ultrasound were simulated by Gaussian noise, shadows by ray-casting, and radial blur by alpha blending. Needle rendering was only done in the longitudinal plane, with transparency defined by the intersection volume with the image plane of tunable thickness.

In [69], attenuation, scattering, reflection, speckles, and brightness of the ultrasound image were simulated by using various computer graphics techniques and statistic models.

**Interpolation based**

The classical way of simulating ultrasound images by interpolation is by slicing a pre-scanned 3D volume, using techniques surveyed in [64]. [1, 22] and those surveyed in [54] all used this approach.

### 1.2.3 Needle image characterization and visibility

To motivate the development of our needle image simulation approach, we review previous clinical studies on needle image characteristics.

[16] provides a good review of the clinical aspects of ultrasound imaging of needle insertion, including basic imaging physics, artefacts, transducer, visibility, and guidance techniques.

One of the early studies on needle visibility is [11]. It investigated the needle tip echo intensity in water under various incident angles, bevel angles
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(see Fig. 1.2), tip opening directions, and needle diameters using a linear probe. It was found echo intensity decreases linearly with the decreasing ultrasound incident angle (from vertical to parallel) and needle diameter, but does not change much with the bevel angle. Tip opening directions were also found to have influence on the echo intensity.

In [68], needle visibility was studied using a linear probe in a gelatine phantom. Various kinds of needles were tested. Both the transverse and longitudinal images were collected. The tip and shaft images in the transverse plane were compared. The relative intensities of the needle and subjective visibility were measured.

In [58], a linear probe was used to scan the needle in beef gravy phantom. The focus of the study was the effect of incident angle on visibility.

Common findings of these previous studies are that the needle image depends highly on the spatial orientation of the needle with respect to the transducer (view-dependency) and that the needle tip is distinctively echogenic.

1.2.4 Needle image simulation

Based on the discussions of Section 1.2.3, a realistic needle image simulator should be able to model the view-dependency of the needle images. The view dependency is an important feature for the needle insertion simulator also because in the real procedures, the doctors exploit this dynamic effect to judge the position of the needle, especially in the transverse plane [16]. For example, in prostate brachytherapy [47], doctors insert the needle until they see the needle tip, then rotate the needle to insure that the tip is at the desired transverse position.

We examine the previous ultrasound simulation methods discussed in Section 1.2.2 to see if they are suitable for simulating the needle images. We should note that the previous works on the ultrasound simulation are designed primarily for the simulation of soft tissue B-mode images.

1. Acoustics-based simulation, specifically FIELD II: the point scatterer assumption of FIELD II does not hold for the continuous, relatively large objects such as the needle and seed that we are considering in this thesis. The geometry of the larger object needs to be explicitly modelled as is done in chapter 3 and 4.

Also, the physically-based approach is slow, thus not suitable for simulations requiring real-time performance.
2. Pseudo-acoustic methods: the previous works on needle insertion simulation typically opt for this approach. As we have noted, these works render the needle as a bright line without much consideration of the view-dependency of the needle and the echogenic tip.

3. The volume slicing approach cannot deal with the view-dependent features of the needle images. Indeed, looking at the needle from another angle is not equivalent to rotating the original image. It is in fact known in general that volume slicing does not retain the look of ultrasound artifacts [8].

As a conclusion, none of the existing ultrasound simulation techniques can meet our requirement of simulating view-dependent objects in real-time.

We propose an multi-dimensional interpolation-based approach that is a natural extension to the classical 3D slicing technique: instead of interpolating in 3D, we parameterize the image using the full 6 degrees of freedom spatial parameters and interpolate in 6D.

1.2.5 Image-based rendering

The idea of using images of an object under various poses and positions to simulate new object poses has been explored in the field of image-based rendering in computer graphics.

There are two paradigms in computer graphics: physical model based versus image (memory) based [62]. The model based approach is more versatile, but may not achieve the desired effect; also the time required for rendering might be unacceptable for real-time applications. The image based method is an attractive alternative. It achieves 3D rendering by synthesizing new views from the stored views by approximation/interpolation.

The image-based rendering for graphics typically involves the interpolation on a subspace of the 7-D plenoptic function. A review can be seen in [79].

In [49], the 7D plenoptic function was reduced to 4D. The method of image collection using a camera gantry is similar in spirit to our robotic image collection method. However, the ray-based parameterization method is not applicable in our case, because in [49] the camera is moving and the light source is fixed, whereas in our case the transducer serves as both the camera and the light source, therefore no relative motion is present.
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Figure 1.4: Lead pellets in the liver producing bright tail (reprinted from [45]).

1.2.6 Ultrasound artifacts

As we will see in the body of the thesis, various ultrasound artifacts may occur in the needle and seed images. Two artifacts that we are particularly interested in are the bright band/tail and the dark shadow (see e.g. Fig. 2.23). The former is also called the comet tail, ring-down, or the dirty shadow; the latter is also called the acoustic shadow or the clean shadow.

In the following papers, these two artifacts are described, the formation mechanism postulated, but the models are largely qualitative.

[82] documents the “discovery” of the comet tail artifact. The formation of the artifact was ascribed to the reverberation inside the metal objects. The acoustic shadow was observed to co-exist with the comet tail.

In [5], the bright tail from air bubbles was studied. It was found that the tail originates from the fluid “bugle” formed in between two layers of air bubbles. The term “ring-down” artifact comes from this study.

In [65], the bright and dark tail were studied experimentally and were shown to be related to the surface roughness and curvature of the insonified object.

[45, 46] survey ultrasound artifacts and their formation. Both the bright tail and the dark shadow are examined. See Fig. 1.4 for bright tails generated from lead shots.

In [38], artifacts from a steel rod were studied in water and used to interpret artifacts from minimally invasive instruments. The tip of the cylindrical rod was observed to generate distinct comet tail artifact, with band interval proportional to the diameter of the rods. This was postulated to be due to the circumferential wave.
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In [34], the scattering from metal spheres was physically modelled to interpret the comet tail artifact. However, it did not follow the classical formulation of the fluid-solid acoustic interaction. For example, no shear wave was considered in the solid. Therefore care should be taken to interpret the results from this simulation study.

To conclude, we note that the bright tail artifact is usually explained by reverberation, but no quantitative modelling is known except for [34], which did not model the shear wave in a solid.

1.2.7 Scattering from cylindrical and spherical objects

The sphere and the cylinder are the two “canonical” geometries studied in acoustic scattering [19]. Similar to the strategy taken in [34], we hope to model the bright tail and dark shadow physically by modelling the scattering from the spherical or cylindrical objects.

A partial listing of several classical and more recent studies on the spherical and cylindrical solid/shell scattering can be seen in Table. 1.1.

In these various modelling efforts, boundary value problems are usually formulated to derive the partial wave series representations of the scattered pressure field as a function of the observing position and $ka$, which is a function of frequency and object radius. The steady-state solution of the scattered field follows. It is also possible to approximate the transient solutions from the steady-state ones.

It should be noted that higher level approximations such as the creeping wave formulation (see chapter 4 and 33 of [19]) are also useful for interpreting the scattering. In this formulation, the acoustic waves are interpreted to penetrate into the solid, reflect at the surface, and propagate on the surface at the same time.

More theoretical analysis of the interactions between the sound wave and structures including beam, thin plate, spherical and cylindrical shells can be found in [43].
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<table>
<thead>
<tr>
<th>Author</th>
<th>Steady-state/transient</th>
<th>Geometry</th>
<th>Method</th>
</tr>
</thead>
<tbody>
<tr>
<td>Faran [23]</td>
<td>steady-state</td>
<td>spherical &amp; cylindrical solid</td>
<td>theory &amp; experiment</td>
</tr>
<tr>
<td>Hampton et al [32]</td>
<td>transient &amp; steady-state</td>
<td>spherical solid</td>
<td>experiment</td>
</tr>
<tr>
<td>Barnard et al [9]</td>
<td>transient &amp; steady-state</td>
<td>cylindrical solid &amp; shell</td>
<td>experiment</td>
</tr>
<tr>
<td>Hickling [36]</td>
<td>transient &amp; steady-state</td>
<td>spherical solid</td>
<td>theory</td>
</tr>
<tr>
<td>Ayres et al [6]</td>
<td>steady-state</td>
<td>spherical shell</td>
<td>theory</td>
</tr>
<tr>
<td>Stanton [71]</td>
<td>steady-state</td>
<td>finite cylinder</td>
<td>theory</td>
</tr>
<tr>
<td>Gaunaurd et al [24]</td>
<td>transient</td>
<td>spherical shell</td>
<td>theory</td>
</tr>
<tr>
<td>Hasegawa et al [35]</td>
<td>steady-state</td>
<td>spherical &amp; cylindrical shell</td>
<td>theory</td>
</tr>
<tr>
<td>Allen et al [2]</td>
<td>steady-state</td>
<td>spherical shell</td>
<td>theory</td>
</tr>
<tr>
<td>Ye [78]</td>
<td>steady-state</td>
<td>spherical shell</td>
<td>theory</td>
</tr>
<tr>
<td>Hu et al [37]</td>
<td>steady-state</td>
<td>spherical shell</td>
<td>theory</td>
</tr>
<tr>
<td>Baghani [7]</td>
<td>steady-state</td>
<td>spherical shell</td>
<td>theory</td>
</tr>
<tr>
<td>Harpen [34]</td>
<td>transient</td>
<td>spherical solid</td>
<td>theory</td>
</tr>
</tbody>
</table>

Table 1.1: Comparison of previous works on scattering from spherical and cylindrical solid and shell. The first group studies the generic scattering; the second group studies the scattering in the context of ultrasound contrast agents; the third uses scattering to model the comet tail artifact.
1.2.8 Seed detection

The radioactive seeds used in prostate brachytherapy exhibit similar (though weaker) B-mode image pattern to that of the needle. The body of the seed may cast a short bright tail when the incidence is close to orthogonal and a dark shadow when there are scatterers in the background. The bright tail, as will be demonstrated in this thesis, is related to the RF frequency spectrum of the scatterer (seed in this case). It is therefore natural to suggest seed detection methods based on spectrum analysis.

This has been demonstrated in several previous works. In [51], singular spectrum analysis was applied to detect seeds. This was later extended to deal with angle-dependency of the seed in [52].

In [20], the backscattering signal from different seed types under different angles were compared; corrugated seeds were shown to be less angle dependent.

In [55], vibro-acoustography was demonstrated to be superior in imaging seeds than traditional ultrasound. However the vibro-acoustography technique requires two sound sources driven at slightly different frequencies, thus may not be readily applicable using existing transducers.

It should be noted that the above methods were only experimentally validated; no physical scattering model of the seed was developed in these works.

We also note that previous literature on underwater target identification (such as [25]) might be relevant for the purpose of seed detection.
Chapter 2

Needle and brachytherapy seeds in B-mode ultrasound: real-time simulation and experimental studies

In this chapter, a general real time image simulation method is developed to enable 6DOF interaction with an object in ultrasound images. The method is first developed in the context of needle image simulation in the transverse plane and later extended to deal with needle image simulation in the sagittal plane and brachytherapy seed image simulation in both planes.

2.1 Transverse needle image simulation and tip visibility study

2.1.1 Introduction

In procedures such as the prostate brachytherapy, the needle is inserted perpendicular to the transverse plane of the transducer. By discerning the advancing needle tip in the B-mode ultrasound, the doctor can ensure that the desired spatial position is reached by the needle before the radioactive seeds are deposited. The asymmetry of the needle tip results in changing needle images when the needle position and/or orientation is changed. The doctor exploits this to better localize the position of the needle during the insertion: s/he will actively rotate and/or rock the needle back and forth to judge the position of the needle from the changing needle and surrounding tissue images [53]. See Fig. 2.1 for an example of the appearance of the needle image during the insertion process.

In the ultrasound simulation for the needle insertion procedures, it is therefore important to take account of the changes in the needle image as the needle’s spatial configurations change. In this section, we concentrate
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Figure 2.1: Needle insertion process in the water and in the phantom

on simulating the transverse needle images with different needle configurations. The changes in the image of tissue reacting to the needle insertion are investigated and simulated in other works [27, 28]. Several issues regarding the integration with these previous works are discussed in Chapter 5.

We further note that the image of the needle in the water resembles that in the phantom/tissue (Fig. 2.1). The basic idea of the simulation is therefore to first simulate the needle images in the water by interpolating sample images collected in water and then superimpose the simulated images onto the tissue background. A validation based on correlation is performed to justify this method. In Section 2.4 the differences between the needle image in water and in phantom/tissue are investigated experimentally.

To aid the discussion, we call the echogenic spot of the needle image corresponding to the real needle position the body and the artifact distal to it the tail of the needle image.

2.1.2 Simulation methods

We make the assumption that the needle image depends only on the local spatial configuration (position and orientation) of the intersection of the needle with the imaging plane. In this manner, we can represent the planar
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Figure 2.2: Coordinate assignment (not to physical scale). \( \rho \) is the roll angle which measures how much the needle rotates around its axis.

needle image as a function \( I_n : \mathbb{R}^6 \rightarrow \mathbb{R}^2 \) of the six degrees of freedom of the needle. In this section, we concentrate on the simulation of the needle images in the transverse plane, which is the major imaging plane used for procedures such as prostate brachytherapy. The parameterization discussed below is suitable for the curvilinear geometry such as the transverse plane of the transrectal ultrasound (TRUS) transducer; for a linear transducer, the Cartesian coordinates can be used in place of the polar coordinates.

Parameterization

The parameterization for the needle configuration with respect to the TRUS probe transverse plane is as follows: considering a general beam profile where the imaging plane has a thickness along the \( Z \) direction, we define the characteristic imaging plane to be the plane with the largest \( Z \) coordinate, as shown in Fig. 2.2. This plane is determined experimentally by inserting the needle until the tip is barely seen. We attach a Cartesian frame \( \{\tilde{O}_p, C_p\} \) to the intersection of this imaging plane and the probe axis, and another Cartesian frame \( \{\tilde{P}_n, C_n\} \) to the intersection of the imaging plane and the needle axis. \( Z_n \) coincides with the needle axis and \( Y_n \) points to the bevel direction. We use \((r, \theta)\) to denote the polar coordinates of \( \tilde{P}_n \) in \( \{O_p, C_p\} \), and \( l \) to denote the needle depth. We describe the rotation transformation between \( C_p \) and \( C_n \) using roll-pitch-yaw angles \((\rho, \alpha, \beta)\). The needle image is a function \( I_n(r, \theta, l, \rho, \alpha, \beta) \) of these variables.

We could show experimentally that the needle image is invariant with
2.1. Transverse needle image simulation and tip visibility study

Figure 2.3: Validation of $\theta$ invariance. After rotating the first image by $\theta$, the two images have a correlation score of 0.96.

respect to $\theta$, that is, if we keep other spatial parameters the same and vary $\theta$, the image will only rotate by $\theta$ but will not change in intensity or shape otherwise (see Fig. 2.3). Mathematically we may write

$$I_n(r, \theta, l, \rho, \alpha, \beta) = R_\theta(I_n(r, 0, l, \rho_0, \alpha_0, \beta_0))$$  \hspace{1cm} (2.1)$$

where $R_\theta$ is a spatial 2D rotation transform of the image with respect to the ultrasound probe centre; $(\rho, \alpha, \beta)$ in the local coordinate and $(\rho_0, \alpha_0, \beta_0)$ in the global coordinate are related by the same rotation transform (more on these variables in Section 5.5). This symmetry is due to the curvilinear geometry of the TRUS probe we have used. To obtain images at arbitrary $\theta$, we rotate the image at $\theta = 0$. Thus the function to be sampled and interpolated is $I_n(r, 0, l, \rho_0, \alpha_0, \beta_0) : \mathbb{R}^5 \rightarrow \mathbb{R}^2$.

Simulation using tensor-product interpolation

The speed of interpolation is of major concern. Nearest neighbour and linear interpolation are two of the fastest interpolation methods available [73], but cannot be used directly for a multi-dimensional function $I_n$. However, as demonstrated below, we can use them for each dimension separately following an interpolation scheme.

Since the images are digital, we can treat them one pixel at a time $I : \mathbb{R}^5 \rightarrow \mathbb{R}$. The task of interpolation is therefore to estimate the value of an arbitrary $I(r, l, \rho, \alpha, \beta)$ using sample values of $I$. The samples may be scattered or may be collected on a grid. For the former case, interpolation using radial basis functions is the usual choice. However, the computation
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Overhead is huge. We therefore choose to sample over a multi-dimensional grid and use tensor-product interpolation. An introduction to this interpolation method could be seen in [3]; in the following we provide a similar development that is tailored for our needs.

Tensor-product interpolation could be understood as a generalization of the bi-linear (2D) interpolation to n-D and to any order polynomial basis functions. It provides a scheme to use 1D piecewise polynomial basis functions for the interpolation of n-D functions.

In 1D, we interpret an interpolation process as approximating the original function \( f(x) \) being sampled with a new set of basis functions \( \{l_i(x)\} \). Following the notation in [3], we can express this process as applying an interpolatory projection operator \( \pi \) to the function \( f(x) \). If we sample \( f(x) \) on a grid \( \{x_i\} \) and use the piecewise polynomials \( l_i(x) \) of order \( n \) as the nodal basis functions, we can encapsulate the 1D interpolation process as an approximation:

\[
(\pi f)(x) = \hat{f}(x) = \sum_i f(x_i)l_i(x), \quad \pi : f \to \hat{f}
\]

As special cases, when \( n = 0 \), \( l_i(x) \) are the shifted “box” functions and \( \pi \) corresponds to the nearest neighbour interpolation operation; when \( n = 1 \), \( l_i(x) \) are the shifted “hat” functions and \( \pi \) corresponds to the linear interpolation operation. We can show that the error bound decreases with decreasing \( h \) and increasing \( n \):

\[
||f - \pi f||_\infty \leq C(n) ||f^{(n+1)}||_\infty \cdot h^{n+1},
\]

where \( h \) is the mesh size, provided that \( f \) has \((n+1)\) bounded continuous derivatives.

The extension to the higher dimensions is made possible by defining the “partial” interpolatory projections, which resemble in spirit the partial derivatives. For example if we know the sampled values of a function \( g : \mathbb{R}^2 \to \mathbb{R} \) on an \( M \times N \) grid, we can approximate the two dimensions of the original \( g \) separately using two vector spaces \( l_1^i(x) \) and \( l_2^j(y) \), given that the other dimension does not change:

\[
(\pi_1g)(x, y) := \sum_{i=0}^{M} g(x_i, y)l_1^i(x)
\]

\[
(\pi_2g)(x, y) := \sum_{j=0}^{N} g(x, y_j)l_2^j(y)
\]

Now we can define a new projection by combining the two partial projections
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π₁ and π₂ as follows:

\[(\pi₁\pi₂g)(x,y) := \sum_{i=0}^{M} \sum_{j=0}^{N} g(x_i, y_j)l₁^i(x)l₂^j(y)\]

which has the property:

\[(\pi₁\pi₂g)(x,y) = (\pi₂\pi₁g)(x,y) \quad (2.2)\]

We can show that the function space spanned by \(\{l₁^i(x)l₂^j(y)\}\) is a vector space, therefore the process is again an interpolation, this time in 2D. This vector space is called a 2D tensor-product space. The approximation error can be shown to have the bound

\[||g - \pi₁\pi₂g||_∞ \leq C(n) \max \left( \left\| \frac{∂^{n+1}g}{∂x^{n+1}} \right\|_∞ h^{n+1}, \left\| \frac{∂^{m+1}g}{∂y^{m+1}} \right\|_∞ h^{m+1} \right) \quad (2.3)\]

given that the partial derivatives exist and are bounded and continuous. The extension to n-D is immediate.

Under this scheme, interpolating an n-D function \(I\) sampled on a grid can be decomposed into n separate steps, each of which involves interpolating on 1D when holding other dimensions constant. To ensure no aliasing occurs, the mesh size \(h\) should be chosen to be small enough when the corresponding partial derivative in Eq. 2.3 is large, that is, when \(I\) has high frequency components along that dimension. It was found experimentally that the variations of \(I\) along \(r\) and \(l\) have high frequency components; the scheme calls for finer grids in these two dimensions.

To meet our speed requirement, only the nearest neighbour and the linear interpolation are used for each dimension. This means we will be using at most two neighbouring sample nodes for each dimension. Also, from Eq. 2.2, we know that the sequence of interpolation does not matter, so we compute the cheaper nearest neighbour first. Operationally, we could write our interpolation process as follows (see Fig. 2.4 for a visualization of the process):

1. Find the enclosing hypercube in the 5-dimensional sample space that contains the queried coordinate: \((r,l,\rho,\alpha,\beta) \in [r_a,r_b] \times [l_c,l_d] \times [\rho_c,\rho_f] \times [\alpha_g,\alpha_h] \times [\beta_i,\beta_j]\).

2. Find the nearest neighbours for \(r,\alpha,\beta\); say \(r_a,\alpha_h,\beta_j\) respectively;
2.1. Transverse needle image simulation and tip visibility study

Figure 2.4: Visualization of the interpolation process. Here we only draw 3 dimensions. Every vertex represents a sample image. The red cross represents the queried configuration \((r, l, \rho)\). The algorithm first picks out the nearest rectangular sample subspace, then it bi-linearly interpolates the four sample images corresponding to the subspace vertices.

3. In the rectangular subspace \([l_c, l_d] \times [\rho_e, \rho_f]|_{(r_a, \alpha_h, \beta_j)} \in \mathbb{R}^2\), use linear interpolation to get the interpolant image \(\tilde{I}\). This is just bi-linearly interpolating \(I(r_a, l_c, \rho_e, \alpha_h, \beta_j), I(r_a, l_c, \rho_f, \alpha_h, \beta_j), I(r_a, l_d, \rho_e, \alpha_h, \beta_j)\), and \(I(r_a, l_d, \rho_f, \alpha_h, \beta_j)\);

4. Now \(\tilde{I}\) has polar coordinates \((r_a, 0)\) in the imaging plane. Translate and rotate \(\tilde{I}\) to the point \((r, \theta)\) on the imaging plane to finally get the approximated \(I(r, \theta, l, \rho, \alpha, \beta)\).

The choice between the nearest neighbour and the linear interpolation for each dimension is based on the fact that during the needle insertion, the
needle position on the imaging plane and its orientation are constrained by the tissue, therefore not likely to change much. It is the depth and roll angle that are under the doctor’s control and therefore responsible for the continuous changes of the needle images. Using linear interpolation for \( l, \rho \) will enable us to simulate these changes, and using nearest neighbour for other dimensions will speed up the interpolation considerably. Furthermore, using nearest neighbour for \( r \) will eliminate false artifacts caused by averaging two images with features at different locations (e.g. the bright tail discussed in Section 2.4.1).

It can be shown that the first 3 steps of the above algorithm has a computational cost of \( O(N_p) \), where \( N_p \) is the number of pixels of the images being interpolated. In the current implementation \( N_p = 80 \times 350 \) and is the size of needle images cropped from the original \( 640 \times 480 \) images (the rest is black background). See Fig. 2.7 for the relative sizes of the needle image and the whole image.

The speed of the last step largely depends on the interpolation method used for the spatial image rotations. In Matlab, using the nearest-neighbour will result in real time performance but may introduce aliasing artifacts or “jaggies”. See Fig. 2.13 for this artifact in the sagittal simulation, where it is more pronounced. This is eliminated in the OpenGL implementation (see Chapter 5) where linear interpolation can be used in real time.

On a PC with an Intel 2.2GHz dual core CPU, the overall algorithm can achieve an average frame rate of 44 FPS for a resolution of \( 640 \times 480 \) in a Matlab implementation without major optimization efforts.

### 2.1.3 Data collection method

All data collection was done in a water tank of size \( L \times W \times H = 50 \times 30 \times 20 \text{cm} \) filled with degassed water at 20°C. Brachytherapy needles (Bard®, 18 gauge) were imaged with a TRUS probe connected to an ultrasound machine (Ultrasonix SonixRP). The machine parameters were set to be the same as in a brachytherapy procedure, except for disabled Time Gain Control, single focus, and sound speed \( c = c_{\text{water}} \). The time gain control was disabled during the data collection because in the water there is very little attenuation with increasing depth; single focus was used because multiple focal points may sometimes cause split image in water.

We collected the samples in the water tank rather than in the phantom because in water we can get clear, well-defined needle images, and because it is easier to move from one needle configuration to another without leaving needle tracks.
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![Diagram of data collection setup](image)

Figure 2.5: Data collection setup

<table>
<thead>
<tr>
<th>Variable</th>
<th>Range</th>
<th># of samples</th>
</tr>
</thead>
<tbody>
<tr>
<td>$r$</td>
<td>3 $\sim$ 6.5cm</td>
<td>8</td>
</tr>
<tr>
<td>$l$</td>
<td>1 $\sim$ 22mm</td>
<td>12</td>
</tr>
<tr>
<td>$\rho$</td>
<td>0 $\sim$ 180°</td>
<td>3</td>
</tr>
<tr>
<td>$\alpha$</td>
<td>0 $\sim$ 9°</td>
<td>4</td>
</tr>
<tr>
<td>$\beta$</td>
<td>0 $\sim$ 15°</td>
<td>3</td>
</tr>
</tbody>
</table>

Table 2.1: Sample range and number of samples

A needle guidance robot previously developed [67] was used for the data collection. Since the robot does not move in $l$ or $\rho$, we controlled these two variables by hand. The robot was programmed to remotely connect to the SonixRP and capture images automatically after each desired configuration was reached. See Appendix B for more implementation details.

The data collection set-up is shown in Fig. 2.5; the range and sample numbers of each dimension are shown in Table 2.1. The ranges of $\alpha, \beta$ were kept small, as in a real brachytherapy procedure. Only positive rotation angles were collected due to symmetry.

To ensure that the sampling rate is high enough, some test images were first captured on a fine sample grid; then part of these images were used to interpolate the rest. Correlation was then used to compare the results, and the interpolated images were found to be similar to the real images when the sample numbers in Table 2.1 were used. As an example, for the roll angle $\rho$, when using images collected at every 180° to interpolate images of
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Figure 2.6: When the needle is not perfectly straight, rotating the needle around its axis will cause the needle image to deviate from the original position.

45° $\rho$ intervals, the correlation between the interpolated and the real images was 0.93; when using images collected at every 90°, the correlation was 0.97. Therefore, sampling at 90° interval is nearly the same as using more samples.

Since our interpolation method requires image data samples at the exact sampling coordinate and instrumentation errors such as non-straight needle may cause misalignment (see Fig. 2.6), a rigid landmark based manual registration was performed after the sample collection to make sure that the images being interpolated are aligned. The landmark used was the bottom surface of the needle which was visible or could be inferred in all images. The result of the registration was that all sample images with the same $r$ were brought into alignment along the bottom surface. The interactive interface used for the registration is shown in Fig. 2.7.

As a side note, the relative needle depth $l$ could be modified by either moving the probe or moving the needle. The choice will make a difference in the simulation, as discussed in Section 5.6.

2.1.4 Superimposition and shadow simulation

To simulate the needle images in the tissue, background images of a gelatine tissue mimicking phantom were collected, onto which the interpolated
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Figure 2.7: The interface used for registration. The pink dot indicates the “theoretical” position of the needle calculated from the needle configurations. User could override it by clicking using the cross-hair.

needle images in water were superimposed by addition. Superimposition by taking the maximum of the foreground and the background has also been tested. See Fig. 2.8 for a comparison. We see that addition with the background generates more realistic looking bright tail; a minor issue might be that we could see the background “through” the tail – this is not easily noticeable, however. In the current implementation we thus use addition as the superimposition method.

It was observed in the phantom and in the tissue that dark shadows may occur distal to the main body of the needle image under certain conditions (see Fig. 2.22 for example). The conditions for the dark shadow formation are investigated experimentally in Section 2.4. The formation mechanisms are discussed in Chapter 4.

To simulate the dark shadow, it was noted that the extent of the dark shadow resembles that of the bright tail formed by the needle shaft. We therefore apply several image processing techniques on the bright tail to simulate the dark shadow; the steps are as follows:

1. Use Ostu thresholding [59] to segment out the bright tail from the background;

2. Scale the intensity of the bright tail down by multiplying by a small constant so that the bright tail becomes dark;

3. Use Gaussian filtering to blur out the edges;
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Figure 2.8: Comparison of simulated needle images in phantom using different superimposition methods with the real image.
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4. Superimpose the simulated shadow onto the background using a linear combination of intensity values.

A sample result is shown in Fig. 2.9f where it is compared to the real shadow.

2.1.5 Results and validation

A user interface has been developed to demonstrate the simulation of needle insertion in the transverse plane. Using this interface the user could change the spatial configurations interactively and observe the simulated images in real time. The interface is similar to the one designed for simulating the sagittal images, as shown in Fig. 2.13.

Validation using phantom

To validate the simulation method, 43 needle images in both the water tank and a homogeneous gelatine phantom with cellulose scatterers were collected using the same machine settings as used when the needle image samples were collected. The needle configurations were chosen to be different from those previously collected. Blank phantom background images were also collected before each insertion for use in the superimposition. Because images of the same modality are being compared, classical normalized cross-correlation is used as the similarity metric.

In this validation, we are mainly concerned with the body part of the needle image, not the tail (see Fig. 2.1b for what the body and tail denote). One major reason is that in procedures such as prostate brachytherapy, the needle tip being imaged typically generates a very localized image (see Fig. 2.11). We do recognize the occurrence of the bright tail for the shaft part of the needle. This will be studied in Section 2.4 through experiments. It is sufficient to note here that our simulation method does simulate the tail part of the needle as could be seen in Fig. 2.8 and Fig. 2.9f.

For each of the 43 image pairs, an 80×80 region around the body part of the needle was therefore cropped out and correlations were calculated. The mean correlation between the simulated and the real needle images in the water is \( \text{cor}_w = 0.86 \) out of 1, which gives an experimental measure of the error bound in Eq. 2.3. The mean correlation between the simulated (after superimposition) and the real needle images in phantom is \( \text{cor}_p = 0.79 \).

One issue revealed in this particular experiment is that the bright tail in the phantom is not as visible as in the water (see e.g. Fig. 2.9e; see Fig. 2.10 for a fuller view.) As discussed in Section 2.4, this was possibly due to the instrumentation and the phantom. In subsequent experiments
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the bright tail invariably shows up in the phantom, thus the real correlation score should be higher.

Also note that the correlation measure is sensitive to misalignment – this is why it is usually used for registration purposes. In our case, small misalignment always exists due to errors in instrumentation and manual registration. To achieve a better correlation score, an automatic registration could be performed to maximize the correlation.

Needle visibility

Since the collected sample database covers nearly all the physically attainable needle configurations during brachytherapy, it could be used to study the needle visibility in the transverse plane. By comparing the relative brightness (intensity) of the needle images collected, we can study the changes in needle visibility with respect to the needle configurations. Note
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Figure 2.9: Comparison of the simulated and the real needle images. In (a) through (e), upper-left quadrant: simulated image in water; upper-right: real image in water; lower-left: simulated image in phantom; lower-right: real image in phantom. Configurations shown in the subfigure captions are of the form \((r, l, \rho, \alpha, \beta)\).
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![Figure 2.10](image)

(a) In water  (b) In phantom

Figure 2.10: The needle in water exhibited the bright tail. The needle in phantom did not show bright tail pattern in this experiment.

that in this experiment when \( l = 6 \), it is the needle tip being imaged; when \( l = 7.5 \), it is the shaft being imaged. There are several observations we can make from Fig. 2.9:

1. By comparing Fig. 2.9c and 2.9e, we see that when the pitch angle \( \alpha \) is small, the visibility increases with deeper insertion (larger \( l \));

2. By comparing Fig. 2.9c and 2.9d, we see that the shape of the image changes with roll angle \( \rho \) when imaging the tip of the needle;

3. By comparing Fig. 2.9e and 2.9b, we see that visibility decreases with increasing pitch angle \( \alpha \); this is especially true for the shaft of the needle;

4. By comparing Fig. 2.9c and 2.9a, we see that with the increasing yaw angle \( \beta \), the visibility of the needle image decreases slightly.

Validation using in vivo images

The simulation results were also compared with several in vivo needle images collected during a brachytherapy session. To obtain a similar background for superimposition, the needles in the in vivo images were carefully “erased” by copying surrounding background using the image editing software GIMP (GNU Image Manipulation Program). Then the simulated needle images were superimposed. Example results are shown in Fig. 2.11. Since there are no measurements of the needle position and orientation in-vivo, the needle configurations are chosen so that similar images can be obtained.
2.2 Sagittal needle image simulation

We see that the synthesized images do resemble the in vivo images. The difference may be attributed to the different ultrasound machines being used for data collection (an Ultrasonix® machine was used for the sample image collection; a BK Medical® machine was used in the hospital.)

2.2 Sagittal needle image simulation

The same method used for simulating the transverse plane needle images can be used for simulating sagittal B-mode needle images. The results are not only useful for the simulation of brachytherapy, but are also generally applicable to other needle insertion scenarios where the needle is viewed in the sagittal (longitudinal) configuration, e.g. in biopsy, or anaesthesia.

2.2.1 Methods

We follow the work-flow laid out in the previous section. The major differences lie in the parameterization. We assume the needle is straight and the imaging plane to be of finite thickness (not infinitely thin).

Coordinate Assignment

Referring to Fig. 2.12, we use the same $XYZ$ coordinate system as was used in the transverse case – this is used for the real brachytherapy procedure. In the sagittal case, however, we use the Cartesian parameterization directly.
We write the projection from the configuration coordinates to the image as $I_n(P_n, C_n) : \mathbb{R}^6 \to \mathbb{R}^2$, or more explicitly $I_n(x, y, z, \rho, \alpha, \beta)$. The $l$ parameter in the figure is used for simulating the insertion, which is discussed in Section 2.2.2. For illustration purpose, we draw $P_1$ and $P_2$ as the points where the needle axis enters and exits the imaging plane; there might also be one or zero intersections if the needle is partially penetrating or entirely residing outside the imaging slab. Note that the thickness of the imaging plane may vary along the elevation ($Y$) direction [70]; we are assuming the needle is kept near the focal point so that the plane thickness is nearly constant along the $Y$ direction.

The sagittal imaging plane is linear, in contrast with the transverse plane which is curvilinear. We can verify by experiments that when the focal point is kept near the needle, shifts of the needle in the $Y$ and $Z$ directions correspond to translations of the needle image in these directions; no intensity change is noticeable. We could therefore conclude that the images are isotropic along both the $Y$ and $Z$ directions (in the transverse plane the images are isotropic only along $\theta$). Similar to Eq. 2.1, we can write the spatial transform that relates the needle images at different positions as

$$I_n(x, y, z, \rho, \alpha, \beta) = T_y(T_z(I_n(x, y_0, z_0, \rho, \alpha, \beta)))$$

where $T_y, T_z$ stand for the spatial translation transforms (shifts) of the image from $(y_0, z_0)$ to $(y, z)$. This reduces our sample space to $\mathbb{R}^4$. Also the image is digital so we consider one pixel at a time. The function we are interpolating is thus $I(x, y_0, z_0, \rho, \alpha, \beta) : \mathbb{R}^4 \to \mathbb{R}$. The symmetry also indicates the following relation:

$$I(-x, -\beta, :) = I(x, \beta, :)$$

(2.4)

where “;” indicates that dimension being the same. We can utilize this fact to collect only positive $\beta$.

**Data Collection**

The data collection procedures follow that in the transverse case. The range and sample numbers of each dimension is shown in Table 2.2. We only collect positive $\beta$ since the negative ones can be obtained by using Eq. 2.4; we collect only positive $\alpha$ because this is the common case in the real procedure. We observe that when $x \in [-0.7, 0.7]$ cm the needle tip is inside the imaging slab; the image varies with the changing $\rho$. When $x \in [0.7, 1.5]$ cm the needle tip is outside the imaging slab, therefore the image is $\rho$-invariant.
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Figure 2.12: Coordinate assignment for the sagittal image simulation (not to physical scale)

We thus separate the image collection into these two groups. The collected images have resolution of 488 × 356.

Template Preparation

The images collected have the appearance of bright line segments with different “projected” pitch angles – the angle between the line segment and the horizontal image axis of the image plane:

$$\alpha' = \arctan\left(\frac{\sin \alpha}{\cos \alpha \cdot \cos \beta}\right)$$

These images cannot be used directly for interpolation because they may not be aligned. To align each image, we mark the needle tip position interactively, then translate the image so that the tip aligns with the “theoretical” tip.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Range</th>
<th># of samples</th>
</tr>
</thead>
<tbody>
<tr>
<td>$x$</td>
<td>$-0.7 \sim 1.5\text{cm}$</td>
<td>23</td>
</tr>
<tr>
<td>$\rho$</td>
<td>$0 \sim 180^\circ$</td>
<td>3</td>
</tr>
<tr>
<td>$\alpha$</td>
<td>$0 \sim 6^\circ$</td>
<td>3</td>
</tr>
<tr>
<td>$\beta$</td>
<td>$0 \sim 15^\circ$</td>
<td>4</td>
</tr>
</tbody>
</table>

Table 2.2: Sample range and numbers.
position calculated from the pre-plan and the pixel dimensions. We then
use the calculated $\alpha'$ to rotate the image around the new tip position by
$-\alpha'$. After these procedures, all needle images are horizontal and aligned at
the theoretical tip positions.

**Simulation by Interpolation**

We use the same tensor-product interpolation as used in the transverse case.
With a similar consideration for speed and accuracy, we choose to use linear
interpolation for $x$ and $\rho$, and nearest neighbour for $\alpha$ and $\beta$. The resulting
algorithm is as follows:

1. Find the enclosing hypercube in $\mathbb{R}^4$ that contains the queried coordi-
nate: $(x, \rho, \alpha, \beta) \in [x_a, x_b] \times [\rho_c, \rho_d] \times [\alpha_e, \alpha_f] \times [\beta_g, \beta_h]$.

2. Find the nearest neighbours for $\alpha, \beta$, say $(\alpha_e, \beta_h)$;

3. In the rectangular subspace $[x_a, x_b] \times [\rho_c, \rho_d] \times (\alpha_e, \beta_h) \in \mathbb{R}^2$, linearly in-
terpolate to get the interpolant $\tilde{I}$;

4. Translate $\tilde{I}$ so that the tip is at $(y, z)$ and then rotate the image around
the tip by $\alpha'$. We finally get the approximated $I(x, y, z, \rho, \alpha, \beta)$.

**2.2.2 Results and Discussions**

**Insertion Simulation**

To simulate the needle insertion insertion without using a physical user
interface, we need to define a needle trajectory. In the current interface
(as shown in Fig. 2.13), the user can move the needle tip freely around the
achievable configuration space. After the user has moved the needle to the
desired initial position and orientation $\{P_0, C_n\}$, the user could initiate an
insertion by changing the $l$ parameter, which parametrizes the needle path,
given the initial position and orientation. The orientation of the needle
remains unchanged under the straight needle assumption. The position of
the needle tip thus changes as follows:

$$P(l) = P_0 + l \cdot \hat{z}_n$$

where $\hat{z}_n$ is the normalized direction vector:

$$\hat{z}_n = \frac{\bar{z}_n}{|\bar{z}_n|}$$
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and

\[ z_n = (xZ_n, yZ_n, zZ_n) = (\cos \alpha \sin \beta, \sin \alpha, \cos \alpha \cos \beta) \]

With the configuration shown in Fig. 2.12, the needle will pass sequentially through \( P_1, P_2 \) and reach \( P_n \) with an increasing \( l \).

Validations

Several typical images in the sagittal plane comparing the simulated and the real needle images in both water and a gelatine phantom are shown in Fig. 2.14. For example the needle in Fig. 2.14d roughly corresponds to the geometry in Fig. 2.12. As we could see, the intensity and span of the simulated images match quite well with the real ones. In these figures, the needle is pointed out by the arrows; the other bright lines are needle tracks left by previous insertions. As can be seen in Fig. 2.14d, the needle track immediately behind the needle is not clearly visible in the real image, because the needle obstructs the ultrasound. Further work is needed to simulate this kind of effect.

It also could be seen that the needle is always tilted a little bit upward in the phantom; this is possibly due to the torque on the transducer resulting from the excess load, as explained further in Section 2.4.

2.3 Seed image simulation in the transverse and sagittal plane

In this section, the data collection and interpolation methods for simulating the brachytherapy seed images in both the transverse and the sagittal planes are described. Representative results are presented.

2.3.1 Methods

Data Collection

The goal is to collect B-mode images of seeds with various orientations and positions with respect to the imaging plane. There are several options: first, we can rotate the probe – this is the method used in [20]. Second, we can change the inclination of the water tank – this is the method used in [52]. Third, we can manipulate the seed orientation directly – this is the method we will use.

It will be of great convenience if the robot could be used for manipulating the spatial configurations of the seed. However the robot is designed to hold
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(a) Linear interpolation

(b) Nearest neighbour interpolation

Figure 2.13: User interface showing different interpolation methods used for image rotation
2.3. *Seed image simulation in the transverse and sagittal plane*

![Simulated vs. Real Needle Images](image)

(a) (0.18, 5, 0, 0, 0, 0)

(b) (0.5, 4, 0, 0, 0, 0)

Figure 2.14: Comparison of simulated and real needle images. In (a) through (d), **upper-left** quadrant: simulated image in water; **upper-right**: real image in water; **lower-left**: simulated image in phantom; **lower-right**: real image in phantom. Configurations shown in the subfigure captions are of the form \((x, y, z, \rho, \alpha, \beta)\).
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Figure 2.14: Comparison of simulated and real needle images. In (a) through (e), **upper-left** quadrant: simulated image in water; **upper-right**: real image in water; **lower-left**: simulated image in phantom; **lower-right**: real image in phantom. Configurations shown in the subfigure captions are of the form \((x, y, z, \rho, \alpha, \beta)\).
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![Figure 2.15: Phantom with a seed mounted on a needle](image)

needles, therefore the problem is to attach the seed rigidly to the robot. After some experiments, we decided to do this by passing a needle through a small piece of phantom that encapsulates a seed. By aligning the needle with the seed and measuring the distance in between, we can control the seed’s position and orientation by moving the needle using the robot. Fig. 2.15 shows the mounting.

The quality of the phantom is crucial for the task: a too rigid phantom will break under the needle load; one too soft will wobble when being moved in the water and takes a long time to settle down. In the end, a 10% gelatine concentration proves to work fine. The phantom loses water and becomes fracture-prone very quickly in the fridge, so it should be used instantly after being made.

Medi-physics® non-corrugated seeds were embedded in the phantom by layering: a layer of gelatine was cooled down first, then the seeds were put on top, a second layer was then poured on top to include the seeds. After cooling, small cubes of phantom were cut off and mounted on the needle. The cube should be large enough to maintain clearance between the needle and the seed, so that we can segment the seed image from the needle later on.

The parameterization is the same as for the needle, except that the seed is symmetric around its axis, therefore we do not need the \( \rho \) dimension. \( l \) is changed by moving the probe; with the help of the encoder mounted inside the stepper knob, 1mm accuracy could be achieved. The range and sample numbers of each dimension are shown in Table. 2.3a and Table. 2.3b. The collected images have a resolution of 488 \( \times \) 356.
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<table>
<thead>
<tr>
<th>Variable</th>
<th>Range</th>
<th># of samples</th>
</tr>
</thead>
<tbody>
<tr>
<td>$x$</td>
<td>-10 ∼ 10mm</td>
<td>22</td>
</tr>
<tr>
<td>$\alpha$</td>
<td>0 ∼ 9°</td>
<td>4</td>
</tr>
<tr>
<td>$\beta$</td>
<td>0 ∼ 15°</td>
<td>4</td>
</tr>
</tbody>
</table>

(a) Sagittal sample range and numbers

<table>
<thead>
<tr>
<th>Variable</th>
<th>Range</th>
<th># of samples</th>
</tr>
</thead>
<tbody>
<tr>
<td>$r$</td>
<td>2.5 ∼ 5.5cm</td>
<td>7</td>
</tr>
<tr>
<td>$l$</td>
<td>1 ∼ 17mm</td>
<td>17</td>
</tr>
<tr>
<td>$\alpha$</td>
<td>0 ∼ 9°</td>
<td>4</td>
</tr>
<tr>
<td>$\beta$</td>
<td>0 ∼ 15°</td>
<td>4</td>
</tr>
</tbody>
</table>

(b) Transverse sample range and numbers

Table 2.3: The range and numbers of the seed image samples in the sagittal and the transverse planes.

![Figure 2.16: Comparison of seed images in the transverse plane](image)

2.3.2 Results and Discussions

Visibility

The general trends of the seed’s visibility agree with that of the needle. A special pattern is that when imaging the two ends of the seed, the transverse images are brighter presumably due to different scattering conditions. See Fig. 2.16 for three consecutive transverse images with changing depths. The first and the third images correspond to the two ends of the seed.

It can be noted from the samples collected that:

1. The seed is nearly invisible when the pitch angle $\alpha$ is larger than 9°.
2. The seed image does not change much with the change in the yaw
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Validation

Both the transverse and the sagittal simulations of the seed images were validated by comparison to in vivo images collected in the hospital. Several examples are shown in Fig. 2.17. The seed locations were verified from the pre-plan so that other artifacts were not mistaken for seeds. The seed image was first artificially removed by the “clone tool” in GIMP as was done in the transverse validation for the needle. Then the simulated seed image was superimposed on the blank background.

One of the artifacts that could sometimes be seen in the seed images is...
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2.4.1 The bright tail

One issue observed in the phantom validation experiment for the needle was that the bright tail was seen in the water but not seen in the phantom (Section 2.1.5). A dark shadow showed up instead. We therefore test several hypotheses that may explain this difference.

**Hypothesis 1:** The elasticity of the phantom changes the needle response.

We test this hypothesis by making a transparent phantom that has the same elasticity with the one used in the validation experiments. The bright tail does show up (Fig. 2.18), rejecting this hypothesis.

**Hypothesis 2:** The scatterers cause the bright tail to disappear in the phantom.

This is tested by adding celluloid scatterers in the water. Again, the bright tail appears (Fig. 2.19a), rejecting the hypothesis.

Since we know from the water tank experiment that when the pitch angle is not close to zero, the bright tail is not seen, we formulate another hypothesis.
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Figure 2.19: Needle image in water with suspended scatterers.

(a) Bright tail in water with suspended scatterers. (b) Dark shadow in water with suspended scatterers.

Hypothesis 3: The bright tail was not seen in the validation experiment because the pitch angle is not zero.

We therefore scan a phantom made from PVC with a linear probe using freehand so that we can freely adjust the angle. The phantom has similar elasticity and scatterer distribution with the gelatine phantom used in the validation experiments. The result shows that the bright tail does appear when the probe is orthogonal to the phantom (Fig. 2.20a).

This hypothesis is further confirmed by the sagittal validation experiments, which used the same set-up as the transverse validation. As can be seen in Fig. 2.14, the horizontally inserted needle appears to be tilted upwards.

The reason this happened is postulated to be due to the excess torque exerted on the probe by the phantom and its casing, as sketched in Fig. 2.21.

To test the influence of this factor on the outcome of the original experiment, another gelatine phantom was made and was carefully placed to avoid excessive loading. The bright tail appears as expected (see Fig. 2.22a).

Phantom fracture

It was also noticed during the course of the experiment that another factor might contribute to the disappearance of the bright tail in the previous
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Figure 2.20: Needle in a PVC phantom.

Figure 2.21: The load of the phantom may exert torque on the probe and change the pitch angle.
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Figure 2.22: Phantom fracture makes bright tail disappear.

validation: after multiple insertions into the same track, the phantom tends to fracture, allowing air to seep into the cracks. This in fact happens very frequently in aged and dry phantoms. As a result around the needle track the acoustic impedance increases dramatically; little energy can be transmitted through the needle surface to create the bright tail. The needle shaft image after phantom fracture is shown in Fig. 2.22b; the needle has the same configuration as that in Fig. 2.22a.

This mechanism is confirmed by immersing the phantom under water and repeating the insertion – the bright tail shows up even after the fracture because the air layer is not formed.

As for the needle image in the tissue, similar factors determine the appearance of the bright tail, although fracture is not likely to occur. In Fig. 2.23a the bright tail in a pig liver in vitro is apparent when the ultrasound beam is orthogonal to the needle.
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Figure 2.23: Needle in a pig liver; the needle location is pointed out.

2.4.2 The dark shadow

Provided that there are scatterers present to create contrast, when the incident angle changes from orthogonal to oblique, the bright tail gradually disappears and exposes the dark shadow distal to the needle. This can be observed both in the phantom (Fig. 2.20b) and in the tissue (Fig. 2.23b). In fact, when the scatterers are present, the dark shadow is also visible in water (Fig. 2.19b).

As noted in Section 2.4.1, the dark shadow can also be formed when the phantom fractures in air. This is due to an acoustic impedance change, not due to the needle configuration.

It is known that the dark shadow may be less apparent when the focal zone is not set near the object [45]. This is because when the object is not in the focal zone, the incident wave is not planar, thus may reach behind the object and insonify the distal region. However, on the machine and with the brachytherapy settings we use, this effect is not apparent.
2.4.3 Conclusion

The appearance of the bright tail in the phantom requires orthogonal incidence, and no fracture in the phantom. Scatterers and phantom elasticity are not significant factors for the appearance of the bright tail.

The dark shadow requires scatters and an oblique incidence of the US to needle in order to appear. A high acoustic impedance difference may also cause the dark shadow.

As demonstrated in the various experiments, the bright tail appearance in the water and in the phantom/tissue obeys the same rule. With the correct set-up, the bright tail pattern in the phantom does resemble that in the water (see Fig. 2.1); direct superimposition as we used in Section 2.1.4 is therefore justified.

To simulate the dark shadow, on the other hand, we need to artificially add the artifact, as is done in Section 2.1.4. When looking closer, one could see that the dark shadow is actually also present when the bright tail occurs, although the former is usually outshone by the latter (see Fig. 2.19a for example). An explanation for this is provided by the models developed in the next two chapters.
Chapter 3

Modelling of the bright band artifact in the sagittal plane

From the needle insertion experiments discussed in the previous chapter, we observe that the bright tail pattern in the transverse plane is a universal feature no matter in which medium the needle/seed is embedded. Also, the dark shadow occurs under certain conditions. We also note that in the sagittal plane, the needle exhibits bright band artifacts (see Fig. 3.1).

It is our goal in this chapter and next to gain a more general understanding of scattering from metallic objects; more specifically we wish to understand the bright band/tail and dark shadow forming mechanisms. To this end, physical models of acoustic scattering from two basic geometries – a plate and a sphere – are studied in detail and the results are validated by experiments. Their connections to the needle and seed scattering are also pointed out.

In the studies of acoustic scattering, three general approaches are available. For scatterers much larger than the wave length, “geometric acoustics” is an easier and quicker way for modelling. In this case the acoustic wave propagation can be approximated by tracing “rays” using reflection and refraction laws, as will be demonstrated in this chapter. On the other hand, scatterers much smaller than the wavelength can also be studied by using approximations; for example, quantities such as back-scattered intensity has $(ka)^4$ dependency [4] in this case. These ultra small scatterers are known as Rayleigh scatterers. The most complex case which lacks apparent approximations is when the scatterers are at the same scale as the wavelength, as is the case for the needle or the seed. In this case, explicit wave equations need to be used to obtain the solutions, as will be demonstrated in Chapter 4. Furthermore, we note that the first two approaches are simply approximations and simplifications to the wave equation approach. Specifically, as demonstrated in Appendix A, geometric acoustics description can be derived from the wave equations.

In this chapter, we study the bright band artifact exhibited by a metal plate and also by the needle in the sagittal plane.
3.1 A description of the phenomenon

In the following as a general practice, except explicitly noted, the time part $e^{-i\omega t}$ of a time harmonic quantity $C(\omega)e^{-i\omega t}$ is omitted. See Appendix A for a short discussion.

3.1 A description of the phenomenon

When imaging metal plates with nearly perpendicular incident angles, repetitive secondary reflections can be observed behind the major reflection as shown in Fig. 3.2. See Fig. 3.4 for the imaging set-up.

It was our previous (false) belief that because of the large impedance difference between the metal and the water, secondary reflections should be extremely weak and should quickly die out, if appearing at all. With the following analysis, it is shown that the secondary reflections are indeed much weaker, however they do not die out easily, agreeing with the experimental observations.

3.2 Modelling of the phenomenon

First, we note that the beam pattern from the transducer can be assumed to be planar around the focal point [4]. In the following, we use the terms “reflection” and “scattering”, “refraction” and “transmission” interchangeably.

Because the plate thickness cannot be neglected compared with the wavelength, thin plate theory [43] cannot be applied. We instead model the thick
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Figure 3.2: Bright band when imaging in B-mode an aluminum plate and a steel plate at perpendicular angle with the transducer. The double arrow indicates the incident direction; the small arrow indicates the reverberation between the transducer and the plate.
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plate as two parallel planes separating two media and use methods developed for layered media [12] to investigate the phenomenon.

The two media to be studied here are fluid and solid, each governed by a set of wave propagation laws. When assuming linear propagation, the pressure in the fluid and the longitudinal and shear displacement potentials in the solid obey Helmholtz equations. With associated material law and the compatibility and equilibrium boundary conditions, we can solve these equations for pressure in the fluid and stress in the solid.

Since we are more interested in the intensity of the propagating fields and do not care too much about the phase, we can denote the amplitude of the pressure and stress fields by “rays” and use ray tracing to study the wave propagation, as is done in geometrical optics.

The two important physical quantities needed for ray tracing are the reflection and refraction coefficients $V$ and $W$, denoting the scaling ratios to the incident wave amplitude. These ratios could be derived by solving the wave equations. In Appendix A, we derive $V$ and $W$ for the case of orthogonal incidence from the fluid to the solid, where $V$ is associated with the reflected pressure amplitude and $W$ with the forward transmitted traction in the solid. We restate the results here:

\[
\begin{align*}
\left\{ p = p_{\text{inc}} + p_s &= e^{ikz} + V_1 e^{-ikz} \\
T_{-n} &= W_1 e^{ik\alpha z}
\right.
\end{align*}
\]

where $k$ is the wave number in the fluid, $k_{\alpha}$ that in the solid, $z$ the incident direction; $p$ and $T_{-n}$ are the pressure and forward traction respectively and

\[
\begin{align*}
V_1 &= \frac{\rho_s \alpha - \rho_f c}{\rho_s \alpha + \rho_f c} \\
W_1 &= 1 + V_1
\end{align*}
\] (3.1)

are determined by the acoustic impedance $\rho c$ of the materials. Here $\alpha$ is the longitudinal wave speed in the solid.

It is possible to show [12], though not attempted in Appendix A, that for orthogonal incidence of longitudinal wave from the solid to the fluid, the reflection and transmission coefficients are given by

\[
\begin{align*}
V_2 &= \frac{\rho_f c - \rho_s \alpha}{\rho_s \alpha + \rho_f c} \\
W_2 &= 1 + V_2
\end{align*}
\] (3.2)

Now we could ray-trace the orthogonal wave propagation in the media comprised of three layers – in our case fluid–solid–fluid; see Fig. 3.3 for the first few reflections/transmissions.
3.3 Validation of the model

There are several things worth noticing here:

1. Since mode conversion does not occur (see Appendix A), only the longitudinal wave is present in the solid, thus we could use Eq. 3.2. Also the speed of sound in the solid is that of the longitudinal sound speed.

2. Since the acoustic impedance of the metal is larger than that of the water, \( V_2 \) is negative, which means that the phase of the reflection from the solid-water interface is inverted. This is analogous to the reflection of wave on a string from the support (see [56] chapter 4).

3. \( W_1 > 1 \), which means the pressure amplitude is “amplified” in the solid. The quantity that is conserved is the energy, not the pressure: the power flux (sound intensity) is related to the pressure amplitude and the acoustic impedance as follows:

\[
I = \frac{|p|^2}{\rho c} \quad \text{(3.3)}
\]

(See [56] chapter 6 for the assumptions for this relation), which means that for the same intensity, the solid with higher impedance will have higher pressure.

3.3 Validation of the model

To validate the reflection/transmission model in the previous section, metal plates of various thickness and materials are scanned in the water using a
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Figure 3.4: Set-up for metal plate reflection study

linear ultrasound transducer held perpendicular to the plate; the set-up is shown in Fig. 3.4.

As examples, we examine the results from a 6.33 mm thick aluminum plate and a 19.9 mm thick steel plate. In all these experiments, Time Gain Compensation (TGC) is disabled since we are scanning in the water; saturation of the RF signal is avoided by checking that the maximum value in the signal is much less than the resolution of the receiver ($2^{15}$ in our case).

Example B-mode images are shown in Fig. 3.2; example raw RF signals (pre-envelope-detected) are shown in Fig. 3.5.

3.3.1 Sound speed

As indicated in the previous theoretical discussion, the sound speed in the plate should be that of the longitudinal wave. In order to validate this, the thickness of the plate is measured with calliper and the time interval between the band is estimated by taking the average length over several band.

The sound speed in the material can be calculated from the elasticity properties (see Appendix A). Here we quote the values from Onda [60]: the longitudinal wave speed in the aluminum is around $6380 \sim 6420$ m/s and the shear wave speed around $3040$ m/s; from the RF line, we estimate the sound speed to be $6330$m/s – agreeing with the longitudinal wave value. Similar results are obtained for the steel plate.
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Figure 3.5: RF lines corresponding to the B-mode images in Fig. 3.2; the position of the lines are both at around 3/4 of the B-mode image.
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3.3.2 Band intensity

The piezoelectric material used in the ultrasound transducer has the following pressure-voltage relationship [17]:

\[ p_i = e_{ii}E_i - c_{ii}\varepsilon \]

where \( p \) is the pressure in the material, \( e_{ii} \) is the piezoelectric stress coefficient, \( E_i \) is the electric field, \( c_{ii} \) is the elastic stiffness constant, \( \varepsilon \) is the strain in the material, and \( i \) denotes direction.

We see that the relationship is roughly linear. It is therefore our first guess that the amplitude of the RF line is linearly proportional to the reflection pressure with amplitudes \( p_{s1} = V_1, p_{s2} = W_1V_1W_2, \) and so on, as in Fig. 3.3:

**Hypothesis 1:**

\[ \int p_s\delta(t)dt \propto \int |A_{RF}|dt \quad (3.4) \]

We test this hypothesis by integrating the absolute values of the RF signal around each peak, so that we could include all the transient response. We normalize the two sides of Eq. 3.4 so that the amplitudes for the first band are both 1. The results are shown in Fig. 3.6.

To test the sensitivity of the experimental results to various factors, we vary the incident power to make sure that the piezoelectric material in the transducer works in the linear region. We also vary the frequency to test the frequency-dependency. Both shows consistently similar relative amplitudes in the experiment, which do not agree with that of the theory.

We therefore make a second hypothesis, that the amplitude of the RF signal is proportional to the sound intensity. According to Eq. 3.3, we could write this as:

**Hypothesis 2:**

\[ \int |p_s|^2\delta(t)dt \propto \int |A_{RF}|dt \quad (3.5) \]

Again we test it by plotting the left and right sides of the equation for each band and compare. The results are shown in Fig. 3.7, which shows very good agreement between the theoretical and experimental results. Hypothesis 2 is thus supported by the experimental evidence.
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Figure 3.6: Comparison of the theoretical and experimental results when we assume the RF amplitude is proportional to the pressure.
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Figure 3.7: Comparison of the theoretical and experimental results when we assume the RF amplitude is proportional to the sound intensity.
3.4 Discussion

3.4.1 Incident direction

It is observed that the band pattern is strongest and clearest at one single orientation of the transducer; according to the ray tracing model and the transducer geometry, we expect this orientation to indicate the orthogonal direction of incidence. However, in the experiment carried out, the strongest reflection appears when the metal plate is tilted slightly by a support as in Fig. 3.4. This possibly indicates that the incident direction of the linear transducer used is tilted.

Also, if it is indeed at the perfect orthogonal angle that the multiple band pattern occurs, this pattern may potentially be useful for calibrating the probe position with respect to a target.

3.4.2 Quarter-wave layer

It is interesting to note that the quarter-wave layer in the transducer used for impedance matching with the tissue exhibits the same band pattern when the transducer is exposed in air (Fig. 3.8). This is easily understood by noting that the air has a much smaller impedance than the water/tissue. It is also interesting to note that for the focal point setting in the figure, the band are not horizontally homogeneous.

3.4.3 Surface roughness

Note that for rough surface materials, the band pattern is not seen. Intuitively, this corresponds to the “diffuse reflection” scenario in geometric optics, whereas the one considered above corresponds to the “specular re-
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flection” (and refraction). A quantitative study of scattering from surface roughness can be seen in [56].

3.4.4 Relation to the needle image

As shown in Fig. 3.1, a similar band pattern can be observed when imaging the needle in the sagittal view. In this case, there are 5 layers of media. Our analysis for the plate can be used to help understand the artifact. When the middle layer is air instead of water, less energy is transmitted to the second needle surface due to a larger acoustic impedance difference, leaving weaker band behind.

It should be noted that for the needle in the sagittal view the band pattern is usually less pronounced than for the plate, especially in the tissue or in the phantom. This is presumably because most of the energy is directed away from the transducer due to the curvature of the needle surface. In the transverse plane, on the other hand, the bright tail is more apparent because the energy directed away by the curvature is also received by the transducer, especially when the needle is perpendicular to the imaging plane, giving a brighter tail.
Chapter 4

Modelling of the bright tail and dark shadow artifacts in the transverse plane

4.1 Introduction

When imaging the needle in the transverse plane, both the bright tail and the dark shadow may occur distally to the needle body (Section 2.4). In most cases, the bright tail of the needle image is made up of tightly spaced band which are reminiscent of the band pattern discussed in Chapter 3. For example, the band can be seen in water, phantoms and tissue. See Fig. 4.1.

This distinct bright tail was also observed from small metal spheres such as lead pellets ([82], also Fig. 1.4) and collections of air bubbles [5] in medical ultrasound.

We thus seek to model the tail forming mechanism by studying scattering from metal spheres or cylinders. As is noted in Section 1.2.7, scattering from spheres and cylinders is a classical problem and can be modelled by forming the appropriate boundary value problem; the formulation is studied further in Section 4.3.

The choice to model the scattering from the sphere in this chapter is largely due to the availability of the simulator [7], in which the displacement potentials can be calculated as a function of the observing position and incident frequency. In the following we develop methods to simulate both the frequency and transient responses of the metal scatterer based on the displacement potential coefficients (c’s in Eq. 4.4) calculated by the simulator.

It should be stressed that the basic assumption made in [7] and inherited here is that the media and the scatterer are both made of solid materials and

---

1The band pattern is not always seen in the B-mode images of the needle in the gelatine phantom, however it is still present in the RF signal and is presumably obscured by the digital processing of the B-mode image.
4.2. Hypotheses for the bright tail and dark shadow forming mechanism

Bright tail: We postulate that the bright tail is formed from the back-scattered pulse response of the sphere. Because of the elasticity of the sphere, acoustic energy enters the sphere and is gradually emitted back to the transducer, forming long tails.

Dark shadow: We postulate that the dark shadow appears because of the phase cancellation (destructive interference) between the incident wave and the forward scattered wave when the scatterer is sufficiently large compared with the wave length. This is stated as a fact in [56]. This effect is amplified in the B-mode imaging because the back-scattered wave from the Rayleigh scatterers in the tissue distal to the metal...
4.3 Boundary value problem for scattering from spherical shells

The formulation and the solving of the boundary value problem is a standard technique to obtain the frequency and time domain characteristics of the scattered wave from spherical solid and shells. The references in Table 1.1 all use this formulation in one form or another. Here, we follow the assumptions in [7] and give a sketch of the procedure. The major difference between this formulation and other previous works is that all layers are considered to be solid and therefore allowing both longitudinal and shear waves.

The geometry of the problem is shown in Fig. 4.2. As shown in section A.1, under the time harmonic assumption, with linear elasticity, the governing dynamic equations for the elastic solid are the Helmholtz wave equations.
4.3. Boundary value problem for scattering from spherical shells

equations for displacement potentials: Eq. A.2. Repeating them here:

\[ \nabla \cdot \nabla \Phi + k_\alpha^2 \Phi = 0 \]
\[ \nabla \cdot \nabla \Psi + k_\beta^2 \Psi = 0 \]  \hspace{1cm} (4.1)

where \( k_\alpha = \frac{\omega}{c_\alpha} \), \( k_\beta = \frac{\omega}{c_\beta} \) are the longitudinal and shear wave numbers. \( \Phi \) and \( \Psi \) are respectively the longitudinal and shear components of the displacement potential \( \vec{U} \) (the gradient of \( \vec{U} \) is the displacement.):

\[ \vec{U} = \nabla \Phi + \nabla \times \Psi \]  \hspace{1cm} (4.2)

See Appendix A for the full details.

To solve the wave equations 4.1 in spherical coordinates, we separate variables, that is, we write each of the equations in Eq. 4.1 as 3 separate differential equations with variables \( r, \theta, \phi \) respectively. We can solve these separated equations by using classical techniques. \(^2\)

In spherical coordinates, when we assume the incident wave to be planar and to propagate along the \( \theta = 0 \) direction, the axial symmetry with respect to the azimuth angle \( \phi \) makes one degree of freedom vanish. Eq. 4.2 becomes:

\[ \vec{U} = \nabla \Phi + \nabla \times \left( \frac{\partial \Psi}{\partial \theta} \hat{e}_\phi \right) \]  \hspace{1cm} (4.3)

where \( \Psi \) is now a scalar field. By separation of variables, we can write the general solutions for layer \( m \) as:

\[ \Phi^{(m)} = \sum_n \left[ j_n \Phi_n^{(m)}(k_\alpha r) + n c_n \Phi_n^{(m)}(k_\alpha r) P_n(\cos \theta) \right] \]
\[ \Psi^{(m)} = \sum_n \left[ j_n \Psi_n^{(m)}(k_\beta r) + n c_n \Psi_n^{(m)}(k_\beta r) P_n(\cos \theta) \right] \]  \hspace{1cm} (4.4)

where \( j_n(\cdot) \) is the \( n \)th mode of the spherical Bessel function, \( n_n(\cdot) \) is that of the spherical Neumann function, \( P_n(\cdot) \) is the Legendre polynomial of order \( n \), \( m \) indicates the layer. We call the coefficients \( c \) the displacement potential coefficients; they are the unknowns we wish to solve for in the end.

For different layers and different propagating directions, different subspaces of these general solutions are allowed. We analyze this layer by layer:

\(^2\)The separated equations can be seen in [56] chapter 7. Before writing out the solution, we can make some general observations: the separated ordinary differential equations have the form of the eigen problem. Therefore the solutions are eigen functions. They are also orthogonal basis functions that span the solution space, analogous to the case of the eigen vectors being orthogonal basis when the linear system is symmetric [72].
4.3. Boundary value problem for scattering from spherical shells

1. For the outer-most layer, we separate the incident wave and the scattered wave. We assume the incident displacement potential to have unit amplitude and to be irrotational (no $\Psi$). We see these assumptions are satisfied when $\Phi$ has the form of Eq. A.6:

$$\Phi^{(0)}_{\text{inc}} = e^{ikz}$$

We can expand it in spherical coordinates [56]:

$$\Phi^{(0)}_{\text{inc}} = e^{ikr \cos \theta} = \sum_n (2n + 1)i^n j_n(kr) P_n(\cos \theta) \quad (4.5)$$

Comparing to Eq. 4.4, it can be seen $j_n(0) = (2n + 1) i^n$, and the Neumann function does not contribute to this solution. $\Psi^{(0)}_{\text{inc}} = 0$ by definition.

The scattered solution is to the outward direction. Only a certain combination of the Bessel and Neumann functions, i.e. spherical Hankel function of the first kind, can meet this requirement [39]:

$$h_{n}^{[1]}(kr) := j_n(kr) + in_n(kr)$$

In this case, we can use a single coefficient $h c_n^{\Phi,(0)}$ for $\Phi^{(0)}$, and $h c_n^{\Psi,(0)}$ for $\Psi^{(0)}$.

2. For the middle layers, both the inward and outward solutions are allowed. We know that the spherical Hankel function of the second kind:

$$h_{n}^{[2]}(kr) := j_n(kr) - in_n(kr)$$

represents the inward waves. Therefore the solution could be any linear combinations of the Bessel functions of the first and second kinds; we need all two degrees of freedom of the original solution space for both $\Phi^{(1)}$ and $\Psi^{(1)}$.

3. For the inner-most layer, only the spherical Bessel function is allowed as the basis function. This is because

$$n_n(kr)|_{r=0} = \infty$$

which should not be allowed.
4.4 Scattering spectrum simulation

We therefore have 2 unknowns in $\Phi_s^{(0)}, \Psi_s^{(0)}$ for the outermost layer, 4 unknowns for each of the middle layers, and 2 unknowns for the innermost layer. On average, we have 4 unknowns for each boundary. We thus need 4 boundary conditions for each boundary to solve the system. These boundary conditions are:

1. The normal and tangential displacements must be continuous across the boundaries for each mode:

\[
\begin{align*}
U^{(i)}_{r,n} &= U^{(i+1)}_{r,n} \\
U^{(i)}_{\theta,n} &= U^{(i+1)}_{\theta,n}
\end{align*}
\]  

(4.6)

2. The normal stress must be continuous across the boundaries for each mode:

\[
\begin{align*}
\sigma^{(i)}_{rr,n} &= \sigma^{(i+1)}_{rr,n} \\
\sigma^{(i)}_{r\theta,n} &= \sigma^{(i+1)}_{r\theta,n}
\end{align*}
\]  

(4.7)

Note that although physically we only require the continuity conditions to be met for the “lumped” variables $U_r, U_\theta$, etc, we require each mode (projection to the basis function) to be continuous. This is because modes are orthogonal and the projections need to be unique.

Also note that these boundary conditions are different than those obtained from the fluid-loaded surface (e.g. Eq. A.4 and A.5).

Using Eq. 4.3, we can relate $U_{r,n}, U_{\theta,n}$ to the coefficients in Eq. 4.4 and form Eq. 4.6. We can further use the linear stress-strain relations in spherical coordinates to form Eq. 4.7. The detailed forms of these relations can be found in [7].

After solving the linear system, we obtain the displacement potential coefficients in Eq. 4.4. Thereafter we can calculate the displacement, the strain, and the stress using the same relations used to construct the linear systems.

4.4 Scattering spectrum simulation

The physical quantity of interest, based on the discussions in Section 3.3.2, is the acoustic intensity, which is proportional to the pressure squared. It is unknown, however, how the sign is assigned in the RF signal. Therefore, in the following, we consider only pressure or traction, with the knowledge that the real RF signal may have larger fluctuation due to squaring.
4.4. Scattering spectrum simulation

Referring to Fig. 4.2, the directions we are interested in are $\theta = \pi$ and $\theta = 0$, that is, the back scattering and forward scattering directions. These correspond to the cases in the two hypotheses in Section 4.2.

It can be shown, using the procedures developed in Section 4.3, that $\sigma_{rr,n,scattered}(t)$ — the scattered normal stress component in the outermost layer (the tissue or phantom) can be written in terms of the displacement potential coefficients defined in Eq. 4.4 [7]. Omitting the subscript “scattered” and the superscript (0):

$$
\sigma_{rr,n}(\omega_0 t) = \sigma_{rr,n} e^{-i\omega_0 t}
$$

$$
= \left[ h_c^\Phi \left( \lambda T_1^\Phi + 2\mu T_2^\Phi \right) + h_c^\Psi \left( \lambda T_1^\Psi + 2\mu T_2^\Psi \right) \right] P_n(\cos \theta) e^{-i\omega_0 t} \tag{4.8}
$$

where

$$
T_1^\Phi = -k_\alpha^2 h_n^{[1]}(k_\alpha r)
$$

$$
T_2^\Phi = \left( \frac{n(n-1)}{r^2} - k_\alpha^2 \right) h_n^{[1]}(k_\alpha r) + \frac{2k_\alpha}{r} h_{n+1}^{[1]}(k_\alpha r)
$$

$$
T_1^\Psi = -2 \left( \frac{n(n-1)(n+1)}{r^2} \right) h_n^{[1]}(k_\beta r)
$$

$$
T_2^\Psi = - \left( \frac{n(n-1)n(n+1)}{r^2} \right) h_n^{[1]}(k_\beta r) + \frac{k_\beta n(n+1)}{r} h_{n+1}^{[1]}(k_\beta r)
$$

The coefficients $h_c^\Phi, h_c^\Psi$, as shown in Section 4.3, can be solved from a system of linear equations 4.6, 4.7 obtained from the boundary conditions.

Furthermore, the shear stress components $\sigma_{r\theta}^{(0)}, \sigma_{r\phi}^{(0)}$ can be shown to be proportional to $\mu$, which is very small compared to $\lambda$ in the phantom (Table. 4.1). Therefore we can assume that in the backward and forward directions, the traction is proportional only to the normal stress $\sigma_{rr}$.

We now have the normal traction as a function of observing position $(r, \theta)$, and the incident frequency $\omega_0$, to which the wave number $k_\alpha, k_\beta$ are proportional. In other words, we have a steady-state representation of the traction, corresponding to the response of the system under continuous single-frequency interrogation.

Now with the input being the unit incident displacement potential (Eq. 4.5) and the output being the normal traction at the observing point (Eq. 4.8),

---

3This is verified by evaluating $\sigma_{r\theta}$ and comparing with $\sigma_{rr}$ — the former indeed very small. Legendre polynomials and derivatives are calculated using the “lpn” routine converted from FORTRAN [10].
we can use the Fourier transform to reconstruct the spectrum of the linear system response.

First we note that for a function \( f(x, t) = f(x)e^{-i\omega_0 t} \) (with separated spatial and time parts), the Fourier transform is:

\[
\mathcal{F}\{f(x)e^{-i\omega_0 t}\} = f(x)2\pi\delta(\omega + \omega_0)
\]  

(4.9)

that is, the signal contains only one frequency, with the spatial part as the amplitude.

Without loss of generality, we measure the input at \( z = 0 \):

\[
\Phi_{inc}(\omega_0 t) = e^{ikz - i\omega_0 t} = e^{-i\omega_0 t}
\]

Applying Eq. 4.9:

\[
\mathcal{F}\{\Phi_{inc}(\omega_0 t)\} = 2\pi\delta(\omega + \omega_0)
\]

Similarly for the output (Eq. 4.8):

\[
\mathcal{F}\{\sigma_{\text{rr},n}(\omega_0 t)\} = 2\pi\sigma_{\text{rr},n}\delta(\omega + \omega_0)
\]

The frequency response of the system is therefore

\[
H(-j\omega_0) = \sigma_{\text{rr},n}(j\omega_0)
\]

That is, we get the negative part of the frequency response from the positive frequency part of the stress. To obtain the positive part of the frequency response, we note that to be physically meaningful, the stress needs to be real, therefore its Fourier transform needs to be conjugate symmetric [61]:

\[
H(j\omega_0) = H^*(-j\omega_0) = \sigma_{\text{rr},n}^*(j\omega_0)
\]

where * denotes complex conjugate.

One example of the resulting spectrum of the back-scattered stress from a solid steel sphere – that is, not hollow inside – can be seen in Fig. 4.3. We simulate the solid sphere first since it is the simplest case; the scattering from shell will be simulated in Section 4.5.4.

The frequency range we will be studying is from 0 to 6 MHz, corresponding roughly to the frequency range of the ultrasound transducer (see Section 4.5.1 for more details).

When studying scattering, the characteristic quantity is \( ka \) – the argument to the eigen functions in Eq. 4.4. By noting that \( ka = 2\pi a/\lambda \), we see that it is the ratio between the wave length and the dimension of the scatterer that characterizes the scattering. When \( a = 1 \) mm, \( ka \) ranges from 0 to around 25 and is marked on the top of Fig. 4.3.

---

4 We can prove the linearity by noting that the inputs are on the right side of the linear system that we construct in Section 4.3, thus the solutions can be written in the form of the linear combinations of the inputs.
4.4. Scattering spectrum simulation

![Graph showing scattered stress](image)

Figure 4.3: Simulated spectrum of the back-scattered stress from a radius $a = 1$ mm solid sphere measured at a distance $r = 60$ mm from the sphere, 200 sample points.

4.4.1 Discussion

Several features of the spectrum are worth noticing:

1. The higher frequency generally has larger magnitude. This agrees with the fact in the fluid: the larger the $ka$, the greater the back-scattered intensity [56], when $ka$ is small.

   The exact form of the intensity growth, however, does not agree with that of the scatterers in fluid. In underwater acoustics, the quantity that measures the back-scattered intensity is the form function, which is proportional to the pressure. Referring to Fig. 4.4, when $ka$ is small (< 1 generally), the form function amplitude roughly follows $(ka)^2$ – this is the region of Rayleigh scattering [4]. When $ka$ is larger, the form function amplitude fluctuates.

Comparing Fig. 4.3 and Fig. 4.4, we see that the simulated traction assuming rigid medium has significantly smaller low frequency components.

5 Curiously, the back-scattered longitudinal displacement potential $\Phi$ exhibits similar spectrum to Fig. 4.4. $\Phi$ could not, however, be linearly related to the traction in solid.
4.5. Transient simulation

Figure 4.4: Form function of a steel spherical scatterer in water (reprinted from [19] chapter 33). To the left of the added dash line is the Rayleigh scattering region.

<table>
<thead>
<tr>
<th>Properties</th>
<th>Phantom</th>
<th>Steel</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\rho$ (kg/m$^3$)</td>
<td>1000</td>
<td>7700</td>
</tr>
<tr>
<td>$\lambda$</td>
<td>2.25e9</td>
<td>9.695e10</td>
</tr>
<tr>
<td>$\mu$</td>
<td>3e4</td>
<td>7.617e10</td>
</tr>
</tbody>
</table>

Table 4.1: Material properties used in the simulation

2. Both Fig. 4.3 and Fig. 4.4 exhibit isolated dips, which according to the previous studies correspond to the resonant frequency of the surface waves. These resonances destructively interfere and cause nulls in the spectrum (see [19] chapter 4 for an example).

3. The phase of the simulated spectrum is linear. The system response therefore can be completely characterized by the magnitude modulation and a phase shift [61].

As a side note, the elasticity moduli of the tissue/phantom used in the simulation can be estimated as follows: the first Lamé constant $\lambda$ of the phantom can be calculated from the sound speed in the phantom (around 1500 m/s) and the density of the phantom (around 1 kg/m$^3$, assuming small shear modulus). We also assume that the Young’s modulus $E$ of the phantom to be somewhere between 1 to 150 kPa [31]. From $\lambda$, $E$, the second Lamé constant $\mu$ can be calculated. Table 4.1 summarizes the material properties we use.

4.5 Transient simulation

With the knowledge of the system response spectrum as shown in Fig. 4.3, we can conveniently reconstruct the impulse response of the system by taking the inverse Fourier transform.
4.5. Transient simulation

Figure 4.5: Simulated impulse response corresponding to the back-scattered stress from a radius \( a = 1 \) mm solid sphere measured at a distance \( r = 60 \) cm from the sphere. The y-axis has the unit of traction.

In discrete time, since we expect a real signal, the 2-sided spectrum (with the negative frequency components) should be conjugate symmetric as noted in the previous section. For the spectrum in Fig. 4.3, we construct the 2-sided spectrum by mirroring the conjugate of the positive spectrum. In this case, the Nyquist rate \( F_s \) is 12 MHz; the sampling period in the time domain \( \Delta t = 1/F_s = 0.08 \) \( \mu \)s. The length of the time axis is related to the sampling number by \( l_t = \Delta t \times N_s = 33 \) \( \mu \)s, where \( N_s = 400 \) in the 2-sided spectrum\(^6\) (as noted in Fig. 4.3, the 1-sided spectrum has 200 sample points). With these parameters, the impulse response of the system in the time domain is obtained using the inverse DFT and is plotted in Fig. 4.5.

4.5.1 Modelling of the ultrasound pulse

The real ultrasound pulse is not an ideal impulse, but rather an exponentially decaying sinusoid resulted from the damping of the transducer [17]. We model the pulse displacement potential as:

\[
\Phi(z, t) = \sin(\omega(t - \frac{z}{c}))e^{-\alpha(t - \frac{z}{c})}
\]

\(^6\)This \( l_t \) corresponds to roughly 25 mm in the B-mode.
4.5. Transient simulation

![Graph](image)

(a) The simulated ultrasound pulse.

![Graph](image)

(b) The power spectrum of the simulated pulse

Figure 4.6: The simulated US pulse and power spectrum.

where $c$ is the speed of sound in the medium. Neglecting a constant scaling factor and phase change, we can model the displacement $x(t) = \frac{\partial \Phi(z,t)}{\partial z}$ at $z = 0$ as:

$$x(t) = \sin(\omega t)e^{-\alpha t}$$

When the frequency of the sinusoid is taken to be 5 MHz – the typical excitation frequency of the transducer, and $\alpha = 0.2$, the resulting time domain signal and its power spectrum are seen in Fig. 4.6.
4.5. Transient simulation

4.5.2 Validation of US pulse modelling

The power spectrum of the received RF signal of the Ultrasonix machine being used was previously experimentally measured in [18], as shown in Fig. 4.7. We assume this received spectrum does not deviate much from the transmitted power distribution, so that we could use it to validate our simulation. By comparing Fig. 4.7 and Fig. 4.6b, we see the spectra resemble each other.

4.5.3 Pulse response

By multiplying the previously simulated system response (Fig. 4.3) with the frequency components of the simulated US pulse, we obtain the frequency spectrum of the output stress. Again using inverse DFT, we obtain the time domain pulse response in Fig. 4.8. Comparing with the impulse response in Fig. 4.5, we see the two are not very different except that the pulse response has a little bit more “blurred” initial response.

The residue after the first pulse in Fig. 4.8 could serve as an interpretation of the bright tail artifact discussed earlier. Also as noted in Section 4.1, tightly spaced band can usually be observed in the bright tail. In this simulation we could indeed see some band although they are not obvious.

4.5.4 Simulation of transient back-scattering from a spherical shell

As demonstrated in Section 4.3, the scattering from a spherical shell could be formulated as a boundary value problem. The solid sphere case we have been working on is simply a special case of the shell, with the radius of the
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Figure 4.8: The simulated stress resulting from the simulated US pulse with the otherwise same parameters as in Fig. 4.5.

inner-most layer being 0. When this value is nonzero, we are simulating a true shell. An example transient response from a shell is shown in Fig. 4.9. Comparing with Fig. 4.5, we could see that the thin shell exhibits more obvious band pattern.

4.6 Validations and interpretations of the transient response

The quantitative validation of the values of the displacement potentials, which are used as the bases for our simulation, can be seen in [7]. Since there are no known previous experimental studies on the back-scattered stress in the tissue/phantom from spheres, the goal of the current validation is only to demonstrate that the transient response gives qualitatively correct results.

4.6.1 Wave speed

The back scattered pulse should propagate at around 1500 m/s in the tissue. This could easily be checked by noting in Fig. 4.9 for example, the first pulse appears at around 40 µs, which corresponds to 6cm away from the origin.
4.6. Validations and interpretations of the transient response

![Graph of transient pulse response](image)

Figure 4.9: The transient pulse response from a spherical shell with \( a = 1 \) mm, shell thickness 0.02mm, measured at \( r = 60 \) mm.

4.6.2 Resemblance to response from needle shaft in the transverse plane

The needle shaft is cylindrical in shape. It seems that the best model for it is the infinite cylindrical shell, which is the subject of several previous studies (see section 1.2.7). From these studies it is noted that the responses from a sphere and an infinite cylinder share many common features. This is confirmed by comparing Fig. 4.10, the experimentally recorded needle response, and Fig. 4.9. Both exhibit band patterns in the gradually decaying tail.

In the following, we further demonstrate that the spherical simulator could display wave forms that resemble the needle B-mode images.

4.6.3 Dark shadow from phase cancellation

As is noted in section 2.4.2, the dark shadow may be observed distally to the body of the needle image. In section 4.2, the dark shadow is hypothesized to be a result of phase cancellation between the incident and the forward scattered wave.

Here through simulation, we demonstrate that this is indeed the case when the scatterer size is large: in Fig. 4.11, we sum the near-field incident and forward scattered response from a \( r = 5 \) mm sphere. The sum appears
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Figure 4.10: The RF line of the back-scattering from the needle shaft. The length of the line is around 50 $\mu$s. The later half of the response is contaminated by the reverberation between the needle and the transducer.

to be much smaller than both the incident and the scattered wave. This can be verified to be due to the $\pi$ radians phase difference in the scattered and the incident wave.

This means that the forward scattering direction is isonified by less acoustic energy than the surrounding media, leaving the region appearing to be dark in the B-mode.

We only simulate the near field here because the incident series only converges when $r$ is small, as demonstrated in section 4.7.1.

4.6.4 Solid vs. shell

As was noted in the simulation (Fig. 4.9 and Fig. 4.8), the shell creates more pronounced band. This can be confirmed experimentally by comparing the shaft image and the stylet image, the former shell and the latter solid. See Fig. 4.12.
4.6. Validations and interpretations of the transient response

Figure 4.11: The forward incident, forward scattered response, and their sum for a solid sphere with $a = 5$ mm, at $r = 5$ mm. The maximums are pointed out.

Figure 4.12: The comparison between a cylindrical shell and a solid.
4.7 Numerical issues

4.7.1 Convergence of the incident wave series

The incident wave series in Eq. 4.5 requires more terms to converge with the increasing $r$, the distance from the origin. In Fig. 4.13, we could see for instance that with $r = 4$ mm, 120 terms are required for the series to converge, while for $r = 6$ mm 180 terms are needed. On the other hand, as we will see in the next section, the linear system of displacement potential coefficients is ill-conditioned with large $n$. This is why we only simulate the near field of the dark shadow in section 4.6.3.

4.7.2 Condition number of the linear system

There is a numerical issue inherent in the boundary value problem for scattering from sphere and cylinder when $ka$ is small.

The symptom is that when $ka$ is small (lower frequency and/or smaller scatterer), and the mode number $n$ is large, the linear system constructed to solve for the displacement potential coefficients is ill-conditioned. Referring to Fig. 4.14, the condition number increases with $n$ for each frequency and reaches $10^{16}$ typically when $n > 10$. Since $10^{16}$ is the machine epsilon for the double-precision floating point numbers, we should suspect that the linear
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Figure 4.14: The contour of $\log_{10}$ of the condition numbers of the linear systems of displacement potential coefficients for each mode $n$ and each frequency.

systems with larger $n$ are in fact singular, thus cannot be solved in the usual sense.

The reason behind this symptom lies in the behaviour of the Bessel function of first kind and second kind with small arguments. As an example, consider one of the boundary conditions used to solve for the coefficients (see Eq. 4.7):

$$\sigma_{rr,n,\text{scattered}}^{(0)} - \sigma_{rr,n}^{(1)} = -\sigma_{rr,n,\text{incident}}^{(0)}$$  \hspace{1cm} (4.10)

As shown in Eq. 4.8, $\sigma_{rr,n,\text{scattered}}^{(0)}$ can be written as a linear combination of the Hankel functions of the first kind, which contains both the Bessel functions of the first and second kind. Without loss of generality, consider the solid sphere (only 1 layer); $\sigma_{rr,n}^{(1)}$ in this case contains only the Bessel functions of the first kind, as discussed in Section 4.3. Similarly, the right hand side of Eq. 4.10 contains only the Bessel function of the first kind.

Now, what Eq. 4.10 asks for are 4 coefficients (in the case of 1 layer) that will match the left hand side (Hankel + Bessel first) with the right (Bessel first). From Fig. 4.15, we see that this is problematic when $ka$ is small and $n$ is large, because then the Neumann function (thus the Hankel function) is much much larger than the Bessel function; to linearly combine the left hand side to match the right hand side thus requires the coefficients
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Figure 4.15: The Bessel functions of the first and second kind at $ka = 5$: $j_n(5)$ and $n_n(5)$.

of the Hankel functions to be always close to 0; the coefficients solved for the Bessel part of the left hand side, on the other hand, is unlikely to be precise.

To eliminate the possibility of numerical errors in the calculation of the series shown in Fig. 4.15, we compare the results with those obtained from the Matlab version of the FORTRAN “cjylv” routine [10] which is specially designed for large $n$. The results are similar\(^7\).

In the matrix terms, the left hand side of Eq. 4.10 has two very large columns and two very small columns in the case of small $ka$ and relatively large $n$. The solutions are therefore close-to-zero coefficients for the Hankel part (the scattering part) of the equation and indeterminable coefficients for the Bessel part (the transmitting part).

This numerical issue is therefore unlikely to influence the credibility of the scattering solutions – the scattering coefficients converges to 0 very fast with increasing $n$ and results in nicely converging series of displacement potentials; also the summation in Eq. 4.8 converges after a few terms. Thus the solution method in [7] should be valid for scattering, though there might be issues with the transmitted waves, which is not our present concern.

We also note that in the previous literature reviewed in Table 1.1, this

\(^7\)This can also be verified by using the asymptotic form of the Neumann function for very small argument [77], which indicates the function diverges with $n$. 
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ill-conditioning problem may also occur. For example, in [6], the last column of the matrix formed from the boundary conditions (Eq. (6) of the paper) contains only the Bessel function of the first kind, while the second to last column contains the Neumann function. This will cause problems when $ka$ is reasonably small and $n$ is reasonably large as discussed above. However, this issue was not seen discussed in previous studies. In earlier studies on the solid scatterers such as in [23], the numerical problem might not exist: the solution to the boundary value problem was written out in the closed form series summation containing arctan of Bessel and Neumann functions – the possible infinity was dealt with automatically.

4.7.3 Conclusion

In this section, we have demonstrated the simulation of steady-state and transient response from spherical scatterers under ultrasound pulse interrogation. The results indicate that the simulation can replicate and provide models for the bright tail and dark shadow artifacts that we see in the needle images.

It is necessary to reiterate the difference between this study and the previous studies: the media the scatterer is embedded in is tissue or phantom, thus the physical quantity we have considered is stress, not pressure. The transient simulation here is derived from the first principles without considering previous studies on the similar topic in water; a comparison may be needed to see the differences.
Combined with the works in [27, 28], the needle image simulation methods developed in Chapter 2 can be used in an ultrasound simulator for needle insertion where both the probe position and the needle position are freely adjustable, and the tissue deformation visible. To achieve this, the needle spatial configuration needs to be represented in the probe’s frame and the crossing points calculated.

In the following, we break the needle-probe-tissue interaction problem into several subproblems. The resultant procedures of the needle insertion simulation is shown in Fig. 5.1. The image database is prepared off-line and stored as a 1D array. The needle configuration is calculated from geometry and is used as the input to the interpolation method described in Chapter 2. After the interpolation, spatial transforms are executed to bring the needle image to the correct location and the image is superimposed on the (deformed) tissue background. The synthesized image is displayed in real time.

The original algorithms were first implemented in Matlab and subsequently converted to C and re-implemented in OpenGL for real-time performance\(^8\).

5.1 Notations and overview

Some notation conventions are as follows: we measure every frame with respect to a base frame \(\{O_0, C_0\}\), where \(O_0\) is the origin and \(C_0\) is the identity. Without superscripts, the points and vectors are understood to be

\(^8\)The conversion to C from Matlab was done by Stanley Lee; the shift-and-rotate spatial transforms and the superimposition were re-implemented in OpenGL by Orcun Goksel using texture mapping and alpha blending.
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Figure 5.1: Flow chart of the needle insertion simulation

measured in the base frame: we write points as $P_1, P_2$, etc., vector that points from $P_1$ to $P_2$ as $P_1 P_2$, right-handed coordinate frames as $\{Q_1, C_1\}$, etc., where $C_1$ is an orthonormal matrix. We write points measured in $C_1$ as $P_1, P_2$, etc., vectors in $C_1$ as $P_1 P_2$, etc. With this convention, we can write vectors measured in the base frame using its representation in $C_1$: $P_1 P_2 = C_1 (P_2 - P_1) = C_1 \cdot (P_1 P_2)$.\(^9\)

The sense of rotation is: looking into the frame origin from the rotation axis, counter-clockwise is the positive direction.

In the simulation, there are four coordinate systems in use (refer to Fig. 5.2 and Fig. 2.2):

1. The tissue (global) coordinate system $\{Q_t, C_0\}$;

2. The imaging plane coordinate system $\{Q_i, C_p\}$ with one axis defining the norm and the other two the image edge directions; $Q_i$ is located at the bottom centre of the image;

\(^9\)A more coherent and general notation for coordinate systems representations and transforms can be found in [66] and [57]; the convention used here could be regarded as a shorthand that is sufficient for our purposes.
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Figure 5.2: The global frame, image frame, and probe frame. Compare to Fig. 2.2.

3. The probe coordinate system \( \{O_p, C_p\} \) located at the probe centre and with the same orientation as that of the image;

4. The needle/robot coordinate system \( \{P_n, C_n\} \).

The image simulation algorithm developed in Chapter 2 (the “interpolation” block) requires as input \( \{P_n, C_n\} \) measured with respect to \( \{O_p, C_p\} \), that is, the relative position and orientation of the needle at the intersection with the imaging plane, measured in the probe frame. On the other hand, the needle-tissue interaction model [29] describes the needle as a series of points \( P_i, i = 1, \ldots, N \) in the global frame \( \{O_t, C_0\} \). We therefore need two steps to calculate the local needle configuration from the geometry given by the needle-tissue interaction model:

1. Transform the points description \( P_i, i = 1, \ldots, N \) from the global frame to the probe frame (section 5.3);

2. Use a line crossing algorithm to obtain the position and orientation of the needle at the intersection with respect to \( \{O_p, C_p\} \) (section 5.4).

The 1D database required in the C implementation of the interpolation comes from re-packing of the prepared 5D Matlab database (section 5.2). Also, the configuration parameters need to be adjusted according to \( \theta \) (section 5.5). After the interpolation, the resulting interpolated image needs to be shifted and rotated, and then superimposed on a tissue background as described in Chapter 2.
5.2 Re-packing

In the following sections, we describe these various algorithms developed for the tasks in Fig. 5.1.

5.2 Re-packing

In the Matlab implementation, the image database is stored as a 5D cell array with each element populated by either a sample image or by a NULL. The NULL indicates the needle image with a certain configuration was not collected during the sample collection. Such case may happen when the needle needs to move into the probe to achieve the desired position.

In order to efficiently access the image database in C, we need to convert the 5D array to 1D. Because of the presence of empty elements due to unattainable needle configurations, we need to construct an extra array with flags that mark these unavailable samples. The C implementation thus operates on two 1D arrays: one with continuous storage of the sample images, the other with flags indicating the empty images.

5.3 Transformation from the global coordinate to the probe coordinate

5.3.1 Problem description

The problem is to convert a point \(P_n\) from the global coordinate (here as the base frame) to the probe coordinate. What we know is the image frame \(\{O_i, C_p\}\) measured in the global frame \(\{O_t, C_0\}\), and the vector \(O_iO_p\) measured in the image frame; this vector lies in the XY plane and can be written as \((\lambda, \gamma, 0)^T\). In the implementation of needle-tissue interaction model, \(XYZ\) is also called \(nsa\).

5.3.2 Solution

Referring to Fig. 5.2, in \(C_0\) the base frame:

\[
O_pP_n = P_n - O_p \\
= P_n - (O_i + O_pO_i) \\
= P_n - (O_i + C_p(\lambda\vec{e}_1 + \gamma\vec{e}_2))
\]

Using the measurement in \(C_p\):

\[
O_pP_n = C_pP_n
\]
Equating the above two,

\[
P^p_n = C_p^T [P_n - (O_i + C_p(\lambda \vec{e}_1 + \gamma \vec{e}_2))] = C_p^T (P_n - O_i) - (\lambda \vec{e}_1 + \gamma \vec{e}_2)
\]

### 5.4 Line crossing

#### 5.4.1 Problem description

Given a series of points \( P_i \), \( i = 1, \ldots, N \), and the imaging plane \( \{O, C_p\} \), calculate the intersection \( P_n \) between the line segment connecting the \( N \) points and the plane. Note that the problem itself is frame independent, but we need the result to be in the probe frame, hence the pre-transform in section 5.3. Here we omit the superscript \( p \) and assume everything is measured with respect to the probe.

#### 5.4.2 Solution

\( P_n \) is constrained by two relations:

1. \( \vec{Z} \) is perpendicular to the vector from the probe origin to the intersection:
   \[
   (P_n - O_p) \cdot \vec{Z} = 0 \quad (5.1)
   \]

2. \( P_i, P_n, P_{i+1} \) lie on a line:
   \[
   P_n - P_i = c (P_{i+1} - P_n) \quad (5.2)
   \]

From 5.2:

\[
P_n = \frac{P_i + cP_{i+1}}{1 + c} \quad (5.3)
\]

Substituting into Eq. 5.1, we can solve for \( c \):

\[
c = \frac{(O_p - P_i) \cdot \vec{Z}}{(P_{i+1} - O_p) \cdot \vec{Z}} \quad (5.4)
\]

the sign of which determines if \( P_iP_{i+1} \) crosses the imaging plane. Note that \( c = -1 \iff P_i = P_{i+1} \), which is unrealistic. Also, \((P_{i+1} - O_p) \cdot \vec{Z} = 0\) means \( P_{i+1} \) is in the imaging plane.

The algorithm to determine the crossing point is therefore:
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1. Start from \( P_0 \) from the point list;

2. If \((P_{i+1} - O_p) \cdot \vec{Z} = 0\), \( P_{i+1} \) is the crossing point; return;

3. Calculate \( c \) using Eq. 5.4;

4. If \( c \geq 0 \), \( P_i P_{i+1} \) crosses the imaging plane. The crossing point is given in Eq. 5.3. If \( c < 0 \), move on to the next \( P_{i+1} \).

The above algorithm only gives the position of \( P_n \); the orientation can be obtained by referring to Fig. 5.3. In the figure,

\[
\vec{Z}_n = \frac{P_i P_{i+1}}{||P_i P_{i+1}||}
\]

\[(\vec{Z}_n \cdot \vec{Z})\vec{Z} = \vec{Z}_{nz}
\]

\[(\vec{Z}_n \cdot \vec{X})\vec{X} = \vec{Z}_{nx}
\]

\[\vec{Z}_{nz} + \vec{Z}_{nx} = \vec{Z}_{nzx}
\]

we have,

\[
\alpha = 2 \text{sign}(\vec{Z}_n \cdot \vec{Y}) \arctan\left( \frac{||\vec{Z}_n - \vec{Z}_{nxz}||}{||\vec{Z}_n + \vec{Z}_{nxz}||} \right)
\]

\[
\beta = \text{sign}(\vec{Z}_n \cdot \vec{X}) \arctan\left( \frac{||\vec{Z}_nx||}{||\vec{Z}_{nz}||} \right)
\]

where we use the notation \( \hat{v} = \vec{v}/||\vec{v}|| \).

The needle is assumed to be rigid for the twist around central axis: \( \rho \) angle propagates from the base to the tip. Therefore we obtain \( \rho \) directly from the user interface.

5.5 \( \theta \)-correction

5.5.1 Problem description

As demonstrated in section 2.1.2, a needle image at an angle \( \theta \) can be obtained by rotating the image at \( \theta = 0 \): \( I_n(r, \theta, l, \rho, \alpha, \beta) = R_\theta I_n(r, 0, l, \rho_0, \alpha_0, \beta_0) \).

The geometry is shown in Fig. 5.4: we have the roll-pitch-yaw angles \( \rho_0, \alpha_0, \beta_0 \) (corresponding to \( C_n \)) measured in \( C_p \); we want to know \( \rho, \alpha, \beta \) with respect to the rotated \( R_\theta C_p \), so that we can retrieve the sample image (taken at \( \theta = 0 \)) with the correct configurations.

\[\footnote{We have used the more accurate \( \arctan \) of half angle instead of the less accurate \( \arccos \) [44, 66].}\]
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Figure 5.3: Calculation of the pitch ($\alpha$) and yaw ($\beta$) angles from the probe and needle frame

Figure 5.4: Frames involved in the $\theta$ correction
5.6. Depth calculation

5.5.2 Solution

From the geometry, the problem is equivalent to finding $\rho, \alpha, \beta$ (corresponding to $\kappa = R_{\theta}C_n$) with respect to $C_p$. The procedure is as follows:

1. Compute $C_n$, the rotation matrix from $\rho_0, \alpha_0, \beta_0$; this is straight-forward:

   $$C_n = R_Y(\beta)R_X(\alpha)R_Z(\rho)$$

   where $R_Z(\rho)$ means rotating around $Z$ by $\rho$.

2. Rotate $C_n$:

   $$\kappa = R_Z(-\theta)C_n$$

3. Calculate the new $\rho, \alpha, \beta$ from the element in $\kappa$ [48]:

   $$\rho = \text{atan}(r_{32}/r_{33})$$

   $$\alpha = \text{atan}(-r_{31}/\sqrt{r_{32}^2 + r_{33}^2})$$

   $$\beta = \text{atan}(r_{21}/r_{11})$$

5.6 Depth calculation

5.6.1 Problem description

One problem that was not previously addressed is the calculation of the needle/seed depth with respect to the imaging plane given the needle configuration. In Fig. 5.5, after rotating the needle around $O_\tilde{\theta}$ by pitch and yaw angles $\alpha$ and $\beta$, the new depth is $l'$. The distance between the imaging plane and the robot motion plane is $d_i$. During the data collection, $l$ is the parameter that we manipulate; in the simulation, given $l'$ (or $l'_\perp$), we wish to know the $l$ used in the experiment, so that we can retrieve the images needed for interpolation. In short, we want to write $l$ as a function of $l'$.

5.6.2 Solution

To derive this relationship, we need to take into account how $l$ was manipulated during the data collection. On one hand, during the collection of the needle images, $l$ was changed by inserting and retracting the needle with $d_i$ fixed. On the other hand, during the collection of the seed images, $l$ was changed by moving the probe, that is, changing $d_i$ with $d$ fixed. These two techniques are different.
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From Fig. 5.5, we have:

\[ \vec{s} = (0, h, d)^T \]

\[ \vec{s}' = \begin{pmatrix} \cos \beta & 0 & \sin \beta \\ 0 & 1 & 0 \\ -\sin \beta & 0 & \cos \beta \end{pmatrix} \begin{pmatrix} 1 & 0 & 0 \\ 0 & \cos \alpha & -\sin \alpha \\ 0 & \sin \alpha & \cos \alpha \end{pmatrix} \begin{pmatrix} 0 \\ h \\ d \end{pmatrix} \]

Extracting the third dimension:

\[ l'_\perp + d_i = d \cos \alpha \cos \beta + h \sin \alpha \cos \beta \]

Also we have:

\[ l'_\perp = l' \cos \alpha \cos \beta \]
\[ l = d - d_i \]

When \( d_i \) is a constant, that is, when the needle depth \( l \) is changed by moving the needle, we have:

\[ l = \frac{d_i + l' \cos \alpha \cos \beta - h \sin \alpha \cos \beta}{\cos \alpha \cos \beta} - d_i \]

When \( d \) is a constant, that is, when \( l \) is changed by moving the probe, we have:

\[ l = (1 - \cos \alpha \cos \beta) d + l' \cos \alpha \cos \beta - h \sin \alpha \cos \beta \]

From these two relations, we can obtain \( l \) from \( l' \) for both ways of changing \( l \).
5.7 Needle insertion simulator

The above algorithms and the needle simulation method developed in Chapter 2 are integrated into the needle insertion simulator developed by Orcun Goksel. In this simulator, the virtual needle could be inserted interactively using a haptic device; the needle image is alpha-blended into the background tissue image which deforms under the needle load.

Figure 5.6: The needle insertion simulator graphics interface (courtesy of Orcun Goksel). The needle is pointed out.
Chapter 6

Conclusion

6.1 Summary

Real-time simulation of ultrasound images of the needle is an essential building block for needle insertion procedure simulator, which could be beneficial for clinical training of interventional procedures. The physical modelling of scattering from metallic objects is not only useful for physically simulating ultrasound artifacts associated with the needle, but is also potentially helpful for seed detection in brachytherapy. In this thesis, a real-time 6DOF needle and seed B-mode image simulation method has been developed using multi-dimensional interpolation. With the intention to understand needle image artifacts forming mechanisms, the scattering from metal plates and spheres are studied and simulated using physical models. The physically-based simulations are demonstrated to be able to generate wave forms that resemble the bright band/tail and dark shadow artifacts and are individually validated by comparing to experimental results.

The physically-based simulation technique developed in Chapter 3 and 4 has the following drawbacks compared with the real-time simulation technique developed in Chapter 2:

1. The physically-based simulation is slow – generating a single RF line takes several minutes;

2. The physically-based simulation discussed could only deal with “canonical” geometries – the plates and the spheres in our case. More complex techniques exist for modelling special geometries but require considerably more effort. Comparatively, the real-time simulation developed in the previous chapter does not depend on the specific geometry of the scattering object. Indeed, it is demonstrated to work for both the needle and seed using essentially the same method.

The physically based simulation has its own merits:

1. The phenomenon could be modelled mathematically, thus shedding light on the internal mechanisms;
2. The theoretical and numerical studies may complement and, if carried
to enough accuracy, substitute experiments to some degree. Given a
“perfect” physically based simulator, we could computationally gener-
ate the database needed for the interpolation based simulator without
the labour of collecting the images using the robot. However, the
current physical simulation is far from this capability.

6.2 Contributions

The novelties and contributions of this thesis are:

- *Fast pose-dependent image simulation:* The novel image synthesis
  scheme based on tensor-product interpolation provides an easy and
  fast way of generating realistic new poses from a finite number of
  sample images. This technique is especially useful for interactive sim-
  ulations.

- *Robot-aided ultrasound image collection:* The use of a robot to collect
  pose-dependent sample images proves to be accurate, efficient, and
  repeatable. Reciprocally, the registration process in the simulation
  method helps measure and test the accuracy of the robot.

- *Experimental studies of needle visibility and artifacts:* The needle vis-
  ibility and bright tail and dark shadow artifacts are studied experi-
  mentally in the transverse plane. It is shown that the bright tail only
  occurs near orthogonal incidence for the shaft. The needle tip behaves
differently from the shaft and may still be visible even if the pitch
  angle is large. These characteristics will be useful for understanding
  and improving needle insertion procedures in the transverse plane.

- *Physical models of scattering from plates and spheres in ultrasound:* The scattering of ultrasound from metal plates are modelled by ray
  tracing and validated by water tank experiments. The bright band
  pattern of the needle in the sagittal plane could be interpreted using
  this model. It could be inferred from the results that the RF signal of
  the ultrasound machine is proportional to the acoustic intensity.

  The scattering from metal spheres are modelled by solving the wave
  equations numerically. The results indicate that the bright tail artifact
  of the sphere in B-mode could be understood by the RF line simulated
  by linear acoustic models. The similar bright tail artifact generated by
the cylindrically shaped needle could be qualitatively analyzed using the spherical simulation.

- **Numerical study of the conditioning problem for spherical scatterer:** A potential numerical pitfall that may undermine the accuracy of the spherical scattering simulation is discussed. It is pointed out that the numerical difficulty may not influence the credibility of the scattering solutions, but may be problematic for the transmitting solutions. The problem seems to be present in the previous works on similar topics but was not seen discussed.

### 6.3 Future work

- **More validation of the transverse image simulation:** as noted in Section 2.1.5 and 2.4, the previous validation experiment may have small misalignment and phantom fracture issue. A more careful validation should eliminate these factors and the correlation scores should be higher than those reported in Section 2.1.5.

- **Comparison with dark shadow simulation using computer graphics:** in section 2.1.4, a dark shadow simulation method is proposed based on experimental observations. Various other ways to simulate the dark shadow using computer graphics techniques were previously studied, such as the use of ray casting in [50]. A comparison is needed to judge which generates more realistic shadows.

- **Needle bending:** if the needle is not rigid, the pitch and yaw angles might be continuously changing when the needle is pushed sideways. From the experiments we observe that the changing pitch angle may cause continuous changes in the bright tail pattern. The current nearest neighbor interpolation method for the pitch angle may not be able to reflect this continuous change. An image database sampled with finer pitch angle intervals and the use of linear interpolation for the pitch angle may be needed to better simulate the bending needle.

- **Integration of the sagittal and seed image simulation into the simulator:** the needle insertion simulator discussed in Section 5.7 at present only supports simulation of the needle image in the transverse plane. The extension to the sagittal plane and adding seed depositing simulation requires a moderate amount of effort to convert current Matlab implementation to C++ and OpenGL.
6.3. Future work

- **Scattering from infinite and finite cylinders:** scattering from sphere is studied in this thesis to explain the physical origin of the bright tail. To be able to quantitatively analyze the scattering from the needle and seed, a cylindrical scattering model needs to be constructed. The study of scattering from an infinite cylinder should parallel that of the spherical scatterer nearly exactly as was shown in various previous publications; the modelling of the finite cylinder and oblique incidence needs more efforts (see Table 1.1).

- **Physically-based B-mode simulation of large metallic scatterers:** By computing the scattering stress in all directions, it should be possible to construct the whole B-mode image by assembling multiple RF lines. A complication is that when the received traction is at oblique angle with the transducer, the wave is foreshortened, resulting in weaker signal the further away the transducer is from the backscattering direction.

- **Seed detection:** The results in this thesis suggest two ways for seed detection:
  1. The collected B-mode seed image database may be used directly as templates for detection; simple volume correlation or more sophisticated machine learning algorithms may be applied.
  2. The collected seed RF database may be analyzed and the characteristic frequency components recognized for detection purpose. The spherical scattering model studied in Chapter 4 might be useful to recognize some features of the spectrum, such as the repetitions of nulls and peaks in Fig. 4.3.

- **Boundary value problem conditioning:** The conditioning issue for the boundary value problem of spherical scatterer might have been noticed in previous studies. A more thorough literature review on this subject will be helpful.

- **Physically-based simulation of scattering from non-canonical geometries:** for non-standard geometries such as the needle tip, the simulation of scattering might or might not be possible by using Finite Element Methods [33, 39, 74]. Boundary element method may also be considered. An introduction is [15].
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Appendix A

A derivation of reflection and transmission coefficients at fluid-solid interface

Here we derive from the first principles the reflection and refraction coefficients with orthogonal incidence from the fluid to the solid. We roughly follow the notation in [39].

A.1 Solid

In the solid: after decomposing the displacement field $\vec{U}$ using the Helmholtz decomposition:

$$\vec{U} = \nabla \Phi + \nabla \times \vec{\Psi}$$

and assuming zero body force, isotropic material, with Cauchy strain and linear stress-strain relationship, the equilibrium equation in the elastic solid

$$\nabla \cdot \sigma = \rho_s \frac{\partial^2 \vec{U}}{\partial t^2}$$

is equivalent to the wave equations:

$$\frac{\partial^2 \Phi}{\partial t^2} = \alpha^2 \nabla \cdot \nabla \Phi$$

$$\frac{\partial^2 \vec{\Psi}}{\partial t^2} = \beta^2 \nabla \cdot \nabla \vec{\Psi}$$

where $\sigma$ is the stress tensor, $\alpha = \sqrt{\frac{\lambda + 2\mu}{\rho_s}}$ is the longitudinal wave speed, $\beta = \sqrt{\frac{\mu}{\rho_s}}$ is the shear wave speed, $\rho_s$ is the solid density, $\lambda, \mu$ are the Lamé
A.2. Fluid

Further assuming time harmonic fields\textsuperscript{11}, these are equivalent to
the Helmholtz equations:
\[ \nabla \cdot \nabla \Phi + k_\alpha^2 \Phi = 0 \]
\[ \nabla \cdot \nabla \Psi + k_\beta^2 \Psi = 0 \]
\[ (A.2) \]
where \( k_\alpha = \frac{\omega}{c}, \) \( k_\beta = \frac{\omega}{\beta} \) are the longitudinal and shear wave numbers.

A.2 Fluid

In the fluid: assuming small oscillation and non-viscous ideal fluid, the first
order time-harmonic wave equation can be derived from the continuity con-
dition and the equation of motion; the result is:
\[ \nabla \cdot \nabla p + k^2 p = 0 \] (A.3)
where \( k = \frac{\omega}{c} \) is the wave number and \( c \) is the speed of sound, which can be
determined by the compressibility and density of the fluid\textsuperscript{56}.

A.3 Boundary conditions

On the boundary, two boundary conditions can be used:

1. The compatibility condition: the normal displacement on the surface
must be continuous. The fluid Euler equation under time harmonic
assumption
\[ \rho_f \omega^2 \vec{u} \cdot \vec{n} = \nabla p \cdot \vec{n} \]
where \( \vec{u} \) is the fluid displacement and \( \vec{n} \) is the normal vector, can be
expressed in terms of the normal displacement of the solid:
\[ \rho_f \omega^2 \vec{U} \cdot \vec{n} = \nabla p \cdot \vec{n} \]
(A.4)

2. The equilibrium condition: the outward normal surface traction of the
solid balances the inward pressure of the fluid:
\[ (\sigma \cdot \vec{n}) \cdot \vec{n} = -p \]
(A.5)

\textsuperscript{11}Time harmonic field variables are in the form of \( C(\omega) e^{-i\omega t} \), where \( C \) is the spatial
part of the fluctuation. To arrive at this form, we essentially write a field variable as
a combination of a DC (steady-state) part and a time-dependent fluctuation part: \( c + C(\omega) e^{-i\omega t} \). The former does not enter the differential equation. Thus we can consider
only the latter.
A.4 Solution

If we multiply both sides by $\vec{n}$, we can see this means an increase of traction in the outward normal direction corresponds to an increase of pressure in the inward normal direction.

A.4 Solution

The geometry of the problem indicates that Cartesian coordinates are best suited for a solution. We choose the incident direction as positive $z$, as shown in Fig. A.1. The total pressure in the fluid is

$$ p = p_{\text{inc}} + p_s $$

The solutions to the Helmholtz wave equations such as Eq. A.2 and A.3 in the Cartesian coordinates can be obtained by separation of variables; the result is in the form

$$ p = X(x)Y(y)Z(z) = e^{i(k_xx + k_yy + k_zz)} $$

The incident pressure which satisfies Eq. A.3 has only the $z$-component; we normalize everything so that it has the unit amplitude:

$$ p_{\text{inc}} = e^{ikz} \quad \text{(A.6)} $$

We further assume the reflected and refracted solutions are also constant along the $x, y$ directions (one should be able to argue that this is the only possibility, similar to the proof of the Snell’s law, but allow me to be a little sloppy here). We can write the transmitted (i.e. refracted) and scattered (i.e. reflected) solutions to the wave equations A.2 and A.3 as:

$$ \Phi = C_\Phi e^{ik_\alpha z} $$
A.4. Solution

\[ \Psi = \begin{pmatrix} C_\Psi_1 \\ C_\Psi_2 \\ C_\Psi_3 \end{pmatrix} e^{ik_\beta z} \]

\[ p_s = Ve^{-ikz} \]

where \( V \) is called the reflection coefficient. Applying Eq. A.1 again, we get the displacement:

\[ \bar{U}(z) = \begin{pmatrix} -C_\Psi_2 ik_\beta e^{ik_\beta z} \\ C_\Psi_1 ik_\beta e^{ik_\beta z} \\ C_\Phi i\kappa e^{i\kappa z} \end{pmatrix} \] (A.7)

Also since the outward norm is \( \bar{n} = (0, 0, -1)^T \), the normal traction is

\[ (\sigma \cdot \bar{n}) \cdot \bar{n} = \sigma_{33} \]

From the material law:

\[ \sigma_{33} = 2\mu \frac{\partial U_z}{\partial z} + \lambda \left( \frac{\partial U_x}{\partial x} + \frac{\partial U_y}{\partial y} + \frac{\partial U_z}{\partial z} \right) = -(2\mu + \lambda)C_\Phi k^2 e^{ik_\alpha z} \] (A.8)

This means that the transmitted stress does not contain the shear component – “mode conversion” does not occur at orthogonal incidence. Substituting Eq. A.7 A.8 and the solutions to the wave equations to Eq. A.4 A.5:

\[ \left\{ \begin{array}{l}
\rho f \omega^2 C_\Phi k_\alpha e^{i\kappa_\alpha z} = -kVe^{-ikz} + ke^{ikz} \\
(2\mu + \lambda)C_\Phi k^2 \alpha e^{i\kappa_\alpha z} = e^{ikz} + Ve^{-ikz}
\end{array} \right. \text{ at } z = 0 \]

From the solutions we have:

\[ \left\{ \begin{array}{l}
p_s = Ve^{-ikz} = \frac{2\mu + \lambda - \alpha c\rho f}{2\mu + \lambda + \alpha c\rho f} e^{-ikz} = \frac{\rho_s \alpha - \rho f c}{\rho_s \alpha + \rho f c} e^{-ikz} \\
T_{-n} = -\sigma_{33} = (1 + V)e^{i\kappa z} = We^{i\kappa z}
\end{array} \right. \] (A.9)

where \( T_{-n} \) is the traction in the positive \( z \) direction, i.e. the transmitted pressure; \( W \) is the transmission coefficient. Note that the result is frequency independent. The results agree with the form when both media are fluid. This is understandable since mode conversion does not occur.

A thorough discussion of wave propagation in the layered media can be seen in the monograph [12].
Appendix B

Implementation of automatic image collection using the needle guidance robot

The goal is to automatically store and download the B-mode and RF frames from the Ultrasonix machine after each desired needle position is reached. This can be achieved by a finite state machine as shown in Fig. B.1.

The “NextPlan” sends motor commands to and receives encoder/caliper readings from all joints as was implemented in [67]. To acquire the images after the desired position is attained, we have implemented “AcquireImg” function using the Ulterius SDK developed by Ultrasonix; this SDK supports remotely connecting to and controlling the Ultrasonix US machine through the Internet. This “AcquireImg” function is implemented as a separate thread which is initiated by “NextPlan”.

To synchronize the two threads, MFC CEvent class has been used [63]. Before starting, four events representing the reaching of desired positions by the four motors are reset. After each encoder/caliper reports the desired position is attained, the corresponding event is set. In the “AcquireImg” thread, the image collection function initially blocks on the four events because of the reset status. After these events are all set by the reaching of desired positions, a few frames are frozen on the US machine and transferred

![Image Acquisition Automaton](image)

Figure B.1: The image acquisition automaton.
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to a local folder. After the images of current position are collected, “AcquireImg” posts “AcquisitionComplete” message which results in a call to “NextPlan”, closing the loop. The needle is moved to the next pre-plan position and the whole process repeats itself until the last pre-plan. Note that the events are reset automatically after being set so that the “AcquireImg” will block each time “NextPlan” is in action.

The program also supports manual saving, in which after acquiring the image, “NextPlan” is not called, so the user could adjust the needle and save the image manually. This is useful during phantom experiments where the needle cannot be moved inside the phantom and has to be inserted by hand.