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#### Abstract

Coherent modulation is more effective than differential modulation for orthogonal frequency division multiplexing (OFDM) systems requiring high data rate and spectral efficiency. Channel estimation is therefore an integral part of the receiver design. In this thesis, two iterative maximum likelihood based channel estimation algorithms are proposed for an OFDM system in dispersive time-varying channels. A multipath channel model is proposed for OFDM uplink transmission in macrocellular systems. The multipath fading channel is modeled such that the channel state can be determined by estimating the unknown channel parameters. A second-order Taylor series expansion is adopted to simplify the channel estimation problem. Based on the system model, an iterative maximum likelihood based algorithm is first proposed to estimate the discrete-time channel parameters. The mean square error performance of the proposed algorithm is analyzed using a small perturbation technique. Based on a convergence rate analysis, an improved iterative maximum likelihood based channel estimation algorithm is presented using a successive overrelaxation method. Numerical experiments are performed to confirm the theoretical analyses and show the improvement in convergence rate of the improved algorithm.
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## Chapter 1

## Introduction

### 1.1 Background and Motivation

The earliest prototype of wireless communications can be traced back to the pre-industrial age. In those years, information was transmitted over line-of-sight (LOS) distances using smoke signals, torch signaling, flashing mirrors, signal flares, or semaphore flags. However, true wireless communications, where information is transmitted in terms of electromagnetic waves through complex physical mediums, started from the first experiments with radio communication by M. G. Marconi in the 1890s. Since then, wireless communication systems have been developing and evolving with a rapid pace. In the intervening hundred years, many types of wireless communication systems have flourished, and often later disappeared. By far the most successful wireless communication system has been the cellular system. It is reported that the number of mobile phone subscribers is on the order of 4 billion currently and will rise to 5.6 billion in 2013 worldwide. Undoubtedly, cellular phones have radically changed the life of people and become a critical business tool in most countries.

In the last two decades, with the explosive growth of wireless communications, wireless services have migrated from the conventional voice-centric services to data-centric services. Therefore, one main target for modern wireless communications is to provide the possibility for high end-user data rates. One straightforward way to meet this requirement is to increase the transmission bandwidth because it is well known that the achievable end-user data rates are limited by transmission bandwidth and transmitter power. However, the transmitted signal in a wireless communication system with wider transmission bandwidth can incur increased corruption due to time dispersion (or equivalently frequency selectivity) of the radio channel. To counteract such signal
corruption, researchers have proposed techniques such as receiver-side equalization, multicarrier transmission and specific single-carrier transmission. Orthogonal frequency division multiplexing (OFDM) is a typical multicarrier transmission scheme which can increase the overall transmission bandwidth without suffering from increased signal corruption due to radio channel frequency selectivity. In OFDM systems, data is transmitted in parallel by modulating a number of closely-spaced orthogonal subcarriers, thereby converting a frequency-selective channel into multiple flat fading subchannels. Moreover, intersymbol interference (ISI) can be eliminated by inserting a guard interval between two consecutive OFDM symbols. With these attractive properties OFDM has been adopted by wireless standards such as digital audio broadcasting (DAB), digital video broadcasting (DVB), wireless local area network (WLAN), and wireless metropolitan access network (WMAN) [1-3].

There are several key challenging problems associated with OFDM systems: performance optimization, time and frequency synchronization, channel estimation, and peak-to-average power ratio (PAPR) reduction [4]. In this thesis, we will focus on the channel estimation problem and study channel estimation techniques for an OFDM system operating in dispersive time-varying channels.

### 1.2 Literature Review

Channel estimation is a challenging problem in wireless systems because mobile radio channels are highly dynamic. To avoid channel estimation, one can adopt a differential modulation technique instead of coherent modulation. However, such a system typically results in lower data rates and can incur a 3-4 dB penalty in signal-to-noise ratio (SNR) [5]. For OFDM systems which aim to provide high data rate and spectral efficiency, coherent modulation is more effective; hence, channel estimation is often required as an integral part of the receiver design.

Channel estimation for OFDM systems in slow fading channels has been widely studied [68]. However, those channel estimation techniques were developed under the assumption that the channel is constant over one OFDM symbol, an assumption that may not hold in some mobile applications. Channel estimation for OFDM systems in fast fading channels has been studied in
the following work. In [9], Li et al. presented a minimum mean square error (MMSE) estimator by exploiting both time-domain and frequency-domain correlations of the frequency response of rapid dispersive fading channels. In a related work, Moon and Choi introduced a channel estimation algorithm by adopting a Gaussian interpolation filter or a cubic spline interpolation filter [10]. However, algorithms in both [9] and [10] require knowledge of channel statistics, which may not be available. To make the estimation algorithm independent of the channel statistics, Li discussed in [11] a robust implementation of the MMSE pilot-symbol-aided estimator, which does not depend on channel statistics. In [12], Zhao and Huang proposed a method employing low-pass filtering in a transform domain to estimate the channel transfer function for the pilot subcarriers. Then a highresolution interpolation is adopted to obtain the channel transfer function for non-pilot subcarriers. In [13], Chang and Su discussed a pilot-aided channel estimation method for OFDM systems operating in Rayleigh fading channels. The channel responses at pilot subcarriers are estimated using a least square (LS) estimator and then interpolated to non-pilot subcarriers using a 2-D regression surface function. This estimator also does not require channel statistics. Recently, Merli and Vitetta proposed a maximum likelihood (ML) based algorithm for joint carrier frequency offset and channel impulse response (CIR) estimation for OFDM systems in [14]. The authors adopted a second-order Taylor series to simplify the estimation problem and derived an approximate closedform solution to the estimation problem. However, it was derived under the assumption that the channel does not change over one OFDM symbol. In [14], the frequency offset is assumed to be constant for all multipaths implying that the Doppler frequency shift is neglected for individual multipath.

In this thesis, we study the channel estimation problem for OFDM systems in dispersive timevarying fading channels. Two ML-based channel estimation algorithms which do not require channel statistics are proposed. Unlike the existing solutions in the literature, our channel estimation algorithms are based on a unique channel model which is particularly appropriate for OFDM uplinks in a macrocellular system. In this channel model, the channel state can be determined by estimating a number of unknown channel parameters which do not change over several OFDM symbols. This property of our developed channel model allows us to estimate the channel pa-
rameters once and then employ them to determine the channel state for the next several OFDM symbols.

### 1.3 Thesis Outline and Contributions

This thesis consists of five chapters. Chapter 1 presents background knowledge of wireless communication developments and technologies. In modern wireless communication, a high end-user data rate is one main objective of system design and therefore wider transmission bandwidth is desired. However, an increased transmission bandwidth will increase the frequency selectivity of a radio channel and thus cause severe corruption to the transmitted signal. This problem can be solved by using multicarrier transmission techniques such as OFDM.

Chapter 2 provides detailed technical background for the entire thesis. Firstly, fading characteristics of wireless propagation environments are presented and classified into large-scale fading and small-scale fading from the view of propagation terrain. Secondly, the basic concept of OFDM and its implementation are explained. Finally, we list the advantages and drawbacks of OFDM compared with a conventional single-carrier transmission.

In Chapter 3, a channel estimation problem is formulated based on a discrete-time CIR model. This channel model is particularly appropriate for OFDM uplinks in a macrocellular system. The channel model developed here allows the CIR to vary within one OFDM symbol. To facilitate the channel estimation problem we adopt a truncated Taylor series expansion to approximate the intercarrier interference (ICI) caused by Doppler frequency shifts. We find that a second-order Taylor series expansion is sufficient for our estimation problem. Then an iterative ML-based algorithm is proposed to estimate the discrete-time channel parameters. Our proposed channel estimation algorithm is particularly useful for an OFDM system which has already compensated the frequency offset due to local oscillator mismatch. The mean square error (MSE) performance of the proposed algorithm in large SNR regions is analyzed using a small perturbation technique, and then demonstrated by simulated results.

In Chapter 4, the convergence performance of the proposed algorithm is analyzed. Based on the analysis, an improved fast converging iterative channel estimation algorithm is presented
using a successive overrelaxation (SOR) method to accelerate the proposed algorithm in Chapter 3. Simulated results are also presented to demonstrate the MSE and convergence performance for the improved algorithm.

Chapter 5 summarizes the whole thesis and lists our contributions in this work. In addition, some future work related to our current research is suggested.

## Chapter 2

## Wireless Channels and OFDM Technique

In this chapter, we will present some background knowledge concerning wireless channels and the OFDM technique. We first address the fading characteristics of wireless propagation environments, then introduce the basic concept and fast Fourier transform (FFT) implementation of OFDM. Finally, advantages and drawbacks of the OFDM technique are compared with conventional single-carrier modulation.

### 2.1 Wireless Channels

In a wireless communication system, the transmitted signal typically undergoes attenuation and distortion over the transmission path. The overall effect on the transmitted signal caused by the transmission path is one main source of system performance degradation in any wireless system. To address and compensate for the attenuation and distortion caused by the transmission path, researchers have studied wireless channels extensively and proposed different channel models [5], [15-18]. These effects, which are mainly due to path loss, shadowing, scattering and reflecting effects caused by unpredictable objects between the transmitter and receiver, can primarily be categorized into large-scale fading and small-scale fading (see Fig. 2.1). In this section, we will briefly describe both types of fading.

### 2.1.1 Large-Scale Fading

Large-scale fading, which is caused by path loss of the signal, can be characterized as a function of transmitted distance and shadowing effects of large obstacles such as buildings and hills. This phenomenon happens when the mobile moves over a large distance (of the order of the cell size),


Figure 2.1: Signal power fluctuation versus range in wireless channels.
and is typically frequency independent [18]. In an ideal LOS channel with no obstructions between the transmitter and the receiver, the received signal power $P_{r}$ is given by

$$
\begin{equation*}
P_{r}=P_{t}\left(\frac{\lambda}{4 \pi d}\right)^{2} G_{t} G_{r} \tag{2.1}
\end{equation*}
$$

where $P_{t}$ is the transmitted signal power, $\lambda$ is the wavelength, $d$ is the distance from the transmitter to the receiver, and $G_{t}, G_{r}$ are respectively the power gains of the transmit and receive antennas. The power attenuation $P_{L}=P_{r} / P_{t}$ is also referred to as free space path loss and it is obvious from (2.1) that the received signal power $P_{r}$ is inversely proportional to the square of the distance $d$ between the transmit and receive antennas. However, in real transmission environments, the received signal power $P_{r}$ does not obey this free space path loss model and it varies randomly due to the terrain. Usually a ray tracing method can be used to trace the signal propagation through a wireless channel. Unfortunately, the free space model and ray tracing method cannot model complex propagation environments accurately. Based on empirical measurements, some empirical models for path loss in typical wireless environments have been developed to predict the average received signal power as the transmitted distance $d$ varies, i.e., the Okumura model, the Hata
model, the European Cooperative for Science and Technology (COST) model, and the piecewise linear (multi-slope) model [17], [19]. In addition to path loss, the transmitted signal is also subject to shadowing, which is caused by changes in reflecting surfaces and scattering objects along the transmission path. The shadowing causes random attenuation to the transmitted signal. Typically, the log-normal shadowing model, which has been confirmed empirically to accurately model the variation in received power, is used to characterize this random attenuation.

### 2.1.2 Small-Scale Fading

Small-scale fading is due to the constructive and destructive addition of different multipath components introduced by the channel between the transmitter and receiver. Therefore, it is also referred to as multipath fading. This phenomenon usually occurs over a distance of several signal wavelengths and is frequency dependent. Since the transmitted signal over a multipath fading channel experiences randomness we must characterize multipath fading channels statistically. Frequency selectivity and the time-varying nature, which depend on the relative relation between parameters of the transmitted signal (i.e., signal bandwidth and symbol duration) and parameters of multipath fading channels (i.e., delay spread and Doppler spread), are two important characteristics of multipath fading channels. In the following, we will briefly describe these two characteristics of multipath fading channels.

Depending on the relative relation between transmitted signal bandwidth and delay spread (or equivalently coherence bandwidth $B_{C}$ ), multipath fading channels can be categorized into frequency-nonselective (flat) fading channels and frequency-selective fading channels. The parameter coherence bandwidth is the reciprocal of the delay spread which is defined as the span of the delays of duplicates of the transmitted signal arriving at the receiver via different paths. When the transmitted signal bandwidth is small compared with the coherence bandwidth $B_{C}$, the channel is called frequency-nonselective or flat fading channel. For a flat fading channel, the spectral components of the transmitted signal are affected in a similar manner so that the multipath components are not resolvable. Otherwise, if the transmitted signal bandwidth is large compared with the coherence bandwidth $B_{C}$, the channel is said to be frequency-selective. For a frequency-selective fad-
ing channel, the spectral components of the transmitted signal are affected by different amplitude gains and phase shifts. In a frequency-selective fading channel, different multipath components with delay differences significantly exceeding the inverse of the transmitted signal bandwidth are resolvable. Typically, such a frequency-selective fading channel can be modeled as a tapped delay line filter with time-variant tap coefficients.

In a similar way, the multipath fading channel can be categorized as slow fading or fast fading based on the relative relation between symbol duration and Doppler spread (or equivalently coherence time $T_{C}$ ). The parameter coherence time, which measures the period of time over which the channel effect on the transmitted signal does not change, is defined as the reciprocal of the Doppler spread. The fading channel is said to be slow fading if the symbol duration is small compared with the channel coherence time $T_{C}$; otherwise, it is considered to be fast fading. In a slow fading channel, the transmitted signal is affected by the same amplitude gain and phase shift over at least one symbol duration, while the amplitude gain and phase shift vary within one symbol duration in a fast fading channel.

According to the discussion above, we have four types of multipath channel, i.e., slow flat fading channel, slow frequency-selective fading channel, fast flat fading channel, and fast frequencyselective fading channel. In this thesis, we focus on the channel state estimation of a fast frequencyselective fading channel for an OFDM system. The channel is characterized using the CIR as [17]

$$
\begin{equation*}
h(\tau, t)=\sum_{l}^{L(t)} \gamma_{l}(t) \delta\left(\tau-\tau_{l}(t)\right) \tag{2.2}
\end{equation*}
$$

where $L(t)$ is the number of resolvable multipaths, $\tau_{l}(t)$ is the delay of the $l$ th multipath, and $\gamma_{l}(t)$ is the corresponding complex amplitude. We will look into the details of this channel model in the next chapter.

### 2.2 OFDM Technique

OFDM has become a promising multicarrier modulation technique and has received considerable interest in the past decade. In OFDM systems, data is transmitted in parallel by modulating a
number of closely-spaced orthogonal subcarriers, thereby converting a frequency-selective channel into multiple flat fading subchannels [4], [20]. Moreover, ISI can be eliminated by inserting a guard interval between two consecutive OFDM symbols. With these attractive properties OFDM has been adopted by wireless standards such as DAB, DVB, WLAN, and WMAN [1-3]. In this section, we will present the basic concept and FFT implementation of OFDM and list the advantages and drawbacks of the OFDM technique compared with conventional single-carrier modulation.

### 2.2.1 Basic Concept

OFDM is a special case of multicarrier transmission which uses parallel data transmission and frequency division multiplexing. The earliest development of this concept can be traced back to the 1950s [21] and the idea was published in the mid-1960s [22], [23]. In an OFDM system, the available bandwidth is divided into a collection of narrow sub-bands, and the data is transmitted in parallel by modulating these closely-spaced orthogonal subcarriers. Let $X[k]$ denote the complex symbols to be transmitted by an OFDM system, such that the OFDM (modulated) signal can be expressed as

$$
\begin{equation*}
s(t)=\sum_{k=0}^{N-1} X[k] e^{j 2 \pi f_{k} t}, \quad 0 \leq t \leq T_{s} \tag{2.3}
\end{equation*}
$$

where $f_{k}=f_{0}+k \Delta f, j^{2}=-1$, and $N$ denotes the number of subcarriers in the system. Parameters $T_{s}$ and $\Delta f$ are called symbol duration and subcarrier spacing of the OFDM system, respectively. These two parameters must satisfy the orthogonality condition $\left(T_{s} \Delta f=1\right)$ to guarantee that the OFDM signal can be demodulated properly by the receiver.

To demonstrate this orthogonal property, we first let

$$
\varphi_{k}(t)=\left\{\begin{array}{rl}
e^{j 2 \pi f_{k} t}, & 0 \leq t \leq T_{s}  \tag{2.4}\\
0, & \text { otherwise },
\end{array} \quad k=0,1, \cdots, N-1\right.
$$

and rewrite (2.3) as

$$
\begin{equation*}
s(t)=\sum_{k=0}^{N-1} X[k] \varphi_{k}(t) . \tag{2.5}
\end{equation*}
$$

Using the definition of $\varphi_{k}(t)$, one can show

$$
\begin{align*}
\frac{1}{T_{s}} \int_{0}^{T_{s}} \varphi_{k}(t) \varphi_{l}^{*}(t) d t & =\frac{1}{T_{s}} \int_{0}^{T_{s}} e^{j 2 \pi\left(f_{k}-f_{l}\right) t} d t \\
& =\frac{1}{T_{s}} \int_{0}^{T_{s}} e^{j 2 \pi(k-l) \Delta f t} d t \\
& =\delta[k-l] \tag{2.6}
\end{align*}
$$

where $\delta[k-l]$ is the delta function defined as

$$
\delta[n]= \begin{cases}1, & n=0  \tag{2.7}\\ 0, & \text { otherwise }\end{cases}
$$

From (2.6) one can see that $\left\{\varphi_{k}(t)\right\}_{k=0}^{N-1}$ is a set of orthogonal functions. Using this orthogonal property, the received OFDM signal $r(t)$ (in an ideal case $r(t)=s(t)$ ) can be demodulated at the receiver by

$$
\begin{align*}
\frac{1}{T_{s}} \int_{0}^{T_{s}} r(t) e^{-j 2 \pi f_{k} t} d t & =\frac{1}{T_{s}} \int_{0}^{T_{s}} s(t) e^{-j 2 \pi f_{k} t} d t \\
& =\frac{1}{T_{s}} \int_{0}^{T_{s}}\left(\sum_{l=0}^{N-1} X[l] \varphi_{l}(t)\right) \varphi_{k}^{*}(t) d t \\
& =\sum_{l=0}^{N-1} X[l] \delta[l-k] \\
& =X[k] \tag{2.8}
\end{align*}
$$

According to the discussion above, we provide an illustrative description of a basic OFDM modulator in Fig. 2.2 and the basic principle of OFDM demodulation in Fig. 2.3.

### 2.2.2 OFDM Implementation Using FFT

The relationship between OFDM and the discrete Fourier transform (DFT) was first addressed in [24]. It has been shown that the DFT can be applied to an OFDM system as part of the modulation and demodulation processes. In practice, the DFT can be implemented with the computationally efficient FFT. Here we will briefly discuss the FFT implementation of OFDM.


Figure 2.2: Basic principle of OFDM modulation.


Figure 2.3: Basic principle of OFDM demodulation.


Figure 2.4: OFDM modulation by means of IFFT processing.

From (2.3), we can sample $s(t)$ at an interval of $T_{s a}=T_{s} / N$. Then the sampled OFDM signal becomes

$$
\begin{align*}
s[n] & \left.\triangleq s(t)\right|_{t=n T_{s a}} \\
& =\sum_{k=0}^{N-1} X[k] e^{\frac{j 2 \pi f_{k} n T_{s}}{N}}, \quad n=0,1, \ldots, N-1 . \tag{2.9}
\end{align*}
$$

Without loss of generality, we can set $f_{0}=0$ so that $f_{k} T_{s}=k$ and

$$
\begin{align*}
s[n] & =\sum_{k=0}^{N-1} X[k] e^{\frac{j 2 \pi k n}{N}} \\
& =\operatorname{IDFT}\{X[k]\}, \quad n=0,1, \ldots, N-1 \tag{2.10}
\end{align*}
$$

where IDFT denotes the inverse discrete Fourier transform. Therefore, as illustrated in Fig. 2.4, OFDM modulation can be implemented by means of IDFT (or the computationally efficient inverse fast Fourier transform (IFFT)) processing followed by digital-to-analog conversion. Similarly, the demodulation at the receiver can be carried out using efficient FFT processing, as illustrated in Fig. 2.5.

### 2.2.3 Advantages and Drawbacks of OFDM

As a special case of multicarrier transmission scheme, OFDM has the following key advantages over conventional single-carrier transmission [20]:


Figure 2.5: OFDM demodulation by means of FFT processing.

- OFDM is an efficient way to deal with multipath fading; for a given channel delay spread, the implementation complexity is much lower than that of a conventional single-carrier system with an equalizer.
- In relatively slow time-varying channels, it is possible to significantly enhance the capacity by adapting the data rate per subcarrier according to the SNR of that particular subcarrier.
- OFDM is robust against narrowband interference, because such interference only affects a small percentage of the subcarriers.
- OFDM makes single-frequency networks possible, which is especially attractive for broadcasting applications.

However, OFDM also has some drawbacks compared with conventional single-carrier modulation [20]:

- OFDM is more sensitive to frequency offset and phase noise. The frequency offset and phase noise will destroy the orthogonality among subcarriers and hence introduces ICI.
- OFDM signals have relatively large PAPR, which tends to reduce the power efficiency of the RF amplifier.
- OFDM needs an adaptive or coded scheme to overcome spectral nulls in the channel.


## Chapter 3

## ML-based Channel Estimation for OFDM Systems in Dispersive Time-Varying <br> Channels

In this chapter, by taking into account the ICI component, we propose an ML-based channel estimation algorithm (which does not require channel statistics) for OFDM systems in dispersive time-varying fading channels. A channel estimation problem is formulated based on a discretetime CIR model. This channel model is particularly appropriate for OFDM uplinks in a macrocellular system. The channel model developed here allows the CIR to vary within one OFDM symbol. To facilitate the channel estimation problem we adopt a truncated Taylor series expansion to approximate the ICI caused by Doppler frequency shifts. We find that a second-order Taylor series expansion is sufficient for our estimation problem. Then an iterative ML-based algorithm is proposed to estimate the discrete-time channel parameters. Using a small perturbation technique, we analyze the performance of the proposed algorithm in large SNR regions. Our computer simulations demonstrate that the proposed algorithm can estimate the desired parameters accurately, and the simulated performances agree with our theoretical analysis.

### 3.1 System Model

We consider an OFDM system with $N$ subcarriers. For each OFDM symbol, we denote the transmitted symbols as $X[0], X[1], \ldots, X[N-1]$. After the IFFT, the time-domain OFDM signal can be
expressed as [25]

$$
\begin{equation*}
s[n]=\frac{1}{N} \sum_{k=0}^{N-1} X[k] e^{\frac{j 2 \pi k n}{N}}, \quad n=0,1, \ldots, N-1 \tag{3.1}
\end{equation*}
$$

where $j^{2}=-1$. Each OFDM symbol is extended with a cyclic prefix and transmitted after appropriate pulse shaping.

Recalling (2.2), we can describe a multipath CIR by

$$
\begin{equation*}
h(\tau, t)=\sum_{l=1}^{L} \gamma_{l}(t) \delta\left(\tau-\tau_{l}\right) \tag{3.2}
\end{equation*}
$$

where $\gamma_{l}(t)$ is the complex amplitude of the $l$ th multipath. The number of resolvable multipaths $L(t)$ and the delay of the $l$ th multipath $\tau_{l}(t)$ are assumed to be $L$ and $\tau_{l}$, respectively. According to [6], [9], the CIR can be well approximated by a sampled discrete-time CIR $h[m, n] \triangleq h\left(m T_{s a}, n T_{s a}\right)$, where $T_{s a}$ is the sampling interval defined as $T_{s a}=T_{s} / N$ and $T_{s}$ is the OFDM symbol duration. In this thesis, we assume a time-varying multipath channel and express the discrete-time CIR as [12],

$$
\begin{equation*}
h[m, n]=\sum_{l=1}^{L} h_{l} e^{\frac{j 2 \pi f_{l n} n}{N}} \delta\left[m-n_{l}\right] \tag{26}
\end{equation*}
$$

where $h_{l}$ is the complex amplitude for the $l$ th multipath, $f_{l}$ is the corresponding Doppler frequency shift normalized by $1 / T_{s}$, and $n_{l}$ is the delay in samples for the $l$ th multipath. The detailed derivation of this discrete-time CIR model is given in Appendix A. It should be emphasized that the discrete-time CIR in (3.3) is only valid for OFDM uplink transmission in macrocellular systems. Without loss of generality, we assume $n_{1} \leq n_{2} \leq \cdots \leq n_{L}$. It is seen from (3.3) that the CIR can vary within one OFDM symbol duration.

### 3.2 Formulation of Channel Estimation Problem

Our goal is to estimate the channel parameters $h_{l}, f_{l}$, for $l=1,2, \ldots, L$, in the discrete-time CIR in (3.3). We assume that the length of the cyclic prefix is longer than the delay spread of the multipath channel and that the receiver accurately removes the cyclic prefix before implementing the FFT.

For the channel model given in (3.3), one can express the output of the FFT as

$$
\begin{align*}
Y[k] & =\frac{1}{N} \sum_{l=1}^{L} \sum_{k^{\prime}=0}^{N-1} \sum_{n=0}^{N-1} X\left[k^{\prime}\right] e^{\frac{j 2 \pi k^{\prime}\left(n-n_{l}\right)}{N}} h_{l} e^{\frac{j 2 \pi f_{l} n}{N}} e^{-\frac{j 2 \pi k n}{N}}+w[k] \\
& =\sum_{l=1}^{L} \sum_{k^{\prime}=0}^{N-1} e^{-\frac{j 2 \pi k^{\prime} n_{l}}{N}} X\left[k^{\prime}\right] h_{l} \frac{1-e^{j 2 \pi\left(k^{\prime}-k+f_{l}\right)}}{N\left(1-e^{\frac{j 2 \pi\left(k^{\prime}-k+f_{l}\right)}{N}}\right)}+w[k] \\
& =\sum_{l=1}^{L} \sum_{k^{\prime}=0}^{N-1} e^{-\frac{j 2 \pi k^{\prime} n_{l}}{N}} X\left[k^{\prime}\right] h_{l} R\left(k^{\prime}, k, f_{l}\right)+w[k] \\
& =\alpha_{k} X[k]+\beta_{k}+w[k], \quad k=0,1, \ldots, N-1 \tag{3.4a}
\end{align*}
$$

where

$$
\begin{equation*}
\alpha_{k}=\sum_{l=1}^{L} e^{-\frac{j 2 \pi k n_{l}}{N}} h_{l} R\left(k, k, f_{l}\right) \tag{3.4b}
\end{equation*}
$$

and

$$
\begin{equation*}
\beta_{k}=\sum_{l=1}^{L} \sum_{\substack{k^{\prime} \neq k \\ k^{\prime}=0}}^{N-1} e^{-\frac{j 2 \pi k^{\prime} n_{l}}{N}} X\left[k^{\prime}\right] h_{l} R\left(k^{\prime}, k, f_{l}\right) . \tag{3.4c}
\end{equation*}
$$

In (3.4a) $w[k]$ is an additive complex Gaussian noise component with zero mean and variance $\sigma^{2}$, i.e., $C N\left(0, \sigma^{2}\right)$, and

$$
\begin{align*}
R\left(k^{\prime}, k, f_{l}\right) & =\frac{1}{N} \sum_{n=0}^{N-1} e^{\frac{j 2 \pi n\left(k^{\prime}-k+f_{l}\right)}{N}} \\
& =\frac{1-e^{j 2 \pi\left(k^{\prime}-k+f_{l}\right)}}{N\left(1-e^{\frac{j 2 \pi\left(k^{\prime}-k+f_{l}\right)}{N}}\right)} \tag{3.5}
\end{align*}
$$

represents the interference of $X\left[k^{\prime}\right]$ on the $k$ th subcarrier caused by a normalized Doppler frequency shift $f_{l}$. In (3.4b) and (3.4c), $\alpha_{k}$ and $\beta_{k}$ denote the multiplicative distortion at the desired subchannel and the additive ICI term, respectively. In the absence of Doppler frequency shifts $\left(f_{l}=0, l=1,2, \ldots, L\right)$, we have $R\left(k^{\prime}, k, 0\right)=\delta\left[k^{\prime}-k\right]$ resulting in the conventional model without ICI among subcarriers. In the special case when $f_{l}=\varepsilon$, for $l=1,2, \ldots, L$, our estimation problem
is mathematically equivalent to the joint channel and frequency offset estimation problem that has been considered in [14], [27] and [28].

In practical mobile communication scenarios, $f_{l}$ is typically less than 0.1. Consider an OFDM system, for example, with $N=256$ subcarriers and a subcarrier spacing of 7.81 kHz . A mobile terminal moving at a speed of $84.4 \mathrm{~km} / \mathrm{h}$ will result in a normalized Doppler frequency $f_{l}=0.05$ with a carrier frequency $f_{c}=5 \mathrm{GHz}$. Exploiting the fact that $f_{l}$ has small values, one can consider a Taylor series expansion for $R\left(k^{\prime}, k, f_{l}\right)$ as
$R\left(k^{\prime}, k, f_{l}\right)= \begin{cases}1+j \pi \frac{N-1}{N} f_{l}-\pi^{2} \frac{2 N^{2}-3 N+1}{3 N^{2}} f_{l}^{2}-j \pi^{3} \frac{(N-1)^{2}}{3 N^{2}} f_{l}^{3}+\cdots, & k^{\prime}=k \\ -\frac{j 2 \pi}{(1-\omega) N} f_{l}+2 \pi^{2} \frac{(2-N) \omega+N}{(1-\omega)^{2} N^{2}} f_{l}^{2}+j 4 \pi^{3} \frac{N^{2}(1-\omega)^{2}+3 \omega(1+\omega-N \omega+N)}{3 N^{3}(1-\omega)^{3}} f_{l}^{3}+\cdots, & k^{\prime} \neq k\end{cases}$
where

$$
\begin{equation*}
\omega=\exp \left(\frac{j 2 \pi\left(k^{\prime}-k\right)}{N}\right) \tag{3.6b}
\end{equation*}
$$

Applying (3.6a) to (3.4a) and collecting the terms with the same power of $f_{l}$, one obtains

$$
\begin{equation*}
Y[k]=\sum_{l=1}^{L} h_{l}\left\{A_{l}[k]+B_{l}[k] f_{l}+C_{l}[k] f_{l}^{2}+D_{l}[k] f_{l}^{3}+\cdots\right\}+w[k] \tag{3.7}
\end{equation*}
$$

for $k=0,1, \ldots, N-1$, or, in vector form,

$$
\begin{equation*}
\vec{Y}=\sum_{l=1}^{L} h_{l}\left(\vec{A}_{l}+\vec{B}_{l} f_{l}+\vec{C}_{l} f_{l}^{2}+\vec{D}_{l} f_{l}^{3}+\cdots\right)+\vec{w} . \tag{3.8}
\end{equation*}
$$

The first three leading coefficients $A_{l}[k], B_{l}[k], C_{l}[k]$ in (3.7) can be shown to be

$$
\begin{equation*}
A_{l}[k]=X[k] e^{\frac{-j 2 \pi k n_{l}}{N}} \tag{3.9a}
\end{equation*}
$$

and

$$
\begin{equation*}
B_{l}[k]=j \pi \frac{N-1}{N} X[k] e^{\frac{-j 2 \pi k n_{l}}{N}}-\frac{j 2 \pi}{(1-\omega) N} \sum_{\substack{k^{\prime} \neq k \\ k^{\prime}=0}}^{N-1} X\left[k^{\prime}\right] e^{\frac{-j 2 \pi k^{\prime} n_{l}}{N}} \tag{3.9b}
\end{equation*}
$$

and

$$
\begin{equation*}
C_{l}[k]=-\pi^{2} \frac{2 N^{2}-3 N+1}{3 N^{2}} X[k] e^{\frac{-j 2 \pi k n_{l}}{N}}+2 \pi^{2} \frac{(2-N) \omega+N}{(1-\omega)^{2} N^{2}} \sum_{\substack{k^{\prime} \neq k \\ k^{\prime}=0}}^{N-1} X\left[k^{\prime}\right] e^{\frac{-j 2 \pi k^{\prime} n_{l}}{N}} . \tag{3.9c}
\end{equation*}
$$

The channel estimation technique in this thesis will be based on (3.8). In (3.8), the coefficient vectors $\vec{A}_{l}, \vec{B}_{l}, \vec{C}_{l}, \ldots$ can be derived given the transmitted training sequence $X[k], k=0,1, \ldots, N-1$. We will assume the receiver has knowledge of the training sequence $X[k]$ and performs parameter estimation of the $h_{l}$ 's and $f_{l}$ 's based on (3.8).

We note that the Taylor expansion in (3.6a) is an approximation for $R\left(k^{\prime}, k, f_{l}\right)$ and the accuracy of the approximation depends on the order of the Taylor expansion. On the other hand, the order of the Taylor expansion also determines the computational complexity of the channel estimation algorithm. In this work we employ a second-order Taylor expansion for $\left|f_{l}\right|<0.1$.

In order to assess the accuracy of the second-order Taylor series expansion, we compare the MSE of the received OFDM symbol using several approximation orders. Here the MSE is defined as the mean squared difference between the exact value of the signal at the receiver $(Y[k])$ and its approximation $(\widehat{Y}[k])$

$$
\begin{equation*}
\mathrm{MSE} \triangleq E\left\{|Y[k]-\widehat{Y}[k]|^{2}\right\} \tag{3.10}
\end{equation*}
$$

where $E\{x\}$ is the ensemble average of a random sequence $x . Y[k]$ and $\widehat{Y}[k]$ are calculated according to (3.4a) and (3.7) assuming $w[k]=0$, respectively. From Fig. 3.1 one observes that the MSE increases with the normalized Doppler frequency $f_{l}$ as expected. Fig. 3.1 also shows that the first-order approximation may be inadequate. However, the difference between the second-order approximation and third-order approximation is negligible. Furthermore, with a typical value of $f_{l}$, e.g. $f_{l}=0.05$, the MSE of the second-order approximation is about -50 dB and, thus, can be ignored in our estimation problem. Therefore, we can conclude that a second-order approximation


Figure 3.1: An MSE comparison for three different approximation orders.
is sufficient for our problem and modify (3.8) to be

$$
\begin{equation*}
\vec{Y} \approx \sum_{l=1}^{L} h_{l}\left(\vec{A}_{l}+\vec{B}_{l} f_{l}+\vec{C}_{l} f_{l}^{2}\right)+\vec{w} . \tag{3.11}
\end{equation*}
$$

The likelihood function of the received symbol is then given by

$$
\begin{align*}
f\left(\vec{Y} \mid\left\{h_{l}, f_{l}\right\}_{l=1}^{L}\right)=\frac{1}{\pi^{N} \sigma^{N}} \exp \{-[\vec{Y}- & \left.\sum_{l=1}^{L} h_{l}\left(\vec{A}_{l}+\vec{B}_{l} f_{l}+\vec{C}_{l} f_{l}^{2}\right)\right]^{H}  \tag{3.12}\\
& \left.\times\left[\vec{Y}-\sum_{l=1}^{L} h_{l}\left(\vec{A}_{l}+\vec{B}_{l} f_{l}+\vec{C}_{l} f_{l}^{2}\right)\right] / \sigma^{2}\right\}
\end{align*}
$$

where $(\cdot)^{H}$ denotes the Hermitian transpose of the argument matrix. One can therefore express the ML estimation for the parameters $h_{l}$ 's and $f_{l}$ 's as

$$
\begin{equation*}
\left\{\hat{h}_{l}, \hat{f}_{l}\right\}_{l=1}^{L}=\arg \min _{\left\{h_{l}, f_{l}\right\}_{l=1}^{L}}\left|\vec{Y}-\sum_{l=1}^{L} h_{l}\left(\vec{A}_{l}+\vec{B}_{l} f_{l}+\vec{C}_{l} f_{l}^{2}\right)\right|^{2} \tag{3.13}
\end{equation*}
$$

where $\hat{h}_{l}$ 's and $\hat{f}_{l}$ 's are the solutions to

$$
\begin{equation*}
\frac{\partial}{\partial h_{l^{\prime}}} \ln f\left(\vec{Y} \mid\left\{h_{l}, f_{l}\right\}_{l=1}^{L}\right)=0 \tag{3.14}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{\partial}{\partial f_{l^{\prime}}} \ln f\left(\vec{Y} \mid\left\{h_{l}, f_{l}\right\}_{l=1}^{L}\right)=0 \tag{3.15}
\end{equation*}
$$

respectively. From (3.12), we can get

$$
\begin{align*}
\ln f\left(\vec{Y} \mid\left\{h_{l}, f_{l}\right\}_{l=1}^{L}\right)=\ln \frac{1}{\pi^{N} \sigma^{N}}-\frac{1}{\sigma^{2}}[\vec{Y}- & \left.\sum_{l=1}^{L} h_{l}\left(\vec{A}_{l}+\vec{B}_{l} f_{l}+\vec{C}_{l} f_{l}^{2}\right)\right]^{H}  \tag{3.16}\\
& \times\left[\vec{Y}-\sum_{l=1}^{L} h_{l}\left(\vec{A}_{l}+\vec{B}_{l} f_{l}+\vec{C}_{l} f_{l}^{2}\right)\right]
\end{align*}
$$

and show that (3.14) and (3.15) are equivalent to the following equations

$$
\begin{gather*}
{\left[\vec{Y}-\sum_{l=1}^{L} h_{l}\left(\vec{A}_{l}+\vec{B}_{l} f_{l}+\vec{C}_{l} f_{l}^{2}\right)\right]^{H}\left(\vec{A}_{l^{\prime}}+\vec{B}_{l^{\prime}} f_{l^{\prime}}+\vec{C}_{l^{\prime}} f_{l^{\prime}}^{2}\right)=0}  \tag{3.17}\\
\Re\left\{\left[\vec{Y}-\sum_{l=1}^{L} h_{l}\left(\vec{A}_{l}+\vec{B}_{l} f_{l}+\vec{C}_{l} f_{l}^{2}\right)\right]^{H} h_{l^{\prime}}\left(\vec{B}_{l^{\prime}}+2 \vec{C}_{l^{\prime}} f_{l^{\prime}}\right)\right\}=0, \tag{3.18}
\end{gather*}
$$

respectively. Here $\mathfrak{R}\{\cdot\}$ denotes the real part of the complex argument. It is worth mentioning that we need to pay attention to the properties of complex derivatives [29] when obtaining (3.17) and (3.18). Furthermore, we also need to note that (3.17) and (3.18) are non-linear in the $h_{l}$ 's and $f_{l}$ 's. A technique to solve these two equations will be presented in the next section.

## Table 3.1: Algorithm 1

Initialization: Initialize $h_{l}^{(0)}$ and $f_{l}^{(0)}$, for $l=1,2, \ldots, L$. Set the iteration counter $i=0$.

## Iterations:

Step 1: For each $l=1,2, \ldots, L$, calculate

$$
\begin{aligned}
& \tilde{h}_{l}^{(i+1)}=\arg \min _{h_{l}} L\left(h_{l}, \tilde{f}_{l}^{(i)}\right) \\
& \tilde{f}_{l}^{(i+1)}=\arg \min _{f_{l}} L\left(\tilde{h}_{l}^{(i+1)}, f_{l}\right)
\end{aligned}
$$

Step 2: If $\max _{l}\left(\frac{\left|\tilde{h}_{l}^{(i+1)}-\tilde{\tilde{h}}_{l}^{(i)}\right|}{\left|\tilde{h}_{l}^{(i)}\right|}\right) \times 100 \%>\delta_{h}$ or $\max _{l}\left(\frac{\left|\tilde{f}_{l}^{(i+1)}-\tilde{f}_{l}^{(i)}\right|}{\left|\tilde{f}_{l}^{(i)}\right|}\right) \times 100 \%>\delta_{f}$, let
$i=i+1$ and go to Step 1 , otherwise output $\tilde{h}_{l}^{(i+1)}$,s and $\tilde{f}_{l}^{(i+1)}$, .

### 3.3 An Iterative Channel Estimation Algorithm

In this section, we propose an iterative approach to estimate the $\hat{h}_{l}$ 's and ${\hat{f_{l}}}_{l}$ 's based on (3.13). The most straightforward approach is the coordinate-ascent algorithm [30] as shown in Table 3.1, where the cost function $L\left(h_{l}, f_{l}\right)$ is defined as

$$
\begin{align*}
L\left(h_{l}, f_{l}\right)=\mid \vec{Y} & -\sum_{j=1}^{l-1} h_{j}^{(i+1)}\left(\vec{A}_{j}+\vec{B}_{j} f_{j}^{(i+1)}+\vec{C}_{j}\left(f_{j}^{(i+1)}\right)^{2}\right) \\
& -\sum_{j=l+1}^{L} h_{j}^{(i)}\left(\vec{A}_{j}+\vec{B}_{j} f_{j}^{(i)}+\vec{C}_{j}\left(f_{j}^{(i)}\right)^{2}\right)-\left.h_{l}\left(\vec{A}_{l}+\vec{B}_{l} f_{l}+C_{l} f_{l}^{2}\right)\right|^{2} . \tag{3.19}
\end{align*}
$$

Note that in Algorithm 1, the first equation in Step 1 is a linear least-square problem and the second equation in Step 1 requires finding the roots for a third-order polynomial. Both equations can be solved using well-known numerical methods. As discussed in [30], the coordinate-ascent algorithm is a special case of the space-alternating generalized expectation-maximization algorithm and has the attractive property of increasing the likelihood value at each iteration.

### 3.4 Performance Analysis of the Channel Estimation

## Algorithm

In this section, we analyze the MSE performance of the proposed algorithm in large SNR regions assuming the $f_{l}$ 's are small.

From the discussion in Section 3.2 we can see that the ML-based estimation algorithm aims to minimize the cost function in (3.13). Using a small perturbation technique [31], one can obtain from (3.13) a linear equation for the perturbation of the estimates as

$$
\underbrace{\left(\begin{array}{cccc}
R_{11} & R_{12} & \cdots & R_{1 L}  \tag{3.20a}\\
R_{21} & R_{22} & \cdots & R_{2 L} \\
\vdots & \vdots & \ddots & \vdots \\
R_{L 1} & R_{L 2} & \cdots & R_{L L}
\end{array}\right)}_{R} \underbrace{\left(\begin{array}{c}
\Delta \vec{\theta}_{1} \\
\Delta \vec{\theta}_{2} \\
\vdots \\
\Delta \vec{\theta}_{L}
\end{array}\right)}_{\Delta \vec{\theta}}=\underbrace{\left(\begin{array}{c}
\vec{n}_{1} \\
\vec{n}_{2} \\
\vdots \\
\vec{n}_{L}
\end{array}\right)}_{\vec{n}}
$$

where

$$
R_{i j}=\left(\begin{array}{ccc}
\Re\left\{\vec{A}_{j}^{H} \vec{A}_{i}\right\} & \mathfrak{I}\left\{\vec{A}_{j}^{H} \vec{A}_{i}\right\} & \Re\left\{h_{j}^{*} \vec{B}_{j}^{H} \vec{A}_{i}\right\}  \tag{3.20b}\\
-\mathfrak{I}\left\{\vec{A}_{j}^{H} \vec{A}_{i}\right\} & \Re\left\{\vec{A}_{j}^{H} \vec{A}_{i}\right\} & -\mathfrak{I}\left\{h_{j}^{*} \vec{B}_{j}^{H} \vec{A}_{i}\right\} \\
\Re\left\{h_{i} \vec{A}_{j}^{H} \vec{B}_{i}\right\} & \mathfrak{I}\left\{h_{i} \vec{A}_{j}^{H} \vec{B}_{i}\right\} & \Re\left\{h_{i} h_{j}^{*} \vec{B}_{j}^{H} \vec{B}_{i}\right\}
\end{array}\right)
$$

and

$$
\Delta \vec{\theta}_{l}=\left(\begin{array}{c}
\mathfrak{R}\left\{\Delta h_{l}\right\}  \tag{3.20c}\\
\mathfrak{I}\left\{\Delta h_{l}\right\} \\
\Delta f_{l}
\end{array}\right) \quad \vec{n}_{l}=\left(\begin{array}{c}
\mathfrak{R}\left\{\vec{w}^{H} \vec{A}_{l}\right\} \\
-\mathfrak{I}\left\{\vec{w}^{H} \vec{A}_{l}\right\} \\
\mathfrak{R}\left\{h_{l} \vec{w}^{H} \vec{B}_{l}\right\}
\end{array}\right)
$$

where $\mathfrak{R}\{\cdot\}$ and $\mathfrak{I}\{\cdot\}$ respectively denote the real part and imaginary part of the argument, $\{\cdot\}^{*}$ denotes the complex conjugate of the argument, $\Delta h_{l}=\hat{h}_{l}-h_{l}$ and $\Delta f_{l}{ }^{1}=\hat{f}_{l}-f_{l}$ are the estimate perturbations caused by Gaussian noise $\vec{n}_{l}$. A detailed derivation of (3.20) is given in Appendix B. When the Gaussian noise is absent, we have $\hat{h}_{l}=h_{l}$ and $\hat{f}_{l}=f_{l}$.

Equation (3.20) indicates that the perturbations $\Delta \vec{\theta}_{l}$ subject to the Gaussian noise components

[^0]$\vec{n}_{l}, l=1,2, \ldots, L$, are also Gaussian, and one can express $\Delta \overrightarrow{\boldsymbol{\theta}}_{l}$ as
\[

\left($$
\begin{array}{c}
\Delta \vec{\theta}_{1}  \tag{3.21}\\
\Delta \vec{\theta}_{2} \\
\vdots \\
\Delta \vec{\theta}_{L}
\end{array}
$$\right)=\left($$
\begin{array}{cccc}
R_{11} & R_{12} & \cdots & R_{1 L} \\
R_{21} & R_{22} & \cdots & R_{2 L} \\
\vdots & \vdots & \ddots & \vdots \\
R_{L 1} & R_{L 2} & \cdots & R_{L L}
\end{array}
$$\right)^{-1}\left($$
\begin{array}{c}
\vec{n}_{1} \\
\vec{n}_{2} \\
\vdots \\
\vec{n}_{L}
\end{array}
$$\right)
\]

or in a more compact form

$$
\begin{equation*}
\Delta \vec{\theta}=R^{-1} \vec{n} . \tag{3.22}
\end{equation*}
$$

To determine the variance of $\Delta \vec{\theta}_{l}$ subject to Gaussian noise components $\vec{n}_{l}$, we have

$$
\begin{align*}
\vec{n}_{i} \vec{n}_{j}^{H} & =\left(\begin{array}{c}
\Re\left\{\vec{w}^{H} \vec{A}_{i}\right\} \\
-\mathfrak{I}\left\{\vec{w}^{H} \vec{A}_{i}\right\} \\
\Re\left\{h_{i} \vec{w}^{H} \vec{B}_{i}\right\}
\end{array}\right)\left(\begin{array}{c}
\Re\left\{\vec{w}^{H} \vec{A}_{j}\right\} \\
-\mathfrak{I}\left\{\vec{w}^{H} \vec{A}_{j}\right\} \\
\Re\left\{h_{j} \vec{w}^{H} \vec{B}_{j}\right\}
\end{array}\right)^{H} \\
& =\left(\begin{array}{ccc}
\Re\left\{\vec{w}^{H} \vec{A}_{i}\right\} \Re\left\{\vec{w}^{H} \vec{A}_{j}\right\} & -\Re\left\{\vec{w}^{H} \vec{A}_{i}\right\} \mathfrak{I}\left\{\vec{w}^{H} \vec{A}_{j}\right\} & \Re\left\{\vec{w}^{H} \vec{A}_{i}\right\} \Re\left\{h_{j} \vec{w}^{H} \vec{B}_{j}\right\} \\
-\mathfrak{I}\left\{\vec{w}^{H} \vec{A}_{i}\right\} \Re\left\{\vec{w}^{H} \vec{A}_{j}\right\} & \mathfrak{I}\left\{\vec{w}^{H} \vec{A}_{i}\right\} \mathfrak{I}\left\{\vec{w}^{H} \vec{A}_{j}\right\} & -\mathfrak{I}\left\{\vec{w}^{H} \vec{A}_{i}\right\} \Re\left\{h_{j} \vec{w}^{H} \vec{B}_{j}\right\} \\
\Re\left\{\vec{w}_{i} \vec{w}^{H} \vec{B}_{i}\right\} \Re\left\{\vec{w}^{H} \vec{A}_{j}\right\} & -\Re\left\{h_{i} \vec{w}^{H} \vec{B}_{i}\right\} \mathfrak{I}\left\{\vec{w}^{H} \vec{A}_{j}\right\} & \Re\left\{h_{i} \vec{w}^{H} \vec{B}_{i}\right\} \Re\left\{h_{j} \vec{w}^{H} \vec{B}_{j}\right\}
\end{array}\right) \tag{3.23}
\end{align*}
$$

and

$$
\begin{align*}
E\left\{\vec{n}_{i} \vec{n}_{j}^{H}\right\} & =\frac{\sigma^{2}}{2} E\left\{\left(\begin{array}{ccc}
\mathfrak{R}\left\{\vec{A}_{j}^{H} \vec{A}_{i}\right\} & \mathfrak{I}\left\{\vec{A}_{j}^{H} \vec{A}_{i}\right\} & \mathfrak{R}\left\{h_{j}^{*} \vec{B}_{j}^{H} \vec{A}_{i}\right\} \\
-\mathfrak{I}\left\{\vec{A}_{j}^{H} \vec{A}_{i}\right\} & \mathfrak{R}\left\{\vec{A}_{j}^{H} \vec{A}_{i}\right\} & -\mathfrak{I}\left\{h_{j}^{*} \vec{B}_{j}^{H} \vec{A}_{i}\right\} \\
\Re\left\{h_{i} \vec{A}_{j}^{H} \vec{B}_{i}\right\} & \mathfrak{I}\left\{h_{i} \vec{A}_{j}^{H} \vec{B}_{i}\right\} & \Re\left\{h_{i} h_{j}^{*} \vec{B}_{j}^{H} \vec{B}_{i}\right\}
\end{array}\right)\right\} \\
& =\frac{\sigma^{2}}{2} E\left\{R_{i j}\right\} \\
& =\frac{\sigma^{2}}{2} R_{i j} . \tag{3.24}
\end{align*}
$$

In obtaining (3.24), we have used the fact that $\vec{w}$ is a complex Gaussian noise vector whose elements have independent real and imaginary parts with zero mean and variance equal to $\sigma^{2} / 2$.

Therefore, using (3.20a), (3.22) and (3.24), one can show straightforwardly that

$$
E\left\{\left(\begin{array}{c}
\vec{n}_{1}  \tag{3.25}\\
\vdots \\
\vec{n}_{L}
\end{array}\right)\left(\vec{n}_{1}^{H} \cdots \vec{n}_{L}^{H}\right)\right\}=\frac{\sigma^{2}}{2} R
$$

and

$$
E\left\{\left(\begin{array}{c}
\Delta \vec{\theta}_{1}  \tag{3.26}\\
\vdots \\
\Delta \vec{\theta}_{L}
\end{array}\right)\left(\Delta \vec{\theta}_{1}^{H} \cdots \Delta \vec{\theta}_{L}^{H}\right)\right\}=\frac{\sigma^{2}}{2} R^{-1}
$$

Generally speaking, the elements in $R_{i j}, i \neq j$, are non-zero and, thus, the small perturbations for different taps, $\Delta \vec{\theta}_{l}$, are correlated. When $L \ll N$ and a pseudo-random sequence $X[k]$ is used as the training symbols, the values of $R_{i j}, i \neq j$, are generally much smaller than those in $R_{i i}$ and, thus, negligible [25]. For such cases, one can rewrite (3.26) as

$$
\begin{equation*}
E\left\{\Delta \vec{\theta}_{l}^{H} \Delta \vec{\theta}_{l}\right\}=\frac{\sigma^{2}}{2} R_{l l}^{-1}, \quad l=1,2, \ldots, L \tag{3.27}
\end{equation*}
$$

where

$$
\begin{align*}
R_{l l} & =\left(\begin{array}{ccc}
\mathfrak{R}\left\{\vec{A}_{l}^{H} \vec{A}_{l}\right\} & \mathfrak{I}\left\{\vec{A}_{l}^{H} \vec{A}_{l}\right\} & \mathfrak{R}\left\{h_{l}^{*} \vec{B}_{l}^{H} \vec{A}_{l}\right\} \\
-\mathfrak{I}\left\{\vec{A}_{l}^{H} \vec{A}_{l}\right\} & \mathfrak{R}\left\{\vec{A}_{l}^{H} \vec{A}_{l}\right\} & -\mathfrak{I}\left\{h_{l}^{*} \vec{B}_{l}^{H} \vec{A}_{l}\right\} \\
\mathfrak{R}\left\{h_{l} \vec{A}_{l}^{H} \vec{B}_{l}\right\} & \mathfrak{I}\left\{h_{l} \vec{A}_{l}^{H} \vec{B}_{l}\right\} & \mathfrak{R}\left\{h_{l}^{*} h_{l} \vec{B}_{l}^{H} \vec{B}_{l}\right\}
\end{array}\right) \\
& =\left(\begin{array}{ccc}
\vec{A}_{l}^{H} \vec{A}_{l} & 0 & \mathfrak{R}\left\{h_{l}^{*} \vec{B}_{l}^{H} \vec{A}_{l}\right\} \\
0 & \vec{A}_{l}^{H} \vec{A}_{l} & -\mathfrak{I}\left\{h_{l}^{*} \vec{B}_{l}^{H} \vec{A}_{l}\right\} \\
\mathfrak{R}\left\{h_{l} \vec{A}_{l}^{H} \vec{B}_{l}\right\} & \mathfrak{I}\left\{h_{l} \vec{A}_{l}^{H} \vec{B}_{l}\right\} & \left.\left|h_{l}\right|^{2} \vec{B}_{l}^{H} \vec{B}_{l}\right\}
\end{array}\right) \tag{3.28}
\end{align*}
$$

and $R_{l l}^{-1}$ is shown to be

$$
\begin{align*}
& R_{l l}^{-1}=\frac{1}{\left|h_{l}\right|^{2} \vec{A}_{l}^{H} \vec{A}_{l}\left(\zeta-\left|\vec{B}_{l}^{H} \vec{A}_{l}\right|^{2}\right)} \\
& \qquad\left(\begin{array}{ccc}
\zeta\left|h_{l}\right|^{2}-\left(\mathfrak{I}\left\{h_{l} \vec{A}_{l}^{H} \vec{B}_{l}\right\}\right)^{2} & \Re\left\{h_{l} \vec{A}_{l}^{H} \vec{B}_{l}\right\} \mathfrak{I}\left\{h_{l} \vec{A}_{l}^{H} \vec{B}_{l}\right\} & -\vec{A}_{l}^{H} \vec{A}_{l} \Re\left\{h_{l} \vec{A}_{l}^{H} \vec{B}_{l}\right\} \\
\Re\left\{h_{l}^{H} \vec{A}_{l}^{H} \vec{B}_{l}\right\} \mathfrak{I}\left\{h_{l} \vec{A}_{l}^{H} \vec{B}_{l}\right\} & \zeta\left|h_{l}\right|^{2}-\left(\Re\left\{h_{l} \vec{A}_{l}^{H} \vec{B}_{l}\right\}\right)^{2} & -\vec{A}_{l}^{H} \vec{A}_{l} \mathfrak{J}\left\{h_{l} \vec{A}_{l}^{H} \vec{B}_{l}\right\} \\
-\vec{A}_{l}^{H} \vec{A}_{l} \Re\left\{h_{l} \vec{A}_{l}^{H} \vec{B}_{l}\right\} & -\vec{A}_{l}^{H} \vec{A}_{l} \mathfrak{I}\left\{h_{l} \vec{A}_{l}^{H} \vec{B}_{l}\right\} & \left(\vec{A}_{l}^{H} \vec{A}_{l}\right)^{2}
\end{array}\right) \tag{3.29}
\end{align*}
$$

where $\zeta$ is defined as $\zeta=\vec{A}_{l}^{H} \vec{A}_{l} \vec{B}_{l}^{H} \vec{B}_{l}$ for the sake of convenience. Equation (3.27) indicates that the perturbations $\Delta \vec{\theta}_{l}$ for different taps can be treated independently. However, for the same $l$, the perturbations $\Delta h_{l}=\mathfrak{R}\left\{\Delta h_{l}\right\}+j \mathfrak{I}\left\{\Delta h_{l}\right\}$ and $\Delta f_{l}$ are still correlated because the non-diagonal elements in $R_{l l}$ are not negligible.

It is of interest to obtain some explicit results for the estimation performance. Motivated by [32], we consider the asymptotic behavior with a white training sequence. Under this condition, we have

$$
\begin{gather*}
\vec{A}_{l}^{H} \vec{A}_{l}=1  \tag{3.30a}\\
\vec{B}_{l}^{H} \vec{A}_{l}=-\frac{j \pi(N-1)}{N}  \tag{3.30b}\\
\vec{B}_{l}^{H} \vec{B}_{l}=\frac{2 \pi^{2}(N-1)(2 N-1)}{3 N^{2}} \tag{3.30c}
\end{gather*}
$$

where the derivations of (3.30a)-(3.30b) are trivial, and a detailed derivation of (3.30c) can be found in Appendix C. According to the definition of $\Delta \vec{\theta}_{l}$, we can obtain

$$
\begin{align*}
\Delta \vec{\theta}_{l} \Delta \vec{\theta}_{l}^{H} & =\left(\begin{array}{c}
\mathfrak{R}\left\{\Delta h_{l}\right\} \\
\mathfrak{I}\left\{\Delta h_{l}\right\} \\
\Delta f_{l}
\end{array}\right)\left(\begin{array}{c}
\mathfrak{R}\left\{\Delta h_{l}\right\} \\
\mathfrak{I}\left\{\Delta h_{l}\right\} \\
\Delta f_{l}
\end{array}\right)^{H} \\
& =\left(\begin{array}{ccc}
\left(\mathfrak{R}\left\{\Delta h_{l}\right\}\right)^{2} & \mathfrak{R}\left\{\Delta h_{l}\right\} \mathfrak{I}\left\{\Delta h_{l}\right\} & \mathfrak{R}\left\{\Delta h_{l}\right\} \Delta f_{l} \\
\mathfrak{R}\left\{\Delta h_{l}\right\} \mathfrak{I}\left\{\Delta h_{l}\right\} & \left(\mathfrak{I}\left\{\Delta h_{l}\right\}\right)^{2} & \mathfrak{I}\left\{\Delta h_{l}\right\} \Delta f_{l} \\
\mathfrak{R}\left\{\Delta h_{l}\right\} \Delta f_{l} & \mathfrak{I}\left\{\Delta h_{l}\right\} \Delta f_{l} & \Delta f_{l}^{2}
\end{array}\right) \tag{3.31}
\end{align*}
$$

and

$$
\begin{align*}
\Delta h_{l}^{*} \Delta h_{l} & =\left|\Delta h_{l}\right|^{2} \\
& =\left(\Re\left\{\Delta h_{l}\right\}\right)^{2}+\left(\mathfrak{I}\left\{\Delta h_{l}\right\}\right)^{2} . \tag{3.32}
\end{align*}
$$

Therefore, we can obtain the expression for the estimation performance as

$$
\begin{align*}
E\left\{\Delta h_{l}^{*} \Delta h_{l}\right\} & =E\left\{\left(\mathfrak{R}\left\{\Delta h_{l}\right\}\right)^{2}+\left(\mathfrak{I}\left\{\Delta h_{l}\right\}\right)^{2}\right\} \\
& =E\left\{\left(\mathfrak{R}\left\{\Delta h_{l}\right\}\right)^{2}\right\}+E\left\{\left(\mathfrak{I}\left\{\Delta h_{l}\right\}\right)^{2}\right\} . \tag{3.33}
\end{align*}
$$

Applying (3.27), (3.29) and (3.30) to (3.33), one can obtain

$$
\begin{align*}
E\left\{\Delta h_{l}^{*} \Delta h_{l}\right\} & =\frac{\sigma^{2}\left(2 \vec{A}_{l}^{H} \vec{A}_{l} \vec{B}_{l}^{H} \vec{B}_{l}-\left|\vec{B}_{l}^{H} \vec{A}_{l}\right|^{2}\right)}{2 \vec{A}_{l}^{H} \vec{A}_{l}\left(\vec{A}_{l}^{H} \vec{A}_{l} \vec{B}_{l}^{H} \vec{B}_{l}-\left|\vec{B}_{l}^{H} \vec{A}_{l}\right|^{2}\right)} \\
& =\frac{\left(5 N^{2}-6 N-1\right) \sigma^{2}}{2\left(N^{2}-1\right)} . \tag{3.34}
\end{align*}
$$

Similarly, we can obtain

$$
\begin{align*}
E\left\{\Delta f_{l}^{2}\right\} & =\frac{\sigma^{2} \vec{A}_{l}^{H} \vec{A}_{l}}{2\left|h_{l}\right|^{2}\left(\vec{A}_{l}^{H} \vec{A}_{l} \vec{B}_{l}^{H} \vec{B}_{l}-\left|\vec{B}_{l}^{H} \vec{A}_{l}\right|^{2}\right)} \\
& =\frac{3 N^{2} \sigma^{2}}{2 \pi^{2}\left(N^{2}-1\right)\left|h_{l}\right|^{2}} . \tag{3.35}
\end{align*}
$$

When $N \rightarrow \infty$, we have

$$
\begin{equation*}
\lim _{N \rightarrow \infty} E\left\{\Delta h_{l}^{*} \Delta h_{l}\right\}=\lim _{N \rightarrow \infty} \frac{\left(5 N^{2}-6 N-1\right) \sigma^{2}}{2\left(N^{2}-1\right)}=\frac{5 \sigma^{2}}{2} \tag{3.36}
\end{equation*}
$$

and

$$
\begin{equation*}
\lim _{N \rightarrow \infty} E\left\{\Delta f_{l}^{2}\right\}=\lim _{N \rightarrow \infty} \frac{3 N^{2} \sigma^{2}}{2 \pi^{2}\left(N^{2}-1\right)\left|h_{l}\right|^{2}}=\frac{3 \sigma^{2}}{2 \pi^{2}\left|h_{l}\right|^{2}} \tag{3.37}
\end{equation*}
$$

In comparison, the Cramer-Rao bound (CRB) at large SNR for the classical frequency offset estimator of Moose is [33], [34]

$$
\begin{equation*}
\operatorname{CRB}_{\text {Moose }}\left(f_{l}\right)=\left(\frac{2}{2 \pi}\right)^{2} \frac{2 \sigma^{2}}{\left|h_{l}\right|^{2} \vec{A}_{l}^{H} \vec{A}_{l}}=\frac{2 \sigma^{2}}{\pi^{2}\left|h_{l}\right|^{2}} . \tag{3.38}
\end{equation*}
$$

Thus, from (3.37) and (3.38), we can see that the estimation algorithm considered in this paper can achieve $10 \log _{10} \frac{2}{3 / 2}=1.25 \mathrm{~dB}$ gain over Moose's estimator. In Section 3.5, it will be seen that simulations performed to test the analytical results confirm the theoretical analysis.

### 3.5 Numerical Results and Discussions

In this section, we present some numerical results by considering a discrete baseband OFDM uplink in our simulation. The complex amplitude $h_{l}$ is randomly chosen, and the normalized Doppler frequency $f_{l}$ is chosen to be less than 0.1 . The total number of subcarriers is fixed at $N=256$. A binary phase-shift keying (BPSK) signaling scheme is adopted in the simulation. We set the stopping threshold values for the proposed algorithm as $\delta_{h}=1 \%$ and $\delta_{f}=1 \%$. A second-order Taylor series expansion is adopted in the simulation. Here the MSE is adopted as the performance measure.

Fig. 3.2 plots the MSE performance comparison between Algorithm 1 and Moose's estimator for $f_{l}$ in a fading channel with $L=1$. Here $h_{l}$ is randomly chosen and $f_{l}$ is set to be $f_{l}=0.05$. The MSEs are obtained by averaging over 2000 trials, and the theoretical performance predictions of $\hat{f}_{l}$ are obtained using (3.37) and (3.38). From Fig. 3.2, we observe that the simulated MSE performance of both algorithms and their theoretical predictions are in excellent agreement over a wide range of SNR values. The simulated performance curve for Algorithm 1 exhibits an error floor, which is caused by the approximation error when the average SNR value is greater than 25 dB . This is the cause of discrepancy between the simulated curve and the theoretical curve for SNR greater than 25 dB . However, the values of MSE in these regions are small and the error floor is negligible. Fig. 3.2 also shows that Algorithm 1 outperforms Moose's estimator by about 1.2 dB over a wide range of SNR values.

Fig. 3.3 plots the average MSE performance of $\hat{h}_{l}$ in a multipath fading channel with $L=$ 3 for the proposed algorithm and Figs. 3.4-3.6 plot MSE performance of $\hat{f}_{l}$ for the same system with three different $f_{l}$ values. Here the $h_{l}$ 's are arbitrarily chosen to be $\vec{h}_{l}=[0.2944+$ $1.6236 j,-1.3362-0.6918 j, 0.7143+0.858 j]$, and the $f_{l}$ 's are set to be $\vec{f}_{l}=[0.04,0.02,0.06]$, respectively. The MSEs are obtained by averaging over 1500 trials, and the theoretical performance predictions of $\hat{h}_{l}$ and $\hat{f}_{l}$ are obtained using (3.36) and (3.37), respectively. From Figs. 3.3-3.6, we observe that the simulated MSE performance of $\hat{h}_{l}$ and $\hat{f}_{l}$ for Algorithm 1 and their theoretical predictions have excellent agreement over a wide range of SNR values. Figs. 3.4-3.6 also show that the MSE performance degrades with an increasing value of $f_{l}$, owing to increased (deterministic) approximation errors. From Fig. 3.4, it is seen for $f_{l}=0.02$ that the simulated result and the theoretical result agree over the entire SNR range. Figs. 3.3, 3.5 and 3.6 suggest that the simulated results overestimate the theoretical results when the average SNR value is large. This is because we adopt a second-order Taylor series expansion to simplify the estimation problem, and the error floor is caused by the approximation error. However, the values of MSE in these regions are small and the error floor is negligible.


Figure 3.2: An MSE performance comparison between Algorithm 1 and Moose's estimator for $\hat{f}_{l}$ when $f_{l}=0.05, \delta_{h}=1 \%$ and $\delta_{f}=1 \%$.


Figure 3.3: An average MSE performance comparison between the simulated results and the theoretical values for $\hat{h}_{l}$ of Algorithm 1 when $\delta_{h}=1 \%$ and $\delta_{f}=1 \%$.


Figure 3.4: An MSE performance comparison between the simulated results and the theoretical values for $\hat{f}_{l}$ of Algorithm 1 when $f_{l}=0.02, \delta_{h}=1 \%$ and $\delta_{f}=1 \%$.


Figure 3.5: An MSE performance comparison between the simulated results and the theoretical values for $\hat{f}_{l}$ of Algorithm 1 when $f_{l}=0.04, \delta_{h}=1 \%$ and $\delta_{f}=1 \%$.


Figure 3.6: An MSE performance comparison between the simulated results and the theoretical values for $\hat{f}_{l}$ of Algorithm 1 when $f_{l}=0.06, \delta_{h}=1 \%$ and $\delta_{f}=1 \%$.

## Chapter 4

## Convergence Study of ML-based Channel Estimation Algorithms

In Chapter 3, by taking into account the ICI component, we proposed an ML-based channel estimation algorithm (which does not require channel statistics) for OFDM systems in dispersive timevarying fading channels. Our proposed channel estimation algorithm is iterative. In this chapter, we will study the convergence performance of the iterative algorithm presented in Chapter 3 analytically. Furthermore, we propose an improved fast converging channel estimation algorithm for OFDM systems in dispersive time-varying fading channels. An SOR method [35] is adopted to accelerate our proposed channel estimation algorithm. Our computer simulations demonstrate that the improved algorithm, which achieves the same MSE performance as the algorithm proposed in Chapter 3, has better convergence performance.

### 4.1 Convergence Performance Analysis of the Proposed Algorithm

In this section we first analyze the convergence rate of Algorithm 1 proposed in Chapter 3. Based on the convergence rate analysis we propose an improved fast converging algorithm using an SOR method [35] in the next section. We first rewrite the linear expression in (3.20a) for small pertur-
bation as a linear Gauss-Seidel iteration [35, eq. (3.15), page 72]

$$
D\left(\begin{array}{c}
\Delta \vec{\theta}_{1}^{(i+1)}  \tag{4.1}\\
\Delta \vec{\theta}_{2}^{(i+1)} \\
\vdots \\
\Delta \vec{\theta}_{L}^{(i+1)}
\end{array}\right)=-L\left(\begin{array}{c}
\Delta \vec{\theta}_{1}^{(i+1)} \\
\Delta \vec{\theta}_{2}^{(i+1)} \\
\vdots \\
\Delta \vec{\theta}_{L}^{(i+1)}
\end{array}\right)-U\left(\begin{array}{c}
\Delta \vec{\theta}_{1}^{(i)} \\
\Delta \vec{\theta}_{2}^{(i)} \\
\vdots \\
\Delta \vec{\theta}_{L}^{(i)}
\end{array}\right)+\left(\begin{array}{c}
\vec{n}_{1} \\
\vec{n}_{2} \\
\vdots \\
\vec{n}_{L}
\end{array}\right)
$$

or, equivalently,

$$
\begin{equation*}
D \Delta \overrightarrow{\boldsymbol{\theta}}^{(i+1)}=-L \Delta \overrightarrow{\boldsymbol{\theta}}^{(i+1)}-U \Delta \overrightarrow{\boldsymbol{\theta}}^{(i)}+\vec{n} \tag{4.2}
\end{equation*}
$$

where $D$ is a diagonal matrix whose entries are the diagonal elements of $R ; L$ and $U$ are the lower and upper triangular matrices of $R$, i.e., $L+D+U=R$. Applying (3.20a) to (4.1), we can obtain

$$
D\left(\begin{array}{c}
\Delta \vec{\theta}_{1}^{(i+1)}  \tag{4.3}\\
\Delta \vec{\theta}_{2}^{(i+1)} \\
\vdots \\
\Delta \vec{\theta}_{L}^{(i+1)}
\end{array}\right)=-L\left(\begin{array}{c}
\Delta \vec{\theta}_{1}^{(i+1)} \\
\Delta \vec{\theta}_{2}^{(i+1)} \\
\vdots \\
\Delta \vec{\theta}_{L}^{(i+1)}
\end{array}\right)-U\left(\begin{array}{c}
\Delta \vec{\theta}_{1}^{(i)} \\
\Delta \vec{\theta}_{2}^{(i)} \\
\vdots \\
\Delta \vec{\theta}_{L}^{(i)}
\end{array}\right)+R\left(\begin{array}{c}
\Delta \vec{\theta}_{1} \\
\Delta \vec{\theta}_{2} \\
\vdots \\
\Delta \vec{\theta}_{L}
\end{array}\right),
$$

i.e.,

$$
(D+L)\left(\begin{array}{c}
\Delta \vec{\theta}_{1}^{(i+1)}-\Delta \vec{\theta}_{1}  \tag{4.4}\\
\Delta \vec{\theta}_{2}^{(i+1)}-\Delta \vec{\theta}_{2} \\
\vdots \\
\Delta \vec{\theta}_{L}^{(i+1)}-\Delta \vec{\theta}_{L}
\end{array}\right)=-U\left(\begin{array}{c}
\Delta \vec{\theta}_{1}^{(i)}-\Delta \vec{\theta}_{1} \\
\Delta \vec{\theta}_{2}^{(i)}-\Delta \vec{\theta}_{2} \\
\vdots \\
\Delta \vec{\theta}_{L}^{(i)}-\Delta \vec{\theta}_{L}
\end{array}\right)
$$

or, in a more compact form as

$$
\begin{equation*}
(D+L)\left(\Delta \vec{\theta}^{(i+1)}-\Delta \vec{\theta}\right)=-U\left(\Delta \vec{\theta}^{(i)}-\Delta \vec{\theta}\right) . \tag{4.5}
\end{equation*}
$$

The convergence rate ${ }^{2}$ of (4.5) is determined by the largest (in an absolute value sense) eigenvalue of $(D+L)^{-1} U[35]$.

The Gauss-Seidel iteration is a simple and efficient algorithm. However, by exploiting the

[^1]structure of the Fisher information matrix $R$, one may adopt an overrelaxation philosophy to accelerate the convergence rate. We will next introduce an SOR method [35] to achieve faster convergence.

Corresponding to the linear iteration (4.2), an overrelaxed linear iteration can be expressed as [35, eq. (3.22), page 73]

$$
\begin{equation*}
D \Delta \overrightarrow{\boldsymbol{\theta}}^{(i+1)}=\eta\left(-L \Delta \overrightarrow{\boldsymbol{\theta}}^{(i+1)}-U \Delta \overrightarrow{\boldsymbol{\theta}}^{(i)}+\vec{n}\right)+(1-\eta) D \Delta \overrightarrow{\boldsymbol{\theta}}^{(i)} \tag{4.6}
\end{equation*}
$$

where $\eta$ is the relaxation factor. Applying (3.20a) to (4.6), we can obtain

$$
\begin{equation*}
(D+\eta L)\left(\Delta \vec{\theta}^{(i+1)}-\Delta \vec{\theta}\right)=[(1-\eta) D-\eta U]\left(\Delta \vec{\theta}^{(i)}-\Delta \vec{\theta}\right) . \tag{4.7}
\end{equation*}
$$

Similarly to the Gauss-Seidel iteration in (4.5), the convergence rate of the successive overrelaxed iteration in (4.7) depends on the largest absolute value of the eigenvalues of $(D+\eta L)^{-1}[(1-$ $\eta) D-\eta U$ ] [35]. To achieve the fastest convergence rate for (4.7), one is required to minimize the largest eigenvalue of $(D+\eta L)^{-1}[(1-\eta) D-\eta U]$ by choosing the optimal value for $\eta$. To simplify the analysis, we again assume that $R_{i j}=0$ for $i \neq j$. Under this assumption, $D, L$ and $U$ are block diagonal matrices composed of $3 \times 3$ matrices $D_{l}, L_{l}$ and $U_{l}, l=1, \ldots, L$. Thus, for the first step, we consider the optimization on the eigenvalues of $\left(D_{l}+\eta L_{l}\right)^{-1}\left[(1-\eta) D_{l}-\eta U_{l}\right]$ separately. For the sake of convenience, we denote

$$
\begin{aligned}
& a_{l}=\vec{A}_{l}^{H} \vec{A}_{l}, \\
& b_{l}=\left|h_{l}\right|^{2} \vec{B}_{l}^{H} \vec{B}_{l}, \\
& c_{l}=\Re\left\{h_{l}^{*} \vec{B}_{l}^{H} \vec{A}_{l}\right\}, \\
& d_{l}=\mathfrak{I}\left\{h_{l}^{*} \vec{B}_{l}^{H} \vec{A}_{l}\right\},
\end{aligned}
$$

and obtain

$$
\begin{align*}
M_{\eta} & \triangleq D_{l}+\eta L_{l} \\
& =\left(\begin{array}{ccc}
a_{l} & 0 & 0 \\
0 & a_{l} & 0 \\
\eta c_{l} & -\eta d_{l} & b_{l}
\end{array}\right) \\
& =\left(\begin{array}{ccc}
1 & 0 & 0 \\
0 & 1 & 0 \\
\eta c_{l} / a_{l} & -\eta d_{l} / a_{l} & 1
\end{array}\right)\left(\begin{array}{ccc}
a_{l} & 0 & 0 \\
0 & a_{l} & 0 \\
0 & 0 & b_{l}
\end{array}\right)  \tag{4.8}\\
N_{\eta} & \triangleq(1-\eta) D_{l}-\eta U_{l} \\
& =\left(\begin{array}{ccc}
(1-\eta) a_{l} & 0 & -\eta c_{l} \\
0 & (1-\eta) a_{l} & \eta d_{l} \\
0 & 0 & (1-\eta) b_{l}
\end{array}\right) . \tag{4.9}
\end{align*}
$$

It is straightforward to show that

$$
M_{\eta}^{-1} N_{\eta}=\left(\begin{array}{ccc}
1-\eta & 0 & -\eta c_{l} / a_{l}  \tag{4.10}\\
0 & 1-\eta & \eta d_{l} / a_{l} \\
-\eta(1-\eta) c_{l} / b_{l} & \eta(1-\eta) d_{l} / b_{l} & (1-\eta)+\eta^{2}\left(c_{l}^{2}+d_{l}^{2}\right) / a_{l} b_{l}
\end{array}\right)
$$

The eigenvalues of (4.10) are the roots of the characteristic equation

$$
\begin{equation*}
\lambda^{3}-\left[3(1-\eta)+\frac{\eta^{2}\left(c_{l}^{2}+d_{l}^{2}\right)}{a_{l} b_{l}}\right] \lambda^{2}+(1-\eta)\left[3(1-\eta)+\frac{\eta^{2}\left(c_{l}^{2}+d_{l}^{2}\right)}{a_{l} b_{l}}\right] \lambda-(1-\eta)^{3}=0 . \tag{4.11}
\end{equation*}
$$

For the sake of simplicity, we denote

$$
\begin{equation*}
k_{l} \triangleq \frac{c_{l}^{2}+d_{l}^{2}}{a_{l} b_{l}}=\frac{\left|\vec{B}_{l}^{H} \vec{A}_{l}\right|^{2}}{{\overrightarrow{\vec{A}_{l}^{H}} \vec{A}_{l} \vec{B}_{l}^{H} \vec{B}_{l}}^{\text {and }}} \tag{4.12}
\end{equation*}
$$

and simplify (4.11) to

$$
\begin{equation*}
\lambda^{3}-\left[3(1-\eta)+\eta^{2} k_{l}\right] \lambda^{2}+(1-\eta)\left[3(1-\eta)+\eta^{2} k_{l}\right] \lambda-(1-\eta)^{3}=0 . \tag{4.13}
\end{equation*}
$$

It is shown in Appendix D that the optimal value of $\eta$ which minimizes the largest eigenvalue (in absolute value) of $M_{\eta}^{-1} N_{\eta}$, is

$$
\begin{equation*}
\eta=\frac{2\left(1-\sqrt{1-k_{l}}\right)}{k_{l}} \tag{4.14}
\end{equation*}
$$

and the corresponding largest absolute value for the eigenvalues of $M_{\eta}^{-1} N_{\eta}$ is

$$
\begin{equation*}
|\lambda|=|1-\eta|=\left|1-\frac{2\left(1-\sqrt{1-k_{l}}\right)}{k_{l}}\right| . \tag{4.15}
\end{equation*}
$$

Generally, an SOR method requires knowledge about the structure of the Fisher information matrix. It is observed in (3.20b) that this matrix (the Fisher information matrix $R_{l l}$ ) depends on the channel realization $h_{l}$. However, (4.12) and (4.14) indicate that for a given $3 \times 3$ Fisher information matrix $R_{l l}$, the optimal $\eta$ value does not depend on the channel realization $h_{l}$. Instead, it only relies on the training sequence. In other words, given the training sequence, the receiver can employ $\eta$ in (4.14) to achieve a fast convergence rate for the overrelaxed iteration.

Typically convergence accelerating algorithms require full knowledge of the Fisher information matrix $R_{l l}$ to achieve better convergence rates. This implies that one needs to estimate $h_{l}$ and it renders such algorithms less useful. In contrast, the overrelaxation method proposed in this work only requires information about the training sequence and, therefore, is more robust. This property makes the overrelaxation method an attractive approach to achieve a fast convergence rate in practical receivers.

From (4.12) and (4.14), it is observed that the $\eta$ value depends on $k_{l}$ and may vary for different l. Substitution of (3.30) into (4.12) yields

$$
\begin{align*}
k_{l} & =\frac{\pi^{2}(N-1)^{2} / N^{2}}{2 \pi^{2}(N-1)(2 N-1) / 3 N^{2}} \\
& =\frac{3(N-1)}{2(2 N-1)} \tag{4.16}
\end{align*}
$$

which is, in fact, independent of $l$ assuming a white training sequence is employed. By letting $N \rightarrow \infty$, we have the limiting value $\eta$, from (4.14) and (4.16), as

$$
\begin{align*}
\eta & =\lim _{N \rightarrow \infty} \frac{2\left(1-\sqrt{1-k_{l}}\right)}{k_{l}} \\
& =\frac{4}{3} \tag{4.17}
\end{align*}
$$

which leads to a convergence rate of $|1-\eta|=1 / 3$.
In comparison, considering the Gauss-Seidel iteration by letting $\eta=1$, one can express (4.10) as

$$
M_{\eta}^{-1} N_{\eta}=\left(\begin{array}{ccc}
0 & 0 & 0  \tag{4.18}\\
0 & 0 & 0 \\
0 & 0 & k_{l}
\end{array}\right)
$$

and conclude that the largest eigenvalue for the iteration is $k_{l}$. Thus, the largest eigenvalue for the Gauss-Seidel iteration is $k_{l}=3 / 4$, which is larger than that of $1 / 3$ for the SOR method, implying a faster convergence for the later ${ }^{3}$.

In each Gauss-Seidel iteration, a value that maximizes the likelihood function is produced as an output. In contrast, an SOR method adopts a less aggressive strategy by combining the GaussSeidel solution and the previous value linearly as

$$
\begin{align*}
& h_{l}^{(i+1)}=\eta \tilde{h}_{l}^{(i+1)}+(1-\eta) h_{l}^{(i)}  \tag{4.19a}\\
& f_{l}^{(i+1)}=\eta \tilde{f}_{l}^{(i+1)}+(1-\eta) f_{l}^{(i)} \tag{4.19b}
\end{align*}
$$

where $\eta$ is an overrelaxation parameter, and $\tilde{h}_{l}^{(i+1)}$ and $\tilde{f}_{l}^{(i+1)}$ are the solutions to the Gauss-Seidel iteration. When $\eta=1$, the SOR method degenerates to a Gauss-Seidel iteration.
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### 4.2 An Improved Channel Estimation Algorithm

The above discussion is based on the linear approximation (3.20a) near the ML estimation result. Algorithm 1 is, however, a nonlinear estimator. Using the overrelaxation method, we can propose an improved new iterative ML algorithm as shown in Table 4.1. Note that the function $L\left(h_{l}, f_{l}\right)$ in Step 1 is the cost function defined in (3.19) and $\eta=4 / 3$, which is the asymptotically optimal value given by (4.17). Our numerical results will show that the improved algorithm can achieve good performance, both in terms of MSE and convergence rate.

Table 4.1: Algorithm 2
Initialization: Initialize $h_{l}^{(0)}$ and $f_{l}^{(0)}$, for $l=1,2, \ldots, L$. Set the iteration counter $i=0$.

## Iterations:

Step 1: For each $l=1,2, \ldots, L$, calculate
$\tilde{h}_{l}^{(i+1)}=\arg \min _{h_{l}} L\left(h_{l}, f_{l}^{(i)}\right)$
$\tilde{f}_{l}^{(i+1)}=\arg \min _{f_{l}} L\left(h_{l}^{(i+1)}, f_{l}\right)$
Let $h_{l}^{(i+1)}=\eta \tilde{h}_{l}^{(i+1)}+(1-\eta) h_{l}^{(i)}$ and $f_{l}^{(i+1)}=\eta \tilde{f}_{l}^{(i+1)}+(1-\eta) f_{l}^{(i)}$.
Step 2: If $\max _{l}\left(\frac{\left|h_{l}^{(i+1)}-h_{l}^{(i)}\right|}{\left|h_{l}^{(i)}\right|}\right) \times 100 \%>\delta_{h}$ or $\max _{l}\left(\frac{\left|f_{l}^{(i+1)}-f_{l}^{(i)}\right|}{\left|f_{l}^{(i)}\right|}\right) \times 100 \%>\delta_{f}$, let $i=i+1$ and go to Step 1 , otherwise output $h_{l}^{(i+1)}$ 's and $f_{l}^{(i+1)}$, s .

### 4.3 Numerical Results and Discussions

In this section, we present some numerical results by considering the same discrete baseband OFDM uplink transmission discussed in Chapter 3 in our simulation. All the simulation parameters adopted here are the same as those considered in Section 3.5. Here we compare the MSE performance and convergence performance of Algorithm 1 and Algorithm 2 to demonstrate the performance of the improved algorithm.

Fig. 4.1 plots the average MSE performance of $\hat{h}_{l}$ for the two proposed algorithms and Figs. 4.24.4 plot MSE performance of $\hat{f}_{l}$ for the same system with three different $f_{l}$ values. The MSEs are obtained by averaging over 2000 trials, and the theoretical performance predictions of $\hat{h}_{l}$ and $\hat{f}_{l}$ are
obtained using (3.36) and (3.37), respectively. From Figs. 4.1-4.4, we observe that the simulated MSE performance of $\hat{h}_{l}$ and $\hat{f}_{l}$ for Algorithm 1 and Algorithm 2, along with their theoretical predictions, have excellent agreement over a wide range of SNR values. We can notice a slight difference between the MSE performance of Algorithm 1 and Algorithm 2 when the SNR values are greater than 30 dB . However, the MSEs of both algorithms in this SNR region are less than -50 dB and the differences are therefore negligible. We can conclude that the two algorithms have almost the same performance in terms of MSE.

Fig. 4.5 plots the average number of iterations required by the two proposed algorithms to achieve the MSE performance shown in Figs. 4.1-4.4. As expected, Fig. 4.5 shows that the average number of iterations of both algorithms decreases with increasing value of SNR up to 20 dB . The average number of iterations of both algorithms is unchanged when the average SNR value is greater than 20 dB . It is shown in Fig. 4.5 that Algorithm 2 converges faster than Algorithm 1, and it achieves $63 \%$ improvement in the number of iterations in the large SNR region. From Fig. 4.5, it is seen that the asymptotically optimal $\eta$ value obtained under a high SNR assumption also works when the SNR value is low.

Figs. 4.6 and 4.7 respectively plot the average MSE performance of $\hat{h}_{l}$ and $\hat{f}_{l}$ versus the number of iterations. For both figures, the average SNR value is fixed at 25 dB , and we observe that the MSE for Algorithm 2 decreases faster than that of Algorithm 1. Our numerical results clearly demonstrate that Algorithm 2, which uses an SOR technique, can achieve faster convergence than Algorithm 1.


Figure 4.1: An average MSE performance comparison between Algorithm 1 and Algorithm 2, along with the theoretical values for $\hat{h}_{l}$, when $\delta_{h}=1 \%$ and $\delta_{f}=1 \%$.


Figure 4.2: An MSE performance comparison between Algorithm 1 and Algorithm 2, along with the theoretical values for $\hat{f}_{l}$, when $f_{l}=0.02, \delta_{h}=1 \%$ and $\delta_{f}=1 \%$.


Figure 4.3: An MSE performance comparison between Algorithm 1 and Algorithm 2, along with the theoretical values for $\hat{f}_{l}$, when $f_{l}=0.04, \delta_{h}=1 \%$ and $\delta_{f}=1 \%$.


Figure 4.4: An MSE performance comparison between Algorithm 1 and Algorithm 2, along with the theoretical values for $\hat{f}_{l}$, when $f_{l}=0.06, \delta_{h}=1 \%$ and $\delta_{f}=1 \%$.


Figure 4.5: An average number of iterations comparison between Algorithm 1 and Algorithm 2 when $\eta=4 / 3, \delta_{h}=1 \%$ and $\delta_{f}=1 \%$.


Figure 4.6: The average MSE performance versus number of iterations for $\hat{h}_{l}$ of Algorithm 1 and Algorithm 2 when $\eta=4 / 3$ and $\mathrm{SNR}=25$.


Figure 4.7: The average MSE performance versus number of iterations for $\hat{f}_{l}$ of Algorithm 1 and Algorithm 2 when $\eta=4 / 3$ and $\mathrm{SNR}=25 \mathrm{~dB}$.

## Chapter 5

## Conclusions

In this chapter, we first summarize the contributions of this work, and then suggest some future work.

### 5.1 Summary of Contributions

Through the numerical simulations and mathematical analyses, the performance of our proposed algorithms have been verified. In the simulation, we do not compare the performance of our proposed algorithms with any other solutions because of the uniqueness of our channel model. However, we do compare the simulated estimate's performance with the CRB, which is the best one can achieve. The contributions of this thesis can be summarized as follows.

1. A discrete CIR model, which allows the CIR to vary within one OFDM symbol, has been developed for OFDM uplink transmission in macrocellular systems. The CIR is characterized by the channel parameters $h_{l}$ and $f_{l}$, where $h_{l}$ is the complex amplitude for the $l$ th multipath and $f_{l}$ is the corresponding Doppler frequency shift normalized to the duration of an OFDM symbol. In this case, the channel state can be determined by estimating the unknown channel parameters so that the channel estimation problem can be simplified.
2. Taking into account the ICI component, we formulate the channel estimation problem based on our proposed discrete CIR model. Due to the fact that $f_{l}$ is typically less than 0.1 in practical mobile communication scenarios, the ICI factor $R\left(k^{\prime}, k, f_{l}\right)$ is represented by a truncated Taylor series expansion to facilitate the channel estimation problem. We also demonstrate that a second-order Taylor series approximation is sufficient for a typical channel estimation problem.
3. We propose two iterative ML-based channel estimation algorithms, which do not require channel statistics, for OFDM systems in dispersive time-varying fading channels. These two algorithms can estimate the desired parameters accurately in order to provide channel state information for the receiver. Our proposed channel estimation algorithms are particularly useful for an OFDM system which has already compensated for the frequency offset due to local oscillator mismatch. The MSE performance of the proposed algorithms in large SNR regions has been analyzed using a small perturbation technique. Since our algorithms are iterative, the convergence performance is also analyzed. Based on the analysis, an SOR method is adopted to accelerate the proposed algorithm. The performance analyses are verified by our simulated results.

### 5.2 Future work

In this work, we have proposed two iterative ML-based channel estimation algorithms and demonstrated their performance in terms of MSE. However, channel estimation is only one part of the receiver design. Based on accurate channel estimates, we will design a receiver structure based on the proposed channel model. The bit-error rate (BER) performance of such a system will also be investigated.

Single-carrier frequency division multiple access (SC-FDMA) is an OFDM based technique that has been adopted for the Long Term Evolution (LTE) uplink transmission by the third Generation Partnership Project (3GPP). We believe that our proposed channel model and channel estimation algorithms can be applied to such a system. In our future research, we will study the channel estimation problem for SC-FDMA systems using the dispersive, time-varying channel model proposed in this thesis.
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## Appendix A

## Derivation of the Discrete CIR Model

For a multipath CIR described in (3.2), each resolvable path consists of a number of non-resolvable components so that $\gamma_{l}(t)$ can be expressed as

$$
\begin{equation*}
\gamma_{l}(t)=\sum_{i} \alpha_{l, i} e^{-j \phi_{l, i}(t)} \tag{A.1}
\end{equation*}
$$

where $\alpha_{l, i}$ and $\phi_{l, i}(t)$ are respectively the complex amplitude and the phase shift incurred by the $i$ th non-resolvable component of the $l$ th resolvable path. The phase shift $\phi_{l, i}(t)$ is due to the time delay and Doppler frequency shift and is given by

$$
\begin{equation*}
\phi_{l, i}(t)=2 \pi f_{c} \tau_{l}-2 \pi f_{D_{l, i}} t \tag{A.2}
\end{equation*}
$$

where $f_{c}$ is the carrier frequency and $f_{D_{l, i}}$ is the Doppler frequency shift at the $i$ th non-resolvable component of the $l$ th resolvable path. In this work, we consider an uplink transmission in a macrocellular system where the angular spread is small for those non-resolvable components [36]. Consequently, we can assume $f_{D_{l, i}}=f_{D_{l}}$ and

$$
\begin{equation*}
\phi_{l, i}(t)=2 \pi f_{c} \tau_{l}-2 \pi f_{D_{l}} t . \tag{A.3}
\end{equation*}
$$

Applying (A.3) to (A.1), one can obtain

$$
\begin{equation*}
\gamma_{l}(t)=e^{j 2 \pi f_{D_{l} t}} \underbrace{\sum_{i} \alpha_{l, i} e^{-j 2 \pi f_{c} \tau_{l}}}_{h_{l}} \tag{A.4}
\end{equation*}
$$

and rewrite (3.2) as

$$
\begin{equation*}
h(\tau, t)=\sum_{l=1}^{L} h_{l} e^{j 2 \pi f_{D_{l}} t} \delta\left(\tau-\tau_{l}\right) . \tag{A.5}
\end{equation*}
$$

Therefore, the discrete-time CIR can be expressed as

$$
\begin{align*}
h[m, n] & \triangleq h\left(m T_{s a}, n T_{s a}\right) \\
& =\sum_{l=1}^{L} h_{l} e^{\frac{j 2 \pi f_{D_{l}} T_{s n} T_{s a}}{N T_{s a}}} \delta\left(m T_{s a}-T_{s a} \tau_{l} / T_{s a}\right) \\
& =\sum_{l=1}^{L} h_{l} e^{\frac{j 2 \pi f_{l n} n}{N}} \delta\left[m-n_{l}\right] \tag{A.6}
\end{align*}
$$

where $T_{s a}$ is the sampling interval defined as $T_{s a}=T_{s} / N$ and $T_{s}$ is the OFDM symbol duration, $f_{l}$ is the Doppler frequency shift at the $l$ th multipath normalized by $1 / T_{s}$, i.e., $f_{l}=f_{D_{l}} T_{s}$, and $n_{l}$ is the corresponding delay in samples, i.e., $n_{l}=\left\lfloor\tau_{l} / T_{s a}\right\rfloor$.

## Appendix B

## Derivation of (3.20)

Recalling (3.8) and (3.13), the cost function we try to minimize is

$$
\begin{align*}
J\left(h_{l}, f_{l}\right) & =\left|\vec{Y}-\sum_{l=1}^{L} h_{l}\left(\vec{A}_{l}+\vec{B}_{l} f_{l}+\vec{C}_{l} f_{l}^{2}+\cdots\right)\right|^{2} \\
& =\left|\vec{Y}-\sum_{l=1}^{L} h_{l}\left(\vec{A}_{l}+\vec{B}_{l} f_{l}+\vec{C}_{l} f_{l}^{2}+\cdots\right)\right|^{H}\left|\vec{Y}-\sum_{l=1}^{L} h_{l}\left(\vec{A}_{l}+\vec{B}_{l} f_{l}+\vec{C}_{l} f_{l}^{2}+\cdots\right)\right| \tag{B.1}
\end{align*}
$$

where $(\cdot)^{H}$ denotes the Hermitian transpose of the argument matrix. According to (30), (31), and (32) in [31], we can obtain

$$
\begin{align*}
& \Delta \vec{\theta}_{i}=\left(\begin{array}{c}
\Re\left\{\Delta h_{i}\right\} \\
\mathfrak{I}\left\{\Delta h_{i}\right\} \\
\Delta f_{i}
\end{array}\right)  \tag{B.2}\\
& \vec{n}_{i}=-\left(\begin{array}{c}
\frac{\partial J\left(h_{1}, f_{l}\right)}{\partial \Re\left\{h_{i}\right\}} \\
\frac{\partial J\left(h_{l}, f_{l}\right)}{\partial \mathfrak{h}\}} \\
\frac{\partial J\left(h_{i}, f_{i}\right)}{\partial f_{i}}
\end{array}\right) \tag{B.3}
\end{align*}
$$

and
where $\mathfrak{R}\{\cdot\}$ and $\mathfrak{I}\{\cdot\}$ respectively denote the real part and imaginary part of the argument, and $\Delta h_{i}=\hat{h}_{i}-h_{i}$ and $\Delta f_{i}=\hat{f}_{i}-f_{i}$ are the perturbation of tne estimates caused by Gaussian noise $\vec{n}_{i}$.

In the following, we will calculate the elements of $\vec{n}_{i}$.
Using (B.1), one can obtain

$$
\begin{align*}
& \frac{\partial J\left(h_{l}, f_{l}\right)}{\partial \Re\left\{h_{i}\right\}}=\left[-\left(\vec{A}_{i}+\vec{B}_{i} f_{i}+\vec{C}_{i} f_{i}^{2}+\cdots\right)\right]^{H}\left[\vec{Y}-\sum_{l=1}^{L} h_{l}\left(\vec{A}_{l}+\vec{B}_{l} f_{l}+\vec{C}_{l} f_{l}^{2}+\cdots\right)\right] \\
&+\left[\vec{Y}-\sum_{l=1}^{L} h_{l}\left(\vec{A}_{l}+\vec{B}_{l} f_{l}+\vec{C}_{l} f_{l}^{2}+\cdots\right)\right]^{H}\left[-\left(\vec{A}_{i}+\vec{B}_{i} f_{i}+\vec{C}_{i} f_{i}^{2}+\cdots\right)\right] . \tag{B.5}
\end{align*}
$$

Recalling from (3.8), we have

$$
\begin{equation*}
\vec{w}=\vec{Y}-\sum_{l=1}^{L} h_{l}\left(\vec{A}_{l}+\vec{B}_{l} f_{l}+\vec{C}_{l} f_{l}^{2}+\cdots\right) \tag{B.6}
\end{equation*}
$$

and can rewrite (B.5) as

$$
\begin{equation*}
\frac{\partial J\left(h_{l}, f_{l}\right)}{\partial \Re\left\{h_{i}\right\}}=\left[-\left(\vec{A}_{i}+\vec{B}_{i} f_{i}+\vec{C}_{i} f_{i}^{2}+\cdots\right)\right]^{H} \vec{w}+\vec{w}^{H}\left[-\left(\vec{A}_{i}+\vec{B}_{i} f_{i}+\vec{C}_{i} f_{i}^{2}+\cdots\right)\right] . \tag{B.7}
\end{equation*}
$$

Using the assumption that $f_{l}$ 's are small, we can neglect the terms containing $f_{i}$ in (B.7) and further simplify (B.7) as

$$
\begin{align*}
\frac{\partial J\left(h_{l}, f_{l}\right)}{\partial \mathfrak{R}\left\{h_{i}\right\}} & \approx\left(-\vec{A}_{i}\right)^{H} \vec{w}+\vec{w}^{H}\left(-\vec{A}_{i}\right) \\
& =\left(-\vec{w}^{H} \vec{A}_{i}\right)^{H}+\left(-\vec{w}^{H} \vec{A}_{i}\right) \\
& =-2 \mathfrak{R}\left\{\vec{w}^{H} \vec{A}_{i}\right\} . \tag{B.8}
\end{align*}
$$

In a similar way, we can obtain

$$
\begin{equation*}
\frac{\partial J\left(h_{l}, f_{l}\right)}{\partial \mathfrak{I}\left\{h_{i}\right\}}=2 \mathfrak{I}\left\{\vec{w}^{H} \vec{A}_{i}\right\} \tag{B.9}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{\partial J\left(h_{l}, f_{l}\right)}{\partial f_{i}}=-2 \Re\left\{h_{i} \vec{w}^{H} \vec{B}_{i}\right\} \tag{B.10}
\end{equation*}
$$

so that we obtain

$$
\vec{n}_{i}=-\left(\begin{array}{c}
\frac{\partial J\left(h_{l}, f_{l}\right)}{\partial \Re\left\{h_{l}\right\}}  \tag{B.11}\\
\frac{\partial J\left(h_{i}, f_{i}\right)}{\partial \mathfrak{S}\left\{h_{i}\right\}} \\
\frac{\partial J\left(h_{l}, f_{l}\right)}{\partial f_{i}}
\end{array}\right)=2\left(\begin{array}{c}
\mathfrak{R}\left\{\vec{w}^{H} \vec{A}_{i}\right\} \\
-\mathfrak{I}\left\{\vec{w}^{H} \vec{A}_{i}\right\} \\
\mathfrak{R}\left\{\vec{h}_{i} \vec{w}^{H} \vec{B}_{i}\right\}
\end{array}\right)
$$

Based on the derivation above, it is straightforward to calculate the elements of $R_{i j}$ in a similar way and obtain

$$
R_{i j}=2\left(\begin{array}{ccc}
\mathfrak{R}\left\{\vec{A}_{j}^{H} \vec{A}_{i}\right\} & \mathfrak{I}\left\{\vec{A}_{j}^{H} \vec{A}_{i}\right\} & \mathfrak{R}\left\{h_{j}^{*} \vec{B}_{j}^{H} \vec{A}_{i}\right\}  \tag{B.12}\\
-\mathfrak{I}\left\{\vec{A}_{j}^{H} \vec{A}_{i}\right\} & \Re\left\{\vec{A}_{j}^{H} \vec{A}_{i}\right\} & -\mathfrak{I}\left\{h_{j}^{*} \vec{B}_{j}^{H} \vec{A}_{i}\right\} \\
\mathfrak{R}\left\{h_{i} \vec{A}_{j}^{H} \vec{B}_{i}\right\} & \mathfrak{I}\left\{h_{i} \vec{A}_{j}^{H} \vec{B}_{i}\right\} & \Re\left\{h_{i} h_{j}^{*} \vec{B}_{j}^{H} \vec{B}_{i}\right\}
\end{array}\right)
$$

where $\{\cdot\}^{*}$ denotes the complex conjugate of the argument. Applying (B.11) and (B.12) to (32) in [31], we can obtain (3.20).

## Appendix C

## Derivation of (3.30c)

From (3.7) and (3.8), we have

$$
\begin{equation*}
\vec{B}_{l}^{H} \vec{B}_{l}=\sum_{k=0}^{N-1} B_{l}^{H}[k] B_{l}[k] . \tag{C.1}
\end{equation*}
$$

Applying (3.9b) to (C.1) and using the uncorrelation property of white training sequence, one obtains

$$
\begin{equation*}
\vec{B}_{l}^{H} \vec{B}_{l}=\frac{\pi^{2}(N-1)^{2}}{N^{2}} \sum_{k=0}^{N-1}|X[k]|^{2}+\frac{4 \pi^{2}}{N^{2}} \sum_{\substack{k=0}}^{N-1} \sum_{\substack{k^{\prime} \neq k \\ k^{\prime}=0}}^{N-1} \frac{1}{|1-\omega|^{2}}\left|X\left[k^{\prime}\right]\right|^{2} \tag{C.2}
\end{equation*}
$$

where $\omega=\exp \left(\frac{j 2 \pi\left(k^{\prime}-k\right)}{N}\right)$. Assuming $|X[k]|=\frac{1}{\sqrt{N}}$, for $k=0,1, \ldots, N-1$, we can simplify (C.2) to be

$$
\begin{equation*}
\vec{B}_{l}^{H} \vec{B}_{l}=\frac{\pi^{2}(N-1)^{2}}{N^{2}}+\frac{4 \pi^{2}}{N^{3}} \sum_{k=0}^{N-1} \sum_{\substack{k^{\prime} \neq k \\ k^{\prime}=0}}^{N-1} \frac{1}{|1-\omega|^{2}} \tag{C.3}
\end{equation*}
$$

For the sake of simplicity, we denote

$$
\begin{align*}
s[k] & \triangleq \sum_{\substack{k^{\prime} \neq k \\
k^{\prime}=0}}^{N-1} \frac{1}{|1-\omega|^{2}} \\
& =\sum_{\substack{k^{\prime} \neq k \\
k^{\prime}=0}}^{N-1} \frac{1}{\left\lvert\, 1-e^{\left.\frac{j 2 \pi\left(k^{\prime}-k\right)}{N}\right|^{2}}\right.}, \quad k=0,1, \ldots, N-1 \tag{C.4}
\end{align*}
$$

and rewrite (C.3) as

$$
\begin{equation*}
\vec{B}_{l}^{H} \vec{B}_{l}=\frac{\pi^{2}(N-1)^{2}}{N^{2}}+\frac{4 \pi^{2}}{N^{3}} \sum_{k=0}^{N-1} s[k] . \tag{C.5}
\end{equation*}
$$

When $N$ is fixed, exploiting the fact that $s[k]$ is constant for $k=0,1, \ldots, N-1$, one can obtain

$$
\begin{equation*}
s[k] \triangleq s=\sum_{n=1}^{N-1} \frac{1}{\left|1-e^{\frac{j 2 \pi n}{N}}\right|^{2}}, \quad k=0,1, \ldots, N-1 \tag{C.6}
\end{equation*}
$$

and further simplify (C.5) to be

$$
\begin{equation*}
\vec{B}_{l}^{H} \vec{B}_{l}=\frac{\pi^{2}(N-1)^{2}}{N^{2}}+\frac{4 \pi^{2}}{N^{2}} s \tag{C.7}
\end{equation*}
$$

Using Parseval's relationship, one can show

$$
\begin{align*}
s & =\sum_{n=1}^{N-1} \frac{1}{\left|1-e^{\frac{j 2 \pi n}{N}}\right|^{2}} \\
& =\frac{1}{4} \sum_{n=1}^{N-1} \frac{1}{\sin ^{2}\left(\frac{n \pi}{N}\right)} \\
& =\frac{(N-1)(N+1)}{12} . \tag{C.8}
\end{align*}
$$

Finally substituting of (C.8) into (C.7), one obtains (3.30c) as desired, i.e.,

$$
\begin{equation*}
\vec{B}_{l}^{H} \vec{B}_{l}=\frac{2 \pi^{2}(N-1)(2 N-1)}{3 N^{2}} . \tag{C.9}
\end{equation*}
$$

## Appendix D

## Derivation of the Absolute Value for the

## Largest Eigenvalue of $M_{\eta}^{-1} N_{\eta}$

According to algebraic theory, the roots of a cubic equation

$$
\begin{equation*}
x^{3}+\alpha x^{2}+\beta x+\gamma=0 \tag{D.1}
\end{equation*}
$$

are given by [37]

$$
\begin{equation*}
x=v-u-\frac{\alpha}{3} \tag{D.2}
\end{equation*}
$$

where

$$
\begin{gather*}
u=\sqrt[3]{\frac{q}{2} \pm \sqrt{\frac{q^{2}}{4}+\frac{p^{3}}{27}}}  \tag{D.3a}\\
v=\frac{p}{3 u}  \tag{D.3b}\\
p=\beta-\frac{\alpha^{2}}{3}  \tag{D.3c}\\
q=\gamma+\frac{2 \alpha^{3}-9 \alpha \beta}{27} \tag{D.3d}
\end{gather*}
$$

After some manipulations, one can calculate that the roots for the characteristic equation in (4.12) are given by

$$
\begin{equation*}
p=-\frac{3(1-\eta)+\eta^{2} k_{l}}{3} \eta^{2} k_{l} \tag{D.4a}
\end{equation*}
$$
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and

$$
\begin{equation*}
q=-\frac{1}{27}\left[9(1-\eta)+2 \eta^{2} k_{l}\right] \eta^{4} k_{l}^{2} \tag{D.4b}
\end{equation*}
$$

To minimize the largest absolute value of the roots of (4.12), we let

$$
\begin{equation*}
\delta=\frac{q^{2}}{4}+\frac{p^{3}}{27}=0 \tag{D.5}
\end{equation*}
$$

and have three equal roots. After applying (D.4) into (D.5), one can show that $\eta$ is required to satisfy

$$
\begin{equation*}
\eta^{2} k_{l}-4 \eta+4=0 \tag{D.6}
\end{equation*}
$$

or

$$
\begin{equation*}
\eta=\frac{2\left(1-\sqrt{1-k_{l}}\right)}{k_{l}} . \tag{D.7}
\end{equation*}
$$

After substitution of $\eta$ into $u$ and $v$, it can be shown that

$$
\begin{gather*}
u=\sqrt[3]{\frac{q}{2}}=-\frac{2}{3}(1-\eta)  \tag{D.8a}\\
v=\frac{2}{3}(1-\eta)  \tag{D.8b}\\
x=v-u-\frac{\alpha}{3}=\alpha=1-\eta . \tag{D.8c}
\end{gather*}
$$

Thus, the absolute value for the largest eigenvalue of $M_{\eta}^{-1} N_{\eta}$ is

$$
\begin{equation*}
|\lambda|=|1-\eta|=\left|1-\frac{2\left(1-\sqrt{1-k_{l}}\right)}{k_{l}}\right| . \tag{D.9}
\end{equation*}
$$

## Appendix E

## Matlab Code

```
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%%
%%
%% Main Function %%
%% %%
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
clc;
clear;
%% Parameter Initialization %%
REPEAT = 2000; % Number of repeat times, for purpose of average
Nfft = 256; % Size of FFT
L = 3; % L-path channel
% fl = ones(1, L); % Normalized Doppler frequency (1 by L vector)
% hl = zeros(1, L); % Amplitude for the path (1 by L vector)
nl = 0: (L - 1); % Delay of the path (1 by L vector)
n_modu_type = 1; % The type of modulation scheme
    % 1=BPSK, 2=QPSK, 4=16QAM, 6=64QAM
Tx = 1; % Tx=1 => Transmitor; Tx=0 => Receiver
SNR = -10: 5: 40;
hl = [(0.2944+1.6236j) (-1.3362-0.6918j) (0.7143+0.8580j)];
fl = [llllll}0.02 0.04 0.06]
delta_h_2 = 0.01; % Stoping threshold
delta_f_2 = 0.01; % Stoping threshold
hl_initial = ones(2, L);
fl_initial = ones(2, L);
hl_initial = (1 + 1j) * hl_initial; % Initial value
fl_initial = 0.05 * fl_initial; % Initial value
%% For Algorithm 1 %%
hl_hat_ave_p2_A1 = zeros(length(SNR), L);
fl_hat_ave_p2_A1 = zeros(length(SNR), L);
hl_MSE_p2_A1 = zeros(length(SNR), L);
fl_MSE_p2_A1 = zeros(length(SNR), L);
hl_err_ave_p2_A1 = zeros(length(SNR), L);
```

```
fl_err_ave_p2_A1 = zeros(length(SNR), L);
iteration_p2_A1 = zeros(length(SNR), 1);
%% For Algorithm 2 %%
hl_hat_ave_p2_A2 = zeros(length(SNR), L);
fl_hat_ave_p2_A2 = zeros(length(SNR), L);
hl_MSE_p2_A2 = zeros(length (SNR), L);
fl_MSE_p2_A2 = zeros(length(SNR), L);
hl_err_ave_p2_A2 = zeros(length(SNR), L);
fl_err_ave_p2_A2 = zeros(length(SNR), L);
iteration_p2_A2 = zeros(length(SNR), 1);
%% For theoretical value %%
nvar = zeros(length(SNR), 1); % Noise variance
theoretic_fl = zeros(length(SNR), (L + 1));
for snr_index = 1 : length(SNR)
    %% For Algorithm 1 %%
    hl_hat_temp_p2_A1 = zeros(1, L);
    fl_hat_temp_p2_A1 = zeros(1, L);
    hl_MSE_temp_p2_A1 = zeros(1, L);
    fl_MSE_temp_p2_A1 = zeros(1, L);
    hl_err_temp_p2_A1 = zeros(1, L);
    fl_err_temp_p2_A1 = zeros(1, L);
    Iteration_temp_p2_A1 = 0;
    %% For Algorithm 2 %%
    hl_hat_temp_p2_A2 = zeros(1, L);
    fl_hat_temp_p2_A2 = zeros(1, L);
    hl_MSE_temp_p2_A2 = zeros(1, L);
    fl_MSE_temp_p2_A2 = zeros(1, L);
    hl_err_temp_p2_A2 = zeros(1, L);
    fl_err_temp_p2_A2 = zeros(1, L);
    Iteration_temp_p2_A2 = 0;
    %% For theoretical value %%
    nvar_temp = 0; % Noise variance
    for repeat_index = 1 : REPEAT
        %% Generate Data %%
        Xbit = round(rand(1, (Nfft * n_modu_type)));
        %Xbit = randint(1, Nfft * n_modu_type);
```

```
    %% Modulation (Gray Mapping) %%
X = mapper(Xbit, n_modu_type, Tx);
X = X / sqrt((X * X')); %%% Normalize X
    %% Calculate Coefficiences %%
    [AI, BI, CI, DI] = calcu_coeff(Nfft, L, nl, X);
    %% Calculate the output of FFT (Y[k]) using Eq. 4 %%
    [Y, nvar_i] = calcu_corrupted(Nfft,L,fl,hl, nl,X,SNR(snr_index));
    nvar_temp = nvar_temp + nvar_i;
    %% Channel Estimation using Algorithm 1 %%
    temp_iter_p2 = 0;
    p = 2; % The order of the Taylor expansion.
            % It can not work properly when p=1.
    [hl_hat_ave_p2_A1(snr_index, :), fl_hat_ave_p2_A1(snr_index, :), iteration_p2_A1(snr_index)]...
        = channel_est_A1(Nfft, L, p, AI, BI, CI, DI, Y, delta_h_2, delta_f_2, hl_initial, fl_initial);
        iteration_p2_A1(snr_index) = 1000 - iteration_p2_A1(snr_index);
    %% Channel Estimation using Algorithm 2 %%
    [hl_hat_ave_p2_A2(snr_index, :), fl_hat_ave_p2_A2(snr_index, :), iteration_p2_A2(snr_index)]...
        = channel_est_A2(Nfft, L, p, AI, BI, CI, DI, Y, delta_h_2, delta_f_2, hl_initial, fl_initial);
    iteration_p2_A2(snr_index) = 1000 - iteration_p2_A2(snr_index);
    %% Calculate the MSE %%
    %% For Algorithm 1 %%
    hl_hat_temp_p2_A1=hl_hat_temp_p2_A1+hl_hat_ave_p2_A1(snr_index, :);
    fl_hat_temp_p2_A1=fl_hat_temp_p2_A1+fl_hat_ave_p2_A1(snr_index, :);
    hl_temp_p2_A1 = abs((hl_hat_ave_p2_A1(snr_index, :) - hl)) .^ 2;
    fl_temp_p2_A1 = abs((fl_hat_ave_p2_A1(snr_index, :) - fl)) .^ 2;
    hl_MSE_temp_p2_A1 = hl_MSE_temp_p2_A1 + hl_temp_p2_A1;
    fl_MSE_temp_p2_A1 = fl_MSE_temp_p2_A1 + fl_temp_p2_A1;
    Iteration_temp_p2_A1 = Iteration_temp_p2_A1 + iteration_p2_A1(snr_index);
    %% For Algorithm 2 %%
    hl_hat_temp_p2_A2=hl_hat_temp_p2_A2+hl_hat_ave_p2_A2(snr_index, :);
    fl_hat_temp_p2_A2=fl_hat_temp_p2_A2+fl_hat_ave_p2_A2(snr_index, :);
    hl_temp_p2_A2 = abs((hl_hat_ave_p2_A2(snr_index, :) - hl)) .^ 2;
    fl_temp_p2_A2 = abs((fl_hat_ave_p2_A2(snr_index, :) - fl)) .^ 2;
    hl_MSE_temp_p2_A2 = hl_MSE_temp_p2_A2 + hl_temp_p2_A2;
    fl_MSE_temp_p2_A2 = fl_MSE_temp_p2_A2 + fl_temp_p2_A2;
    Iteration_temp_p2_A2 = Iteration_temp_p2_A2 + iteration_p2_A2(snr_index);
end
```

```
    %% For Algorithm 1 %%
    hl_hat_ave_p2_A1(snr_index, :) = hl_hat_temp_p2_A1 / REPEAT;
    fl_hat_ave_p2_A1(snr_index, :) = fl_hat_temp_p2_A1 / REPEAT;
    hl_MSE_p2_A1(snr_index, :) = hl_MSE_temp_p2_A1 / REPEAT;
    fl_MSE_p2_A1(snr_index, :) = fl_MSE_temp_p2_A1 / REPEAT;
    hl_err_ave_p2_A1(snr_index, :) = hl_hat_ave_p2_A1(snr_index, :) - hl;
    fl_err_ave_p2_A1(snr_index, :) = fl_hat_ave_p2_A1(snr_index, :) - fl;
    iteration_p2_A1(snr_index) = Iteration_temp_p2_A1 / REPEAT;
    %% For Algorithm 2 %%
    hl_hat_ave_p2_A2(snr_index, :) = hl_hat_temp_p2_A2 / REPEAT;
    fl_hat_ave_p2_A2(snr_index, :) = fl_hat_temp_p2_A2 / REPEAT;
    hl_MSE_p2_A2(snr_index, :) = hl_MSE_temp_p2_A2 / REPEAT;
    fl_MSE_p2_A2(snr_index, :) = fl_MSE_temp_p2_A2 / REPEAT;
    hl_err_ave_p2_A2(snr_index, :) = hl_hat_ave_p2_A2(snr_index, :) - hl;
    fl_err_ave_p2_A2(snr_index, :) = fl_hat_ave_p2_A2(snr_index, :) - fl;
    iteration_p2_A2(snr_index) = Iteration_temp_p2_A2 / REPEAT;
    %% For theoretical value %%
    nvar(snr_index) = nvar_temp / REPEAT;
end
%% Plot Figure %%
hl_temp_p2_A1 = zeros(length(SNR), 1);
fl_temp_p2_A1 = zeros(length(SNR), 1);
theoretic_hl = nvar * 5 /2;
hl_normal = abs(hl) .^ 2;
for i = 1 : L
    theoretic_fl(:, i) = nvar / hl_normal(i);
    theoretic_fl(:, (L + 1)) = theoretic_fl(:, (L + 1))+theoretic_fl(:, i);
end
theoretic_fl = theoretic_fl / 2 / pi^2 * 3;
theoretic_fl(:, (L + 1)) = theoretic_fl(:, (L + 1)) / L;
hl_temp_p2_A2 = zeros(length (SNR), 1);
fl_temp_p2_A2 = zeros(length(SNR), 1);
for i = 1 : L
    hl_temp_p2_A1 = hl_MSE_p2_A1(:, i) + hl_temp_p2_A1;
    hl_temp_p2_A2 = hl_MSE_p2_A2(:, i) + hl_temp_p2_A2;
end
hl_ave_MSE_p2_A1 = hl_temp_p2_A1' / L;
hl_ave_MSE_p2_A2 = hl_temp_p2_A2' / L;
hl_ave_MSE_p2_A1 = 10 * log10(hl_ave_MSE_p2_A1);
```

```
fl_ave_MSE_p2_A1 = 10 * log10(fl_MSE_p2_A1);
hl_ave_MSE_p2_A2 = 10 * log10(hl_ave_MSE_p2_A2);
fl_ave_MSE_p2_A2 = 10 * log10(fl_MSE_p2_A2);
theoretic_hl_final = 10 * log10(theoretic_hl);
theoretic_fl_final = 10* log10(theoretic_fl);
for p = 2 : 3
    switch p
    case 2
            plot(SNR, hl_ave_MSE_p2_A1, '-ko');
            hold on
            plot(SNR, hl_ave_MSE_p2_A2, '-mp');
            hold on
            plot(SNR, theoretic_hl_final, '-bd');
            grid on;
            legend( 'Algorithm 1', 'Algorithm 2', 'Theoretical value' );
            xlabel( 'Average SNR (dB)', 'interpreter', 'latex' );
            ylabel( 'Average MSE of $\hat h_I$ (dB)', 'interpreter', 'latex' );
    end
end
for i = 1 : L
    figure
    plot(SNR, fl_ave_MSE_p2_A1(:, i), '-ko');
    hold on
    plot(SNR, fl_ave_MSE_p2_A2(:, i), '-mp');
    hold on
    plot(SNR, theoretic_fl_final(:, i), '-bd');
    grid on;
    legend( 'Algorithm 1', 'Algorithm 2', 'Theoretical value' );
    xlabel( 'Average SNR (dB)', 'interpreter', 'latex' );
    ylabel( 'MSE of $\hat f_I$ (dB)', 'interpreter', 'latex' );
end
x_d = SNR(3:end);
y_d_A1 = iteration_p2_A1(3:end);
y_d_A2 = iteration_p2_A2 (3:end);
figure
plot(x_d, y_d_A1, '-ko');
hold on
plot(x_d, y_d_A2, '-mp');
hold on
grid on
legend( 'Algorithm 1', 'Algorithm 2' );
xlabel( 'Average SNR (dB)', 'interpreter', 'Iatex' );
```

ylabel( 'Average Number of Iterations', 'interpreter', 'latex' );
\% The End \%
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```
%% Decide the constellation first %%
[M, M1, M2, type_mapping, c] = parameters_constellation( n_modu_type );
alphabet = bit_symbol(M, type_mapping, M1, M2);
if n_modu_type ~ = 1
        constellation_gray = alphabet (:,3) + 1j * alphabet(:,2);
else
        constellation_gray = [l-1 1]';
end
I = length(data_input);
%% Realize the mapping or demapping %%
    if Tx==1
        matrix_data = reshape (data_input, n_modu_type, I/n_modu_type);
    m_data_decimal = bi2de (matrix_data', 'left-msb');
    for i = 1 : (1/n_modu_type)
```

```
        v_data_decimal = m_data_decimal(i);
        v_encoded = genqammod(v_data_decimal,constellation_gray);
        output(:,i) = v_encoded;
    end
    data_mapped = c .* output;
elseif Tx==0
    data_normalized = data_input ./ c;
    for i = 1 : l
        v_data_mapped = data_normalized (i);
        v_decoded = genqamdemod(v_data_mapped, constellation_gray );
        data_decimal(:, i) = v_decoded;
        data_mapped = de2bi(data_decimal, n_modu_type, 'left-msb')';
        data_mapped = data_mapped(: )';
    end
end
```
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| \%\%\%\%\%\%\%\%\%\%\%\%\%\%\%\%\%\%\%\%\%\%\%\%\%\%\%\%\%\%\%\%\%\%\%\%\%\%\%\%\%\%\%\%\%\%\%\%\%\%\%\%\%\%\%\%\%\%\%\%\%\%\%\%\%\%\%\%\%\%\%\%\%\%\%\%\%\%\%\% |  |  |
| :---: | :---: | :---: |
| \%\% |  | \%\% |
| \%\% | File: parameters_constellation.m | \%\% |
| \%\% |  | \%\% |
| \%\% | Function: Decide the constellation parameters according | \%\% |
| \%\% | to modulation scheme to be used. | \%\% |
| \%\% |  | \%\% |
| \%\% | Parameters: n_modu_type $=>$ type of modulation scheme | \%\% |
| \%\% | (1=BPSK, 2=QPSK, 4=16QAM, 6=64QAM) | \%\% |
| \%\% |  | \%\% |
| \%\% | Outputs: The parameters which are used to call another | \%\% |
| \%\% | function to calculate the constellation using | \%\% |
| \%\% | Gray labeling. | \%\% |
| \%\% |  | \%\% |
| \%\% | Notice: Here we should pay attention to the parameter 'c' | \%\% |
| \%\% | We use it to normalize the constellation. | \%\% |
| \%\% |  | \%\% |

```
switch n_modu_type
    case 1 % For BPSK (As a PAM)
        type_mapping = 'MPSK'; % Only take into account Aic
        M = 2;
        M1 = 0;
        M2 = 0;
        c = 1;
    case 2 % For QPSK (Like 4-QAM)
        type_mapping = 'QAM';
        c = 1/sqrt(2);
    case 4 % For 16-QAM
        type_mapping = 'QAM';
        c = 1/sqrt(10);
    case 6 % For 64-QAM
        type_mapping = 'QAM';
        c = 1/sqrt(42);
end
if n_modu_type ~ = 1
    M = 0;
    M1 = sqrt(2^n_modu_type);
    M2 = sqrt(2^n_modu_type);
end
```
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```
%% Block initialization %%
```

    if stromp(type, 'QAM')
        \(\mathrm{k} 1=\operatorname{ceil}(\log 2(\mathrm{M} 1))\);
    \(\mathrm{k} 2=\operatorname{ceil}(\log 2(\mathrm{M} 2))\);
    \(\mathrm{M} 1=2^{\wedge} \mathrm{k} 1\);
    \(\mathrm{M} 2=2\) ~ k 2 ;
    \(\mathrm{M}=\mathrm{M} 1 * \mathrm{M} 2\);
    Aicd \(=\operatorname{zeros}(1, k 1)\);
    Aisd \(=\operatorname{zeros}(1, k 2)\);
    table1 \(=\operatorname{zeros}(\mathrm{M} 1,2)\);
    table2 \(=\operatorname{zeros}(\mathrm{M} 2,2)\);
    alphabet \(=\operatorname{zeros}(\mathrm{M}, 3)\);
    \(\mathrm{d} 1=0: 1: \mathrm{M} 1-1\);
    \(d 1=d 1\) ';
    d2 \(=0: 1\) : M2-1;
    \(\mathrm{d} 2=\mathrm{d} 2^{\prime} ;\)
    ```
        ind1 = bi2de(fliplr(gray2bi(fliplr(de2bi(d1)))));
        table1 = [d1, ind1 +1];
        ind2 = bi2de(fliplr(gray2bi(fliplr(de2bi(d2)))));
        table2 = [d2, ind2 +1];
else
        k = ceil(log2(M));
        M = 2 ^ k;
        Aicd = zeros(1, k);
        Aisd = zeros(1, k);
        table = zeros(M, 2);
        alphabet = zeros (M, 3);
        d = 0 : 1 : M-1;
        d = d';
        ind = bi2de(fliplr(gray2bi(fliplr(de2bi(d)))));
        table = [d, ind +1];
end
%% Block computation %%
if stromp(type, 'PAM')
    Aicd = -(M-1) : 2:M-1;
    Aisd = [];
    % Use the alphabet
    for i=1 : M
        index = find_index(i-1,table );
        alphabet(i, :) = [i-1, Aicd(index), 0];
    end
elseif strcmp(type, 'MPSK')
    angle = 0:2*pi/M:2*pi*(M-1)/M;
    Aicd = cos(angle);
    Aisd = sin(angle);
    % Use the alphabet
    for i=1 : M
        index = find_index(i-1,table);
        alphabet(i, :) = [i-1, Aicd(index), Aisd(index)];
    end
elseif stromp(type, 'QAM')
    Aicd = -(M1-1) : 2 : M1-1;
    Aisd =(M2-1) : -2 : -(M2-1);
    % Use the alphabet
    for i=1 : M1
        for j=1 : M2
            index1 = find_index(i-1,table1);
            index2 = find_index(j-1,table2);
```

```
                I = i + M1 * (j - 1);
                alphabet(1, :) = [I-1, Aicd(index1), Aisd(index2)];
        end
    end
end
```

```
function b = gray2bi( g )
```



```
%%
%% GRAY2BI converts Gray encoded sequence into the binary %%
%% sequence. It is assumed that the most significant bit is %%
%% the left hand side bit.
%% %%
```


\% copy the msb:
$\mathrm{b}(:, 1)=\mathrm{g}(:, 1) ;$
for $i=2: \operatorname{size}(g, 2)$,
$\mathrm{b}(:, \mathrm{i})=\operatorname{xor}(\mathrm{b}(:, \mathrm{i}-1), \mathrm{g}(:, \mathrm{i}))$;
end
return;

```
function indice = find_index(num,table)
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%% %%
%% File: find_index.m %%
%% %%
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
dim = size(table);
num_col = dim(1);
for i=1:num_col
    if num==table(i,1);
            indice = table(i,2);
            return
    end
end
```

| \%\%\%\%\%\%\%\%\%\%\%\%\%\%\%\%\%\%\%\%\%\%\%\%\%\%\%\%\%\%\%\%\%\%\%\%\%\%\%\%\%\%\%\%\%\%\%\%\%\%\%\%\%\%\%\%\%\%\%\%\%\%\%\%\%\%\%\%\%\%\%\%\%\%\%\%\%\%\% |  |  |
| :---: | :---: | :---: |
| \%\% |  | \%\% |
| \%\% | File: calcu_coeff.m | \%\% |
| \%\% |  | \%\% |
| \%\% | Function: Calculate the coefficients of Equation 8. | \%\% |
| \%\% | Then output $\mathrm{Al}[\mathrm{k}], \mathrm{BI}[\mathrm{k}], \mathrm{Cl}[\mathrm{k}]$ and $\mathrm{DI}[\mathrm{k}]$. | \%\% |
| \%\% |  | \%\% |
| \%\% | Parameters: Nfft $\Rightarrow>$ Size of FFT | \%\% |
| \%\% | L => L-path channel | \%\% |
| \%\% | $\mathrm{nl}=>$ Delay of the path | \%\% |
| \%\% | $X=>$ Training sequence | \%\% |
| \%\% |  | \%\% |
| \%\% | Outputs: $\mathrm{Al}, \mathrm{BI}, \mathrm{Cl}$ and DI | \%\% |
| \%\% |  | \%\% |

```
Al = zeros(L,Nfft);
for | = 1 : L
    for k = 1 : Nfft
        Al(I, k) = X(k)*exp(-1j * 2 * pi * (k - 1) * nl(I) / Nfft);
        w}=\operatorname{exp}(1\textrm{j}*2* pi * ((1:Nfft) - k + 1e-13) / Nfft)
        temp = X .* exp(-1j *2* pi * (0:(Nfft - 1)) * nl(I) / Nfft)\ldots
            * (-2 * 1j * pi / Nfft ./ (1 - w));
        temp(k)=Al(l, k)*1j* pi * (Nfft - 1) / Nfft;
        BI(I, k) = sum(temp);
        temp = X .* exp(-1j *2* pi * (0:(Nfft - 1)) * nl(I) / Nfft)...
            * (2 * pi^2 .* (1 - 2 * w ./ (w-1) / Nfft) ./ (1-w) / Nfft);
        temp(k) = -Al(I, k)* pi^2 * (2 / 3-2 / 3 / Nfft / Nfft - (Nfft-1) / Nfft / Nfft);
        Cl(I,k) = sum(temp);
        temp = X .* exp(-1j * 2 * pi * (0:(Nfft - 1)) * nl(I) / Nfft)...
            .* (1j * 4 * pi^3 * (Nfft^2 * (1-w).^^2 + 3*w .* (Nfft + 1 ...
            +w + Nfft * w)) / 3 / Nfft^3 / (1-w).^3);
        temp(k)=-Al(I, k)*1j* pi^3 * (Nfft-1)^2 / 3 / Nfft^2;
        DI(I, k) = sum(temp);
    end
end
```

|  |  |  |
| :---: | :---: | :---: |
| \%\% |  | \%\% |
| \%\% | File: calcu_corrupted.m | \%\% |
| \%\% |  | \%\% |
| \%\% | Function: Calculate the corrupted signal, undergoing fading, | \%\% |
| \%\% | adding AWGN according to Equation (4). | \%\% |
| \%\% |  | \%\% |
| \%\% | Parameters: Nfft $\Rightarrow$ S Size of FFT | \%\% |
| \%\% | $L=>L-p a t h$ channel | \%\% |
| \%\% | fl $=>$ Normalized Doppler frequency | \%\% |
| \%\% | hl $\Rightarrow$ Complex valued channel gain | \%\% |
| \%\% | $\mathrm{nl}=>$ Delay of the path | \%\% |
| \%\% | $X=>$ Training sequence | \%\% |
| \%\% | SNR $\Rightarrow$ SNR value | \%\% |
| \%\% |  | \%\% |
| \%\% | Outputs: The corrupted signal at the receiver side. | \%\% |
| \%\% |  | \%\% |
| \%\% | Notice: We do not add AWGN if we just want the corrupted | \%\% |
| \%\% | signal for calculating the equivalent SNR to | \%\% |
| \%\% | quantify the approximation. Then we only have | \%\% |
| \%\% | 6 input arguments without SNR. | \%\% |
| \%\% |  | \%\% |



```
switch nargin
    case 6
    Y = zeros(1, Nfft);
    R = zeros(L, 2*Nfft - 1);
    kk = (1-Nfft):(Nfft - 1);
    % Calculate the received signal without AWGN
    for I = 1:L
        R(I, :) = (1- exp(j * 2 * pi * fl(I)))./ (1 - exp(j * 2 ...
            * pi .* (kk + fl(l) + 1e-13) / Nfft)) / Nfft;
        end
    for k = 1 : Nfft
        for l = 1 : L
            for k_ = 1 : Nfft
            Y(k) = Y(k) + exp(-j * 2 * pi * (k--1) * nl(l) / ...
                Nfft) * X(k_) * hl(l)*R(I, (Nfft-k+k_));
            end
```

```
        end
        end
    nvar = 0;
case 7
    SNR_I = 10 ` (SNR / 10);
    Y = zeros(1, Nfft);
    R = zeros(L, 2*Nfft - 1);
    kk = (1 - Nfft): (Nfft - 1);
    % Calculate the received signal without AWGN
    for I = 1 : L
        R(I, :) = (1-\operatorname{exp}(j * 2 * pi * fl(I))) ./ (1 - exp(j * 2 ...
            * pi .* (kk + fl(l) + 1e-13) / Nfft)) / Nfft;
    end
    for k = 1:Nfft
        for l = 1 : L
            for k_ = 1: Nfft
                    Y(k) = Y(k) + exp(-j * 2 * pi * (k_-1) * nl(l) / ...
                Nfft) * X(k_) * hl(I) * R(I, (Nfft-k+k_));
            end
        end
    end
    % Add AWGN to the signal
    Es = mean(abs(Y) .^ 2);
    nvar = Es / SNR_I;
    AWGNoise = sqrt(nvar / 2) .* (randn(1, Nfft) + 1j.*randn(1, Nfft));
    Y = Y + AWGNoise;
end
```




```
%%% Initialize hl and fl %%%
if nargin == 10
    YYY = Y. ';
    AAA = AI.';
    BBB = BI.';
    temp_H = inv(AI * AAA) * AI * YYY;
    temp_F = inv(BI * BBB) * BI * (YYY - AAA * temp_H) ./ temp_H;
    hl_initial = [temp_H temp_H];
    fl_initial = [temp_F temp_F];
    hl_initial = hl_initial.';
    fl_initial = fl_initial.';
end
count = 0;
hl_hat = zeros(1, L);
fl_hat = zeros(1, L);
```

```
switch p
    case 2 % second order approximation
        iteration = 1000;
        while (iteration)
            for l = 1 : L
            Alpha_h = zeros(1, Nfft);
            Alpha_f = zeros(1, Nfft);
            if | == 1
            for k = 2 : L
                            Alpha_h = Alpha_h + hl_initial(2, k) .* (AI(k, :)...
                + fl_initial(2, k) .* Bl(k, :) + fl_initial(2, k)^2 .* Cl(k, :));
            end
            elseif | == L
            for k = 1: L - 1
                Alpha_h = Alpha_h + hl_initial(2, k) .* (AI(k, :)...
                + fl_initial(2, k) .* BI(k, :) + fl_initial(2, k)^2 .* Cl(k, :));
            end
            else
            for k = 1 : I - 1
                    Alpha_h = Alpha_h + hl_initial(2, k) .* (Al(k, :)...
                + fl_initial(2, k).* BI(k, :) + fl_initial(2, k)^2 .* Cl(k, :));
                    end
                    for k = | + 1 : L
                            Alpha_h = Alpha_h + hl_initial(2, k) .* (AI(k, :)...
                + fl_initial(2, k).* BI(k, :) + fl_initial(2, k)^2 .* Cl(k, :));
            end
                    end
                    % update hl
                    Alpha_h = Y - Alpha_h;
                    Beta_h = Al(I, :) + fl_initial(2, I) .* BI(I, :) + fl_initial(2, l)^2 .* Cl(I, :);
                    temp = hl_initial(2, l);
                    hl_initial(2, l) = Beta_h * Alpha_h' / (Beta_h * Beta_h');
                    hl_initial(2, l)= conj(hl_initial(2, I));
                    hl_initial(1, l) = temp;
                    % update fl
                    Alpha_f = Alpha_h - hl_initial(2, I) .* Al(I, :);
                    Beta_f = hl_initial(2, I) .* BI(I, :);
                    Eta_f = hl_initial(2, l) .* Cl(I, :);
                    a = Eta_f * Eta_f ' * 4;
                    b = (Beta_f * Eta_f' + Eta_f * Beta_f') * 3;
            c = (Beta_f * Beta_f' - Alpha_f * Eta_f' - Eta_f * Alpha_f') * 2;
            d = -(Alpha_f * Beta_f' + Beta_f * Alpha_f');
            ppp = [a b c d];
```

```
            rrr = roots(ppp);
            temp = fl_initial(2, I);
            fl_initial(2, l) = rrr(length(rrr));
            fl_initial(1, l) = temp;
        end
        if (max(abs(hl_initial(2, :) - hl_initial(1, :)) ./ abs(hl_initial(1, :))) < delta_h)...
            &&(max(abs(fl_initial(2, :) - fl_initial(1, :)) ./ abs(fl_initial(1, :))) < delta_f)
        count = iteration;
            iteration = 0;
        else
        iteration = iteration - 1;
        end
    end
    hl_hat = hl_initial(2, :);
    fl_hat = fl_initial(2, :);
case 3 % third order approximation
    iteration = 1000;
    while (iteration)
        for l = 1 : L
        Alpha_h = zeros(1, Nfft);
        Alpha_f = zeros(1, Nfft);
        if | == 1
            for k = 2 : L
            Alpha_h = Alpha_h + hl_initial(2,k) .* (AI(k,:) + fl_initial(2,k) .* BI(k,:)...
                + fl_initial(2, k)^2 .* Cl(k, :) + fl_initial(2, k)^3 .* DI(k, :));
            end
        elseif | == L
            for k = 1 : L - 1
                Alpha_h = Alpha_h + hl_initial(2,k) .* (AI(k,:) + fl_initial(2,k) .* BI(k,:)...
                + fl_initial(2, k)^2 .* Cl(k, :) + fl_initial(2, k)^3 .* DI(k, :));
            end
        else
            for k = 1 : I - 1
            Alpha_h = Alpha_h + hl_initial(2,k) .* (AI(k,:) + fl_initial(2,k) .* BI(k,:)...
                + fl_initial(2, k)^2 .* Cl(k, :) + fl_initial(2, k)^3 .* DI(k, :));
            end
            for k = l + 1 : L
                Alpha_h = Alpha_h + hl_initial(2,k) .* (AI(k,:) + fl_initial(2,k) .* BI(k,:)...
                + fl_initial(2, k)^2 .* Cl(k, :) + fl_initial(2, k)^3 .* DI(k, :));
            end
        end
        % update hl
```

```
            Alpha_h = Y - Alpha_h;
            Beta_h = Al(I, :) + fl_initial(2, I) .* BI(I, :) + fl_initial(2, I)^2 .* Cl(I, :)...
            + fl_initial(2, l)^3 .* DI(I, :);
            temp = hl_initial(2, l);
            hl_initial(2, l) = Beta_h * Alpha_h' / (Beta_h * Beta_h');
            hl_initial(2, I) = conj(hl_initial(2, I));
            hl_initial(1, l) = temp;
            % update fl
            Alpha_f = Alpha_h - hI_initial(2, I) .* Al(I, :);
            Beta_f = hl_initial(2, I) .* BI(I, :);
            Eta_f = hl_initial(2, I) .* Cl(I, :);
            Theta_f = hl_initial(2, I) .* DI(I, :);
            a = Theta_f * Theta_f * * 6;
            b = (Eta_f * Theta_f' + Theta_f * Eta_f ') * 5;
            c = (Beta_f * Theta_f' + Eta_f * Eta_f' + Theta_f * Beta_f') * 4;
            d = (Beta_f * Eta_f' + Eta_f * Beta_f' - Alpha_f * Theta_f' - Theta_f * Alpha_f') * 3;
            e = (Beta_f * Beta_f' - Alpha_f * Eta_f' - Eta_f * Alpha_f') * 2;
            f = -(Alpha_f * Beta_f' + Beta_f * Alpha_f');
            ppp = [a b c d e f];
            rrr = roots(ppp);
            temp = fl_initial(2, I);
            fl_initial(2, l) = rrr(length(rrr));
            fl_initial(1, l) = temp;
        end
        if (max(abs(hl_initial(2, :) - hl_initial(1, :)) ./ abs(hl_initial(1, :))) < delta_h)...
            && (max(abs(fl_initial(2, :) - fl_initial(1, :)) ./ abs(fl_initial(1, :))) < delta_f)
        count = iteration;
        iteration = 0;
    else
        iteration = iteration - 1;
    end
end
hl_hat = hl_initial(2, :);
fl_hat = fl_initial(2, :);
```




```
%%% Initialize hl and fl %%%
if nargin == 10
    YYY = Y. ';
    AAA = AI.';
    BBB = BI. ';
    temp_H = inv(AI * AAA) * AI * YYY;
    temp_F = inv(BI * BBB) * BI * (YYY - AAA * temp_H) ./ temp_H;
    hl_initial = [temp_H temp_H];
    fl_initial = [temp_F temp_F];
    hl_initial = hl_initial.'
    fl_initial = fl_initial.,
end
eta = 4 / 3;
count = 0;
hl_hat = zeros(1, L);
```

```
fl_hat = zeros(1, L);
switch p
    case 2 % second order approximation
        iteration = 1000;
        while (iteration)
            for l = 1 : L
                    Alpha_h = zeros(1, Nfft);
                    Alpha_f = zeros(1, Nfft);
                    if l == 1
            for k = 2 : L
                    Alpha_h = Alpha_h + hl_initial(2, k) .* (AI(k, :)...
                        + fl_initial(2, k) .* BI(k, :) + fl_initial(2, k)^2 .* Cl(k, :));
            end
            elseif | == L
            for k = 1: L - 1
                Alpha_h = Alpha_h + hl_initial(2, k).* (Al(k, :)...
                + fl_initial(2, k) .* Bl(k, :) + fl_initial(2, k)^2 .* Cl(k, :));
            end
            else
            for k = 1 : I - 1
            Alpha_h = Alpha_h + hl_initial(2, k) .* (AI(k, :)...
                + fl_initial(2, k).* BI(k, :) + fl_initial(2, k)^2 .* Cl(k, :));
            end
            for k = l + 1:L
                Alpha_h = Alpha_h + hl_initial(2, k).* (AI(k, :)...
                + fl_initial(2, k).* Bl(k, :) + fl_initial(2, k)^2 .* Cl(k, :));
            end
                    end
                    % update hl
                    Alpha_h = Y - Alpha_h;
                    Beta_h = Al(I, :) + fl_initial(2, I) .* BI(I, :) + fl_initial(2, I)^2 .* Cl(I, :);
                    temp1 = Beta_h * Alpha_h' / (Beta_h * Beta_h'); % h(i+1)
                    temp1 = conj(temp1);
                    temp2 = eta * temp1 + (1- eta) * hl_initial (2, I);
                    temp = hl_initial(2, l);
                    hl_initial(1, l) = temp;
                    hl_initial(2, I) = temp2;
                    % update fl
                    Alpha_f = Alpha_h - hl_initial(2, I) .* AI(I, :);
                    Beta_f = hl_initial(2, l) .* BI(I, :);
                    Eta_f = hl_initial(2, I) .* Cl(I, :);
```

```
        a = Eta_f * Eta_f' * 4;
        b = (Beta_f * Eta_f' + Eta_f * Beta_f ') * 3;
        c = (Beta_f * Beta_f' - Alpha_f * Eta_f' - Eta_f * Alpha_f') * 2;
        d = -(Alpha_f * Beta_f' + Beta_f * Alpha_f');
        ppp = [a b c d];
        rrr = roots (ppp);
        temp1 = rrr(length(rrr)); % f(i+1)
        temp2 = eta * temp1 + (1 - eta) * hl_initial(2, l);
        temp = fl_initial(2, I);
        fl_initial(1, l) = temp;
        fl_initial(2, I) = temp1;
        end
        if (max(abs(hl_initial(2, :) - hl_initial(1, :)) ./ abs(hl_initial(1, :))) < delta_h)...
            && (max(abs(fl_initial(2, :) - fl_initial(1, :)) ./ abs(fl_initial(1, :))) < delta_f)
        count = iteration;
        iteration = 0;
        else
        iteration = iteration - 1;
        end
    end
    hl_hat = hl_initial(2, :);
    fl_hat = fl_initial(2, :);
case 3 % third order approximation
    iteration = 1000;
    while (iteration)
        for l = 1 : L
            Alpha_h = zeros(1, Nfft);
            Alpha_f = zeros(1, Nfft);
            if | == 1
            for k = 2 : L
            Alpha_h = Alpha_h + hl_initial(2,k) .* (Al(k,:) + fl_initial(2,k) .* Bl(k,:)...
                + fl_initial(2, k)^2 .* Cl(k, :) + fl_initial(2, k)^3 .* DI(k, :));
            end
            elseif | == L
            for k = 1: L - 1
                    Alpha_h = Alpha_h + hl_initial(2,k) .* (AI(k,:) + fl_initial(2,k) .* BI(k,:)...
                + fl_initial(2, k)^2 .* Cl(k, :) + fl_initial(2, k)^3 .* DI(k, :));
            end
        else
            for k = 1 : | - 1
                Alpha_h = Alpha_h + hl_initial(2,k) .* (Al(k,:) + fl_initial(2,k) .* BI(k,:)...
                    + fl_initial(2, k)^2 .* Cl(k, :) + fl_initial(2, k)^3 .* DI(k, :));
```

```
        end
        for k = l + 1 : L
            Alpha_h = Alpha_h + hl_initial(2,k) .* (Al(k,:) + fl_initial(2,k) .* Bl(k,:)...
                + fl_initial(2, k)^2 .* Cl(k, :) + fl_initial(2, k)^3 .* DI(k, :));
    end
    end
    % update hl
    Alpha_h = Y - Alpha_h;
    Beta_h = Al(I, :) + fl_initial(2, I) .* BI(I, :) + fl_initial(2, I)^2 .* Cl(I, :)...
        + fI_initial(2, I)^3 .* DI(I, :);
    temp1 = Beta_h * Alpha_h' / (Beta_h * Beta_h'); % h(i+1)
    temp1 = conj(temp1);
    temp2 = eta * temp1 + (1 - eta) * hl_initial (2, l);
    temp = hl_initial(2, I);
    hl_initial(1, l) = temp;
    hl_initial(2, I) = temp2;
    % update fl
    Alpha_f = Alpha_h - hl_initial(2, l) .* Al(I, :);
    Beta_f = hl_initial(2, I) .* BI(I, :);
    Eta_f = hl_initial(2, I) .* Cl(I, :);
    Theta_f = hl_initial(2, I) .* DI(I, :);
    a = Theta_f * Theta_f ' * 6;
    b = (Eta_f * Theta_f' + Theta_f * Eta_f ') * 5;
    c = (Beta_f * Theta_f' + Eta_f * Eta_f' + Theta_f * Beta_f') * 4;
    d = (Beta_f * Eta_f' + Eta_f * Beta_f' - Alpha_f * Theta_f' - Theta_f * Alpha_f') * 3;
    e = (Beta_f * Beta_f' - Alpha_f * Eta_f' - Eta_f * Alpha_f') * 2;
    f = -(Alpha_f * Beta_f' + Beta_f * Alpha_f');
    ppp = [a b c d e f];
    rrr = roots (ppp);
    temp1 = rrr(length(rrr)); % f(i+1)
    temp2 = eta * temp1 + (1 - eta) * hl_initial (2, l );
    temp = fl_initial(2, I);
    fl_initial(1, l) = temp;
    fl_initial(2, l) = temp1;
end
if (max(abs(hl_initial(2, :) - hl_initial(1, :)) ./ abs(hl_initial(1, :))) < delta_h)...
            &&(max(abs(fl_initial(2, :) - fl_initial(1, :)) ./ abs(fl_initial(1, :))) < delta_f)
    count = iteration;
    iteration = 0;
else
    iteration = iteration - 1;
end
```

```
end
hl_hat = hl_initial(2, :);
fl_hat = fl_initial(2, :);
```

end


[^0]:    ${ }^{1}$ Here $\Delta f_{l}$ does not denote the subcarrier spacing.

[^1]:    ${ }^{2}$ With this convention, the smaller the largest eigenvalue is, the faster the iterative algorithm will converge.

[^2]:    ${ }^{3}$ We should comment that the $\eta$ value in (4.17) is only asymptotically optimal. In Section 4.3 , we will demonstrate that this suboptimal solution already shows significant improvement over the Gauss-Seidel iteration.

