RISKY BUSINESS: A REGIONAL COMPARISON OF THE LEVELSOF RISK AND
SERVICE NEEDS OF SEXUALLY OFFENDING YOUTH

by

Tara McKenzie Schoenfeld

B.A. Honours, Okanagan University College, 2003

A THESIS SUBMITTED IN PARTIAL FULLFILLMENT OF
THE REQUIREMENTS FOR THE DEGREE OF

MASTER OF ARTS

The College of Graduate Studies

(Interdisciplinary Studies)

THE UNIVERSITY OF BRITISH COLUMBIA

(Okanagan)

April 2008

© Tara McKenzie Schoenfeld, 2008



ABSTRACT

Considerable attention has focussed on identifjndgridual factors associated with, or
predictive of, sexual offending (e.g., Efta-Brettha& Freeman, 2004). In light of these
individual factors, clinicians and researchers hdeeeloped standardized instruments for
assessing the risk posed by sexually offendinghyotvo such instruments are the Juvenile Sex
Offender Assessment Protocol-Il (J-SOAP-II; PrenfkiRighthand, 2003) and the Estimate of
Risk of Adolescent Sexual Offence Recidivism Vens?o0 (ERASOR-II; Worling & Curwen,
2001). In addition to individual factors, reseaochcrime has demonstrated that structural
factors within the community may be important detieiants of sexual and non-sexual offending
(e.g., McCarthy, 1991; Ouimet, 1999; Shaw & McKa942; Wirth, 1938). Therefore, the
purpose of this study was twofold: (a) to compaeegsychometric properties of two newly
developed risk assessment instruments (i.e., J-SID&RI ERASOR-II) and (b) to use the better
instrument to compare the levels of risk poseddxpally offending youth in 3 neighbouring,
but diverse communities. Using file informatione th SOAP-II and ERASOR-II were scored on
84 adolescent males between the ages of 11 anda26 who had committed a sexual offence
and received treatment at Youth Forensic Psychi8ervices (YFPS) in the Greater Vancouver
Area (GVA;n = 30), Central Okanagan (C®z= 26), and Thompson Nicola region (TiNz
28). Calculations of interrater reliability andritetotal correlations indicated that the J-SOAP-II
was a better assessment instrument for this saohpliéenders. Consequently, further regional
analysis of risk was conducted using the J-SOAd&. Results indicated that although there
were no regional differences among the severityrasiory of sexual offending, TN youth
generally had a greater number of risk factors thdryouth in CO and GVA. Specifically,

youth in TN were found to be higher risk in theam®f intervention, general problem behaviour,



iii
and family/environment dynamics. These results ssgthat to better understand youth who
commit sexual offences and to provide approprias¢@gntion and intervention strategies for

individual offenders and their communities, youtiosld not be evaluated in isolation from their

social and community context. Recommendations rfactpce are discussed.
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1 INTRODUCTION: INDIVIDUAL AND COMMUNITY RISK OF SEXUALLY

OFFENDING YOUTH

There is a growing concern among mental healthastite professionals regarding the
suitable strategies for preventing and managindeadent sexual offending (Harris, Rice, &
Quinsey, 1998; Moore, Franey, & Geffner, 2004).ilLhecently, the study of sexual offending
has largely focussed on adult males as they hangedeen assumed to commit the majority of
sex crimes. Recent research, however, has inditdaétdnale adolescents are responsible for one
in every five sexual assaults against individu@lyéars and older (Maguire & Pastore, 2002 as
cited in Moore et al., 2004). With respect to \nadiunder the age of 12, male adolescents
account for one in every two incidents of malealsixual victimization and one in three
incidents of female child victimization (Zonana, &bBradford, Hoge, & Metzner, 1998 as cited
in Moore et al.; Ryan, 1999). In addition, as masib0% of all adult sexual offenders have
reported some sexually deviant behaviour or intatesng their youth (Abel, Mittleman,

Becker, Rathner, & Rouleau, 1988; Abel & Roulee200). Given the prevalence of adolescent
sexual offending and the possibility of this offemglprogressing into adulthood, researchers and
clinicians have begun to devise assessment, pieweand intervention techniques that are
suitable for youth who commit sexual crimes.

Mental health and justice professionals generathgathat sexual offending is a serious
crime with often devastating results. However, aggal consensus is lacking about the most
appropriate and effective strategies for managoty bdult and adolescent sexual offending.
There is considerable public pressure to assigna@tfenders’ uniform, harsh, and lengthy
punishment because of the common misconceptiorathe¢xual offenders are similar,

untreatable, and incurable (Fedoroff & Moran, 19%7s evident, however, that simply



detaining all offenders indefinitely would be tomstly and inappropriate for many offenders.
This is particularly the case for adolescents whimmit sexual offences in Canada because
harsh and lengthy punishment conflicts with thdqdaphy of theY outh Criminal Justice Act
(YCJA). The YCJA was established to promote relitalibn and to reduce an over-reliance on
incarceration for young offenders (Department aftide Canada, n.d.). In addition, there is little,
if any, empirical evidence to support the notioattmost sexual offenders are incurable and
prone to recidivism (Hall, 1995; Schwartz & CellinB95). Therefore, to adhere to the
guidelines proposed by the YCJA and to follow enickebased practice, clinicians and justice
professionals have a responsibility to providerwvgation strategies that are suitable for
individual offenders, are directed at rehabilitatrather than incarceration, and have the ultimate
goal of preventing further harm to the community.

To help achieve these goals, this paper evaluatesiain areas of research that are
largely lacking for sexually offending youth. Thest section of this paper illustrates the vital
role that risk assessments play in managing yotiegaers within the justice system. It is also
argued that offenders could benefit from the cagrsition of individual risk, as well as risk
inherent within the structural factors of commuesti The second section reports on two studies
that have distinct objectives for assessing theaisexually offending youth. The first study
evaluated some of the psychometric properties ofrtewly developed risk assessment
instruments designed specifically for sexually nffing youth. The second study was a
multilevel analysis of sexually offending youth &gsessing the individual risk factors of
offenders, as well as the community context in Wwhitey live. The final section of this paper

provides recommendations for using this informatropractice.



1.1 Assessing Risk to Reoffend

A key issue in assessing risk is to distinguisiwieen different types of assessments
(Douglas & Skeem, 2005 as cited in Tolman & RotzB907). Indeed, there is more to assessing
risk than simply predicting future acts of violen€er instance, Heilbrun (1997) argues that
there are two distinct approaches to risk assegstegending on the legal context in which they
are requested. The first is the prediction appradgich focuses on quantifying an offender’s
level of risk for one-time assessments, such asdntencing, with little interest in preventing
and managing the offending behaviour. The secottttisisk management approach, which
assesses risk with the goal of providing internargithat will ultimately reduce the risk for
future violence. Tolman and Rotzien (2007), howgesaegue that these approaches are no longer
distinct. Contemporary risk assessments have alrieagun to incorporate prevention and
management principles into the prediction contéx@dssessments.

Epperson, Ralston, Fowers, DeWitt, and Gore (200@)ne a number of ways these
contemporary risk assessments have proven usefuhinaging offenders’ within the justice
system. First, they argue that the absence ofigskssments produces a “one-size-fits-all”
approach to risk management. This approach cait resaterventions that are too intense and
costly for low risk offenders and that are unablegduce the threat posed by high risk offenders
(Epperson et al, 2006). Second, assessing eaaideffs risk level can reduce the potential for
mismatched services. Research has shown that éntessgment can actually have detrimental
consequences for some low risk offenders (BoxeerfayHuesmann, & Morales, 2005;
Gifford-Smith, Dodge, Dishion, & McCord, 2005; Mag#ilich, Harris, & Howard, 2005). In
some cases, for some very low risk offenders, & lpgychoeducational program may be all that

is needed to reduce the potential for committirtgrieisexual crimes (Epperson et al.). When



more intense treatment is required, risk assessngantprovide information about particular
areas to target in treatment. For example, thénrexat for an offender who commits sexual
crimes under the influence of substances and ¢gelisand remorse for the offending behaviour
needs a much different focus than the treatmerdriarffender who feels no guilt and remorse
and generally lacks any empathy for his victimstdfiang services to the risk posed by
offenders can result in more successful risk redndhan providing services that are
inappropriate and irrelevant for particular offeree

Further, risk assessments can help avoid the mfugssources, which are generally
limited within the justice system (Epperson et 2006). For instance, risk assessments can help
differentiate between the high risk offenders whoia need of intensive treatment and low risk
offenders who would equally benefit from receiviegver resources and lower levels of
treatment. It seems quite inappropriate to washgatde resources on an offender whose risk to
reoffend is already so low it cannot be reducedhmawer (Epperson et al.). Resources saved
with low risk offenders could be better investedriare intensive services for high risk offenders
potentially resulting in greater community safety.

To protect the public’s safety, it is advisableassess the risk of adult and adolescent
offenders who have committed violent crimes andetoee, have the potential to commit future
acts of violence. Moreover, assessing the rislertially offending youth may be particularly
helpful in reducing threat to the public while sitaneously providing services that adhere to the
guidelines of the YCJA. Research has shown thalagively small group of sexually offending
youth commit repeat offences after there has beend intervention and that most of those
who do reoffend tend to do so by committing nons¢éxumes (Righthand & Welch, 2001). If

mismatched treatment can actually have a detrirheffexct on some offenders, treatment



modalities not guided by risk assessments maydyephopriate for some offenders paradoxically
increasing the risk for recidivism. Moreover, treant guided by risk assessments may be more
likely to target areas of need, such as antisatialdes and nonsexual offending behaviours,
which could ultimately reduce the risk to commituite nonsexual crimes. In addition, risk
assessments should be used with this populatiadgquately identify and provide intensive
services for the small group of offenders who &ely to reoffend sexually.

Given the importance of assessing risk, one woxiebet that many standardized
assessment instruments would have been developedXoally offending youth. Research
regarding this population, however, remains limid as a result there are few instruments
developed specifically for this population. Whiteete are a number of tools devised to assess
risk for general violence among youth (e.g., PCL;Ydrth, Kosson, & Hare, 2003; YLS/CMI,
Hoge & Andrews, 1996; SAVRY, Borum, Bartel, & For2002) and sexual violence among
adults (e.g., SORAG, Quinsey, Rice, & Harris, 199BATIC-99, Hanson & Thornton, 2000),
there are few risk assessment instruments thatthese developed specifically for youth who
commit sexual crimes.

Developing instruments that accurately assessskef young offenders has proven
challenging because the assessment of youth recuimamber of special considerations. First,
adolescence is a period of considerable changehYhuing this developmental stage are still
growing and maturing as they progress toward adatthAs such, risk assessment instruments
for this population should consider the dynamiarabf young offenders and include items that
reflect this development. Second, youth differ edesably from adults in that they are often still
heavily reliant on their families. Considering tlaat offender’s family can act as either a risk or

protective factor (e.g., Fagan, Van Horn, Hawk&#rthur, 2007; Hall-Lande, Eisenberg,



Christenson, & Neumark-Sztainer, 2007; Laub & Ltsem, 1994), it is crucial that items
pertaining to family dynamics are included in assasnt instruments for this population. Third,
youth who commit sexual crimes are more likelydoffend by committing nonsexual than
sexual offences (Caldwell, 2002; Hanson & Bussig#898). Risk assessment instruments that
consider a variety of factors, including items paring to general offending and antisocial
behaviour, are needed to adequately assess foe fotoblem behaviour. To the best of our
knowledge there are only two risk assessment im&nis that have been developed specifically
for youth who have committed sexual crimes and &bsd take into account all of these special
considerations.

The Juvenile Sex Offender Assessment Protocol-B@AP-II; Prentky & Righthand,
2003) and the Estimate of Risk of Adolescent Sefffdnce Recidivism Version 2.0
(ERASOR-II; Worling & Curwen, 2001) are comprisedtems that have been found to be
predictive of sexual offending. In addition, thegorporate in their items the unique and
dynamic characteristics of adolescents who sexoéignd.

Results of research measuring the psychometriceptiep of the J-SOAP-II and the
ERASOR-II has been promising (e.g., Righthand .e2&l05; Worling, 2004); however, both
instruments have only recently been developed aradrasult have only undergone preliminary
testing. Both of these instruments would, therefbemefit from further evaluation of their
psychometric properties. For instance, Doren (2@06)es that research measuring the
predictive validity of the ERASOR-II has had mixesults (Morton & Bourgon, 2003) and it
has only been minimally tested for its interratdiability (Worling, 2004) and for its concurrent
validity (Bourgon, 2002). The J-SOAP-II, conversdigs undergone more empirical testing than

the ERASORK-II, but is still limited by inadequassting of construct and predictive validity.



Given that risk-assessment instruments can aiélimeting interventions that reduce recidivism,
it is crucial that instruments that have been dgyetl specifically for sexually offending youth

undergo further evaluation.

1.2 Communities and Crime

Intervention strategies for sexually offending yobave traditionally focused on the
individual risk factors and characteristics of offiers. Research on communities and crime,
however, has demonstrated that structural facemsatso influence crime rates and offending
patterns (Jacob, 2006; Ouimet, 2000; Sampson, 1#8d)ogical researchers have long argued
the necessity of evaluating crime at the structlenatl because variables such as population size,
density (e.g., population per square kilometregj@onomic status (SES), cultural
heterogeneity, and residential mobility have bessoeaiated with both violent and non-violent
crime rates (Osgood & Chambers, 2000; Sampson,, Bfiipson & Groves, 1989; Shaw &
McKay, 1942; Wirth, 1938). In addition, preventiand intervention are often offered at the
community level, through the media of schools, tguand mental health centers. To provide
effective services for sexually offending youtlmidy be beneficial to consider structural risk
factors, as well as the risk factors inherent @itidividual.

Research investigating the association betweentatal factors and crime suggests that
crime rates and offending patterns tend to varjp wie size and composition of the community.
For example, the investigation of national statssfor Canada, the United States, and Europe
demonstrated that serious crime rates tended tease with the size of the city (Nettler, 1978 as
cited in Hartnagel & Lee, 1990). Hartnagel and (£290) found that larger sized cities had
higher crime rates, but the effect became nonsagmt when other factors were considered

(e.g., socioeconomic status, residential instahilieterogeneity). Osgood and Chambers (2000)



demonstrated that in addition to population siaeepile violence was also associated with rates
of residential instability, family disruption, amthnic heterogeneity. The fact that crime rates
vary by region suggests that there may be commienitprs that are heightening the risk of its
residents.

The theoretical underpinning of ecological reseasdhat structural factors influence the
organization of communities and community membiéos.instance, as population size
increases, greater variation occurs among the contyrairesidents, resulting in poor
communication between community members and setypagaccording to race, ethnicity, and
socioeconomic status (Jacob, 2006). Social discgaon and individual alienation are
consequences of increased population becauseisheetack of commonality among community
members. Consequently, there is a lack of socialar&s and supports resulting in a community
being unable to regulate itself through informatiabcontrol, such as through social networks
and shared socialization practices (Osgood & ChasnB00). A lack of informal control leads
to an over-reliance on formal means of social adrand subsequently increased crime and
arrest rates (Schulenberg, 2003).

Although it is generally understood that commuibynposition is associated with crime
rates and offending patterns, very little resed&rat directly investigated the relation between
community factors and the individual risk of itsigents. If, in fact, some communities are at
higher risk for crime than others, it can be asslithat communities can be either high- or low-
risk social contexts that can produce or attraditviduals that are either high or low risk to
offend. Wikstrom and Loeber (2000) tested this ag#ion by evaluating the association
between individual risk factors, neighbourhood eleteristics, and youth crime. It was found

that youth in low SES areas were more likely toehask factors of poor parental monitoring,



poor school motivation, delinquent peers, and Eajuilt than were youth in high SES areas.
Similarly, Gottfredson, McNeil Ill, and Gottfreds¢h991) evaluated the self-reported
delinquency of youth in diverse social areas. Esellts suggested that residents of communities
characterized by weakened family units and sogsirdanization were more likely to report
individual difficulties, such as negative peer ughces and less commitment to school than were
youth residing in more organized communities. Tiuelies above suggest that to better
understand individual offenders, it is also necgsgaunderstand the social pressures and
constraints of the community in which they liverther, if it is the intention of clinicians and
justice professionals to reduce the risk posedftenders, as well as to maintain risk reduction
when offenders are returned to the community, ieisessary to consider both the risk of the

individual, as well as risk inherent in that comrtyn

1.3 Purpose of Study

The overall purpose of this study was to provitferimation that could assist service
providers in assessing and treating sexually offengouth. To do this, this study first evaluated
some of the psychometric properties of the J-SOldPdl the ERASOR-II, two newly
developed risk assessment instruments for sexatiéinding youth. Both of these instruments
have been tested only minimally for concurrentdityfi interrater reliability, and for internal
consistency of the items. Moreover, no studiesate tiave confirmed the construction of the
scales on these instruments. The first goal ofghidy, therefore, was to test the concurrent
validity, interrater reliability, internal consistey, and factor structure of the J-SOAP-II and the
ERASOR-II.

The second goal of this study was to provide ailauétl analysis of sexually offending

youth by combining individual-level and ecologigarspectives on crime. Much of the research
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on sexual offending has focussed on identifyingviddial risk factors associated with, or
predictive of, recidivism (e.g., Efta-Breitbach &feman, 2004; Righthand & Welch, 2004).
However, as outlined above, ecological researctoommunities and crime has demonstrated
that the composition of communities can also infeeecrime rates and offending patterns (e.qg.,
McCarthy, 1991; Ouimet, 1999; Shaw & McKay, 1942t 1938). While it is crucial to
assess individual risk factors, results of ecolalgiesearch suggest that youth should not be
evaluated in isolation from their social and commywuoontexts. Therefore, this multilevel
analysis of crime was conducted by simultaneousijuating the individual risk factors of
sexually offending youth and the characteristichefcommunity in which they live. It was
expected that youth in the more urbanized and bgésmeous communities would possess a
greater number of risk factors than would youtmfremaller and less urbanized communities.
The results of this study will assist service pdavs in implementing prevention and
intervention strategies that are appropriate fotigdar offenders and their respective

communities.
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2 A COMPARISON OF THE JUVENILE SEX OFFENDER ASSESSMERROTOCOL- I
(J-SOAP-II) AND THE ESTIMATE OF RISK OF ADOLESCENSEXUAL OFFENCE

RECIDIVISM VERSION 2.0 (ERASOR-If)

2.1 Introduction

Conducting accurate and informative risk assesssrfensexually offending youth has
proven to be a challenging task for researchersci@ns, and justice professionals alike. This is
primarily because there are limited empirical stgdhat have focussed on risk assessments for
this population (Prentky, Harris, Frizell, & Riglathd, 2000; Rasmussen, 2004). However, to
reduce further harm, important decisions must béensdbout how best to manage and treat
sexually offending youth. Risk assessments castasgh decisions about many critical issues
such as sentencing length, level of community a;aewd type of treatment delivery. Although
risk assessments are vital in reducing the theepublic safety, there are currently no validated
instruments for assessing young sexual offendesisfor recidivism.

Standardized instruments for assessing risk hadgitnally been developed for adults
under the assumption that adult males commit thentyaof serious sex crimes. Recent
research, however, has demonstrated that in thiedUStates, nearly half (43%) of sexual
offences against children ages 6 and younger anenttted by adolescents and children
(National Center for Juvenile Justice, 1999 agdditeRasmussen, 2004). In addition, as many as
50% of all adult sexual offenders have reportedesseaxually deviant behaviour or interest

during their youth (Abel, Mittleman, Becker, Rathn& Rouleau, 1988; Abel & Rouleau, 1990).

1 A version of this chapter will be submitted for fiohtion. Schoenfeld, T. M., Brown, J. E.,
Woodworth, M., & Gretton, H. A comparison of thevduile Sex Offender Assessment
Protocol-1l (J-SOAP-I11) and the Estimate of RiskAxolescent Sexual Offence Recidivism
Version 2.0 (ERASOR-II)
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Given the prevalence of sexual crimes committegidath and the potential for young offenders
to commit sexual crimes in adulthood, researchedscéinicians have begun to devise
assessment strategies that are appropriate fon yout that attempt to accurately predict an

offender’s potential to commit sexual crimes in thiire.

2.1.1 Assessing Risk to Reoffend

A number of strategies have been used to assexteader’s risk for recidivism.
However, controversy remains about which strategiest accurately predict future offending. It
is generally held that clinical judgment, in whizhisk rating is formulated based on anecdotal
evidence, experience, and professional opiniolesss effective than a more structured and
guided approach as seen in actuarial assessmeantta(B.996; Campbell, 2003; Hilton, Harris,
& Rice, 2006; Quinsey, Harris, Rice, & Cormier, B)OAssessments using clinical judgment do
not require a systematic and standardized evaluafioisk factors and as a result, risk ratings
are often based on subjective decisions (Harrisée R2003). Consequently, risk ratings based
on clinical judgment are often difficult to suppashallenge, and compare and are often
unreliable (Bonta, 1996).

Unlike unstructured clinical judgments, actuariss@ssments require the systematic
evaluation of a fixed number of empirically supeaortisk factors (Hilton et al., 2006). Actuarial
tools can be advantageous because they providegguidelines, cut-offs for risk levels (i.e.,
low, medium, or high risk for reoffending), and ctude a probabilistic estimate of risk over a
fixed time period (Grann, Belfrage, & Tengstromp@@Litwack, 2001; Worling, 2004).
Moreover, to be considered an actuarial assessanenstrument must first undergo rigorous
empirical testing and demonstrate good psychomgtdperties. The advantages of the actuarial

assessment over less standardized approachesssalthical judgment, include empirical
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support for the risk factors, better agreement betwaters, and more accurate predictions of
recidivism (Hanson & Bussiere, 1998; Hanson & Mofourgon, 2004; Harris & Rice, 2003;
Hilton et al., 2006). While there are a numberabarial instruments for assessing the risk of
adult sexual offenders (e.g., SORAG, STATIC-9%réhare currently no actuarial risk
assessments designed specifically to predict figexeal offending of adolescents (Doren, 2006;
National Adolescent Perpetrator Network, 1993).

Although there have been risk assessment instrntleatt have been developed for
adolescents, none of these can be considered iatinatruments because of insufficient testing
of their psychometric properties. Without empirigalistified scoring guidelines, it is not
possible to provide cut-off scores that categaoaz@ffender as either low, medium, or high risk
to reoffend (Epperson, Ralston, Fowers, DeWitt, && 2006; Prentky & Righthand, 2003). In
addition, some question the use of statisticalljvee cut-off scores because these rely on a set
number of risk factors based on isolated group sominile ignoring specific contextual and
dynamic risk factors (Campbell, 2000 as cited ihi&a, 2006; Litwack, 2001). Moreover, there
has been surprisingly little published researcladoiescent sexual reoffending. As such, there is
not enough information on this population to adeglyadevelop, refine, and test actuarial
instruments that assess risk for sexual reoffenfivigrling, 2004).

To compensate for the lack of actuarial assessmsimtiments for sexually offending
youth, Hanson (1998) argues that an appropriatsasgent strategy is to identify and
systematically review relevant risk factors foistpopulation (Worling, 2004). In what Hanson
terms ‘empirically guided clinical judgment’identified risk factors can be used to inform
decisions regarding the level of risk posed by ypatienders. In contrast to actuarial

assessments, empirically guided clinical assessenhot have fixed rules for tallying scores
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or predetermined cut-off scores for risk levelse3dinstruments do, however, require assessors
to base their predictions on a fixed list of fasttrat have been suggested by empirical evidence
and professional opinion to be predictive of reofiag (Worling & Curwen, 2001). Although
the final risk rating is largely based on clinigadlgement, the scoring guidelines and systematic
evaluation of empirically supported risk factors casult in more accurate predictions and better
agreement between assessors than less standgsthzedures, as seen with assessments based
solely on clinical judgement (Worling, 2004).

Despite the benefits of assessing risk using atstreid and empirically guided
instrument, most of the instruments developed éutly are designed to assess risk of
antisociality and psychopathy (Righthand et alQ20The Psychopathy Checklist: Youth
Version (PCL:YV; Forth, Kosson, & Hare, 2003), tfieuth Level of Service/Case Management
Inventory and manual (YLS/CMI; Hoge & Andrews, 1996nd the Structured Assessment for
Violence Risk in Youth (SAVRY; Borum, Bartel, & Rtwy; 2002) are examples of instruments
designed to assess risk for general violence inhydlone of these instruments, however, are
intended to specifically assess risk for reoffegdsexually. To the best of our knowledge, the
only risk assessment instruments designed spdbifioa sexually offending youth who are
currently undergoing empirical testing are the hileeSexual Offence Recidivism Risk
Assessment Tool-Il (JSORRAT-II; Epperson, et 0@, the Juvenile Sex Offender
Assessment Protocol-Il (J-SOAP-II-II; Prentky & Riigand, 2003) and the Estimate of Risk of
Adolescent Sexual Offence Recidivism Version 2. BASOR-II; Worling & Curwen, 2001).
All three of these instruments have the potentiahtorm about the risk posed by sexually
offending youth. However, the J-SOAP-II and theAS®R-1l have undergone the most

empirical testing and as a result are commonly bsedinicians and justice professionals
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(McGrath, Cumming, & Burchard, 2003). This studymaares some of the psychometric
properties of the J-SOAP-II and the ERASOR-II toyide clinicians with better statistical

justification for choosing between these instruraent

2.1.2 Juvenile Sex Offender Assessment Protocol-Il (JFSDA

The original version of the J-SOAP (Prentky et 2000) was developed after extensive
reviews of the literature involving both adult aadblescent studies. From these reviews, the
developers constructed a 23-item risk assessm&ntiment originally intended to be an
actuarial tool. Since its development, and in usspit to be an actuarial instrument, the J-SOAP-
Il has undergone a considerable amount of empitésting. Accordingly, many of the original
items have been modified, added, and omitted. Thet version of the J-SOAP-II (Prentky &
Righthand, 2003) is a 28-item evaluation dividet iimur scales: scale I1sexual
drive/preoccupationscale 2 #mpulsive/antisocial behaviouscale 3 intervention and scale 4 -
community stability/adjustmerfbcales 1 and 2 assess static, or historic, aisofs, such as
index offence characteristics, previous non-segpuathlem behaviours, and personal sexual and
physical abuse history. Scales 3 and 4 assess dyfeagtors, or alterable factors, such as
treatment progress and psychosocial functioniegnstare scored from 0 to 2 indicating an
apparent absence to clear presence of the rishrfdihal scoring involves summing the scores
on each scale and then adding the scales togettietiading by the total possible score for the
proportion of risk rating. Although the J-SOAP-4Isimilar to an actuarial instrument in that it
provides scoring guidelines and allows for a sysigerevaluation of empirically supported risk
factors, it has not yet undergone sufficient engpirtesting to provide cutoff scores for risk
levels (e.g., low, medium, high risk; Righthandikt 2005) and to make confident predictions of

sexual recidivism (Prentky & Righthand, 2003).
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Preliminary testing of the psychometric propertéghe J-SOAP-II has shown that this
tool has promise as an assessment instrument{oalbgoffending youth. For instance, in a
recent study, Righthand et al. (2005) evaluateattimeurrent validity of the J-SOAP-II in two
steps. First, they examined the relationship betvgeales 1 and 2 and criminal history variables,
such as the total number of nonsexual offencesl, noimber of sexual offences, number of
sexual assault victims, and the degree of aggmesksplayed during sexual activities. The
results indicated that scale 1 was not linearlyatated with total number of offences and scale 2
was not significantly correlated with total numloéisex offences. There were significant
correlations between scale 1 and scale 2 andhal atiminal history variables. Next, they
calculated the correlation of scores on scale 2chvis comprised of items pertaining to
nonsexual offending and other problem behaviouit, twtal scores on the YLS/CMI (Hoge &
Andrews, 1996). The YLS/CMI is a valid assessmestrument for predicting risk for general
violence among youth. There was a strong correldigiween scale 2 and the YLS/CMI total
score [ = .81). These tests of scale 1 and 2 provide acigléor the concurrent validity of the J-
SOAP-II. Righthand et al. (2005) also tested tlsemininate validity of the J-SOAP-II by
comparing risk ratings for sexually offending youtho were given either community or
residential placements. It was found that youtidreg in the community scored lower on scales
1, 2, 3, and 4 than did youth in residential sgifin addition to adequate concurrent and
discriminate validity, the J-SOAP-II has also bebown to have good to excellent interrater
reliability (Prentky et al., 2000; Righthand et &005).

Despite these encouraging results, the J-SOAPsIuhdergone insufficient testing to be
considered a valid measure of risk. Specificahig, predictive validity of the instrument has

been difficult to test due to small sample size$ law sexual recidivism rates (Prentky et al.,
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2000); however, recent research suggests that3@AP-Il may have some utility for

predicting sexual (Martinez, Flores, & Rosenfeld)2) and nonsexual offending (Viljoen et al.,
2008). In addition, based on the results of faat@lysis, the original items of version one of the
J-SOAP were categorized into four scales (Righthetral., 2005). However, confirmatory factor
analysis has yet to be conducted on the revisatsitomprising the J-SOAP-II. Therefore,
while evaluation of the J-SOAP-II has produced emnaging results, more psychometric testing

is needed before this instrument can be used witfidence.

2.1.3 Estimate of Risk of Adolescent Sexual Offense RistrdVersion 2.0 (ERASOR-II)

Items were selected for inclusion in the ERASORsuaer 1.2 (Worling & Curwen,
2000) using three sources of information: publisstediies of adolescent sexual recidivism,
published studies of adult sexual recidivism, anblighed guidelines and checklists regarding
the clinical judgment of risk and/or protectivetias of sexually offending youth (Worling,
2004). The instrument was then peer reviewed, fedted, and revised to create the ERASOR-II
(Worling & Curwen, 2001). The ERASOR-Il is a 25ntechecklist divided into five scales: scale
1 - sexual interests, attitudes, and behaviosrsle 2 historical sexual assaultscale 3 -
psychosocial functioningcale 4 family/environmental functionin@nd scale 5treatment
Scoring involves indicating whether the factopissent partially/possibly presennot present
or unknown The assessor is not to tally scale scores ofrfiglascores, nor are there scoring
guidelines or suggestions provided. Rather, thesass determines whether the youth is low,
medium, or high risk to reoffend based on the nuralbé/or the type of risk factors present. For
instance, if a young offender has more risk facidestified as present than not present, the
assessor may deem him to be high risk to reofferdadly. However, it is also possible to deem

an offender high risk to reoffend when there arg arfew risk factors indicated as present. For
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example, if an offender has a number of risk facpmrtaining to general antisocial behaviour
and there is only one instance of sexually inappabg behaviour, the offender may be
considered low or medium risk to reoffend sexudllgnversely, an offender that has only a few
risk factors, but they all pertain to and sugggsattern of inappropriate sexual behaviour, the
offender may be deemed high risk to reoffend. Tioeee although the ERASOR-II allows for a
systematic evaluation of empirically supported festtors, the final risk rating remains heavily
reliant on clinical judgment.

The ERASOR-II has not undergone as rigorous engitésting as the J-SOAP-II.
Doren (2006) argues that the ERASOR-II is in nefddiher testing because research
measuring the predictive validity has produced misesults (Morton & Bourgon, 2003) and
testing of the concurrent validity is minimal (Bgon, 2002). However, some of the
psychometric testing that has been conducted lwagded support for the reliability and
composition of the tool. For example, Worling (2D@und the interrater reliability of the
ERASORK-II to be excellent for the final risk ratiiC = .92; e.g., low, medium, high) and the
individual items ranged from good to excellentddirbut one item (all ICCs ranged from .57 to
.97). In addition, Worling reported adequate itertak correlationsr(> .25;p < .01) for 21 of the
25 risk factors indicating that these items comniieil well to the total score of the ERASOR-II
(i.e., total number of risk factors scored as pngs&Vorling also found that scores on the
ERASORK-II significantly discriminated between yowtho had or had not been previously
sanctioned by an adult for a prior sexual offeddthough these results provided some evidence
for the utility the ERASOR-II as a risk assessmandfe research is needed. One area of the
ERASORK-II that is lacking is statistical justificah for the categorization of items into the five

scales. It remains unclear exactly how these seaes derived. For instance, to the best of our
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knowledge there are no published studies that tepatistical rationale for combining the items
into these scales; similarly, there is no empireatience cited for combining the items in this
fashion. The lack of statistical or empirical ratde for the ERASOR-II scales makes the
purpose of these scales confusing. Given the gatdat clinicians to describe youth according
to these scales (e.g., the offender was high miske area of psychosocial functioning), it is

imperative that some rationale be provided fordhegorization of the items in this manner.

2.1.4 Present Investigation

The purpose of this study was to further evaluateespsychometric properties of the J-
SOAP-II and the ERASORK-II. First, this study evakthconsistency between raters by testing
interrater reliability. While previous researchtbe first version of the J-SOAP indicated the
instrument was generally reliable, no publishedlistito date have reported on the interrater
reliability for the individual items on the revisedcond version. Further, this study sought to
confirm Worling's finding that the final risk ratinof the ERASOR-II was highly reliable even
though it is largely based on clinical judgmentc@wl, item-total correlations were calculated
and factor analyses were conducted to provide stfigrahe inclusion of individual items and
to provide statistical justification for the categation of the items on each of the instruments.
This was especially necessary given that thesg b@ste not yet been conducted on the revised
version of the J-SOAP-II and there is currentlyknown statistical rationale for the scales of the
ERASORK-II. Lastly, the concurrent validity of th&@BSOR-Il was assessed by comparing its
total score to the total score of the more validat&OAP-II instrument. If both of these
instruments are intended to assess risk, they dloauclude a similar level of risk for each

offender.
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2.2 Method

2.2.1 Participants

Risk assessments were conducted on 84 male aduiesdeo were assessed and treated
between 1997 and 2006 at Youth Forensic Psychi@eieices (YFPS) in British Columbia. The
adolescents ranged in age from 11 to 20 yédrs (6.12,SD= 1.79). All had been convicted of
a sexual offence and/or acknowledged committingxaial offence. The majority of the sample
was Caucasian (69.9%), followed by Aboriginal (28)8Asian (5.5%), Indo-Canadian (2.7%),
and 4.1% were coded as Mixed or Other. Only youth wlosed files who had completed or had

been discharged from treatment were included irsthey.

2.2.2 Procedure

Trained researchers scored the J-SOAP-1l and ERAB®&mn extensive file
information on youth treated in one of four YFPRick: Burnaby if = 30), Kelownatf = 22),
Kamloops = 28), and Pentictom(= 4). Files generally contained psychological assents,
school records, police records, treatment notes pangress and discharge reports. Given the
resource and regional limitations of this studgréhwas only one researcher who could do initial
coding on the files from Kelowna, Kamloops, and tiéon. Conversely, there were multiple
coders in Burnaby. Therefore, one researcher séostdhe ERASOR-II followed by the J-
SOAP-II on the Kelowna, Kamloops, and PentictoesfilThe instruments were scored in this
order to reduce the potential for a biased ratimghe ERASOR-Ifinal risk rating which is
heavily reliant on clinical judgement. ResearcherBurnaby, however, had different raters

score the J-SOAP-II and the ERASOR-II on each Rleliability coding was done on a random
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sample of filesif = 18) from the Kelowna, Kamloops, Penticton, andraby clinics by a

variety of trained raters employed at the Burndbya

2.3 Results

2.3.1 Interrater Reliability

Interrater agreement on the J-SOAP-II and the ERR3IQvas calculated for a random

sample of cases (20%). Intraclass correlation mefits (ICC) were calculated for the J-SOAP-

Il proportion of risk ERASOR-lItotal score and the ERASOR-final risk rating Considering

that not all of the cases were scored by the sameadters, a two-way random effects model was
selected. In addition, the more conservative teabsolute agreement was used because this test
measures the potential differences between eaghaateach case rather than examining
patterns of scores as calculated by the consisteistyMcGraw & Wong, 1996). The more
conservative test of single measure ICCs are regdmecause further tests were calculated using
single ratings rather than an average rating asilzdaéd by the average measure. The ICC tables,
however, display both the single measure and tbeage measure for each of the items on the J-
SOAP-II and the ERASOR-II.

All three variables demonstrated good to excellevels of interrater agreement (for
interpretation guidelines on the strength of agreanfor ICCs, see Cicchetti et al., 2006). The J-
SOAP-IlItotal scorehad the strongest agreement between raterslg, ICC = .943). The
ERASOR-IItotal score(i.e., total number of risk factors scored as @né®r partially/possibly
present) also demonstrated excellent interratexesgentif = 18, ICC = .790). The score that
was most reliant on clinical judgment (i.e., ERASORnNal risk rating), however, was found to
be the least reliable measure<17, ICC = .636). Despite the lower agreementvben raters

on this measure, a Spearman’s correlation coefifi¢ee ranked data indicated that the
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ERASOR-IItotal scorewas highly correlated with the ERASOR¥ilal risk rating (rs = .751,p
<.001) suggesting that the number of risk facidestified as present or partially present is
positively associated with tHal risk ratingdetermined by the rater.

To further evaluate the interrater reliability betinstruments, all of the risk factors were
examined individually (see Table 1 and Table 2} tems of the J-SOAP-II had good to
excellent reliability with individual ICCs rangirfgom .25 to 1.0. While the ERASOR-II had a
number of items that were highly reliable, the mo§individual ICCs was greater, ranging
from -.16 to 1.0. These results suggest that t8®AP-11 was generally a more reliable measure

for this sample.



Table2-1 Interrater Agreement on Individual J-SOAP-I1 Items

J-SOARI risk factors fi = 16)

ICC (single rating)

ICC (average rating)

Sexual drive/preoccupation

PNOU A WNE

Prior legally charged seoffences
Number of sexual abuse victi
Male child victim

Duration of sex offence history
Degree of planning

Sexualized aggression

Sexual drive and preoccupation
Sexual victimization history

Impulsive/antisocial behavio

9

10.
11.
12.
13.
14.
15.
16.

Caregiver consistency

Pervasive anger

School behaviour problems

History of conduct disorder

Juvenile antisocial behaviour

Ever charged/arrested before age 16
Multiple types of offences

History of physical assault and/or exposure

Interventior

17.
18.
19.
20.
21.
22.
23.

Accepting responsibility
Internal motivation for change
Understands risk factors
Empathy

Remorse and guilt

Cognitive distortions

Quality of peer relationships

Community stabity/adjustmer

24,
25.
26.
27.
28.

Management of sexual urges and desire
Management of anger

Stability of current living situation
Stability in school

Evidence of positive support systems

Total Proportion of Risk

.88
91
.93
A1
73
.76
1.00
.87
73
.87
91
.67
74
.35
.84

.53
.50
.78
.33
.34
.60
.57

.25
.52
.70
79
.81
.94

.93
.95
.96
.58
.84
.87
1.00
.93
.85
.93
.95
.80
.85
.52
91

.69
.67
.87
49
.50
.75
73

40
.68
.82
.88
.89
.97

~ ICCs could not be calculated because the iteh&@)zero variance.

29
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Table2-2 Interrater Agreement on Individual ERASOR-II Items

ERASORII risk factors (= 18) ICC (single ICC (averag
rating) rating)
Sexual interests, attitudes, and behaviours
1. Deviant sexual interests .50 .67
2. Obsessive sexual interests/Preoccupation with $éxoaghts .34 51

3. Attitudes supportive of sexual offending ~ ~
4. Unwillingness to alter deviant sgal interests/attitudes ~ ~
Historical sexual assaul

5. Ever sexually assaulted 2 or more victims .87 .93
6. Ever sexually assaulted same victim 2 or more times .97 .98
7. Prior adult sanctions for sexual assau .82 .90
8. Threats of, or use of, violeatweapons during sexual offence .57 73
9. Ever sexually assaulted a child .83 91
10. Ever sexually assaulted a stranger .95 .98
11. Indiscriminate choice of victims .80 .89
12. Ever sexually assaulted a male victim 1.00 1.00
13. Diverse sexual assault behaviours .57 72
Psychosocial functionir
14. Antisocial interpersonal orientation .16 27
15. Lack of intimate peer relationships / Social isiolat .49 .66
16. Negative peer associatioand influences .56 72
17. Interpersonal aggression .59 74
18. Recent escalation in angerragative affect -.16 -.37
19. Poor sel-regulation of affect and behaviour 42 .59
Family/Environment functionir
20. High-stress family environment .53 .69
21. Problematic parertffender relationships/Parental rejection .51 .68
22. Parent(s) not supporting sexwaifencespecific
assessment/treatment .65 .79
23. Environment supporting opportunities to reoffensusdly .59 74
Treatment
24. No development or practice of realistic prever
plans/strategies a7 .87
25. Incomplete sexuabffencespecific treatment .97 .99
Overall Risk Rating .64 .79

~ ICCs could not be calculated because the itena@)zero variance

2.3.2 Structure of the J-SOAP-II

Internal consistencylhe first step to establishing the structure of 3H&OAP-II was to
look at internal consistency using two measuresnBach’s alpha and item-total correlations
(ITC). Refer to Table 3 for computed values. Frtwa tesults reported in the table it can be seen
that overall the scales were relatively consistéat.example, alpha values ranged between .69

and .90. Generally, it is accepted that valuestgrehan .7 are considered highly reliable. The
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individual items and corresponding ITCs are algilyl consistent. Many values were greater
than .40, which Leech, Morgan, and Barrett (200§)ea is characteristic of a good scale
component. However, three items in #exual drive/preoccupation scdlarior legally charged
sex offensesexualized aggressipandsexual victimization histojyhad low ITCs (i.e., < .3)
raising concern about their inclusion. This scéde &ad the lowest overall alpha£ .69).

Table 2-3 Internal Consistency of J-SOAP-I1 Scales

ltems Corrected ITC  Alpha if itenr Subscale alpha
deleted
SexuaHdrive/preoccupation .69
1. Prior legally charged sex offenses .16 .70
2. Number of sexual abuse victi 70 .58
3. Male child victim 30 .69
4. Duration of sex offence history 54+ .63
5. Degree of planning .50 .65
6. Sexualized aggression 19 .70
7. Sexual drive and preoccupation A8+ .64
8.  Sexual victimization history 19 .70
Impulsive/antisocial behavio .90
9. Caregiver consistency AT .90
10. Pervasive anger 81 .87
11. School behaviour problems AL .88
12. History of conduct disorder .80 .87
13. Juvenile antisocial behaviour AT .87
14. Ever charged/arrested before age 16 .62 .89
15. Multiple types of offences .66+ .89
16. History oiphysical assault and/or exposure .62** .89
Interventior .86
17. Accepting responsibility 61 .84
18. Internal motivation for change I .83
19. Understands risk factors .64+* .84
20. Empathy 62+* .84
21. Remorse and guilt 76 .82
22. Cognitive distortions 52x* .86
23. Quality of peer relationships 55* .85
Community stability/adjustment .76
24. Management of sexual urges and desire 35 a7
25. Management of anger 61 .68
26. Stability of current living situation 57 .70
27. Stability in school 59 .69
28. Evidence of positive support systems ST 72

*p<.05. *p<.0l.

Confirmatory factor analysis (CFACFA was conducted using structural equation
modeling (SEM) with Amos 4.0 software. Prior to danting the CFA, each variable was

assessed for univariate and multivariate outliacsraormality. One case exceedezlszore of
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3.29 p <.001) on the variablerior legally charged sex offensesdicating that it was an
extreme case. Only one youth had been previouslsgeld with a sexual offencpr{or legally
charged sex offensedPue to a lack of variance in scores on the Wdeigrior legally charged

sex offenses determinant of zero would have been obtaingadltieg in a not-positive, definite
covariance matrix, which would have made the sofutinattainable. Consequently, it was
necessary to remove the outlier variable from tloe@hbefore further analyses. In addition to
univariate outliers, multivariate outliers were exaed. According to Mahalnobis distance there
were no multivariate outlierg’ (N = 28) = 56.89,p = .001. However, calculations computed
through Amos showed many of the variables to deviiam normality. Given that the
distributions are not normal and the data are atdinth few categories, transformations were
not a viable option. In addition, it is inappropeido conduct regul&BEMprocedures on
nonnormal data using more standardized estimatguts as maximum likelihood (Bollen &
Stine, 1992). Consequently, the more appropriatequture of bootstrapping was used instead. A
requirement of the bootstrapping procedure isttiiate are no missing data; therefore, all
missing data were replaced with the mean. The ceatee procedure of missing data
substitution (Tabachnick & Fidell, 2001) was choberause it is not desirable to omit cases
when the sample size is small. In addition, them@dahe distribution does not change and it
allows for final scores to be calculated on theQA8-11 and ERASOR-1I even when some of the
items are omitted because of a lack of informatidthough the bootstrapping procedure is
sensitive to missing data, the advantage of ttosgqature is that it does not require assumptions
about the shape of the population, just that thepsa distribution would be similar to the
population distribution (Preacher, Rucker, & Hay&¥)7). Two thousand bootstrap samples

were estimated to create a sufficient pseudo ptipalavith which to compare the model. Model
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fit was assessed using the Bollen-Stine estimgtionedure because this method is
recommended as a conservative test for small sasigde and nonnormal data (Bollen & Stine,
1992).

When the model that was created to simulate tHescd J-SOAP-1l was run (see Figure
1), none of the samples that were generated wecardied due to singularity or other statistical
reasons. Results from the analyses yielded a B&tare valug = .035, which failed to indicate
that the model was a good fit. Further, the Biag€xed (BC) confidence level was reported,
which corrects for skewness in bootstrap samplesuekle & Wothke, 1999). Figure 1 displays
the standardized and significant parameter estanate

Figure 2-1 Confirmatory Factor Analysis of J-SOAP-I1 Scales
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All except two variablessexual aggressioandsexual victimization histoyywere

significant predictorsf < .001) of the latent constructs (scale 1, 2n8, 4). Consistent with the
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ITC calculations, the variablegxualized aggressi@andsexual victimization historyere not
good predictors of scale 1, only accounting for&8d 4% of the variance respectively.
Examination of the correlations between the latemistructs provided further explanation for
the lack of model fit. All scales were significantorrelated with each other except for scale 1.
According to this model, scale 4gxual drive/preoccupatigms not correlated with scale 2
(impulsive/antisocial behaviolrscale 3ifterventior), or scale 4dommunity
stability/adjustment Therefore, while the majority of the risk iteesad significantly on their
respective scale, the items on scale 1 that ara gobd fit may be contributing to the overall

lack of model fit.

2.3.3 Structure of the ERASOR-II

Internal consistencyin the ERASOR-II manual (Worling & Curwen, 20GnNd a
subsequent article (Worling, 2004), the developeesent the instrument as a single construct
measure. Although the items are categorized, tteument is not intended to be evaluated by its
scales, but rather all of the items compile to@spnt an overall risk to reoffend. Therefore, the
first step in examining the structure of the ERASIDRas to evaluate Cronbach’s alpha and
ITCs for the overall risk items. All items were siltaneously entered into the analysis, resulting
in a good overall Cronbach,= .71. Examination of the individual items, howevadicated that
few are consistent. See Table 4 for individual I'B0d the percentage of endorsed risk factors.
For instance, only four of the itemtfi(eats of or use of violence/weapons during séenog,
antisocial interpersonal orientation, interpersorajgressionandpoor self-regulation or affect
of behaviouy had ITCs greater that .40, which is an indicabba good instrument (Leech et al.,
2005). ITCs of all other items ranged from only t6338, with the lowest two items being

diverse sexual assault behavio@f§C = .03) ancever sexually assaulted a ch{idC = .07).
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Note, however, that the percentages of endorsetitedicated that the distributions on most of
the variables are skewed. That is, this samplergndad many fewer risk factors identified as
present than not present. Given that these ITCsadh lower than those reported by Worling
(2004), it must be considered that the nonnormalitis small sample could be reducing the

consistency of the items of the overall instrument.



Table 2-4 Internal Consistency and Endor sement Patterns of | ndividual ERASOR-I1 Items

ERASOR-II risk factorsr{ = 84) ITC % Present % Possibly or % Not %
Cronbach'su = .71 Partially Present Present Unknown
Sexual interests, attitudes, and behaviours
1. Deviant sexual interests A3 10.7 8.3 72.6 8.3
2. Obsessive sexual interests/Preoccupation with $éxoaghts .29* 7.1 10.7 70.2 11.9
3. Attitudes supportive of sexual offending A5 0.0 314 82.1 3.6
4. Unwillingness to alter deviant sexual interest&lates ~ 6.0 7.1 86.3 4.8
Historical sexual assaults
5. Ever sexually assaulted 2 or more victims 37 A2, 9.5 45.2 2.4
6. Ever sexually assaulted same victim 2 or more times A2 57.1 6.0 33.3 3.6
7. Prior adult sanctions for sexual assault(s) 31 .823 8.3 67.9 0.0
8. Threats of, or use of, violence/weapons during akaffence A0x* 17.9 7.1 73.8 1.2
9. Ever sexually assaulted a child .07 81.0 0.0 17.9 2 1
10. Ever sexually assaulted a stranger A1 7.1 2.4 89.3 1.2
11. Indiscriminate choice of victims .29* 23.8 7.1 67.9 1.2
12. Ever sexually assaulted a male victim .32* 34.5 4.8 59.5 1.2
13. Diverse sexual assault behaviours .03 42.9 131 9 42. 1.2
Psychosocial functioning
14. Antisocial interpersonal orientation A5** 23.8 Q9. 54.8 2.4
15. Lack of intimate peer relationships / Social isiolat 12 27.4 22.6 50.0 0.0
16. Negative peer associations and influences .26** 0109. 21.4 54.8 4.8
17. Interpersonal aggression NoY R 20.2 14.3 63.1 2.4
18. Recent escalation in anger or negative affect 37 6.0 9.5 81.0 3.6
19. Poor self-regulation of affect and behaviour AT 17.9 32.1 45.2 4.8
Family/Environment functioning
20. High-stress family environment .16 35.7 20.2 41.7 4 2
21. Problematic parent-offender relationships/Parenggalction 27* 29.8 19.0 51.2 0.0
22. Parent(s) not supporting sexual-offence-specific .20 21.4 17.9 54.8 6.0
assessment/treatment
23. Environment supporting opportunities to reoffensusdly .20 25.0 26.2 33.3 15.5
Treatment
24. No development or practice of realistic prevention .38** 21.4 7.1 70.2 1.2
plans/strategies
25. Incomplete sexual-offence-specific treatment .31* 0.22 4.8 73.8 1.2
*p<.05.*p<.01.

~ Item was not included in analysis because itzgad variance resulting in the covariance matringpelose to zero and indeterminable.

36
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In contrast with our results, Worling (2004) exasdrthe structure of the ERASOR-II
and concluded that the instrument had good inteodistency because the ITCs were adequate
for 21 out of 25 of the risk factors ¥ .25;p < .01). However, it is not clear whether thesmge
were examined individually or according to the mtedmined categories. Considering there
were discrepancies between Worling’s results amcau, we also calculated the item analyses
according to the scales by entering each scaleaepa Table 5 displays the ITCs and
Cronbach’s alphas for each scale. Separate anédysach category yielded better and more
consistent results than did the previous analysesdividual items. Despite these improved
results, less than half (i.e., 12 out of 25 itehme) ITCs greater than .40. However, in contrast to
previous analyses, these results were more sitoiMforling’s in that 21 out of 25 of the items
had ITC’s of .25 or greatep < .05), but only 14 items had ITCs greater than(p3< .01). In
addition, some of the items remained very low. iRetancegver sexually assaulted a stranger
andlack of intimate peer relationships/social isolatiead ITCs of only -.12 and .09
respectively. While most of the scales had somell@®s, the overall scale alpha remained high
for all but scale 4 (scales 1, 2, 3, and 5 hada#ptanging from .61 to .93). Scale 4
(family/environment functionifjdrad a low scale alpha of .47 and the ITCs fordesidual
items on this scale ranged from only .19 to .36y88ting inconsistencies among the items.
Although ITC calculations for the ERASOR-Il impravevhen the individual items were
analyzed according to their respective categotiies improvement was not enough to suggest a

reliable and consistent instrument overall.
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Table 2-5 Internal Consistency of ERASOR-I1 Scales

ltems Correcte: Alpha if Subscal
ITC item alpha
deleted
Sexual interests, attitudes, ébehaviours .61
1. Deviant sexual interests 28 .67
2. Obsessive sexual interests/Preoccupation with $éxoaghts .51** 44
3. Attitudes supportive of sexual offending .58 .50
4. Unwillingness to alter deviant sexual rets/attitudes .36%* .55
Historical sexual assaul .69
5. Ever sexually assaulted 2 or more victims .62+ .60
6. Ever sexually assaulted same victim 2 or more times 32* .67
7. Prior adult sanctions for sexual assau 55 .62
8. Threats of, or usd,oviolence/weapons during sexual offence.13 .70
9. Ever sexually assaulte(child 22* .69
10. Ever sexually assaulted a stranger -12 72
11. Indiscriminate choice of victims S .62
12. Ever sexually assaulted a male victim A0 .65
13. Diverse sexual asdabehaviours AT .65
Psychosocial functionir 71
14. Antisocial interpersonal orientation .68 .60
15. Lack of intimate peer relationships / Social islat .09 .79
16. Negative peer associations and influel .32 71
17. Interpersonal aggression 70 .59
18. Recent escalation in anger or negative affect 34* .70
19. Poor setregulation of affect and behaviour 67 .60
Family/Environment functionir A7
20. High-stress family environment 29 .38
21. Problematic paremtffender relationships/Parental réi@c .36%* 31
22. Parent(s) not supporting sexo#fiencespecific 25* 42
assessment/treatment
23. Environment supporting opportunities to reoffengusaly .19 A7
Treatment .93
24. No development or practice of realistic preven 87 ~
plans/strategies
25. Incomplete sexualffencespecific treatment .87 ~

*p<.05.*p<.01.
~ Not computed because there were only two itentisarscale.

Exploratory factor analysigsiven that the internal consistency of the ERASORds
improved when the items were considered as categyoather than individual items, the scales
of the instrument were further explored. Specifican exploratory factor analysis using Amos
4.0 software was conducted to assess whether tASER-II items loaded onto the latent
constructs of their respective categories. Pri@rtalysis, variables were assessed for outliers
and normality. Two variablesiqwillingness to alter deviant sexual interestsiadiesandever
sexually assaulted a strangdrad cases that were outliers because they exteadszore of

3.29,p = .001. Ouitlier cases were those individuals wég dne or both of the risk factors
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scored as present because it was rare to do sauBethese extreme scores reflect the lack of
deviancy in this sample overall and they barelyeexicthez score of 3.29, they remained in the
analysis. In addition to univariate outliers, mdtiiate outliers were examined. According to
Mahalanobis distance, there were no multivariatéess, x*(N = 25) = 52.62,p = .001.
Calculations computed through Amos showed manfi@ariables deviated from normality.
Bootstrapping was used to adjust for nonnormaliy #r the ordinal nature of the data. To meet
the requirements of the bootstrapping procedurssimg data were replaced with the mean. Two
thousand bootstrap samples were estimated to @ezatfficient pseudo population with which

to compare the model and the model fit was assessed the Bollen-stine procedure (Bollen &
Stine, 1992).

A model was created to test the five scales oERASOR-II instrument. Initial attempts
to run the model were unsuccessful because of inegatriance that resulted in standardized
estimates being unachievable. As a result, the hveale re-evaluated to obtain a better fit.
Examination of the ITCs indicated two fundamentalgtems that could be causing the model to
be unsolvable. First, an ITC for itemudnillingness to alter deviant sexual interestsiade9
could not be calculated because it had zero vagiegsulting in the covariance matrix being
close to zero and indeterminable. Second, scdidily/environmental functionindhad a low
scale alpha indicating that these items did notptse a good scale. Therefore, the model was
redrawn excluding scale 4 and item 4 and it wasrefigure 2 illustrates the final model of the

ERASOR-II.
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Figure 2-2 Exploratory Factor Analysisof ERASOR-11 Scales

i.lz i.es lz?

Examination of the bootstrap summary indicated thabotstrap sample was unused
because of a singular covariance matrix and 16 wewused for other statistical reasons. The
Bollen-stine calculation indicated that even whk problem items omitted the model was not a
good fit o = .021). Refer to Figure 2 for the standardized significant parameter estimates.

According to the Bias Corrected confidence intesyall but four variables were
significant predictorsp < .05) of the latent constructs (scale 1, 2, 8, @n Consistent with the
ITC calculations, items 8, 10, and 15 did not loadheir respective factors. In addition, item 18
was not found to be predictive of its respectiva@ecAll of these factors accounted for only .02
to .24% of the variance of their respective scdsamination of the correlations between the
latent constructs provided further explanationtfer lack of model fit. All scales were
significantly correlated with each othgr< .05) except for scale 2. According to this model

scale 2 ljistorical sexual assaultss not correlated with scale 4gxual interest, attitudes, and
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behaviour$, scale 3gsychosocial functioningand scale Sieatmen). Therefore, according to
these results, the overall lack of model fit wassult of both individual factors and the

historical sexual assault scale

2.3.4 Concurrent Validity

To evaluate the concurrent validity of the ERASORaISpearman’s rho was calculated
for the ERASOR-Iffinal risk ratingand the J-SOAP-iproportion of risk The ERASOR-Ifinal
risk ratingwas strongly correlated with the J-SOARztbportion of risk(rs = .739,p < .001).
However, considering that the ERASORal risk ratingwas the least reliable measure, we
also tested the association between the ERASQ@&adl scoreand the J-SOAP-roportion of
risk. There was a stronger correlation between the ERRS total scoreand the J-SOAP-II
proportion of risk(r =.810,p < .001) than there was between the ERASOf:dl risk rating
and the J-SOAP-Ibroportion of risk These results suggest that when compared to 3@AP-

Il, the ERASOR-II demonstrates better concurretitlitg when the least subjective measure of

ERASOR-IItotal scoreis used.

2.4 Discussion

The purpose of this study was to test some opfiyehometric properties of both the J-
SOAP-II and the ERASOR-II. Specifically, interratefiability, construct validity, and
concurrent validity were examined. Both the J-SAORA#d the ERASOR-II were shown to have
good to excellent agreement between raters. Qbthéscores on each risk assessment, the J-
SOAP-IIfinal risk ratinghad the strongest agreement between raters. TASEGR-II total
score(i.e., number of risk factors scored as presepiotially/possibly present) also

demonstrated excellent interrater reliability. Natprisingly, however, the score that was most
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reliant on clinical judgment (ERASORAinhal risk rating was found to be the least reliable
measure among raters. A correlation between theERA |l total scoreand the ERASOR-II

final risk ratingindicated that the number of risk factors ideatifas present or

partially/possibly present was correlated withfihal rating determined by clinical judgment.
The lack of agreement between raters on the ERABQIRal risk ratingand the strong
association between this score and the numbeslofactors may indicate that simply tallying
the number of risk factors might be a more reliab&thod of assessing risk using the ERASOR-
Il. However, with our sample, the risk rating dete@red by the J-SOAP-II was more reliable
than either the ERASOR-final risk ratingor the ERASOR-Itotal score

To further investigate the interrater reliabilihgwever, inter-item correlation
coefficients (ICCs) were calculated for each ofitidividual items that comprise the J-SOAP-II
and the ERASOR-II. Given that the J-SOAP-II wasvalmdo be the most reliable overall, it was
not surprising that the individual items of thisecwere also highly reliable. The ICCs for
individual items on this instrument ranged from t@9..00. Although many of the individual
items of the ERASOR-II were shown to be highlyable, there was more variability among the
ICCs (-.16 to 1.0) indicating that the individuedms were not as consistently reliable as those of
the J-SOAP-II.

Although scoring on the J-SOAP-II was highly relebetween raters, the ICCs were not
as strong as correlations reported by Prentky. €2@00). These authors assessed the original
version of the J-SOAP and indicated that Pearsareletions for individual items ranged from
.59 to .91. They concluded that with the exceptibthe itemcaregiver instabilityr = .59), all
other items had good to excellent reliability. Huoe revised version of the J-SOAP-II the item of

caregiver instabilitywas modified to improve consistency between raifns study found that
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the modified itemdaregiver consistengyas much improved (ICC = .87). By contrast, sarhe
the items that had been modified from the origueakion of the J-SOAP-II showed a reduction
in agreement. For example, the original itenewflence of empathy, remorse, and guds
separated into two items for the second versiah@f-SOAP-II. The result, unfortunately, was
that these items had a reduction in reliabilityriran overall Pearson correlation of .84 to low
ICCs of only .33 and .34, respectively. Howevemsf the new items of the J-SOAP-II that
were not included in the original were found tohaghly reliable between raters (ICCs = .41 to
1.0). Therefore, discrepancies between the restittss study and Prentky et al. could be due to
the subsequent modifying, omitting, and addingerhis from version one to version two of the
J-SOAP.

In addition to the J-SOAP-II, previous researchlenERASOR-II has found more
reliable scoring between raters than what was fonmair study. Worling (2004) collected risk
ratings from 28 clinicians who had conducted corhensive clinical assessments on 136 male
adolescents. In contrast to the findings of thuslgt Worling reported strong single rating ICCs
ranging from .40 to .92. Moreover, the ERASOR#hI risk rating of low, medium, high was
found to be highly reliable (ICC = .85), which reonsistent with our ICC of only .67 for this
measure.

There are a number of possible explanations fodib&epancies between our results and
those reported by Worling (2004). First, Worlinghdacted extensive interviews to determine
the levels of risk for each individual, whereasamaducted our assessments using
comprehensive file information. In Worling’s stuggirs of assessors actually divided their
assessments, such that one clinician focused oofféreder and the other focused on the family;

Worling suggested that having access to exactlgdnee information, as was the case with our
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file review, might actually improve agreement bed¢weaters. The results of our study suggest
that this is probably not the case because ourgsivere based on file review and were not as
reliable as Worling’s. However, had we based ratiog both interviews and file review we may
have increased agreement between raters becasiseltisable to conduct risk assessments
using multiple sources (Worling & Curwen, 2001)c&ed, since Worling had more than one
rater for each offender, clinicians first completldir ratings independently and subsequently
met to discuss their assessments to produce a nethbverall risk rating. Although the raters of
this study were trained by the same organizatioafisk assessments were conducted
individually. Third, considering that the assesstaém \Worling’s study were based on clinical
interviews rather than file information, assessoey have had the ability to ask specific
guestions to obtain the necessary informationdoriag the ERASOR-II. This study, however,
was limited to file information. Consequently, wheformation was lacking or ambiguous,
raters did not have the ability to request claaificn or elaboration. As such, the ratings in this
study may have been disadvantaged by subjectiMitgrefore, the present study suggests that
the ERASOR-II may be a more reliable measure whters are able to interview offenders, and
discuss and agree upon their ratings.

In addition to evaluating the degree of agreerbenween raters on the J-SOAP-II and
the ERASOR-II, the construct validity of both instrents was evaluated using two main
measures: item-total correlations and factor amslyShese two tests were conducted on each of
the instruments for different reasons. Based olinpirgary psychometric testing, the J-SOAP-II
has been revised considerably from its originainforowever, the J-SOAP-II has yet to undergo
the necessary testing of this new construction.figiance, item-total correlations of the

modified items comprising the scales have yet texsuated. In addition, although the
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developers conducted an exploratory factor anatgsiterive the scales, confirmatory factor
analysis has not been conducted on these modideddss The ERASOR-II, on the other hand,
has not undergone revisions since it was last exainfjWorling, 2004). However, this study
sought to confirm the internal consistency of tieens when scored on file information. In
addition, exploratory factor analysis of the ERASORcales was conducted to determine
whether the scales proposed by the developer wetistigally justified. Considering that the
developers have argued that final risk ratings khoat be derived from tallying the number of
risk items, it is not entirely clear what the puspmf the scales are. For instance, the developers
neglected to explain exactly how these scales deriged and how they should be used in the
assessment. It is unclear whether these scalés besused for descriptive purposes or are
simply an arbitrary categorization of the items.

The results of this study were consistent withvjanes research in that calculations of
item-total correlations on the J-SOAP-II items taded that the instrument was relatively
internally consistent. Similar to the findings akRky et al. (2000), ITCs for individual items
and scale alphas were high (significant ITCs rarfgad .30 to .81 and scale alpha’s ranged
from .69 to .90). Two of the items with low ITCxwever, were newly added itensekualized
aggressiorandsexual victimization histojyand the other was modifiedr{or legally charged
sex offens@gaising concern about their inclusion. Despitesthlow scores, the J-SOAP-II was
shown to be relatively consistent overall.

The confirmatory factor analysis of the J-SOARdales yielded similar results. The
results indicated that the model was not a gooalvirall, failing to support the scales of the
instrument. However, further evaluation of the iseamd the scales indicated that the same two

newly added itemsséxualized aggressi@andsexual victimization histojywere the only non
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significant predictors of the latent constraekual drive/preoccupation scaleurther, this scale
was the only scale that was not correlated withothers. Therefore, theexual
drive/preoccupation scalgeems to be reducing the strength of the ovetaif this instrument.

Based on this sample of youth, the ERASOR-II settode less internally consistent
than the J-SOAP-II. Inconsistent with previous aeslk, many of the items in the ERASOR-II
were shown to have poor internal consistency. kanmple, Worling (2004) reported that the
item-total correlations were acceptable for moghefrisk factors, whereas we found that only
four of the items had ITCs greater that .40. Itudtide noted, however, that even if we used the
less conservative cutoff pf< .01 as used by Worling, we still only would ha&items that
reached significance compared to Worling’s 21 dit% There are two possible explanations
for this discrepancy between our results and WgsinFirst, our sample seemed to be less
deviant. Few of our offenders were scored as hgkhaffenders, whereas Worling’s sample was
more normally distributed with approximately eqnambers of youth scoring high and low on
these risk factors. This study might suggest thatERASOR-II is not a reliable instrument for
generally low risk offenders. Second, it is uncik@ether Worling assessed the ITCs for each
category separately, or for all items simultaneauslit was the case that items were evaluated
as scales not as individual items, then our assasson the scales should have produced more
consistent results. Although ITCs did improve witems were assessed as categories, the
improvement was small; only 12 out of 25 items He&@s greater than .40. In summary, the
ERASOR-II did not demonstrate good internal coesisy, regardless of whether the instrument
was assessed by its scales or individual items.

An exploratory factor analysis was conducted tthier evaluate the relevance of the

ERASORK-II scales. The model created to test thiese@ould not run successfully without



a7

removal of the itenunwillingness to alter deviant sexual interest#latiesand the scale with

the low Cronbach’s alpha of .4faily/environment functioningOnce removed, the model ran,
but was still not a good fit. Specifically, fournables were inadequate predictors of their
respective scales. In addition, all scales weneifsigntly correlated with each other except for
thehistorical sexual assaults scal€his scale was uncorrelated with all three oftoales of the
instrument. The lack of internal consistency analehdit suggest, therefore, that there is little
statistical justification for the categorizationtbe individual items of the ERASOR-II into

scales. This finding has important implicationsdbnicians who use the ERASOR-II to conduct
risk assessments on youth. As mentioned abowenitticlear in the manual nor in subsequent
research exactly how the scales should be usedifiephy, there is no information about how
these scales were derived and whether it is apjptego describe offenders according to these
scales. For example, given that clinicians condigctissessments with the ERASOR-II are to
include a description of the offender’s risk, aadian may be tempted to describe an offender as
being generally high risk on one or more scalesh &s in the area of psychosocial functioning.
Our results suggest that this is not an appropusg¢eof the ERASOR-II. The lack of internal
consistency and model fit indicate that it is imect to assume that all of the items on a scale are
measuring the same underlying concept, such awpsgcial functioning.

It is also important to note that for both the@QAF-Il and the ERASOR-II, the scale that
described sexual offending behaviours and hist@y mot associated with any other scales for
either of the instruments. That is, it seems aaghaisk factors pertaining to sexual offending
are unrelated to other risk factors about gendfahding and other problematic behaviours. This
suggests that while the risk assessments are edeidevaluate the likelihood of sexual

recidivism, they might actually be measuring twoalated concepts, such as sexual offending
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and nonsexual offending. Interestingly, recentaesefound the total score of the J-SOAP-II to
be predictive of general and sexual recidivism; &esv, thesexual drive/preoccupation scale
was not associated with any of the outcome varsafMartinez, Flores, & Rosenfeld, 2007).
Therefore, although the developers of the J-SOAdhd the ERASOR-II expected the
accumulation of sexual and nonsexual factors tdipreisk for sexual recidivism, this research
suggests that these factors may not be as intestledes previously thought. Further, items
pertaining to sexual interests, behaviours, anenafihg histories may actually not be adding to
the predictive validity of these instruments.

One potential limitation of this study is the tetlaly small sample of youth that were
assessed. Eighty-four sexually offending youth veemsessed using the ERASOR-II and 82 with
the J-SOAP-II. Although this is not unlike previaesearch on the J-SOAP-II and the
ERASOR-II that had samples ranging from 96 to 1&®jer samples are needed to accurately
generalize these findings. In addition, a numbatifficulties arose when attempting to run the
model of the ERASOR-II for the exploratory factoadysis. Specifically, the model would not
run until the problematic item one and scale foarenomitted. Had this study had a larger
sample size, these items may not have posed sudbkem. Further, unlike previous research,
only 20% of the sample was used for the calculatmfrinterrater reliability. Although this is a
standard proportion for testing interrater relidpjla larger sample may have resulted in better
agreement between raters as was seen in previmiestvith larger samples. Regardless of
sample size, however, this study confirmed thateeiof these instruments has yet to
demonstrate sufficient evidence to be considenealid instrument for assessing risk of sexually

offending youth.
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Overall, this study found that compared to the ERRSII, the J-SOAP-II was a more
reliable measure for this sample of sexually offegd/outh. While the ERASOR-II had a
number of strengths, such as interrater reliabditg internal consistency for some of the items,
the J-SOAP-II had stronger agreement between rdtett®r internal consistency of the items,
and a statistical rationale for some of the sc&despite some of the limitations of these
instruments, both the J-SOAP-II and the ERASORsHatuded a similar level of risk for each
offender. The results of this study, however, iated that neither of these instruments has yet
proven to be a valid measure for assessing ris&dffend. Rather, at this stage, a more practical
and appropriate use of these instruments woul@dbéedscriptive purposes. That is, clinicians
may use these instruments as a guide for conduatisgssment interviews or as a means to
review empirically supported risk factors for tra@nt planning. However, until these
instruments can demonstrate adequate validityersiats regarding risk for recidivism should

be avoided.
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3 A MULTILEVEL ANALYSIS OF SEXUALLY OFFENDING YOUTH?

3.1 Introduction

There is a growing concern among mental healthastite professionals regarding the
suitable strategies for preventing and managindeadent sexual offending (Harris, Rice, &
Quinsey, 1998; Moore, Franey, & Geffner, 2004).sTikipartially based on recent evidence
indicating that young offenders are responsibleaftarge proportion of sexual offences against
adults and children. For instance, The Nationam@rVictimization Survey (NCVS) found that
in the United States in 1997, individuals underabe of 18 were involved in 27% of all serious
violent victimizations, including 14% of sexual aglis and 27% of aggravated assaults (Snyder
& Sickmund, 1999 as cited in Efta-Breitbach & Freem2004). In addition, adolescents are
responsible for approximately 60% of all sexuakoffes committed against children less than 12
years of age (Bourke & Donohue, 1996). Given tlevalence of sexual crimes committed by
adolescents, it is not surprising that increasitgnéion has been devoted to this population.

The study of sexual crimes is a relatively new abed for decades researchers have
attempted to better understand general offendefs@mme patterns. Much of this investigation
has focussed on identifying individual factors asst@d with, or predictive of, offending
behaviour (e.g., Efta-Breitbach & Freeman, 2004hhiand & Welch, 2004). However,
research on crime has established that the congrosit communities can also influence crime
rates and offending patterns suggesting theretaretgral factors associated with crime
(Hartnagel & Lee, 1990; Sampson, 1997; Shaw & McK®a2; Wikstrom & Loeber, 2000).

These perspectives regarding the causes of crireerlaulted in the two prominent, but distinct,

2 A version of this chapter will be submitted for finhtion. Schoenfeld, T. M., Woodworth, M,
& Gretton, H. A multilevel analysis of sexually effding youth.
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traditions of individual-level and ecological resga(Gottfredson, McNeil, & Gottfredson,
1991). Both of these traditions evaluate the ¢ates of crime; however, individual-level
research focuses on the individual factors, sudaragy dynamics and peers, whereas
ecological research evaluates structural factoisd) as population size, urbanization, and other
community characteristics. Each of these perspeximnas made an invaluable contribution to the
study of crime, yet few researchers have attemjgtedmbine these traditions (Wikstrom &
Loeber, 2000). In addition, no studies known teedwve attempted to combine these
perspectives to investigate sexual offending. Siam@lously evaluating individual and
community factors may result in a more comprehenaivderstanding of sexual offending.
Indeed, it has been argued that the study of chiasemore to gain from combining the
individual-level and ecological perspectives thamf their continued advancement as
independent perspectives (Farrington, Sampson, Kstitvdim, 1993; Reiss, 1986; Wikstrom &
Loeber, 2000; Wikstrom, 1991).

This study attempts to fill this gap in previousearch by evaluating the relationship
between community composition and individual riaktbrs of sexually offending youth. To
better understand youth who commit sexual offearekto provide prevention and intervention
strategies that are appropriate for individual ffers and their communities, it is important that
youth are not evaluated in isolation from theirisband community context. Therefore, the
purpose of this study was to provide a regionalgamson of sexually offending youth by
conducting a multilevel analysis that combinesvidlial-level and ecological research methods.
A more comprehensive evaluation of sexual offendeayg add valuable insight into the

potentially inextricable relationship between conmiies and young offenders.
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3.1.1 Individual-level Research: Identifying and AssegdRisk to Reoffend

In 1990, Andrews, Bonta, and Hoge first introdutieelrisk principle, which states that
offenders should receive intervention and treatrsentices that match their levels of risk to
reoffend. Since then, countless studies have fatosedentifying individual risk factors that are
associated with, or predictive of, sexual offendamgong both adults and adolescents. Efta-
Breitbach and Freeman (2004) conducted a recemwenf studies on sexual offending youth
and categorized the most commonly cited risk factothe literature as the following: (a)
incomplete treatment, (b) a family history of dysétion, (c) prior abuse or maltreatment, (d)
delinquent relations and peer relations, (e) charestics of the youths’ sexual offences, (f)
deviant arousal and/or sexual maladjustment, anchémtal health. The identification of these
common risk factors has encouraged researcheevtsedstrategies that can systematically
assess an individual’s level of risk to reoffend.

One such instrument that has been devised spabjiffor sexually offending youth and
that systematically assesses empirically suppais&dactors is the Juvenile Sex Offender
Assessment Protocol-Il (J-SOAP-II; Prentky & Rigdrtd, 2003). The J-SOAP-II is a 28-item
evaluation that assesses the static and dynarkitagsors of youth between the ages of 12 and
18 who have been adjudicated or convicted of aaeftence. Static risk factors are
characteristics or circumstances that are unchagesuch as being victimized sexually and
having a history of offending. By contrast, dynamsk factors are characteristics of the
offender that have the potential to change througtevelopment or can be altered through
intervention. Examples of such factors include natiton for change, peer relationships, living

situation, and support systems. Therefore, theftimndamental goals of the J-SOAP-II are to
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provide an estimation of risk to reoffend and toyide clinicians with information about areas

to target in treatment.

3.1.2 Ecological Research: Evaluating the Associatiori&ein Communities and Crime

Ecological research examines crime at the struldieval (Jacob, 2006). Proponents of
this perspective argue that there are a numbexabdiis beyond the individual that can influence
and perpetuate offending behaviour. Accordingliarge body of research has established that
community characteristics are related to crimesrated offending patterns (Jacob, 2006; Osgood
& Chambers, 2000; Ouimet, 2000; Sampson, 1997;I8charg, 2003; Shaw & McKay, 1942).
The most commonly cited structural and social fiecéssociated with crime are urbanization,
residential mobility, low socio-economic statusnfly disruption, and ethnic heterogeneity
(Jacob, 2006; Ouimet, 2000; Schulenberg, 2003; ShadcKay, 1942; Wells & Weisheit,

2004).

Shaw and McKay'’s (1942) landmark study was the foexamine the linkages between
community characteristics and crime by investigatdhicago neighbourhoods. After repeatedly
demonstrating that delinquency rates declined idadlt beyond the city center, the researchers
concluded that these differences in crime rategwae to the physical condition of houses,
income levels, demographic stability, and ethniciiynposition of neighbourhoods (Jacob,
2006). Shaw and McKay formulated the theory ofdtrtal disorganization to explain how these
particular structural factors influence crime ratésvas proposed that low economic status,
ethnic heterogeneity, and residential mobility eage crime by decreasing the social
organization of communities (Gottfredson et al91)9 That is, these communities lack

cohesiveness, which is the ability of community rbers to recognize their common values and
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goals. In the absence of community cohesivenessiumities are unable to regulate themselves
through informal social control and thus criminabtrises.

Using similar principles as social disorganizatibeory, urbanization theory (Wirth,
1938) posits that increased crime rates in cityersrare primarily the consequence of
population size and density. Proponents of thishargue that as population size increases,
greater variation occurs among the community’sdes#is, resulting in poor communication
between community members, and segregation acgptadirace, ethnicity, and socioeconomic
status. A lack of commonality among community mersbeesults in a lack of social networks
and supports; consequently, the community is un@blegulate itself through informal social
control. As such, urbanized communities are nodomdple to efficiently regulate the behaviour
of their children through social networks and sbasecialization practices (Osgood &
Chambers, 2000). A lack of informal control leadsih over-reliance on formal means of social
control and subsequently increased crime and awatest (Schulenberg, 2003).

Ecological research has consistently found thatenates are higher in urban areas for
every category of index crime (Weisheit, Falcona)M&lls, 1999). This pattern has been
demonstrated in a number of different countriesughout the world. For instance, Van Dijk
(1999) evaluated data from the International Crific¢zim Survey for 55 countries and found
that urbanization was the strongest predictor obae crime. In addition, examination of US
police data indicated that compared to rural castiolent crime was between 5 and 10 times
higher in the largest cities, and property crime Wwatween 4 and 5 times higher in the largest
cities (Weisheit & Donnermeyer, 2000 as cited inll¢/& Weisheit, 2004). Moreover,
individuals are more likely to be victims of violesssaults in large urban centers than in rural

communities (Weisheit et al., 1999). Based on &rewf the literature, Wikstrom (1998)
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concluded that the differences between urban arad ctime rates tended to persist for police
recorded crimes (e.g., Wikstrom, 1991), self-regbgtouth crime (e.g., Christie, Andenaes, &
Skirbekk, 1965), and victimization rates (e.g., $aon, 1986). In addition, there tends to be a
greater fear of crime in urban than in rural af@sgstrom & Dolmen, n.d. as cited in
Wikstrom, 1998).

Despite general consensus that urbanization iteceta crime (McCarthy, 1991), much
of the ecological research evaluating this associdtas focussed on neighbourhoods and cities
within the United States. For instance, since Saa@McKay’s (1942) landmark study on
neighbourhood crime in Chicago, the majority oflegaal research has focussed on the largest
cities in the United States, such as New York, iBalte, Boston, and San Diego (Osgood &
Chambers, 2000). Consequently, information abaisociation between communities and
criminal behaviour is often inferred from these Aroan studies (Ouimet, 1999). However,
Ouimet argues that comparisons between the Uniesteé<sSand Canada are not necessarily
warranted given that the high crime rates in cisiesth of the border is often due to the social
conditions particular to the United States. Speally, high crime rates in particular US cities
can be attributed to the prevalence of ghettotheresidential segregation of the poor, and the
accessibility of firearms. Although some Canadidies suffer from social disorganization,
Ouimet contends that there are no real ghettosmralization of the poor.

The few ecological studies that have evaluated$#seciation between urbanization and
crime rates in Canada have yielded inconsistenttee$-or instance, Hartnagel & Lee (1990)
investigated statistics on 88 Canadian cities andd that larger sized cities had higher violent
and non-violent crime rates; however, these effleeteme non significant when other factors,

such as socioeconomic status were considered. te¢h@97) examined Canadian crime
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statistics and concluded that crime occurred igdand small census metropolitan
agglomerations in equal proportions. Shulenber@32@und that when the impact of social
disorganization was controlled, overall crime ratese actually negatively correlated with
population size. Jacob (2006) found that the aatioois between urbanization variables (i.e.,
population size and density) and youth crime raggged by gender. Fitzgerald, Wisener, and
Sovoie (2004) examined the distribution of criméantreal and found that high crime
neighbourhoods were characterized by increasedlgigpudensity, as well as reduced access to
resources, and decreased residential stability.

Finally, Statistics Canada recently conductedrapgarison of large urban, small urban,
and rural crime rates. In comparison to large udnashrural areas, small urban areas actually
had the highest overall crime rates and the higtagss for violent crimes, property crimes, and
breaking and entering. Rural areas were found ¥e ktize lowest overall crime rates and large
urban areas reported the highest rates for bothergtand motor vehicle theft, but had the
lowest violent crime rates overall. This report coled that crime is not necessarily a large
urban phenomenon, suggesting that factors otharutzanization may be influencing Canadian
crime rates and offending patterns (Francisco &ndre2007).

The results of ecological research investigatiregabsociation between urbanization and
crime rates in Canada have been inconsistent atlbemmains unclear exactly how urbanization
affects the residents of a community, particuléinlyse residing in Canadian communities. This
is primarily because there is a lack of ecologreakarch on Canadian crime in general. As such,
it is evident that further local ecological resdanvhich is sensitive to the unique dynamics of

Canadian communities, is much needed.
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In addition to studying crime in Canada, it hasrbargued that ecological research could
benefit from studying a greater variety of commuasit Although the majority of ecological
research focuses on neighbourhoods and commuwitieisn metropolitan cities, there is
evidence that these theories can be generalizeonimetropolitan or rural communities. For
example, while assessing rural communities OsgaddGhambers (2000) found that there was a
curvilinear relationship between juvenile violeraz®e population size, with the smallest
communities having the lowest offending rates. Ehesearchers concluded that to truly
understand the association between communitiesrame, the full variety of communities must
be studied. Comparing offending behaviour amonggl@nd small urban cities may provide
evidence for the applicability of ecological thesrin a variety of settings.

In addition to studying a variety of communitiesplgical research on crime would also
benefit from the evaluation of different types dahte. As mentioned above, social ecological
studies of crime have traditionally focused on camity correlates of overall crime rates, often
only differentiating between violent and non-vidlenme, and neglecting to focus on sexual
offending specifically. In addition, few studiesvieaevaluated the influence of community
factors on aspects of criminal careers (Wikstrobhagber, 2000), such as an individual’s
propensity to reoffend. Sexual offenders have umigghavioural, social, and psychological
difficulties which could result in an unusual dyniarbetween offenders and their communities.
Moreover, assessing risk to reoffend rather thanecrates and general offending patterns may
provide insight into the community’s influence aimunal careers. Further, research evaluating
the community’s influence on an individual’'s risksexual offending may inform about

prevention and intervention strategies that arqusnand suitable for particular regions.
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3.1.3 Purpose of Study

The purpose of this study was to provide a mulélenalysis of sexually offending
youth by combining ecological and individual-leyperspectives on crime. To do this, individual
risk factors of sexually offending youth in thregighbouring, but diverse Western Canadian
regions of the Greater Vancouver Area (GVA), Cdridleanagan (CO), and Thompson Nicola
(TN) were compared. These regions vary accordirtree variables that are commonly
evaluated in ecological research (i.e., populagiae, density, and ethnic heterogeneity) and that
measure the degree of urbanization and socialghsdation in particular communities.
Specifically, the 2006 census metropolitan and @gegration profiles provided by Statistics
Canada (2007a, b, & c) indicated that accordingojoulation size and density per square
kilometre, the GVA is the largest and most deng@re(pop. = 2,116,581; density = 735.6),
CO is considerably smaller (pop. = 162,276; densifp.9) than GVA, but TN is the smallest
and least dense of the three (pop. = 122,286; tyen&.7). In addition, GVA is the most
ethnically heterogeneous city of the three witt036 of the total population being comprised of
visible minorities, as opposed to only 3.9% in G@ &.4% in TN.

It should be noted that unlike traditional ecol@gieesearch, associations between the
ecological variables (i.e., population size, dgnsihd ethnic heterogeneity) and crime were not
directly tested. Rather these variables were useddscriptive purposes only, as a means of
illustrating the variation among the compositiortttése communities. Further, unlike traditional
ecological research, the dependent variables sfstiidy were the individual risk factors of
offenders. Ecological research traditionally us@se, arrest, or victimization rates to assess the
influence of structural factors on crime. This stuchther, was interested in how community

composition influences individual offenders andithisk to reoffend. Accordingly, the
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dependent variables of this study were scores ®@d+4BOAP-II. This instrument was used
because it is specific to adolescents and it pes/alsystematic way of assessing characteristics
of youth who sexually offend.

This is believed to be the first study to comhimaividual-level and ecological
perspectives to assess sexually offending youthm@éstioned above, ecological researchers
propose that crime is generally a consequenceawftstal factors, such as urbanization and
heterogeneity; however, the association betweesetsuctural factors and Canadian crime is
not well understood. If ecological theories holgetfor Canada and larger communities are more
at risk for crime, it can be assumed that the esgglhave a greater number of risk factors for
engaging in crime and consequently are more atois&offend. Therefore, to test the
generalizability of these ecological theories tm&i#ian communities, it is hypothesized that
sexually offending youth in the more populated,sgermand ethnically heterogenic region of
GVA will be highest risk to reoffend and youth hetleast urbanized community of TN will be
at lowest risk for reoffending. This multilevel dysis will provide a more comprehensive
evaluation of sexually offending youth while prowid information about the prevention and

intervention strategies that are appropriate fégrafers in particular regions.

3.2 Method

3.2.1 Participants

The sample was comprised of male adolescents betineeages of 11 and 20 who had
committed a sexual offence and had received tredtateyouth Forensic Psychiatric Services
(YFPS) located in Burnaby, Kamloops, Kelowna, aedtieton, British Columbia between 1997
and 2006. YFPS has a number of mental health oetpdacilities in British Columbia that

specialize in assessing and treating youth who baee charged with crimes ranging in severity
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from relatively minor offences (e.g., shoplifting)violent crimes, including sexual offences.
YFPS offers a range of treatment strategies innédividual, family, and group therapy, with
sexually offending youth often receiving a combioatof these strategies as part of the
specialized Youth Sex Offender Treatment Progra®dYP).

A number of challenges arose while attempting toea® representative and comparable
samples from each geographical region. First, &S outpatient clinic is responsible for
servicing local youth and the youth of surroundiagions. As a result, samples from each clinic
included youth who lived in the immediate localetw# clinic as well as in surrounding areas,
such as suburbs, nearby towns, or rural communlhé&smation was collected when available
about the location of the youths’ residence atithe of assessment. Cases missing this
information were excluded from analysis. The fisample of offenders was expected to
adequately reflect sexually offending youth in @eater Vancouver Area (GVA), Central
Okanagan (CO), and Thompson Nicola (TN) regionsoBe, while random selection was
possible for the sample from the Burnaby clinieydts not for Kamloops, Kelowna, and
Penticton samples. The GVA sample was randomlygssldrom all youth who had committed
a sexual offence and been admitted to the YSOTé&ddan Burnaby. However, the CO and TN
samples could not be selected randomly for twooreag-irst, the YSOTP has not been
operating for as long in the Kamloops, Kelowna, Redticton clinics as it has in the Burnaby
clinic. Thus, there were fewer clients at theseicé who had been treated between 1997 and
2006 resulting in a smaller population to sampderfr Second, although adolescents are
responsible for a large proportion of sexual ofes)c¢he ratio of committed offences to arrests
can be as low as 1:150 (Abel, Becker, MittelmarG&ningham-Rathner, 1987). Therefore,

few offenders may actually receive intervention aadvices through YFPS. For smaller
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communities, this means fewer convicted offendessilting in a smaller population to sample
from than from the larger region of GVA. Therefoi@ensure sufficient sample size, every
youth who had committed a sexual offence and bdemteed to the YSOTP in Kamloops,
Kelowna, and Penticton was sampled for this study.

Considering that every youth was selected andsasdeit can be concluded with
confidence that our sample represents the sexieadddrs being treated in the Kamloops,
Kelowna, and Penticton clinics. Refer to Table fd1lthe average age at the time of assessment
and the ethnic composition of the offenders treateshch region.

Table 3-1 Average Age and Ethnicity of Offendersin Each Region

Age Ethnicity
Caucasian Aboriginal Asian Indo-Canadian Other

Region M SD N % N % N % N % N %
GMA 16.7 1.4 9 50.0 4 22.2 3 16.7 2 11.1 0.0 0.0
CO 158 18 18 857 2 95 O 00 O 00 1 4.8
TN 157 20 21 724 6 20.7 0O 00 O 00 2 6.9
Overall 161 18 48 706 12 176 3 44 2 29 3 4.4

3.2.2 Classifying Regions — Independent Variable

Consistent with previous ecological research, censetropolitan and agglomeration
data were collected from Statistics Canada (200,7&,c) to categorize the regions for this
study. Based on this information three regions vestablished for comparison: GVA, CO, and
TN. The location of residence at the time of agsesd was collected for each offender. Because
it was rare for an offender to live in the immedildcale of one of these clinics, offenders were
classified according to the census metropolitaglaygeration, or city in which they were
located. According to Statistics Canada, to besdiasl as a census metropolitan or

agglomeration, there must be an urban core withpallation of at least 50,000. In addition,
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adjacent urban and rural areas must have a higleelefj social and economic integration with
the urban core, as evidenced by commuting floventbfrom work.

Classification of regions was conducted in threpst First, considering that these
regions should be highly integrated, urban and @aneas within the census metropolitan or
agglomeration were categorized into one of thrgeorss: Vancouver, Kelowna, and Kamloops.
Second, geographically adjacent census agglomesatiere combined with nearby regions. For
instance, the agglomerations of Penticton and fegemgraphically surround the Kelowna
region, and therefore, were classified as Kelowea.arhird, communities outside of an
agglomeration were combined with geographicallyaeent agglomerations. For example,
because of its geographical location, the smallroamity of Lillooet was combined with the
agglomeration of Kamloops. Therefore, the regidnGA, CO, and TN include cities, suburbs,
and in some cases rural areas. Although thesearaations may include a variety of
community profiles, these communities should batretly integrated, either because they are
located within the census metropolitan or agglotn@mnaareas or they are geographically near
each other. Regardless, these classifications atiEgueflect the youth from a variety of
communities that are being treated in each respe¥tPS clinic. Table 3-2 displays the
offenders’ location of residence at the time okassnent and the categorization of these

communities into the three regions of GVA, CO, aml
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Table 3-2 Location of Residence at Assessment

Greater Vancouver Area Central Okanagan ThompsomNicola
Region n % Region n % Region n %
Abbotsford 2 8.3 Coldstream 1 4.3 108 Mile Ranch 1 3.3
Burnaby 3 12,5 Kelowna 13 56.5 Castlegar 1 33
Chilliwack 3 125 Naramat 1 4.3 Chase 1 33
Coquitlam 1 4.2 Penticton 4 17.4 Golden 1 33
Courtenay 1 42 Trall 1 43 Kamloops 21 70.0
Delta 1 4.2 Vernon 3 13.0 Lillooet 1 33
Langley 3 125 Salmon Arm 2 6.7
Mission 1 42 Sorrento 1 33
N. Vancouver 1 4.2 Williams Lake 1 33
Port Moody 1 42
Surrey 4 16.7
Vancouver 3 125
Total 24 100 23 100 30 100

3.2.3 Categorizing Risk Factors — Dependent Variable

The Juvenile Sex Offender Assessment ProtocoFHQ@QAP-II; Prentky & Righthand,
2003) is a 28-item evaluation divided into fourlesascale 1 sexual drive/preoccupatiQiscale
2 -impulsive/antisocial behaviouscale 3 intervention and scale 4 community
stability/adjustmentScales 1 and 2 assess static risk factors ahesst@and 4 assess dynamic
factors. Items are scored from O to 2 indicatingaapnt absence to clear presence of the risk
factor and final scoring involves summing the sear each scale, adding the scales together
and dividing by the total possible score for thmalfirisk rating. The final risk rating is then
expressed as a proportion (i.e., there is a 67%oaghaf reoffending sexually).

The individual items and scales of the J-SOAP-llehdemonstrated relatively good
internal consistency. For instance, SchoenfeldywBraNoodworth, & Gretton (n.d.) conducted a
structure analysis of the J-SOAP-II on this sanmpda of offenders and found that while
individual inter-item total correlations rangedrrgoor to excellent, each of the scales had good

to excellent scale alpha’s (.69 to .90). One ofgbals of the J-SOAP-II is to provide clinicians
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with information about offenders’ risk factors tlae stable or subject to change through
treatment. Consequently, the scales of the J-SQAReIcategorized to reflect static and
dynamic risk. The purpose of this study, conversslyo describe the influence that community
composition has on individual risk factors assadawith certain areas of psychosocial
functioning. Therefore, the individual items of th&SOAP-Il were reorganized according to
their conceived fit with other similar items.

For example, the itermexual victimizationwvas originally included in theexual
drive/preoccupation scal@lthough this classification is appropriate fbetpurpose of the J-
SOAP-II, it is not an adequate classification faststudy. All other items on this scale concern
the sexual offending behaviour of the offender, rehe, sexual victimization history refers to
the offender’'s own experience of abuse. Theretheejtems on this scale seem to be assessing
two very different constructs, sexual abuse peapedrby the offender and sexual abuse
perpetrated against the offender. Although thesastare obviously related, they reflect
different types of experiences, and thereforejtéma of sexual victimization historywas
included in the newly creatddmily/environment scalé-our new scales were created by
reorganizing the J-SOAP-II items. The componenthefewly created scales, including newly
calculated scale Cronbach alphas and inter-iteah ¢otrelations (ITCs) are summarized below.

Sexual Offending Historgcale(Cronbach’sy = .70). Items on this scale pertain to the
sexual offending behaviour of the offenders. Hudes the number girior legally charged sex
offenceq.15),number of sexual abuse victifpgl), whether there has ever beanade child
victim (.32), the length of time the offending has beecuoring @uration of sex offence history
(.53)), thedegree of planning in sexual offenceg($)l), the use adexualized aggressian the

offence(s) (.20), and treexual drive and preoccupati¢r7) of the offender. Although the ITCs
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were low on many of these items, the Cronbach’safuggests that the items of the scale fit
well together overall.

Problem Behaviour Scalg€ronbach’sy = .91). This scale assesses a wide range of
problem behaviours that may have manifested throwigthe offender’s development.
Specifically, the items on this scale assad®ol behaviour problen{s74) from kindergarten
through grade &istory of conduct disorddt82),juvenile antisocial behaviout75), whether
the offender wasver charged/arrested before age (1%09), themultiple types of offenc€<5)
the offender has been charged with,dbality of peer relationshiple has (.56), the offender’s
stability in school.66), and thelegree of pervasive angéi78) he expresses.

Intervention ScaléCronbach’sy = .86). Items on this scale are essentially charetics
internal to the offender that may assist or impetgeatment success. Items include whether the
offender is acceptingesponsibility for offence(%)61), has amternal motivation for change
(.68),understands risk factors65), expressemsmpathy(.63), expressaemorse and guil(.77),
holdscognitive distortiong.55) about offending behaviours, has sheamanagement of sexual
urges and desire&47), andnanagement of angé€/51). All items on this scale are dynamic
factors, and thus are subject to change. Changbsse items are reflected in scoring. For
example, if an offender initially accepts no resgbility for his offence or is in complete denial,
but over the course of treatment he is able to atdnhis offence and accept responsibility, his
score on this factor should reflect that changerétore, this offender would most likely receive
a score of 1 suggesting partial acceptance of nssipitity, rather than a score of 2 indicating no
acceptance or a score of 0 indicating full accegganf responsibility.

Family/Environment Scal@ronbach’sy = .74). This scale mainly assesses the dynamics

of the offender’s family and social networks. Ttems of this scale evaluate the offender’s
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sexual victimization histor{40), history of physical assault and/or exposure to fawiolence
(.57), the degree a@aregiver consistendy52) measured by the number of different caregive
up to age 10, thstability of the current living situatio041), ancevidence of positive support

systemg.65).

3.2.4 Background Information

In addition to scoring the J-SOAP-II, backgrountbrmation was collected to assess

demographic and treatment information.

3.2.5 Procedure

Trained researchers scored the J-SOAP-II and codekround variables using
information in closed files on youth who had contedta sexual offence and been admitted into
the YSOTP in the regions of GVA € 24), CO ( = 23), and TN = 30). Seven offenders were
missing information about their location of residerat the time of assessment and were
excluded from analysis. In addition, the J-SOAR-ot intended to be scored on youth who
commit noncontact sexual offences, such as exbitigin. Two youth who committed
noncontact offences were excluded, resulting ina@ sample size of 77 offenders.

To ensure consistency between researchers, ideagteement on the J-SOAP-Il was
calculated for a random sample of cases (20.0%)sidering that not all of the cases were
scored by the same two raters, a two-way randoettsfinodel was selected. In addition, the
more conservative test of absolute agreement wek hiscause this test measures the potential
differences between each rater on each case thtieexamining patterns of scores as
calculated by the consistency test (McGraw & Wd)6). Because there were two raters for

only a selection of the cases, all further analysesl the score of rater 1 rather than an average
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of rater 1 and rater 2. Thus, the more conservagiseof single measure intraclass correlation
coefficients (ICCs) are reported for the interratgreement test.

The J-SOAP-lproportion of risk scorelemonstrated excellent interrater agreement (ICC
= .94; for interpretation guidelines on the stréngftagreement for ICCs, see Cicchetti et al.,
2006). Individual items were found to have faietaellent agreement between raters.
Specifically, 24 of 28 items had moderate to peréggeement between raters (ICCs = .41 to
1.0); whereas, the itenmsultiple types of offencesmpathyremorse and guiltandmanagement
of sexual urges and desiregre only fair in their strength of agreement (KC€.25 - .35).

Overall, however, the J-SOAP was shown to be kadbticonsistent between raters.
3.3 Results

3.3.1 Region and Risk

A one-way analysis of variance (ANOVA) was condddie evaluate the relationship
between region and the proportion of risk to rewdfas indicated by the J-SOAP-II. The
ANOVA was significantF(2, 72) = 6.17p = .003 1> = .15,MSE= 342.32. Follow-up tests using
the Bonferroni adjustment were calculated to inges¢ differences among the means for each
region. The results indicated that TN youth hadeatgr number of risk factorsi(= 47.05) than
CO youth M = 29.22) resulting in a greater overall leveliskrto reoffend. There was no
difference found between youth residing in TN andd3M = 35.44), as well as CO and GVA.

To further assess the regional differences in diviesit levels, a Multivariate Analysis of
Variance (MANOVA) was performed on the four newbveloped J-SOAP-II scalesgxual
offending historyintervention general problem behaviopandfamily/environment Prior to

analysis, all assumptions of MANOVA were assessetiveere met.
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The Wilks’ Lambda criterion showed there to begnsicant effect of region on the
combined DVsF(8, 138) = 2.20p = .031. The strength of the relationship betwesgnan and
J-SOAP-Il scales, as assessed by eta squared, edggate with region accounting for 11% of
the variance of the combined DVs. Tests of betvsednects effects indicated there to be no
significant effect of regiolmn sexual offending histor¥#(2, 72) = 1.09p = .343,n°= .03,MSE=
8.95, but there was a regional effect onittiervention scalgF(2, 72) = 5.45p = .006,n°= .13,
MSE= 64.48, thegeneral problem behaviour scal(2, 72) = 7.79p = .001,n2: .18,MSE=
156.59, and thé&amily/environment scal&(2, 72) = 3.36p = .040,n°= .09, MSE= 18.64.

To investigate the impact of each main effect anitidividual DVs, the Bonferroni
procedure was utilized. Table 3 displays the me8®AP-II score and standard deviation for
each scale and region. Post hoc analyses revéatedampared to CO and GVA, TN youth
scored highest on thietervention scal@nd thegeneral problem behaviour scalalicating that
TN youth are higher risk in these areas. CO and GWith scored similarly on these scales. In
addition, TN youth scored higher than those in @Qhefamily/environment scaldut there
was no difference between youth in TN and GVA, @@land GVA. These results suggest that
TN youth generally are more at risk than youth @ @ GVA because they possess a greater
number of risk factors in the areas of interventgeneral problem behaviour, and

family/environment functioning.

Table 3-3 Mean and Standard Deviation of J-SOAP-I1 Scale Scores

JSOAPRII Scale Regior
GVA Cco IN
M SD M SD | SD
Sexual Offending History 4.8 2.4 3.7 3.2 4.8 3.0
Intervention 5.6 4.1 5.0 2.9 8.0 3.3
Problem Behaviour 5.6 4.9 5.0 2.9 9.4 4.5

Family/Environment 3.1 2.7 2.4 2.2 4.1 2.1
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To determine exactly which individual risk factans each scale were affected by region,
a series Kruskal-Wallis tests were conducted ontémes of each of the significant scales
(intervention problem behavioyifamily/environment functioninngThe Bonferroni method was
used to control the familywise error (FW) rate@b for each scale and to obtain an appropriate
level for each of the comparisons.

Intervention scaleThe Bonferroni method was used to adjust theaafpheight
comparisonso = .006). Only the item afognitive distortiongnet the new significance Ievqﬁ
(2,N =73) = 13.65p = .001. Other individual risk factors to approaagnificance were
understands risk factorg? (2, N = 73) = 7.94p = .019, andnternal motivation for changg®
(2,N=73) = 6.87p = .032.

A series of Mann-Whitney U tests were conducteeMaluate which particular region
scored highest on the significant risk factocofjnitive distortionsThe Bonferroni correction
was used to adjust the alpha of .05 for three coisgas of the independent variabée<.02).
There was a significant difference between TN a@d = -2.33,p = .020, as well as between
TN and GVA,z=-3.405p = .001. There was, however, no significant diffee between CO
and GVA,z=-1.571p = .116. Evaluation of the mean rank scores foh&aenparison revealed
that TN youth generally scored higher on the itdraagnitive distortionghan did CO and GVA
youth.

Problem behaviour scal@he Bonferroni adjustment for eight comparisans (006)
resulted in a significant association between megiod three of the risk factors on this scale:
quality of peer relationshipsg2 (2,N=74) =14.67p = .001 juvenile antisocial behaviom'(2 (2,
N = 75) = 12.35p = .002, andschool behaviour problemg? (2, N = 74) = 12.47p = .002.Ever

charged or arrested before age, ¥6(2, N = 75) = 9.93p = .007 approached, but did not reach



75

significance. There were no associations betwegiomeandpervasiveanger, ¥ (2, N = 75) =
7.25,p = .027 history of conduct disordeg? (2, N = 72) = 7.05p = .029,stability in schooly?
(2,N = 73) = 6.73p = .035, andnultiple types of offenceg (2, N = 75) = 4.57p = .102.

The three significant risk factors were furthealenated to better assess the differences
between regions. The Bonferroni method was usadjigst the alpha of .05 for three
comparisons of the independent variables (02). The results of the Mann-Whitney U testd an
evaluation of the mean rank scores indicated thayduth scored significantly higher on the
item quality of peer relationshipthan youth in COz = -3.53,p < .001, and in GVAz=-2.51p
=.012. Similarly, TN youth scored higher than yoirt CO,z=-3.33,p =.001, and GVAz = -
2.48,p = .013, on the iterjuvenile antisocial behaviouMoreover, youth in TN had
significantly higher scores on the itesohool behaviour problentean did youth in CQz = -
3.31,p=.001, and GVAz=-2.58,p = .010. There were no significant regional differes in
scores between CO and GVA on the individual itefrtfis scale.

Family/environment scal@ he Bonferroni method for five comparisons re=iin an
adjusted alpha of .01. There was a significant@ason between region améregiver
consistencyy’ (2, N = 75) = 11.60p = .003. No other items of this scale reached pragched
significance (alp’s > .05) indicating no regional differences on thensghysical
abuse/exposure to family violensecial supportstability of living situationandsexual
victimization history

Mann-Whitney U tests of the regional comparisosiagithe adjusted alpha of .02
revealed that TN youth had significantly lessegiver consistendyan did youth in GVAz = -

3.08,p=.002, and CQz =-2.71,p = .007.
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3.3.2 YSOTP Initiation, Duration, and Completion

ANOVAs were calculated and a chi-square contingegabie was created to assess the
time lapse from the index offence to YFPS assesgraga at treatment initiation, duration of
treatment, and completion rates for youth in eagion. The Bonferroni adjustment was used to
control the FW error rate for four comparisons=(.01). Youth in TN, CO, and GVA did not
differ in the time lapse from the commission of thdex offence to YFPS assessmé&if, 74)
= .95,p = .3931°= .03, MSE= 309.69, the age at beginning treatme(®, 74) = 2.49p = .09,
n®=.06,MSE= 8.18, the number of months in treatmé(g, 74) = 2.72p = .072,n°= .07,

MSE= 155.77, and the degree of treatment sucgé&s,N = 76) = 2.10p = .718,V = .166.

3.4 Discussion

Ecological theories of crime have traditionallgaed that the organization of a
community can influence crime rates and offendiatigzns. Conversely, proponents of the
individual-level perspective identify and assesbvidual risk factors for engaging in criminal
behaviour. This study was the first to provide dtilewel analysis of sexually offending youth
by combining individual-level and ecological persipees on crime. Specifically, risk
assessments were conducted on sexually offendiity yaom the diverse regions of Thompson
Nicola (TN), Central Okanagan (CO), and Greaterddaner Area (GVA) to evaluate the
criminal behaviour and individual characteristié®ffenders in each region. As a result, three
key findings emerged. First, compared to CO and 3&xually offending youth in the least
populated, least dense, and least heterogenedos i#gr'N were highest risk to reoffend
sexually. Second, TN’s elevated overall risk lewak primarily due to the youth having more
risk factors pertaining to behavioural problemsgimention, and family/environment

functioning. Third, despite regional differenceoiwrerall risk levels, youth in GVA, CO, and TN
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did not differ in their sexual offending historiesin treatment duration and completion rates.
Although this study did not find support for thgament that urbanized communities are most
at-risk for crime, it does highlight the need teess individual offenders in conjunction with
their community and social contexts.

Recent Canadian research has indicated that violene may be a characteristic of
small, rather than large urban areas (Franciscté&nier, 2007). Accordingly, our findings
suggested that youth in less urbanized areas hawe nisk factors for engaging in criminal
behaviour than do youth residing in more urbanizaaters. One possible explanation for this
finding is that smaller communities do not haveegsco the services and resources that may be
available to individuals in larger and more inhabliaireas. For instance, Gumpert and Saltman
(1998) examined rural treatment practices and atdat unique treatment issues for rural
clinicians to be a lack of resources and skilledke&os. Similarly, a recent study evaluating
treatment services for sexually offending youttwo communities found that a treatment
facility in the non urban area of Prince George waable to recruit an adequate number of
specialists despite national advertisements foitabla positions (Smiley, 2007). Consequently,
specialists must travel from urban to rural areasohduct assessments or treatment resulting in
scheduling and travelling conflicts for offenderslaheir families, as well as longer waits for
treatment. Further, Jennissen (1992) argued tkeagtrivblem of few specialists in rural areas is
exacerbated by a lack of information and suppoa mumber of preventative areas, such as sex
education and family violence.

TN has a well-established, high-quality treatnfantlity for sexually offending youth.
However, young offenders are only referred to thisic as a result of formal intervention

through a charge and/or conviction. Considering ld&s urbanized areas struggle with a lack of
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resources, it is possible that many of these ydathot receive adequate prevention and

informal intervention before they commit their fisexual offence. For instance, prevention
programs, such as sex education, are often ofegréfte community level through the medium of
schools. If there are few teachers and money ksrigdor education, it is likely that these non-
academic prevention programs are first to be onhittem the curriculum. In addition, TN youth
possessed a greater number of risk factors peartatoigeneral delinquency and school
behaviour problems. If resources are lacking ise¢h@mall communities, it is possible that
teachers, law officers, and other professionalaatdave the time or the resources to adequately
intervene when problem behaviours are evident. SMitladequate intervention, it is likely that
problem behaviours will persist and potentiallyadate with age. Therefore, scarce resources for
prevention and early intervention in smaller comities such as TN may result in the offending
youth there having more behavioural difficulties veell as being criminally entrenched and high
risk to reoffend by the time formal interventiorfiisally provided.

In addition to lacking resources for prevention armformal intervention, there is some
evidence to suggest that smaller communities mag Bwer judicial processes resulting in
slower intervention once a charge is formally I&dr instance, Smiley (2007) compared the
characteristics of sexually offending youth treatetivo YFPS clinics located in Prince George
and Burnaby, British Columbia. Although the youegal offenders in Northern British
Columbia were before the courts on their first sgxaffence charge more often than their
Burnaby counterparts, the time lapsed from the dbtiee offence to the date of being judicially
processed was greater for Prince George than foraBy youth. Specifically, the average length
of time from the index offence to referral for ass@ent or treatment in Prince George was

16.92 months, compared to only 8.64 months fortyauBurnaby. The results suggest that
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youth in the metropolitan area of the provincela®re the courts and referred for assessment
or treatment in almost half the time as youth m$maller more rural region of Northern British
Columbia.

This study found no significant regional differesdan time from the commission of the
index offence to YFPS assessment. However, thmstiso say that youth in each region were
processed at a similar speed. The data in thiy stnky describe the time lapse between the
actual commission of the index offence and the win@ssessment. There were, unfortunately,
no data indicating the date the actual charge aidsSadr the index offence. It is possible that
youth in the more metropolitan regions were nohgaiharged for the index offence as quickly,
but received swift processing once formal chargesevaid. In addition, although there were no
regional differences in the time lapse from offenoenmission to YFPS assessment for sexual
offences, this is not to say that other problemalvedurs receive quick or appropriate
intervention especially considering the potentmallimited services in smaller communities.
Given that early intervention can be a powerfukdeint for engaging in further criminal
behaviour and that treatment can reduce the ristefiffending (Hall, 1995; Loeber &
Farrington, 2000; Welsh & Farrington, 2007), comimtaa that do not provide swift
interventions may be unknowingly perpetuating offieq behaviour and creating high risk
youth, such as in TN.

This study suggests that there are community cterstics that increase the propensity
to engage in offending behaviour. There may alscdmemunity factors, however, that protect
youth from initiating and maintaining criminal befaur. Wikstrom and Loeber (2000) argue
that highly disadvantaged structural charactesdead to foster social processes that create a

high risk social context, whereas, communities Wwithhly advantaged structural factors tend to
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produce social processes that provide a protestieal context. Income, social cohesiveness
among members, and religious affiliation are po&tmpirotective factors that can provide a low
risk social context for youth resulting in loweskioffenders. While the community factors of
the TN region may be producing high risk offendéris just as likely that the regions of CO and
GVA have community factors that are protectingybath there from engaging in or
maintaining criminal behaviour. To adequately regthe risk of young offenders it would be
beneficial to evaluate risk factors in conjunctierth protective factors to identify which
community characteristics are increasing or impgadmminal offending.

TN youth had the most risk factors pertaining taeyal offending and behavioural
problems. The youth, however, did not differ initlsexual offending histories. Specifically,
youth in each region were found to have committearalar number of sexual offences, had
similar types of victims, and displayed a similarmber of sexually inappropriate behaviours.
There are two potential explanations for this firgdiFirst, sexual offending is generally not a
social crime. Most often sexual offences are coteahiin private, in someone’s home, and in
secrecy. General offending and other behaviou@lpms, on the other hand, are often
influenced by peer groups and can be reinforcealtiir approval and status achievement.
Sexual offending is considered by most to be aviendble crime. Youth who commit these
offences are often ostracized by their peers amer@ommunity members. If youth are not
motivated socially to engage in sexual crimes, &rp or to acquire social status, it is unlikely
that some of the traditional sociological factasslsas poverty, heterogeneity, and density will
influence the specific characteristics of sexuémdes.

Second, ecological theories propose that crimiffahding occurs when there is a lack of

cohesiveness among community members. Commurtigesite well-integrated through
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common values and goals should deter crime bechosmmunity members are known to each
other and care about each other they theoretishthyld not want to commit crimes and harm
against each other. This is not necessarily the ftassexual offences. For instance, in general
population studies, it has been found that 80%ofdle and 60% of male child sexual assaults
were committed by someone known to the victim oalfgmily member (Finkelhor, Hotaling,
Lewis, & Smith, 1990). Moreover, approximately halfthe offenders in clinical samples of
child victims are parental figures or relativesli(it & Briere, 1994). The nature of the
offender/victim relationship for sexual offencesses to conflict with the theoretical
assumptions of ecological research, which couldagxphe lack of regional differences found
for this type of crime. Overall, this study suggetbiat sexual offending is a unique offending
type and characteristics of the offence may nadeeadily determined by social or structural
factors.

While this study found that community charactéstvere associated with indivdiual
risk, it was unable to support traditional ecolagitheories on crime for three plausible reasons.
First, traditional ecological research has largaigluated American neighbourhoods and cities.
Therefore, results from these studies have drigetogical theorists to assume that crime rates
are generally an urban phenomenon. However, thierstauctural characteristics that are unique
to American cities, which limit the generalizalyilaf these results to Canadian communities. For
instance, access to firearms, as well as segregatithe poor and the prevalence of ghettos in
the United States produce social contexts thatiaigue to that country (Ouimet, 2000).
Research evaluating ecological theories on Canaaiammunities thus far has been inconclusive
at best and it has been argued that more ecolagisehdrch on Canadian communities is much

needed (Jacob, 2006). This study suggests thag whihmunity factors may be related to
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offending behaviour, the structural factors inflagrg crime in Canadian communities might be
quite different than those in communities soutthefborder.

Second, the differences found between this stadypaevious ecological studies could
be attributed to particular structural variablest tvere not directly tested. This study was unlike
traditional ecological research in that it did doectly test the association between structural
factors and overall crime rates. Rather, the comiydectors of population size, density, and
cultural heterogeneity were used to categorizeg¢g®mns accordingly. Some structural variables,
however, such as income and residential mobilityewmt used for these descriptive purposes.
Assessing these particular variables in futureistudould add insight into the factors that
influence Canadian crime, particularly in smallamlzommunities.

Lastly, while ecological research has found supfarrthe association between
community composition and general offending patieitrhas not specifically evaluated the
influence of communities on the progression of@esioffending or criminal careers. This study
was unique in that it examined the communitieduiehce on individual characteristics that have
been identified as predictors of reoffending. Thane it could be that traditional ecological
theories are adequate explanations for currentecrates, but not for the potential to commit
future crimes and especially future sexual offences

While there are benefits to not using traditiog@dlogical research methods, the non-
traditional approach of comprehensively evaluagagh offender’s individual risk factors
resulted in the limitation of a small sample si@ezen resource and time constraints, it was not
possible to do a large scale study including mangtlyin various regions, as is often the case
with ecological research. The effect of a small glensize was that potential and less salient

differences among the regions may have been mizsealise of a loss of statistical power. For
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instance, an anecdotal comparison of the regioealn® seemed to indicate that compared to TN
and GVA, CO youth were considerably lower risk drs@ales of the J-SOAP-II. Statistical
analyses, however, did not indicate these to bafgignt differences. In addition, when the risk
factors were assessed individually, rather thascakes, few regional differences were found.
This could possibly be because less salient commaffects were missed with the small sample
of youth from each region. Therefore, a larger damjze could possibly have demonstrated an
interesting trend between small, medium, and larpan centers, as well as identified more
individual risk factors as being associated withtipalar regions.

Another limitation of this study was that it wasfidult to decipher the exact contribution
that each community had on its individual offend&a instance, regions were categorized
according to census agglomeration and metropatitda, as well as by geographical location.
For this reason, it was assumed that there was degree of integration among the
communities of each region. A larger sample sip&dver, could have resulted in a more
precise classification system that better illugawhich particular communities were most
strongly associated with risk to reoffend. Neveehs, this classification of the three regions
was relatively consistent with previous ecologiesearch and provides invaluable information
to YFPS about the unique characteristics of yogihdassessed and treated in each region.

YFPS offers an empirically guided, highly struetdy and standardized treatment
program for sexually offending youth. The Youth &ffender Treatment Program (YSOTP) is
a combination of individual and/or group treatmsegsions aimed at educating and
rehabilitating young sexual offenders. Though adaadized treatment program is beneficial for
ensuring empirically sound and consistent inteneanstrategies, this study suggests that it may

be advantageous to consider the characteristideeafommunity in order to deliver successful
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treatment. For instance, the standardized YSODifased in the regions of TN, CO, and GVA,
yet this study found that the youth in TN may be&é®d of unique and potentially more
intensive treatment targeting both sexual and narsgroblem behaviours. Youth in TN were
higher risk because they had more risk factorsapeny to general problem behaviours, such as
school difficulties and prior nonsexual offencebe3e results suggest that sexually offending
youth in TN may benefit from a treatment approdwdt ts devised for the particular needs of
youth in that region. If the fundamental goal @fatment is to reduce the risk of reoffending, TN
youth may benefit from treatment that not only &sgsexually offending behaviours, but also
emphasises improving general psychosocial functgpand preventing or reducing other
nonsexual criminal behaviour. In addition, the rslsessments for this study were conducted
only on youth who had already completed or beechdigged from treatment at YFPS.
Therefore, even after treatment had been provigaath in TN youth continued to have the
greatest number of risk factors. Considering teatise deliverers at YFPS are often limited in
the amount of treatment they can provide by probatrders and sentencing, there were no
significant regional differences in the amountiofd spent in treatment and the degree of
treatment success. This study suggests that whilthyin the TN region receive the same type of
treatment for the same amount or time and havedhe rate of treatment success as youth in
CO and GVA, they remain at highest risk. Treatntbat addresses the unique needs of TN
youth until risk is effectively lowered may resinltfewer future offences, justifying the need for
regionally tailored intervention strategies.

This study is believed to be the first to simultaugy evaluate structural and individual
factors of sexually offending youth. It was demoat&td that there may be an association

between community factors and the levels of riskéoffending. Specifically, this study
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indicated that sexually offending youth in the megof TN had a greater number of risk factors
than did youth from CO and GVA suggesting that camity characteristics may be associated
with problem behaviours and other difficulties. $adindings highlight the need to consider
youth as inseparable from their community and $aciatext. Intervention strategies that target
the individual characteristics of offenders areceial. However, if factors associated with risk
at the community level are ignored, then individo#é&nders are not likely to reach their
potential for success in treatment. Further, ifgbal is to treat offenders within their
communities or to safely return the offender todusamunity, it is necessary to treat the
individual, as well as to prepare him to returrthte community that might be associated with his
risk for reoffending. Therefore, intervention matas that treat individual offenders as well as
their immediate social ecologies should prove talseccessful strategy for treating sexually

offending youth.
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4 CONCLUSION: RECOMMENDATIONS FOR PRACTICE

Research on sexual offending has traditionally $ecuon identifying, evaluating, and
reducing the risk posed by sexual offenders (Eftg-Breitbach & Freeman, 2004; Righthand &
Welch, 2004). The results of these research endesyave led to a relatively comprehensive
understanding of the factors that lead one toatatand to maintain this criminal behaviour. The
common agreement that there are individual faass®ciated with sexual offending has led to
the development of standardized approaches foemsically evaluating offender risk levels.
However, ecological researchers have long propthssiccriminal behaviour is influenced by
macro structures and that individuals may be prtsdofctheir social and community contexts
(Sampson & Groves, 1989; Schulenberg, 2003; Shawckay, 1942). This study sought to add
to the literature concerning sexually offending tyoun two ways. The first goal was to evaluate
two risk assessment instruments developed spdbifioa sexually offending youth. The second
goal was to provide a multilevel analysis of sekuaffending youth, to assess the potentially
inextricable relationship between the communitytegts of young offenders and individual risk
factors that influence sexual offending behavidime results of this research can be used to help
provide assessment and treatment techniques thatgsirically supported and are effective in
reducing the potential for future harm to the comityu

Risk assessments have been shown to be valwatdefdr providing suitable
interventions for young sexual offenders. To ttease youth justly, and to protect the safety of
the community, important decisions must be madeithe level of supervision required and
the amount of time needed for rehabilitation. Idiadn, considering the goal is to rehabilitate
youth rather than simply incarcerate, cliniciangeha responsibility to provide treatment that is

suitable for individual offenders and that is effee at reducing recidivism. Risk assessment
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instruments have been shown to play a vital rolessisting justice professionals and treatment
planners with these difficult decisions. Unfortuelgt few standardized assessment instruments
have been developed for this population. Givenrtlialuable contribution these tools can have
in managing sexually offending youth, this studstiier evaluated two risk assessment
instruments that are widely used with this popola&and that have the potential to be valid
measures of risk.

This study found that compared to the ERASOR-&, JFSOAP-Il was a more reliable
and consistent measure. The J-SOAP-II demonstgated to excellent interrater reliability, had
internal consistency for some of the items, andesetatistical justification for the scales.
Conversely, fewer of the items on the ERASOR-llevecored alike among raters, there was less
consistency among the items, and little statisjiestification for the scales. Moreover, the
clinical rating of the ERASOR-II was not as relialals the J-SOAP-firoportion of risk rating
or the ERASOR-ILotal score probably because it was heavily reliant on chhjadgment.
Despite this, however, the J-SOAP-II and the ERASO#®Nncluded a similar level of risk for
each offenderr{ = .74).

These results suggest that if deciding betweed4B®AP-1I and the ERASOR-II, the J-
SOAP-Il is a better choice. However, the J-SOARdE not without its limitations. For instance,
although there was excellent agreement betweersraitethe overall risk rating € .96),
scoring among raters on individual items was natassistent. In addition, although the scale
alphas indicated good internal consistency of tiw@s, individual item-total correlations (ITCs)
and scale alphas were far from perfect. Interestimpme of the items with low ITCs were
items that had been recently added to this neverston of the instrument (e.ggexualized

aggressiorandsexual victimization histojyFinally, although the confirmatory factor anasys
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indicated that the items and the scales of the AFSDwere a better fit than the ERASOR-II,
this model failed to reach significance. This waanty attributed to an insignificant relationship
between theexual drive/preoccupation scad@d the three other scales of the instrument.

This evaluation is a valuable contribution to thedy of risk assessments for sexually
offending youth because it assesses two newly dpedlinstruments in need of further
validation. In addition, the results of this stuzhn have a number of implications for clinicians
who assess the risk of sexually offending youtpreaict future violence or use risk assessments
to guide treatment planning. Although it was beytma scope of this study to test the predictive
validity of these instruments, our results sug¢fest it is premature to use either of these
instruments as a predictive measure. This is bedagisher of the instruments had excellent
interrater reliability for all of its items. Furtheghere were many items on both of these
instruments that did not contribute well to the r@Herisk rating. For instance, 3 of the 28 items
of the J-SOAP-II and 10 of the 25 items on the ERRSII had low ITCs raising concern about
their inclusion. Given that conclusions about gsk guide decisions about the level of
sentencing and degree of supervision requireceraets regarding risk to reoffend should be
highly consistent and should be based on a nunfdactrs that are relevant to risk. Basing risk
ratings on factors that do not ultimately contrétd the final score is unnecessary and it could
mislead the assessor into believing that all ofitdas are equally important in formulating the
risk score.

While these risk assessments should not yet beassagredictive measure of risk, these
results suggest that a systematic evaluation bfaistors may result in relatively consistent
ratings between assessors. For instance, althbedimal risk rating of the ERASOR-II was not

as reliable as the J-SOAPpitoportion of risk ratingthese scores were highly correlated with
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each other. Reviewing empirically supported risiktdas may, therefore, result in more
consistent ratings of risk even if a number ofitiddvidual items are not reliable. In addition,
basing risk ratings on individual risk factors meprove the reliability of risk ratings using
clinical judgment. However, risk ratings based bnical judgement were still not as reliable as
the ratings of the J-SOAP-II that were derived friattying scale scores. Therefore, while the J-
SOAP-II and the ERASOR-II concluded similar levetsisk, for the most reliable risk ratings it
is still advisable to use a more structured appgraddallying scores, as required by the J-SOAP-
I.

Both the J-SOAP-II and the ERASOR-II were desigteetheasure risk for committing
future sexual crimes. However, many of the itemsh&se instruments concern nonsexual
offending and other psychosocial functioning beeatgse factors have been suggested in the
literature to be associated with sexual recidivisrg., Efta-Breitbach & Freeman, 2004).
Interestingly, this study indicated that the saale¢he J-SOAP-1I and on the ERASOR-II that
included items pertaining to sexual offending speally (e.g.,number of sexual abuse victims
duration of sex offence histQryvere not correlated with all of the other scaleall of the items
on an instrument are supposed to be measurin@the snderlying construct of risk, it would be
expected that all of the scales would be correlaii¢inl each other. These results suggest that
items pertaining to sexual and nonsexual offenduag not be as interrelated as previously
thought. Nevertheless, research has shown that sexuwal offenders who reoffend do so with
nonsexual crimes (Righthand & Welch, 2001). Accogtlt, these instruments can still be used
to identify areas to target in treatment, whichldadtimately result in the reduction of risk.

However, it is problematic to conclude a leveliskibased on items that are uncorrelated with
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each other because these items may potentiallydasuming two very different underlying
constructs.

Although these instruments are not valid measureésloand some of the psychometric
properties are limited, both the J-SOAP-II andERASOR-II could still help provide
informative assessments for targeted treatmenspkor instance, the systematic evaluation of
empirically derived items can provide informatidyoat an offender’s history, behavioural
problems, and other psychosocial difficulties ttatld be targeted and treated. For instance, the
criminally entrenched offender who has a numbetebihquent peers and a history of disruptive
and problematic behaviours is in need of a verfgdkht treatment program than the offender
who does not have a history of problematic behagiand has strong positive social networks.
Therefore, despite their limitations, the J-SOAR#AH the ERASOR-II could inform clinicians
about each offender’s unique service needs allovantailored and potentially more effective
treatment, which could ultimately result in lowemegk for individual offenders and their
communities.

To accurately use the J-SOAP-II and the ERASORxItfeatment planning it is
important that clinicians are first aware of thaitations of the instruments. One such limitation
is the lack of scale consistency, particularlytier ERASOR-II. Although the J-SOAP-II had
three items that did not contribute well to theispective scale, all scale alphas were good to
excellent indicating adequate categorization ofitdyas. The majority of the items on the
ERASORK-II, conversely, contributed little to theaspective scales. In addition, while the scale
alphas ranged from poor to excellent, confirmatagtor analysis failed to yield support for the
five scales of the instrument. These results sugbaswhile there is some statistical

justification for the scales of the J-SOAP-II, thes little for the ERASOR-II. As such, it would
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be highly inappropriate to describe an offendeeims of the ERASOR-II scales (e.g., offender
was high risk in the area of family/environmentdtioning) because there is no rationale for the
categorization of the items in this manner. Ratherore appropriate strategy may be to use the
scales of the J-SOAP-II and the ERASOR-II simplyréisrmal guides for structuring clinical
assessment interviews. As mentioned above, bdtese instruments contain valuable
information for devising targeted treatment plaidswever, it would be inappropriate to assess
risk according to the predetermined categoriet®BRASOR-II and to avoid misuse of this
instrument the manual should make this perfectwrcl

Although both the J-SOAP-II and the ERASOR-II haeene utility as treatment
planning tools, they are both in need of furthstitey and potentially revisions before they can
be used entirely as intended. This is particulaggessary given that the results of this study
contradicted previously reported evaluations ohlibe J-SOAP-II and the ERASOR-II.
Specifically, this study found that the interratelfability and internal consistency of the items
on the J-SOAP-II and the ERASOR-II were not asngjras reported by Righthand et al. (2005)
and Worling (2004). Moreover, the J-SOAP-II hasengdne revisions since its last published
evaluation and this is believed to be the firstigtto evaluate this new version of the instrument.
This study found that some of the modificationsrfreersion one to version two resulted in
improvements in interrater reliability or interrainsistency (e.gsexual victimization histojy
whereas others were worsened (ggar legally charged sex offenge3 hese inconsistent
results highlight the need for further testingloé psychometric properties of these instruments.

Standardized risk assessment instruments arentpabii sexually offending youth. Given
that the assessment of risk is the first step aviding offenders with appropriate and effective

services, it is especially necessary that youth edromit sexual crimes also receive this
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advantage. Thus, risk assessment instrumentsdliatdemonstrated some promise with this
population should be repeatedly evaluated andedwisitil consistent results are produced.
Surprisingly, there is very little research evalgthe predictive validity of these instruments.
This is largely attributed to the small number tiénders who actually reoffend sexually and the
difficulties in tracking these offenders. Neverdsd, if these instruments are ever to be used as
accurate predictors of recidivism, longitudinatiteg of their predictive validity is essential.
Moreover, while psychometric testing has been cotetlion both the J-SOAP-II and the
ERASORK-II, these studies have yet to generate stamdiresults and have been disadvantaged
by small sample sizes. Future replication studigis large sample sizes could potentially
improve confidence in these instruments. Despgdithitations of these instruments, however,
they mark a crucial first step in providing sexyalffending youth with appropriate and

effective services.

This study also conducted a multilevel assessnfesgxaially offending youth by
considering both individual-level and ecologicatgpectives on crime. It was found that
sexually offending youth in the Thompson Nicola {Tregion were generally had a greater
number of risk factors than did youth in the Cen@kanagan (CO) and Greater Vancouver Area
(GVA). Although there were no regional differen@song sexually offending behaviours and
histories, TN youth had more risk factors pertaytio the areas of general offending and other
behavioural difficulties, intervention, and famayVironment functioning. These findings have a
number of important implications for devising arelidering effective treatment modalities for
youth who commit sexual crimes.

The Youth Sex Offender Treatment Program (YSOTRyrell by Youth Forensic

Psychiatric Services (YFPS) is an empirically supgmband highly structured treatment program
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for youth who commit sexual crimes. Like most enwgailty driven treatment modalities for this
population (Borduin & Schaeffer, 2001), it offeexseducation as well as cognitive behavioural
therapy to reduce denial and increase accountafolitthe sex offence, increase remorse and
empathy for the victim, and modify cognitive digtons and deviant arousal patterns. The
primary focus of treatment is on sexual offendiefdwiours, and the goal is to adequately
reduce the risk of these offenders before probasi@ompeted. YFPS offers the YSOTP in the
regions of TN, CO, and GVA.

The results of this study suggest that a standaddizatment program may not be
equally suitable for all offenders in every regiéor instance, it was found that while there were
no regional differences in sexually offending babaxsper se youth in TN were participating
in more antisocial and delinquent behaviours. Kkangle, TN youth had poor quality of peer
relationships, participated in more antisocial vehiars, and had more school difficulties than
did youth in CO and GVA. A treatment program irsthegion that focuses solely on sexual
offending behaviours and attitudes may be neglgdtrireat other behavioural difficulties that
could heighten the risk for recidivism. This is esially problematic considering that sexually
offending youth are more likely to reoffend by coitting nonsexual rather than sexual crimes
(Righthand & Welch, 2001). Therefore, to adequatetjuce the risk of TN youth, it would be
advisable to match the treatment program to thdsiekthe offenders there, and target
nonsexual as well as sexual behaviours. Targetwigler range of problem behaviours in
treatment may result in better treatment outcomessabsequently reduce the threat of future
harm to the community.

The need to treat a variety of problem behaviasifsiither supported by the regional

differences found in the area of intervention. $pEadly, TN youth scored the highest of all
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regions in the area of intervention, suggestingj tt@se youth were high risk in this area at the
beginning of treatment and were resistant to chahigis scale assesses beliefs about all types of
offending behaviour, such as cognitive distortiategree of remorse and guilt, and motivation
for change. If youth are entering treatment wittnglty histories of generally problematic
behaviours, it is likely that they will also presavith generally antisocial beliefs and attitudes.
Negative attitudes and resistance to change havedtential to impede treatment success. In
addition, if clinicians are unaware of the rootluése antisocial attitudes because they have
ignored a variety of problem behaviours associatéld offending, then these attitudes are not
likely to be understood or improved. Treatment paogs that neglect to consider a variety of
determinants for offending behaviour may be unkmgpyi ignoring variables that are essential
to positive treatment outcomes.

Adequate resources are needed to provide offemdér£omprehensive treatment
programs that target all appropriate behaviouiféicdities. Unfortunately, there is generally a
lack of resources, such as few qualified profesdgand less money for services, in small
communities (Gumpert & Saltman, 1998; Jennisse®218miley, 2007). The results of this
study demonstrate that it is problematical to depthese small communities of resources for
youth. A better distribution of resources at thenaaunity level could help prevent the initiation
of sexual offending and reduce the potential fourfel offending. This study found that youth
entering treatment in the TN region had a numbdrebivioural difficulties, in addition to
sexual offending. Had preventative strategies le@eployed at the first sign of behavioural
problems, many of these offenders may not havdatsdato sexual offending. With more
resources, community organizations such as sclamolservices for children and families, could

potentially prevent offending behaviour or at le@stuce the risk levels of offenders. Further,
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this study suggests that the YFPS clinic in TN magd more resources for intervention
services. If youth entering the treatment faciitg higher risk than youth in CO and GVA,
resources should be distributed accordingly. Thahie YFPS in TN could potentially benefit
from more clinicians to design and implement taeddteatment plans and money to research
and develop programs that are suitable for thendes there. This study shows how the
assessment of risk can be a valuable method fomgalecisions regarding resource distribution
at the community level.

Overall, this study found evidence that sexualfgding youth are influenced by their
social and community contexts. Whether these conitrearact as high risk social contexts that
perpetuate offending behaviour or as protectiverenments that deter criminal offending, it is
evident that there are multiple determinants féermding both at the individual and community
level. As such, to be effective in reducing rigksiessential that treatment modalities consider
that individual offenders are interrelated withitifamilies, peers, schools, and neighbourhoods.
Treatment strategies that simultaneously incorgoalitrelevant aspects of an offender’s
environment, including individual and social fasgtoought to reduce the likelihood of future
offending more effectively.

One such treatment modality that has demonstratszkss with sexually offending
youth is Multisystemic Therapy (MST; Borduin & Hegaler, 1990; Henggeler & Borduin,
1990). MST is an ecologically-based treatment mdda simultaneously addresses multiple
determinants of serious offending behaviour amalaescents. The basic premise of this
therapy is that offenders and their families arbedded within multiple systems, and it is the
interplay of these systems that can influence @eide treatment success (Borduin & Schaeffer,

2001). Using well-validated treatment strategie§Tvaddresses intrapersonal (e.g., cognitive),



102

familial, and extrafamilial (e.g., peers, scho@ighbourhood) factors by treating offenders as
inseparable from their communities. It has beenedghat MST is more effective than
traditional individual orientated therapies becatiseldresses known correlates of sexual
offending in a comprehensive fashion and it sugooealthy adaptation and reduces risk for
reoffending by improving the social ecologies otigg offenders (Swenson, Henggeler,
Schoenwald, Kaufman, & Randall, 1998). This stuglyports the use of a treatment modality
like MST that simultaneously addresses individul aommunity factors for sexually offending
youth.

This study addressed two areas of research thahfram about the service needs of
sexually offending youth. It was demonstrated tisl assessments designed for youth who
commit sexual offences are much in need of furévatuation, but currently used tools have
shown some promising results. This study also fahatthere is an inseparable relationship
between individual offenders and their communitgteats, supporting the need for treatment
modalities that combine individual and ecologicadtors. To treat sexual offenders justly and
effectively, while protecting the community fromtdme harm, it is necessary to further evaluate
assessment and intervention strategies that havenssome potential to reduce the risk of these

young offenders.
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