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Abstract

As we continue to be able to put an increasing number of transistors on a single chip,

the answer to the perpetual question of what the best processor we could build with the

transistors is remains uncertain.

Past work has shown that heterogeneous multiprocessor systems provide benefits in

performance and efficiency. This thesis explores heterogeneous systems composed of a

traditional sequential processor (CPU) and highly parallel graphics processors (GPU).

This thesis presents a tightly-coupled heterogeneous chip multiprocessor architecture for

general-purpose non-graphics computation and a limit study exploring the potential ben-

efits of GPU-like cores for accelerating a set of general-purpose workloads.

Pangaea is a heterogeneous CMP design for non-rendering workloads that integrates

IA32 CPU cores with GMA X4500 GPU cores. Pangaea introduces a resource partitioning

of the GPU, where 3D graphics-specific hardware is removed to reduce area or add more

processing cores, and a 3-instruction extension to the IA32 ISA that supports fast commu-

nication between CPU and GPU by building user-level interrupts on top of existing cache

coherency mechanisms.

By removing graphics-specific hardware on a 65 nm process, the area saved is equiva-

lent to 9 GPU cores, while the power saved is equivalent to 5 cores. Our FPGA prototype

shows thread spawn latency improvements from thousands of clock cycles to 26. A set of

non-graphics workloads demonstrate speedups of up to 8.8×.

This thesis also presents a limit study, where we measure the limit of algorithm par-

allelism in the context of a heterogeneous system that can be usefully extracted from a

set of general-purpose applications. We measure sensitivity to the sequential performance

(register read-after-write latency) of the low-cost parallel cores, and latency and band-

width of the communication channel between the two cores. Using these measurements,

we propose system characteristics that maximize area and power efficiencies.

As in previous limit studies, we find a high amount of parallelism. We show, how-

ever, that the potential speedup on GPU-like systems is low (2.2× - 12.7×) due to poor se-

quential performance. Communication latency and bandwidth have comparatively small

performance effects (<25%). Optimal area efficiency requires a lower-cost parallel proces-

sor while optimal power efficiency requires a higher-performance parallel processor than

today’s GPUs.
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Chapter 1

Introduction

1.1 Motivation

As we continue to be able to put an increasing number of transistors on a single chip, what

we build using these resources continually changes. One question is whether we should

devote increasing resources to improving serial performance using larger processors or to

increasing parallelism with more processors.

Amdahl [1] argued in 1967 that the correct method of improving computer perfor-

mance was to build ever-faster uniprocessors, as the now-famous Amdahl’s Law shows

that a program’s sequential fraction will dominate runtime if sequential performance im-

provements were neglected. The argument for building large uniprocessors was again

made in 1997 [2], arguing that multiple processor cores ought to be placed on separate

chips because communication latency is more tolerable between processors than within a

processor, and that we should build the largest uniprocessor that is possible on a single

chip, and use multiple chips for parallelism.

Gustafson [3] argues against Amdahl’s Law in 1988 that increasing problem sizes result

in increasing parallelism with a roughly constant sequential fraction, thus justifying large

multiprocessor systems. A more recent appeal for single-chip multiprocessor parallelism

was made in 1996 [4], noting that improving uniprocessor performance was achieving

diminishing returns.

One example of the effective use of a single-chip multiprocessor system is in commod-

ity 3D graphics accelerators. Graphics processing units (GPUs) are chips specialized to

implement 3D graphics acceleration as dictated by 3D APIs like OpenGL or DirectX. The

1



1.1. Motivation

abundance of parallelism in the workload naturally led to highly-parallel architectures.

GPUs became programmable by adding support for various types of programmable

shaders in the graphics APIs and the development of high-level shader programming lan-

guages [5, 6]. Being programmable, GPUs began to be interesting for unintended uses

[7, 8, 9]. Many of these early general-purpose (GPGPU) applications involved linear alge-

bra.

Originally, GPGPU applications were limited to using graphics APIs, using programmable

shaders embedded within the standard graphics pipeline defined by the APIs. For non-

graphics purposes, this presented an unnecessary overhead layer between the application

and the hardware doing the computation. This was also difficult to use, as it required the

developer with no interest in graphics to understand graphics APIs.

Some of the overhead of graphics APIs is reduced with the introduction of compute-

oriented APIs like Nvidia’s CUDA [10] or ATI’s Stream SDK [11], which allow access to the

computation cores in a GPU bypassing the graphics API.

These APIs allowed the GPU to be programmed directly and relatively easily, but the

GPU still is treated as a device, its memory space separate from that used by the CPU.

GPUs are still difficult to program as the developer needs to manually copy data between

the CPU and GPU, and programs on the GPU can not invoke operating system services.

The EXO [12] architecture reduces programmer effort by providing the appearance of a

shared memory space and supports exception handling by signaling the CPU to perform

address translation and exception handling on behalf of the GPU. The GPU hardware still

maintained all the hardware overhead needed to support graphics APIs.

In Chapter 2, we address some of these problems and present a heterogeneous mul-

ticore chip architecture, Pangaea, that further tightly-couples GPU cores with the CPU.

Pangaea proposes to integrate the processing cores from a GPU with a CPU on a single

chip, removing hardware support for legacy graphics APIs (reducing overhead), and shar-

ing cache and memory hierarchy between the two core types. Fast communication between

CPU and GPU cores would be done using proposed x86 ISA extensions which enable user-

2



1.2. Thesis Contributions

level interrupts implemented on top of existing cache coherence mechanisms. Removing

graphics-specific hardware results in significant area and power reductions.

Although we show that Pangaea succeeds in reducing communication latency between

CPU and GPU, the performance impact is small for highly-parallel applications that can

tolerate communication latency (and memory latency too, as the GPU philosophy goes).

This motivates an exploration of designs and applications around the design point pre-

sented by Pangaea. We want to find the potential impact of communication and GPU core

characteristics on performance, as well as which types of applications are sensitive to these

design choices. In our limit study (Chapter 3), we attempt to measure the potential im-

pacts of communication latency and bandwidth for general-purpose applications, without

requiring that they be manually parallelized.

Our limit study finds that when algorithms are optimally partitioned between GPU-

and CPU-like processors, the performance impacts of communication latency and band-

width are not large. Despite traditional wisdom, we notice many implementations of ap-

plications for GPUs do not report CPU-GPU communication as a major limiter of perfor-

mance [13]. We also find that despite the optimistic assumptions made in our limit study,

many general-purpose applications do not have sufficient parallelism to create thousands

or millions of threads to be used by the GPU to tolerate long register read-after-write la-

tencies, leaving GPUs under-utilized due to insufficient parallelism in the application.

1.2 Thesis Contributions

We summarize the contributions of this thesis here:

• We propose an architecture for GPU compute only, which achieves tighter coupling

with the CPU by sharing memory hierarchy and leveraging cache coherency mecha-

nisms for fast user-level signaling. (Chapter 2)

• We prototype a Pangaea design on an FPGA using RTL code from an IA32 CPU core

and the Intel GMA X4500 GPU.

3



1.3. Background on GPU Computation

• We show that removing support for the legacy graphics pipeline and sharing of mem-

ory hierarchy with the CPU result in significant area and power savings, and signifi-

cantly reduced communication latency.

• To explore the design and application space around Pangaea, our limit study ab-

stractly models a GPU and CPU heterogeneous system, using an algorithm that ex-

tracts parallelism from applications and optimally schedules instructions onto the

two processor types. (Chapter 3)

• Our limit study models GPU register read-after-write latency and a constrained

CPU-GPU communication channel, and shows that the register read-after-write la-

tency of GPU cores is a significant limiter of achievable speedup, while CPU-GPU

communication latency and bandwidth only have minor effects on achievable per-

formance.

• We use area and power efficiency metrics with our limit study data to propose de-

signs for GPU core properties that maximize efficiency. We observe that for area

efficiency, GPU cores with higher register read-after-write latency than today’s GPU

cores are optimal, while optimal power efficiency requires GPU cores with lower

read-after-write latency.

The rest of the thesis is structured as follows. We present a background on GPU com-

putation and related work in the following sections (Sections 1.3 and 1.4). In Chapter 2

we propose and evaluate the Pangaea architecture. In Chapter 3 we explore the CPU-GPU

design space in our limit study. We conclude in Chapter 4.

1.3 Background on GPU Computation

1.3.1 GPU Organization

Figure 1.1 shows the general system organization of a modern discrete GPU, used in con-

junction with a traditional CPU-based system.

4



1.3. Background on GPU Computation

The intended use of graphics processors is to accelerate 3D graphics rendering. This

is often done using a standard graphics API like OpenGL or DirectX [14]. Graphics APIs

present a pipeline where vertices are manipulated, rasterized, textured, and output to the

frame buffer to be displayed on a bitmapped display. The DirectX 10 [14] pipeline stages

(Input Assembler through Output Merger) are shown in Figures 1.1 and 1.2. Although it

is possible to render 3D graphics in software on the CPU, the processing performed by

the rendering pipeline is usually offloaded to the graphics processor (GPU), which is de-

signed specifically to implement the rendering pipeline, and provides a large performance

improvement.

When rendering, the graphics driver running on the host operating system is respon-

sible for interfacing between the graphics API runtime and the GPU hardware. Data and

commands are sent from driver software running on the CPU to the GPU over the PCI

Express bus, which is then processed by the hardware.

1.3.2 Programmability

Modern rendering pipelines have increased in programmability. Figure 3.1 shows the ren-

dering pipeline stages which are programmable. The Vertex Shader and Geometry Shader

stages take each vertex as input then runs a short program transforming each one. The

Pixel Shader stage takes each pixel fragment as input, and likewise runs a short program

on each to transform it. As vertices and pixels are essentially mutually independent, mul-

tiple instances of shaders can execute in parallel, which encourages highly parallel hard-

ware designs. In a typical GPU, there is an array of multi-threaded, SIMD processing cores

which executes the shader programs. These cores are architected to exploit the available

parallelism to get the most throughput in the least area. The graphics driver is responsible

for translating vendor-neutral shader code into the device-specific instruction set.

5
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Figure 1.1: Discrete GPU Organization
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1.3. Background on GPU Computation

1.3.3 Computation

Early efforts at GPU computation took advantage of the programmable shaders. Computa-

tion problems were mapped into graphics rendering problems, and shaders were written

which achieve the desired computation rather than output a rendered image. This ap-

proach leaves the hardware organization unchanged. Drawbacks include the requirement

that a computation be mapped onto vertex and pixel primitives, and that some stages of

the rendering pipeline are irrelevant to the desired computation and is thus wasted area,

power, and possibly performance.

1.3.4 CUDA, ATI Stream

Some of the problems of mapping computations to shaders can be avoided by allowing

the use of the array of cores by programs without using the graphics API, allowing com-

putation to be specified directly in programs without remapping into vertices and pixels

[10, 11]. The hardware organization remains nearly unchanged from Figure 1.1, but a

new mechanism to use the array of cores needs to be added (not shown). Since graphics

remains the main usage of GPUs, all of the hardware to support graphics is left intact and

simply left unused as appropriate.

1.3.5 CPU-GPU Integration

As seen in Figure 1.1, a discrete GPU is typically attached to the CPU system over an

off-chip PCI Express bus. Discrete GPUs typically have their own memory, physically

separate from the CPU’s memory, and data is transferred by copying over the PCI Express

bus using DMA. Current integrated GPUs are integrated into the chipset and use a portion

of the CPU’s memory instead of having its own dedicated memory. This results in lower

cost in exchange for a performance penalty. The general architecture is otherwise similar.

One issue with off-chip buses is their high latency and limited bandwidth [15]. This

thesis explores in Chapter 3 the impact that this latency and limited bandwidth can have

on performance. One solution to this issue is to integrate the GPU on the same chip as the

7
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1.3. Background on GPU Computation

CPU.

There are planned products which integrate CPU and GPU on the same chip [16]. One

possible arrangement is shown in Figure 1.2. Unlike the discrete GPU, communication

between CPU and GPU is now on chip, and no longer across an off-chip PCI Express bus.

As the GPU still appears to the system as a graphics device, memory is logically separate,

although it would likely share the physical memory array with the CPU. Graphics-specific

hardware is left intact, as such a system is intended to support 3D rendering. This ar-

rangement is referred to as the fused GPGPU organization in Chapter 2.

The Nvidia CUDA and AMD Stream enhancements allowing direct use of the core

array are also applicable to single-chip CPU-GPU multiprocessors.

1.3.6 Pangaea Preview

Extending the integration further, Pangaea proposes to support only general-purpose com-

putation, and removes graphics-specific hardware to save area and power. It is also pro-

posed that memory address space be shared between the parallel cores and the CPU, and

that communication occur through cache coherence mechanisms. Sharing a cache allows

fast data sharing and reuse between CPU and the GPU-like core array. See Chapter 2 for

details.
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1.4 Related Work

1.4.1 Multicore Processors

In the beginning von Neumann [17] created the processor. "I’ll take one," Amdahl said

[1]. "I’ll take more," said Gustafson [3]. "Give me some on a chip," says Olukotun [4]. Patt

objected [2], "Only one on a chip." AMD [18] and Intel [19] disagreed and gave everyone

two on a chip. And then more [20], perhaps even a thousand someday [21].

Homogeneous Multicore Current personal computer systems use homogeneous multi-

core processors, where two or more processors of the same microarchitecture are placed

on a single chip. Oluktun et al. [4] make the argument that given diminishing returns

of improving single-processor performance, multiple processors on a chip provide better

performance in many cases.

Indeed, single-processor scaling has been shown historically to be fairly poor, with

performance increasing approximately proportional to the square root of resources (area,

power) used. This is Pollack’s Rule [21]. Multiple cores have the potential to scale through-

put linearly as the area and power consumed.

Heterogeneous Multicore As opposed to homogeneous systems, heterogeneous systems

use two or more types of processor cores in a system. As programs have both parallel and

sequential phases, it makes intuitive sense that in order to prevent Amdahl’s Law from

limiting speedup, a fast sequential processor should exist to run sequential portions of

programs.

Kumar et al. showed that single-ISA heterogeneous systems using different microarchi-

tectures implementing the same instruction set can reduce power consumption [22] at lit-

tle performance loss compared to a single high-performance processor. They also showed

improved performance [23] when running multiprogrammed workloads compared to a

homogeneous multicore system of equivalent area.
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Later work arrive at similar conclusions. Growchowski et al. [24] report improved per-

formance under a fixed power budget, and Annavaram et al. [25] demonstrate a prototype.

Kumar et al. also try to choose processor core sizes in a four-core single-ISA heteroge-

neous system to optimize for one set of multiprogrammed workloads [26]. They conclude

that a homogeneous multiprocessor system outperforms the best homogeneous system,

and chooses parameters that optimize the cores for the chosen workload.

Past work has focused mainly on single-ISA systems and single-threaded or multipro-

grammed workloads with few cores. In CPU-GPU heterogeneous systems the ISAs of the

two processors differ: The GPU uses an ISA specialized for supporting graphics. The GPU

is also far more parallel than the ∼4 thread contexts considered in earlier work, while

the single-thread sequential performance of GPU relative to the CPU is far greater than

between CPUs of varying microarchitectures (typically 100x between GPU and CPU).

This thesis concerns heterogeneous systems with a single-threaded CPU core and a

highly parallel GPU-like core, with parallelism and performance characteristics more ex-

treme than earlier work considers.

1.4.2 GPU Compute

Ever since graphics processors (GPU) became programmable, there has been interest in us-

ing it for computation beyond its intended use of 3D graphics rendering. Initially, custom

computation was essentially hacked into the standard graphics pipeline by transforming

the desired computation into a rendering computation, but recent hardware has allowed

programming the GPU directly.

GPGPU using shaders General-purpose programming of GPUs started when GPUs in-

corporated various programmable "shaders" into the graphics pipeline. OpenGL and Di-

rect3D defined virtual machine-like models for shaders. High-level languages were also

defined to ease programming. Examples include GLSL [6] for use with OpenGL, HLSL for

Direct3D, and Nvidia’s Cg [5] which can target both APIs.
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Early GPGPU work usually involved building algorithm primitives like sorting or ap-

plications using linear algebra [27, 28]. Sparse matrix solvers [7, 8] seemed especially pop-

ular. One example of an application of sparse matrix solutions is quadratic cell placement

[9].

General-purpose Languages Programming within a graphics model when working on a

general-purpose program is inconvenient. There have been some attempts at abstracting

away the graphics pipeline by providing a more general programming environment (usu-

ally C-like) that is then compiled for execution by the GPU shaders. Examples include

Brook for GPUs [29] and Accelerator [30]. Note that although these languages can abstract

away the graphics pipeline from the developer, the compiled program is still compiled to

shader programs within a graphics pipeline, and retain any related overheads.

ClawHMMER [31] is an example application using Brook.

Unified Shaders The increasing number stages of the graphics pipeline that became pro-

grammable (vertex, pixel, and, in DirectX 10, geometry shaders) eventually led to the

definition of a unified shader model, instead of different shader models for each type of

shader. DirectX 10’s Shader Model 4.0 [14] requires unified shaders.

GPU Compute Hardware Unified shaders with increasing programmability naturally

led to the desire to use them outside the graphics pipeline. Using the shader cores di-

rectly can improve performance by avoiding translation/compilation from vendor-neutral

shader code into the native instruction set of the GPU cores. It also avoids the program-

ming complexity of trying to fit a general-purpose problem into a graphics-specific pro-

gramming model.

Nvidia’s CUDA [10] and ATI’s CTM [11] allow programming of their respective GPUs

without using the graphics API. CUDA presents a C-like programming environment, re-

ducing programming complexity. However, much of the complexity caused by constraints

inherent in the GPU cores’ architecture remains that the developer still needs to consider,
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for example SIMD width, VLIW scheduling of instructions, or matching the number of

threads and registers used to hardware capabilities.

The relative ease of use of CUDA led to many applications [13, 32, 33]. It is interesting

to note that the communication latency and bandwidth over PCI Express is not a major

limiter on performance [13], an observation also seen in our limit study (Chapter 3).

Unified Programming Model Even with CUDA, programming GPUs is not easy. As the

GPU is viewed as a device in a CPU-based system, memory spaces are separate and the

developer needs to manage data copying between CPU and GPU memory. Programs on

GPUs also are unable to use OS services on their own.

Efforts to improve ease of programming have involved defining new programing model

that can target both CPU and GPU implementations [34, 35], so that a program need only

be written once. Another approach involves making the GPU programming model more

similar to the existing CPU model, for example the Exoskeleton Sequencer (EXO) archi-

tecture [12]. EXO gives the illusion of a shared memory space between GPU and CPU and

allows exception handling in GPU code using Address Translation Remapping and Col-

laborative Exception Handling, where the CPU handles page faults and other exceptions

on behalf of the GPU.

Unified Hardware: CPU-GPU integration Commercial products integrating the GPU

and CPU (single package or single chip) are expected to be available soon [16]. Although

likely lower in raw performance than a discrete GPU due to more stringent area and power

constraints, CPU-GPU integration offers interesting possibilities in supporting a unified

programming model.

Pangaea goes further than simple integration of GPU and CPU, but proposes that the

GPU be specialized for parallel compute only. Pangaea follows the EXO shared-memory

model, but also physically shares parts of the memory hierarchy, and adds mechanisms for

fast communication between CPU and GPU.
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1.4.3 Limit Studies on parallelism

Single Processor One of the early limit studies on available parallelism in programs

was done by Wall [36]. He reports fairly low available parallelism (∼5-7), due mainly

to branch mispredictions. The poor results due to branch prediction prompted Lam and

Wilson’s study [37] on the effects on available parallelism of various control flow con-

straints (prediction and/or condition dependence) and allowing multiple fetch streams,

using a similar methodology. This study finds that multiple fetch streams and condition

dependence analysis unlock much of the parallelism available (40 for integer and 561 for

floating-point applications).

Thread-Level Speculation There have also been limit studies modeling the potential

benefits of thread-level speculation machines [38, 39]. These placed additional constraints

on the model used by Lam and Wilson’s work.

Homogeneous Multiprocessor With the recent trend toward multicore processors, there

is an interest in evaluating the potential performance in parallelizing existing applica-

tions. The limit study by Vachharajani et al. [40] uses a similar methodology to earlier

work, but adds various scheduling algorithms that distribute instructions from a single

thread among processors in a homogeneous multiprocessor system. They find that there is

significant parallelism in ordinary applications when parallelized for homogeneous mul-

tiprocessor systems, but find that communication latency between cores is a significant

limiter of performance.

We are not aware of prior limit studies that attempt to model heterogeneous systems

where some processors are faster than others, which is characteristic of GPU-based com-

pute systems.
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Chapter 2

Pangaea: A Tightly-Coupled IA32

Heterogeneous Chip Multiprocessor1

2.1 Introduction

As Moore’s Law pushes for a more rapid pace of silicon development and even higher de-

gree of on-die integration, the number of cores in future multi-core designs will continue

to increase. As the microprocessor industry rapidly marches into the era of multi-core

design, the future generation of multi-core processors will essentially become an integra-

tion platform with not only numerous cores, but also different types of cores varying in

functionality, performance, power, and energy efficiency [1]. Fundamentally, ultra low

EPI (Energy Per Instruction) cores are essential to scale multi-core processor designs to

incorporate a large number of cores. One approach to improving EPI by an order of mag-

nitude is through heterogeneous multi-core designs, which have a small number of large,

general-purpose cores optimized for instruction-level parallelism (ILP) and many more

special-purpose cores optimized for data-level parallelism (DLP) and thread-level paral-

lelism (TLP). Such a multi-core processor offers opportunities for non-graphics application

software and usage models [2, 3, 4, 5, 6, 7] to aggressively exploit the combination of ILP,

DLP and TLP.

In this paper we present Pangaea, a synthesizable design of a heterogeneous chip mul-

1To appear in Proceedings of Parallel Architectures and Compilation Techniques (PACT 08), Toronto, Ontario,
Canada
Henry Wong, Anne Bracy, Ethan Schuchman, Tor M. Aamodt, Jamison D. Collins, Perry H. Wang, Gautham
Chinya, Ankur Khandelwal Groen, Hong Jiang, Hong Wang. Pangaea: A Tightly-Coupled IA32 Heteroge-
neous Chip Multiprocessor. In Proceedings of Parallel Architectures and Compilation Techniques, October 2008,
Toronto, Ontario, Canada.
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tiprocessor (CMP) that integrates IA32 CPU cores with GPU multi-cores. Architected to

support general-purpose parallel computation, Pangaea goes beyond the current state-

of-the-art CPU-GPU integration that physically “fuses” an existing CPU design and an

existing GPU design on the same die. In Pangaea, new enhancements are introduced to

both the CPU and GPU to support tighter architectural integration, improved area and

power efficiency, and scalable modular design. On the CPU side, a three-instruction ex-

tension to the IA32 ISA supports a fly-weight communication mechanism between the

CPU and the GPU and a fine-grain shared memory collaborative multithreading environ-

ment between the IA32 CPU cores and the GPU multi-cores. This ISA enhancement allows

an IA32 thread to directly spawn user-level threads to the GPU cores, bypassing most of

the legacy graphics specific fixed-function hardware (e.g., input assembler, vertex shader,

rasterization, pixel shader, output merger [8]) found in a modern GPU design. This can

achieve a two-order of magnitude reduction in thread spawning latency. On the GPU side,

a state-of-the-art existing GPU design (Intel GMA X4500 [9]) is rearchitected to signif-

icantly reduce the fixed-function hardware, which is traditionally dedicated to support

3D-specific graphics processing. The legacy front-end is replaced with a small FIFO con-

troller that can buffer and dispatch GPU threads spawned by the IA32 CPU. The legacy

back-end is replaced by sharing the memory hierarchy between the IA32 CPU and the

GPU multi-cores. The removal of the legacy fixed-function hardware can result in area

savings (on a 65 nm process) equivalent to nine additional GPU cores (of five hardware

threads each) and power savings equivalent to five GPU cores.

This paper makes the following contributions:

• We describe the architecture support and microarchitecture reorganization of both

CPU and GPU in Pangaea to achieve tighter architecture integration and power and

area efficiency of a heterogeneous CMP design.

• We detail a fully functional synthesizable implementation of a Pangaea design, based

on production quality RTL from an ILP optimized IA32 core and the GMA X4500

GPU.
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• We present an in-depth analysis of architectural tradeoffs between the Pangaea de-

sign and a state-of-the-art design that physically fuses existing CPU and GPU on the

same die.

• We report significant performance gains for a set of media and non-graphics parallel

applications by employing Pangaea to harvest ILP, DLP and TLP, achieving speedups

of up to 8.8×.

The rest of the paper is organized as follows. Section 2.2 reviews related work. Sec-

tion 2.3 provides a background on baseline GPU architecture. Section 2.4 introduces the

architectural enhancements to the IA32 CPU and the microarchitectural reorganization of

the X4500 GPU to support tighter architectural integration. Section 2.5 details the imple-

mentation of Pangaea and assesses the key architectural tradeoffs in terms of power and

area savings compared to the state-of-the-art CPU-GPU design with physical fusion. Sec-

tion 2.6 evaluates the performance of a set of general-purpose applications on a Pangaea

hardware prototype on an FPGA-based emulator. Section 2.7 concludes.

2.2 Related Work

We adopt the distinction between asymmetric and heterogeneous multi-core designs from

related work [7, 10]. All cores in an asymmetric multi-core design are of the same ISA but

differ microarchitecturally. In a heterogeneous multi-core design, some cores feature differ-

ent ISAs in addition to microarchitectural differences. Prior work on multi-core architec-

tures has demonstrated significant benefits for both power/performance and area/performance

efficiency [10, 11, 12, 13, 14, 15, 16, 17, 18, 19]. However, those studies primarily focus on

asymmetric rather than heterogenous multi-core design.

Heterogeneous multi-core designs integrate cores of different ISAs and functionalities

and can potentially lead to even further improvement in power/area/performance effi-

ciency. IBM Cell’s heterogeneous architecture [20] offers a mix of execution elements opti-

mized for a spectrum of functions. Applications execute on this system, rather than a col-
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lection of individual cores, by partitioning the application and executing each component

on the most appropriate execution element. The exoskeleton sequencer (EXO) architecture

[7] presents heterogeneous cores as MIMD function units to the IA32 CPU and provides

architectural support for shared virtual memory, ensuring efficient data sharing across the

heterogeneous execution elements.

Recently, both AMD and Intel have made public announcements on their upcoming

mainstream heterogeneous processor designs for the 2009-10 timeframe. These processors

will be on-die integrations of the IA32 CPU and their respective GPUs, which are tradition-

ally found on the chipset or in discrete GPU cards. The so-called fusion integration phys-

ically connects existing CPU and GPU designs and supports some level of cache sharing

between them, while the designs themselves remain unchanged. Although the integrated

GPU is intended to run the legacy graphics software stack, there has been growing interest

in harvesting such heterogeneous multi-core processors to accelerate non-graphics appli-

cations. Furthermore, there have been extensive efforts to provide programming model

abstractions and runtime support to ease the otherwise daunting task for programmers to

use heterogeneous multi-cores [4, 5, 6, 21].

Although heterogeneous integration is key to Pangaea, Pangaea is different than fused

designs in that it supports a tighter-coupled integration through lightweight user-level

interrupts. Bracy et al. discuss these lightweight user-level interrupts and utilize existing

coherency logic to provide simple, preemptive, low-latency communication between cores

[22]. Many other microarchitectures also support preemptive communication [23, 24, 25,

26, 27, 28, 29, 30, 31].

2.3 Background

This section provides some necessary background on GPU architecture and defines ter-

minology that will be used in the following sections. Figure 2.1 depicts an architectural

organization of a modern GPU. It consists of three major components (from left to right):

• Front-end: a graphics-specific pipeline ensemble of fixed-function units, each corre-
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Figure 2.1: Organization of the Intel GMA X4500.

sponding to a certain phase of the pixel and vertex processing primitives, e.g., com-

mand streamer, vertex fetcher, vertex shader, clipper, strip/fan, windower/masker,

roughly in correspondence to DirectX’s input assembler, vertex shader, rasterization,

pixel shader, and output merger [8], respectively. The front-end translates graphics

commands into threads that can be run by the processing cores.

• Processing multi-cores: hereafter referred to as Execution Units (EU). This is where

most GPU computations are performed. Each EU usually consists of multiple SMT

hardware threads, each implementing a wide SIMD ISA. In the GMA X4500, each

thread supports 8-wide SIMD operations.

• Back-end: consists of graphics-specific structures like render cache, etc., which are

responsible for marshalling data results produced by the EUs back to the legacy

graphics pipeline’s data representation.

Non-graphics communities are understandably interested in harvesting the massive

amount of thread level and data-level parallelism offered by the EU to accelerate general-

purpose computation, for which the graphics specific hardware front-end and back-end

are largely overhead. The GPU is managed by device drivers that run in a separate memory

space from applications. Consequently, communication between an application and the

GPU usually requires device driver involvement and explicit data copying. This results in
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additional latency overhead due to the software programming model.

Pangaea assumes the EXO execution model that supports user-level shared memory

heterogeneous multithreading and an integrated programming environment such as C

for Heterogeneous Integration (CHI) [7] that can produce a single fat binary consisting

of multiple code sections of different instruction sets that target different cores. The

focus of our study of the Pangaea design space is to investigate architectural improve-

ments beyond the physical on-die fusion of existing CPUs and GPUs and to assess the

power/area/performance efficiency using production quality RTL for both an IA32 CPU

design and a modern multi-core multithreaded GPU design. The proposed architecture

enhancements to both the CPU and GPU can enable much more efficient software man-

agement of parallel computation across heterogeneous cores. By minimizing resources

dedicated solely to 3D-specific graphics processing, significant improvements in area and

power efficiency can be achieved.

2.4 Pangaea Architecture

This section introduces Pangaea’s architecture enhancements to the IA32 CPU and archi-

tectural reorganization of the X4500 GPU to support tighter architectural integration.

2.4.1 CPU-GPU Integration

Pangaea is a novel CPU-GPU integration architecture design that removes the legacy graph-

ics front-end and back-end of the traditional GPU design to enhance general-purpose

(non-graphics) computation. With architectural support for shared memory and a fly-

weight user-level inter-core communication mechanism, Pangaea provides a tightly-coupled

architectural integration of CPU and GPU EUs to more efficiently support collaborative

heterogeneous multithreading between GPU threads and CPU threads.

Figure 2.2 shows a high level diagram of the Pangaea architecture. Pangaea physically

couples a set of EUs directly with each CPU via an agile thread spawning interface, but
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Each EU has 5 
hardware 
threadsCPU

Thread Spawner
insn ptr data (ptr)

...

Shared Memory Hierarchy

Figure 2.2: Pangaea: Integrated CPU-GPU without Legacy Graphics Front- and Back-End.

without the legacy graphics front-end and back-end. Each EU works as a TLP/DLP co-

processor to the CPU. This mechanism allows for a more power and area efficient design,

which maximizes the utilization of the massively-parallel ALUs packed in the EUs.

The shared cache supports the collaborative multithreading relationship (peer-to-peer

or producer-consumer) between the CPU and EUs. Both CPU and EU cores fetch their

instructions and data from the shared memory. The common working sets between CPU

threads and EU threads benefit from the shared cache. Enabling a coherent shared ad-

dress space also make it easier to build a simple communication mechanism between the

CPU and EU cores. The communication mechanism between the CPU and EU cores is

introduced as an ISA extension.

In Panagea, the EUs appear as additional function units to which threads can be dis-

patched from the CPU. The CPU is responsible for both assigning and monitoring the

GPU’s work. The CPU can receive results from the GPU as soon as they are ready and

schedule new threads to the GPU as soon as EU cores become idle. Inter-processor in-

terrupts (IPIs) have often been leveraged for cross-core communication, but they intro-

duce performance overheads that are not appropriate in the intended fine grained multi-
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{
 task_complete = false;

 EMONITOR(&task_complete, &user_handler);
 ...

 ...
}

User code
ucode_handler()
{

  user_handler();
}

Microcode handler
user_handler()
{
  if (task_complete) {

  }
  ERETURN();
}

ULI handler

EU writes to task_complete,
scenario fires:

control transfered to 
microcode handler

return to after last committed 
instruction; re-enable ULIs

disable ULIs
flush pipeline

save instruction
use task result

and/or
assign EU new taskother work

Figure 2.3: Example of User-Level Interrupt (ULI).

threaded environment of Pangaea. Instead of using IPIs, Pangaea leverages simple and fast

user-level interrupts (ULIs) which are discussed in the next section. A fast mechanism is de-

sirable as the EU threads are short lived and each EU thread processes only a small amount

of data. The CPU spawns a large number of threads to increase the resource utilization of

the EUs which are optimized for DLP and TLP.

Sections 2.4.2 and 2.4.3 describe the IA32 ISA extension that supports a user-level

communication mechanism between the CPU and EUs. Section 2.5 presents an analysis of

the power and area efficiency of Pangaea versus the fusion design.

2.4.2 ISA Extension for User-level Interrupts

Pangaea introduces a three-instruction IA32 ISA extension that supports communication

between heterogeneous cores. The three instructions are EMONITOR, ERETURN, and SIG-

NAL. The communication mechanism is as follows.

A scenario is a particular machine event that may occur (or fire) on any core. Example

scenarios include an invalidation of a particular address, an exception on an EU, or termi-

nation of a thread on an EU. EMONITOR allows application software to register interest

in a particular scenario and to specify a user-defined software handler to be invoked (via

user-level interrupt (ULI)) when the scenario fires. This scenario-to-handler mapping is

stored in a new form of user-level architecture register called a channel. Multiple channels

allow multiple scenarios to be monitored simultaneously.
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When the scenario fires, the microcode handler disables future ULIs, flushes the pipeline,

pushes the current interrupted instruction pointer onto the stack, looks up the instruction

pointer for the user-defined handler associated with the channel, and redirects program

flow to that address. The change in program control flow is similar to what happens when

an interrupt is delivered. The key difference is that the ULI is handled completely in user

mode with minimal state being saved/restored when the user-level interrupt handler is

invoked.

ERETURN is the final instruction of the user-defined handler. It pops the stack and

returns the processor to the interrupted instruction while re-enabling ULIs.

Figure 2.3 shows an example of using ULIs. On the left and right is code provided by

software. In the middle is the microcode handler. Software activates a channel by execut-

ing the EMONITOR instruction, registering its interest in invalidations to the task_complete

variable and providing the handler that should be called when the invalidation occurs. In

this example—one of many possible usage models—the user code spawns a task to the EU

and then performs other work. When the EU completes its task, it writes to the variable

task_complete which is being monitored and the scenario fires. The microcode handler

invokes the user-defined interrupt handler. The user’s handler can use the result of the EUs

immediately and/or assign the EU another task. The user’s handler ends with ERETURN.

The program then returns to the instruction just after the last committed instruction prior

to the interrupt and the user code continues its work. Other usage models might have the

EU’s task completion affect the user code’s behavior upon returning from the interrupt.

To spawn a thread to the EU, the CPU stores the task (including an instruction pointer

to the task itself and a data pointer to the possible task input) at an address monitored

by the Thread Spawner, shown in Figure 2.2. The Thread Spawner is directly associated

with the thread dispatcher hardware on the EUs. The CPU then executes the SIGNAL

instruction—the third ISA extension—to establish the signaling interface between the CPU

and EU.

As in related work [10], the SIGNAL instruction is a special store to shared memory
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that the CPU uses to spawn EU threads. Using SIGNAL, the EUs can be programmed to

monitor and snoop a range of shared addresses similar to SSE3’s MONITOR instruction

[32]. Upon observing the invalidation caused by the CPU’s SIGNAL, the Thread Spawner

loads the task information from the cache-line payload. The Thread Spawner then en-

queues the EU thread into the hardware FIFO in the EU’s thread dispatcher, which binds

a ready thread to a hardware thread core (EU), and then monitors the completion of the

thread’s execution.

Upon recognizing the completion of a thread, the Thread Spawner performs a final

store (here, writing to task_complete) that results in the scenario firing, as shown in Fig-

ure 2.3. The CPU thread can schedule and dispatch more EU threads in response (not

shown).

Because the thread spawning and signaling interface between the CPU and EUs lever-

ages simple loads and stores, it can be built as efficiently as regular cache coherence with

very low on-chip latencies.

A similar fly-weight signaling mechanism is also used in hardware to implement the

exoskeleton proxy execution mechanism [7]. In Pangaea the IA32 CPU handles exceptions

and faults incurred on the GMA X4500 cores for address translation remapping and collabo-

rative exception handling using proxy execution. These mechanisms are essential to support

a shared virtual address space between the IA32 CPU and the GMA X4500 cores.

Figure 2.4 shows the microarchitecture block diagram of the IA32 core used for this

study. The darkened units were modified to support ULIs. First, new registers are in-

troduced to support multiple channels (shown in Figure 2.4(a)). Each channel holds a

mapping between a user handler’s starting address and the associated ULI scenario. A

register is used to hold a blocking bit which specifies if ULIs are temporarily disabled.

Since the channel registers store application specific state, these registers need to be saved

and restored across OS thread context switches along with any active EU thread context.

Existing IA32 XSAVE/XRSTOR instruction support can be modified to save and restore ad-

ditional state across context switches [33]. These registers can be read and written under
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Figure 2.4: IA32 CPU Block Diagram. Shaded blocks indicate modifications to support
ULI.

the control of microcode.

The exception/interrupt unit (shown in Figure 2.4(b)) handles all interrupts and faults,

and determines whether instructions should be read from the instruction decoder or the

microcode. This unit is modified to recognize ULI scenarios. A new class of interrupt re-

quest, ULI-YIELD, triggers at the firing of a scenario and requests a microcode control-flow

transfer to the ULI microcode handler. This interrupt is handled in the integer pipeline.

All state logic associated with the ULI-YIELD, determining when an ULI-YIELD should

be taken, and saving pending ULI-YIELD events is found here. Because the ULI-YIELD

request has the lowest priority of all interrupt events, ULIs do not interfere with tradi-

tional interrupt handling. Once the ULI-YIELD has priority, the exception/interrupt unit

flushes the pipeline and jumps to the ULI microcode handler. If multiple channels are im-
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plemented, when multiple instances of ULI-YIELD interrupts simultaneously occur, lower

indexed channels have higher priority over higher indexed channels.

The instruction decoder (shown in Figure 2.4(c)) is responsible for decoding instruc-

tions and providing information needed for the rest of the CPU to execute the instruction.

The decoder is modified to add entry points for the new IA32 instructions EMONITOR,

ERETURN and SIGNAL. These changes map the CPU instructions to the corresponding

microcode flows in the microcode. The microcode (shown in Figure 2.4(d)) is modified to

contain the ULI microcode handler and the microcode flows for EMONITOR, ERETURN

and SIGNAL. The ULI microcode handler flow saves the current instruction pointer by

pushing it onto the current stack, sets the blocking bit to prevent taking recursive ULI

events, and then transfers control to the user-level ULI handler. The EMONITOR mi-

crocode flow registers a scenario and the user handler instruction pointer in the ULI chan-

nel register. The ERETURN microcode flow pops the saved instruction pointer off the

stack, clears the blocking bit and finally transfers control to the main user-code where it

starts re-executing the interrupted instruction.

In Pangaea, we introduce a ULI scenario, ADDR-INVAL, which architecturally repre-

sents an invalidation event incurred on a range of addresses, which resembles the behavior

of a user-level version of the MONITOR/MWAIT instruction in SSE3. Unlike MWAIT [32],

when the IA32 CPU in Pangaea snoops a store to the monitored address range, the CPU

will activate the ULI microcode handler and transfer program control to the user-level ULI

handler. To implement a producer-consumer workload using a traditional polling model,

the producer regularly reads a designated semaphore address, checking for a value indi-

cating that the consumer has completed its task. With the ADDR-INVAL ULI, the producer

sets up a ULI channel to monitor future asynchronous updates to a semaphore and then

proceeds to work on other tasks in parallel while the hardware performs the monitoring.

When a consumer writes to the semaphore indicating task completion, this triggers the

ADDR-INVAL ULI scenario and the producer is informed of this asynchronously. This

ULI scenario is used for the signaling between the IA32 CPU cores, the thread spawner,
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and the GMA X4500 EUs by leveraging the existing cache coherence protocol support,

which is much more efficient than traditional IPI mechanisms that are sent via the inter-

rupt controller. The address range that needs to be monitored is set up using the SIGNAL

instruction which directly communicates with the thread spawner.

2.4.3 User-level Interrupt Handler

Certain precautions need to be taken in designing and writing a user-level interrupt han-

dler as it runs in the context of the monitoring software thread. The monitoring software

thread is the thread that executes the EMONITOR instruction and monitors the execu-

tion of the EU threads. The monitoring software thread runs on the IA32 CPU concur-

rently with the EU threads that run on the GPU. The user-level interrupts are delivered

in the context of the monitoring thread without operating system intervention and they

pre-empt the execution of the monitoring thread. Due to the pre-emptive nature of the

user-level interrupt the user-defined interrupt handler should avoid attempting to acquire

locks or invoke system calls that acquire locks as the monitoring thread may be executing

in the middle of a critical section when it is pre-empted to execute the user-level interrupt

handler. If the user-level interrupt handler attempts to acquire the same lock that has al-

ready been acquired then a deadlock results. An ideal user-level interrupt handler does

not need to be complex or invoke system calls as the user-level interrupt handler is re-

sponsible for dispatching a new set of threads to the EU or resolving exception conditions

for the EU threads to make forward progress. The user-level interrupt handler usually

sets flags that are checked by the monitoring thread when exception conditions have to be

resolved. An example of this is shown in Figure 2.3.

The user-level interrupt serves as a notification mechanism of a exception that needs

to be resolved for the EU threads to make forward progress or to inform the monitoring

thread about the termination of a group of EU threads. The monitoring thread can re-

solve the exception condition and then resume the EU thread at a later point in time. The

interrupt mechanism is optional and the monitoring thread can always use the polling
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Parameter Configuration

IA32 CPU
2-issue, in-order, 4-wide SIMD capabilities, optimistically giving 4x
speedup over non-SIMD

CPU-only L1
Caches

8KB 2-cycle access write-back data cache, 8KB Instruction cache, 2-
way set associative

EUs
2 EUs, 5 hardware threads each, 8-wide SIMD ISA, 4-wide SIMD ex-
ecution unit, 0 latency thread switch, 64 256-bit registers per thread.
Same clock speed as CPU

EU-only
Instruction

Cache
4KB shared instruction cache, 4-way set associative

Shared L2
Cache

256KB shared with EU for EU instructions and data, 32-bits/clock
bandwidth, configurable access latency by EU (2 to >100 cycles)

Table 2.1: One Pangaea Prototype Configuration that fits one Xilinx Virtex-5.

mechanism to poll on the status of the EU threads by reading the channel registers which

contain the scenarios that are being monitored as well as the current status of the scenario.

The monitoring thread may attempt to just poll the channel registers when there is no

more concurrent work to do or there is a need for a barrier synchronization between the

monitoring thread and the EU threads.

The user-level interrupt handler is also responsible for saving and restoring the regis-

ter state that is not saved/restored by the microcode handler. Since the user-level interrupt

handler runs in the context of the monitoring thread it is safe to assume that the code seg-

ment or stack segment registers do not change after the monitoring thread executes the

EMONITOR instruction as segmentation is not normally used for virtual memory man-

agement in modern operating systems. The only exception to this assumption is when the

monitoring thread is running in compatibility 32-bit mode under a wrapper on a 64-bit

operating system. A change in the code and stack segment occurs during transition from

compatibility 32-bit mode to 64-bit mode in user space. The microcode handler is modi-

fied to suppress any user-level interrupts to be delivered when the code segment values do

not match what was recorded when the EMONITOR instruction is executed. The delivery

of the user-level interrupt is frozen for the duration of execution in 64-bit user mode. The

EU threads that do not need to report any exceptions or terminate can continue to execute
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even when the monitoring thread is executing in 64-bit user mode. When the monitoring

thread returns from executing in 64-bit mode back to 32-bit mode the microcode detects

the pending user-level interrupt and invokes the user-level interrupt handler. This simple

mechanism is sufficient to allow 32-bit applications to continue to work when migrated to

run on a 64-bit operating system that runs the application in compatibility mode.

The user-level interrupt mechanism provides a simple, fast and efficient core-to-core

communication mechanism without having to introduce new interrupts that need device

driver management or major changes to the interrupt controller.

2.5 Pangaea Implementation

To assess its power/area/performance efficiency, we implement a synthesizable design of

Pangaea using production quality RTL for both an IA32 CPU design and a modern multi-

core multithreaded GPU design. This section describes the Pangaea implementation and

prototyping on an FPGA. We also discuss the power/area efficiency analysis. Section 2.6

presents a performance evaluation of Pangaea using a set of non-graphics parallel work-

loads.

2.5.1 Pangaea’s Synthesizable RTL Design

We build a prototype of the proposed Pangaea architecture by implementing synthesizable

RTL of a fully functional single-chip heterogeneous CMP consisting of an IA32 CPU and

GMA X4500 multi-cores (i.e., EUs). The CPU used in our prototype (shown in Figure 2.4) is

a production two-issue in-order IA32 processor equivalent to a Pentium with a 4-wide SSE

enhancement. The EU is derived from the RTL for the full GMA X4500 production GPU.

We configure our RTL to have two EUs, each supporting five hardware threads. While the

baseline design is the physical fusion of the existing CPU and full GPU, in Pangaea much

of the front-end and back-end of the GPU have been removed, keeping only the EUs and

necessary supporting hardware. By attaching the EU onto the memory hierarchy of the
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LUTs Registers Block RAMs DSP48 blocks
IA32 CPU 50621 24518 118 24

EU Subsystem 84547 36170 67 64
Other 1604 591 91 2

Table 2.2: Virtex-5 FPGA Resource Usage for the Pangaea configuration in Table 2.1.

CPU (sharing of the last-level cache), we no longer need to duplicate the hardware required

for accessing and caching memory on the GPU. This prototype design provides means to

adjust various configuration parameters, including capacities and access latencies for the

memory hierarchy, number of EUs and number of hardware threads per EU. The RTL can

be synthesized to either ASIC or FPGA targets.

Table 2.1 shows one particular design that can be synthesized to a Xilinx Virtex-5

XC5VLX330 FPGA using Synplify Pro 9.1 and Xilinx ISE 9.2.03i. Table 2.2 shows the re-

source usage as reported by Synplify Pro for our FPGA prototype. The IA32 core is larger

than one EU, taking up approximately 24% of the 207,360 available FPGA 6-LUTs. As the

table shows, the EU subsystem with 2 EUs is less than double the area IA32 CPU in our

prototype. The impact from the modifications to the CPU to support ULIs (not shown) is

negligible—on the order of 50 LUTs. The logic added to support the thread spawner (not

shown) is only 2% of a single EU.

The prototype can fit just two EU cores and occupies 66% of the 6-LUTs available on

the Virtex-5 LX330. Larger configurations consisting of multiple EUs have been evalu-

ated in RTL simulation. For parallelizable workloads evaluated in this paper (see Section

2.6), we expect throughput performance to scale roughly with the number of EUs. The

critical timing path within the EU allows us to clock the Pangaea prototype system at a

maximum of 17 MHz without any special tuning. Similar to [34], the FPGA system on

chip is mounted on an adapter that sits in a standard Intel Pentium motherboard with

256MB DRAM. Because of the critical path in our FPGA prototype, we underclocked the

motherboard to 17 MHz, down from the original 50 MHz. Note that by underclocking the

entire board, the relative speeds between all parts of the system remain unchanged, in-
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cluding processor, RAM and cache. The main advantage of an FPGA prototype compared

to RTL simulation is the ability to execute orders of magnitude faster. Even at 17 MHz, the

FPGA emulation speed is quicker than fast IA32 platform functional simulators such as

SoftSDV [35]. This allows our prototype to run off-the-shelf operating system software, in-

cluding Windows XP and Linux, and execute fat binaries of heterogeneous multithreaded

programs produced by frameworks similar to EXOCHI [7].

2.5.2 Area Efficiency Analysis

To assess the area efficiency of Pangaea versus the baseline fusion design, we use the area

data collected from the ASIC synthesis of the baseline GMA X4500 RTL code. This ASIC

synthesis result corresponds to a processor built on a 65 nm process. The left column of

Table 2.3 shows the area distribution of a fusion-styled design with two EUs, including

both legacy graphics front- and back-ends. The total area used for graphics-specific legacy

hardware (the front- and back-ends) is 81%—the equivalent of over nine EUs. Even if this

cost were amortized across more EUs, the overhead remains significant. With 32 EUs, for

example, the front- and back-ends still occupy 23% of the chip area.

2-EU GPU 2-EU Pangaea
Processing 17% 94%
Thread Dispatch 1% 5%
Front-End 34% –
Memory Interface 1% –
Back-End 47% –
Interfacing Logic – 1%

Table 2.3: Area distribution of two-EU systems.

The right column of Table 2.3 depicts the distribution of chip area of the Pangaea con-

figuration shown in Table 2.1. Unlike the two EU GPU in a fusion design, a two EU Pangaea

design has much higher area efficiency. A majority (94%) of the area is used for computa-

tion. The extra hardware added to implement the thread spawner and its interface to the

interconnection fabric is minimal, amounting to 0.8% of the two-EU system, and easily be-

comes negligible in a system with more EUs. This significantly reduced overhead allows
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us to efficiently use EUs as building blocks for DLP/TLP and couple them with the IA32

cores in a heterogeneous multi-core system.

2.5.3 Power Efficiency Analysis

Table 2.4 shows the total power consumption distribution for a two-EU GPU including

both dynamic power and leakage power. Like our area analysis, we use power data based

on ASIC synthesis. Most noticeable is that the legacy graphics front-end contributes a

lower proportion of power relative to its area. This is mainly due to extensive use of clock-

gating that results in reduced dynamic power consumed by the front-end, since only the

fixed-functions in the front-end that relate to the current task are switched on. We estimate

that removing the legacy graphics-specific hardware would result in the equivalent of five

EUs of power savings.

Processing 29%
Thread Dispatch 0.5%
Front-End 14%
Memory Interface 0.5%
Back-End 57%

Table 2.4: Power distribution of a two-EU GPU.

Because of the reduced front-end power, the power overhead for keeping the front-

end and back-end in the design is lower than the area overhead. Despite that, the power

overhead is still significant for a large number of EUs per GPU, and prohibitive for a small

number of EUs. For a two-EU Pangaea (not shown), the power increase due to the thread

spawner and related interfacing hardware is negligible compared to the amount of power

saved by removing the legacy graphics specific front- and back-ends of the two-EU GPU.

2.5.4 Thread Spawn Latency

Table 2.5 compares the latency of spawning a thread in fusion CPU-GPU integration ver-

sus Pangaea. The thread spawn latencies are collected from RTL simulations of the two

configurations. The latencies reported are for the hardware only. For the baseline GPGPU
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case, thread spawn latency is measured from the time the GPU’s command streamer hard-

ware fetches a graphics primitive from the command buffer until the first EU thread per-

forming the desired computation requests is scheduled on an EU core and performs the

first instruction fetch. For the Pangaea case, we measure the time from when the IA32

CPU writes the thread spawn command to the address monitored by the thread spawner

set up by the SIGNAL instruction, until the thread spawner dispatches the thread to an EU

core and the first instruction is fetched. The latency in the GPGPU case is approximate, as

the amount of time spent in the 3D pipeline varies somewhat depending on the graphics

primitive performed.

GPGPU Pangaea
3D pipeline ∼ 1500 Bus interface 11

Thread Dispatch 15 Thread Dispatch 15
Total ∼ 1515 Total 26

Table 2.5: Thread Spawn Latency in cycles.

Unlike the Pangaea case, the measurement for the GPGPU case is optimistic since (1)

the latency numbers apply only when the various caches dedicated to the front-end all hit,

and (2) the measurement does not take into account of the overhead incurred by the CPU

to prepare command primitives. In the GPGPU case, the CPU needs to do a significant

amount of work before the GPU hardware can begin processing. For example, when the

GPGPU parallel computation is expressed in a shader language, the CPU needs to first

convert the device independent shader byte code into native graphics primitives, place

the appropriate commands into the command buffer, and notify the GPU that there is new

data in the command buffer. Since CPU and GPU operate in separate address spaces, the

CPU would also need to go through the device driver interface to copy the code and data

into non-cacheable memory the GPU can access. This process is usually inefficient due to

the involvement of privilege level ring transitions and data movement between cacheable

and non-cacheable memory regions. In effect, the 1515 cycle latency for GPGPU assumes

0-cycles of CPU work. In contrast, the Pangaea case simply involves a user-level 32-bit

store containing the instruction pointer of the EU thread to be spawned to the EU core.
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Kernel Description EU-kernel 
code size

Data Size Threads Icount/
thread

1: 640x480 24-bit image 6,480 159

2: 2000x2000 24-bit image 83,500 159

1: 640x480 24-bit image 4,800 247

2: 2000x2000 24-bit image 62,500 247

Film Grain Technology 
(FGT)

applies artificial film grain filter from H.264 standard 6.6 KB 1024x768 image 96 15,200

Bicubic Scaling scales YUV image using bicubic filtering 6.1 KB 360x240 → 720 x 480 2,700 691

k-means k-means clustering of uniformly distributed data 1.5 KB k=8, 100,000x8 200,000 94

SVM kernel from SVM-based face classifier 3.6 KB 704x480 image 1,320 11248

Linear filter 1,2 computes average of pixel and 8 neighbors 2.5 KB

Sepia Tone 1,2 modifies RGB values of each pixel 4.0 KB

Table 2.6: Benchmark Suites

Much of the latency for the GPGPU case comes from needing to map the computation

to the 3D graphics processing pipeline. Most of the work performed in the 3D pipeline

is not relevant to the computation, but is necessary if the problem were formulated as

a 3D computation. By bypassing the front-end of the 3D pipeline, we have successfully

reduced the thread spawning latency. With spawning latency reduction of two orders of

magnitude, Pangaea can enable more versatile exploration of ILP, DLP and fine grain TLP

through tightly-coupled execution on the heterogeneous multi-cores. In Section 2.6, we

will study a set of workloads with varying degrees of ILP, DLP and TLP.

2.6 Performance Evaluation

This section evaluates the performance of Pangaea. Our benchmarks are run on the FPGA

prototype with the configuration described in Table 2.1, under Linux, compiled using a

production IA32 C/C++ compiler that supports heterogeneous OpenMP with the CHI

runtime [7]. For the benchmarks, we select four product quality media processing ker-

nels and 2 informatics kernels that are representative of highly parallel compute-intensive

workloads rich in ILP, DLP and TLP. These benchmarks have been optimized to run on the

IA32 CPU alone (with 4-way SIMD) as the baseline, and on Pangaea to use both the IA32

CPU and the GMA X4500 EUs in parallel whenever applicable, including leveraging the

new IA32 ISA extension to support user-level interrupts. Table 2.6 gives a brief description

of the benchmarks. While FGT and SVM have relatively few threads of coarser granularity,
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Figure 2.5: Pangaea speedup vs. CPU w/ SSE alone.

the rest have many more threads of fine granularity.

Figure 2.5 shows the speedups of Pangaea relative to a CPU only case. Despite each EU

being slightly smaller in area than the CPU, running highly parallel workloads on Pangaea

rather than the IA32 CPU alone results in significant performance improvements, ranging

from 1.9 to 8.8× improvement on a two-EU Pangaea system.

The first four benchmarks are implementations of several key image and video pro-

cessing algorithms. They operate on image frames and tend to be highly parallelizable,

because an input image can usually be divided into independent macro-blocks (e.g., 8 by 8

pixels in dimension) which can be processed independently. Consequently, many parallel

threads can be created, each corresponding to a macro-block. Each thread can be further

optimized to exploit 8-wide SIMD operations. Between threads, spatial or temporal lo-

cality can also be exploited. For example, in some video processing algorithms, adjacent

macro-blocks along x-, or y- or the diagonal dimension may have overlapping stripe or

mini-blocks. It is advantageous to schedule the corresponding threads back-to-back so

that the overlapped data fetched by the first thread can be reused by the second thread.

With architectural support for fly-weight thread spawning and inter-core signaling, Pan-

gaea can efficiently support agile user-level thread scheduling. With these optimizations,

the benchmarks show impressive speedups. Linear filter computes the average pixel val-
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ues of a pixel with its 8 neighbors. Sepia tone modifies each pixel’s RGB values, dependent

only on the same pixel’s original RGB values. FGT applies an artificial film grain filter.

Bicubic performs a bicubic-filtered image scaling.

Although similar to Sepia tone, Linear filter sees a larger speedup mainly because Lin-

ear filter makes references to neighboring pixels, which the CPU cannot store entirely

in architectural registers, requiring cache accesses. When executed on the EU, an entire

block of pixels can be stored and manipulated in the EU’s large register file. The other

two benchmarks are classic machine learning informatics benchmarks that focus on ei-

ther clustering (k-means) or segregating (SVM) classes of high dimensional data. K-means

clustering finds k clusters in a set of points by finding the set of points closest to randomly-

generated centroids, then iteratively moving the centroid to be the mean of the set of points

that belongs to it. This benchmark is partially parallelized, and cooperatively executes on

both the CPU and EU simultaneously. Finding which cluster each point belongs to is par-

allel and runs on the EU, and computing the mean is performed serially, on the CPU. The

serial portion is the bottleneck in this benchmark, resulting in a small 1.9× speedup. The

transition between parallel and serial sections of the computations is made more efficient

through the fly-weight thread spawning and signaling between the CPU and the EU. The

Support Vector Machine (SVM) kernel performs the dot product of blocks of pixels with

an array of constant values. Unlike k-means, there is no significant serial portion to the
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code, and a speedup of 3.6× is achieved.

While it may seem that achieving almost a 9× speedup with only twice the number of

functional units is unrealistic, multiple architectural features combine to allow the EUs

to operate much more efficiently than the CPU’s SIMD unit and result in larger than ex-

pected speedup. As discussed in Section 3, Pangaea utilizes not only DLP but also TLP.

When multiple threads exist, multithreading significantly increases utilization of the EU’s

functional units (e.g. 92% on the EUs vs 65% on the CPU in Linear filter). Additional

performance improvement is attributable to the EUs’ ISA. The EU’s SIMD-8 instructions

allow a large reduction in the instruction count for these data parallel workloads. Fur-

thermore, the EU’s large register file minimizes spilling of registers to memory (57% of

CPU instructions in bicubic reference memory, whereas only 7.4% of the EU instructions

are loads and stores). Bicubic also heavily uses the multiply accumulate instruction and

the low latency accumulator registers (55% of EU instructions), which the CPU does not

support, giving this benchmark a particular advantage on the EUs.

To further explore the performance aspects of Pangaea, we assess its sensitivity to the

latency of the shared memory hierarchy. Here we vary the latency it takes the EU hardware

thread to access shared memory from 2 to 1000 cycles. Figure 2.6 shows the results of this

experiment. This experiment sheds light on the impact of not only different access times

for the shared L2, but also different shared memory configurations. While a latency of be-

tween 50 and 100 cycles might simulate a shared last level cache, latencies exceeding 100

cycles can indicate the performance impact of configuration where CPU and EUs share no

caches at all. Although the “performance knee” varies for each benchmark, performance

is insensitive to access latency up to approximately 60 cycles for all benchmarks. Once ac-

cess time exceeds 100-200 cycles, performance improvement slowly diminishes, but even

at 1000 cycles, speedups are still anywhere from 1.9× to 5.9×. Bicubic and FGT are the

most sensitive to access latency due to the fact that the EU’s instruction cache is only 4KB,

and each of these kernels is over 6KB in size (see Table 2.6). Consequently, higher memory

latency affects not only data accesses, but also the instruction supply. K-means shows the
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least sensitivity to memory latency. This is because the serial portion of the algorithm (the

part run on the CPU) continues to be the performance bottleneck.

The results of this sensitivity study indicate that a variety of shared cache configura-

tions and access times will produce similar speedups. The performance of the Pangaea ar-

chitecture does not depend entirely on sharing the closest level cache; the choice of which

level of memory hierarchy to share can be traded off with margins for ease or efficiency of

implementation without noticeably degrading performance.

2.7 Conclusion and Future Work

In this paper, we present Pangaea, a heterogeneous multi-core design, including its ar-

chitecture, an implementation in synthesizable RTL and an in-depth evaluation of power,

area, performance efficiency and tradeoffs. We demonstrate the potential to significantly

improve power/area/performance efficiency for heterogeneous multi-core designs, should

they be targeted for a general-purpose heterogeneous multithreading model beyond legacy

graphics. As long as Moore’s Law continues at its current pace, the level of integration in

mainstream microprocessors will continue to increase in terms of quantity and diversity

of heterogeneous building blocks, so will the need to achieve higher power/area efficiency.

It is advantageous to represent these heterogeneous building blocks as additional archi-

tectural resources to the general-purpose CPU. Such tighter architectural integration will

allow ease of programming and the use of these new building blocks without requiring

drastic changes in the software ecosystem (e.g., the OS). In turn, the software ecosystem

will continue to innovate and harvest the parallelism offered by the hardware more effi-

ciently. Even for graphics, leading researchers [36, 37] are actively investigating opportu-

nities beyond today’s brute-force, unidirectional rendering pipeline. They have proposed

programmable graphics and interactive rendering techniques to design adaptive, demand-

driven renderers that can efficiently and easily leverage all processors in heterogeneous

parallel systems and tightly couple the distinct capabilities of the ILP-optimized CPU and
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DLP/TLP-optimized GPU multi cores to generate far richer and more realistic imagery.

Like the famed wheel of reincarnation [38], an efficient heterogeneous multi-core design

like Pangaea potentially offers opportunities to significantly accelerate parallel applica-

tions like interactive rendering. We continue to actively investigate these opportunities in

our on-going exploration.
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Chapter 3

The Performance Potential for Single

Application Heterogeneous Systems2

3.1 Introduction

As we blindly march towards thousands [1] of cores, one might be tempted to ask how

useful such systems might be for the average application. Achieving linear speedups with

more cores, like all good things, must eventually come to an end [2]. Gustafson [3] offers

a dissenting view, where applications will scale to utilize all available hardware.

Whereas architects have traditionally been the ones faced with the problem of limited

scalability [1, 4], the current trend of increasing cores lifts the performance scalability bur-

den from architects and places it onto algorithm designers, via restrictive programming

models [5]. It’s not entirely clear how well algorithms can deal with this problem. Am-

dahl makes the assumption that algorithms have inherently serial portions that will limit

performance on highly-parallel systems, whereas Gustafson assumes that algorithms can

always be scaled to increase parallelism if problem sizes are allowed to increase.

While there undoubtedly has been successes in achieving speedups using highly-parallel

GPU systems [6, 7], most applications do not have large amounts of easily-extracted par-

allelism.

Like earlier concerns about how much parallelism exists in applications that can be

extracted by extra hardware [8, 9, 10, 11] and the hardware area and power costs required

to extract it, we should also ask the same question in about many-core systems: How much

2Submitted for review to The 15th International Symposium on High-Performance Computer Architecture.
Henry Wong, Tor M. Aamodt. The Performance Potential for Single Application Heterogeneous Systems.

52



3.1. Introduction

parallelism exists in applications, and what does it cost to extract it with more hardware?

We make an attempt at answering this question in this paper.

We focus our analysis on heterogeneous systems. Heterogeneous systems offer better

performance [12, 13] and power efficiency [14] than homogeneous many-core systems.

Typically, heterogeneous systems perform computation using two types of processors.

There have been some commercial implementations [5, 15, 16]. These systems use a tra-

ditional microprocessor for serial tasks, while offloading parallel sections of algorithms to

an array of smaller cores to efficiently exploit the available parallelism. The Cell processor

[15] is a heterogeneous multi-core system, where a traditional PowerPC core resides on the

same die as an array of 8 smaller cores. GPU compute systems [5, 16] are typically off-chip,

attached to the CPU system on a card on a PCI Express bus, although commercial CPU-

GPU single-chip systems have been announced [17]. Whether a system is multi-core or

off-chip affects the performance of the communications channel (latency and bandwidth)

between the large cores and the array of small cores.

One common characteristic of heterogeneous multi-core systems is that the small multi-

cores for exploiting parallelism are unable to execute a single thread of execution as fast

as the larger sequential processor in the system. The Nvidia G80 series, for example, has

a register to register read-after-write latency of 24 shader clock cycles [5]. Our limit study

is designed to capture this effect.

There have been previous limit studies on parallelism in the context of single-threaded

machines [8, 9, 10], and homogeneous multi-core machines [11].

A heterogeneous system presents a somewhat different trade-off, as it is no longer just

a question of how much parallelism can be extracted in software, but also whether the par-

allelism is worth extracting in the face of slower sequential performance (higher register

read-after-write latency) and finite communication channels between processors.

We have avoided focus on applications with high thread-level parallelism, as those

have been studied well as examples of what works effectively on existing GPU compute

systems.
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This limit study makes the following contributions:

• We model an optimistic heterogeneous system consisting of a serial processor and

a parallel processor, modeling a traditional CPU and an array of cores for exploit-

ing parallelism, using an algorithm that can automatically extract parallelism across

function calls and loop iterations and optimally schedule instructions for the two

processors.

• We evaluate the effect of the parallel processor array’s sequential performance on the

ability of a heterogeneous system to accelerate a set of general-purpose applications.

We find sequential performance is a significant limitation on achievable speedup.

• We also evaluate the effects of constraining the communication channel between the

two processors (latency and bandwidth). We find that latency and bandwidth have

comparatively minor effects on speedup.

• We then look at the area and power efficiency of the heterogeneous system and pro-

pose design parameters to optimize those two metrics. We observe that the optimal

area-efficient design uses a lower sequential performance parallel processor, while

the optimal power-efficient design uses a higher sequential performance parallel

processor, relative to our model of current GPUs.

In the case of a heterogeneous system using a GPU-like parallel processor, speedup is

limited to only 12.7x for SPECfp 2000, 2.2x for SPECint 2000, and 2.5x for PhysicsBench

[18]. When connecting the GPU to the system using an off-chip PCI Express-like bus,

SPECfp achieves 74%, SPECint 94%, and PhysicsBench 82% of the speedup achievable

without latency and bandwidth limitations.

We review previous limit studies in Section 2, present our model in Section 3, method-

ology in Section 4, analyze our results in Section 5, and conclude in Section 6.
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3.2 Related Work

There have been many limit studies on the amount of parallelism within sequential pro-

grams.

Wall [8] studies parallelism in SPEC92 under various limitations in branch prediction,

register renaming, and memory disambiguation. Lam et al. [9] studies parallelism un-

der branch prediction, condition dependence analysis, and multiple-fetch. Postiff et al.

[10] perform a similar analysis on the SPEC95 suite of benchmarks. These studies showed

that significant amounts of parallelism exist in typical applications under optimistic as-

sumptions. These studies focused on extracting instruction-level parallelism on a single

processor. As it becomes increasingly difficult to extract ILP out of a single processor,

performance increases often comes from multi-core systems.

As we move towards multi-core systems, there are new constraints, such as communi-

cation latency, that are now applicable. Vachharajani et al. [11] studies speedup available

on homogeneous multiprocessor systems. They use a greedy scheduling algorithm to as-

sign instructions to cores. They also scale communication latency between cores in the

array of cores and find that it is a significant limit on available parallelism.

In our study, we extend these analyses to heterogeneous systems, where there are two

types of processors. Vachharajani examined the impact of communication between pro-

cessors within a homogeneous processor array. We examine the impact of communication

between a sequential processor and an array of cores. In our model, we roughly account for

communication latency between cores within an array of cores by using higher instruction

read-after-write latency.

Heterogeneous systems are interesting because they are commercially available [5, 15,

16] and, for GPU compute systems, can leverage the existing software ecosystem by using

the traditional CPU as its sequential processor. They have also been shown to be more area

and power efficient [12, 13, 14] than homogeneous multi-core systems.

Hill [12] uses Amdahl’s Law to show that there are limits to parallel speedup, and
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Figure 3.1: Conceptual Model of a Heterogeneous System. Two processors with different
characteristics may (a) or may not (b) share memory, affecting whether data needs to be
copied over the communication channel connecting them.

makes the case that when one must trade per-core performance for more cores, hetero-

geneous multiprocessor systems perform better than homogeneous ones because non-

parallelizable fragments of code do not benefit from more cores, but do suffer when all

cores are made slower to accommodate more cores. Arguments based on Amdahl’s Law

ignore communication latencies and assume that programs have one fraction that is in-

finitely parallel, while the remaining fraction is serial. We refine these simplistic assump-

tions with analysis of real workloads and their behavior scheduled on an idealized machine

that also models communication latency and bandwidth limits.

3.3 Modeling a Heterogeneous System

We model heterogeneous systems as having two processors with different characteristics

(Figure 3.1). The sequential processor models a traditional sequential processor, while

the parallel processor models an array of cores for exploiting parallelism. The parallel

processor models an array of low-cost cores by allowing parallelism, but with a longer

register read-after-write latency than the sequential processor. The two processors may

communicate over a communication channel whose latency and bandwidth we can limit.
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We assume that the processors are attached to ideal memory systems. We model a system

with private memory (Figure 3.1(b)) by limiting the communication channel’s bandwidth

when data needs to be copied between processors, while a system with shared (Figure

3.1(a)) memory only needs to consider communication latency, as no data needs to be

copied across the link between the two processors.

We describe in Section 3.3.3 our algorithm for partitioning and scheduling an instruc-

tion trace to optimize its runtime on the serial and parallel processors.

The following sections describe each portion of our model in more detail.

3.3.1 Serial Processor

We model a serial processor as being able to execute one instruction per cycle. A simple

model has the advantage of having predictable performance characteristics that make the

optimal scheduling (Section 3.3.3) of work between serial and parallel processors feasi-

ble. A simple model preserves the essential characteristic of high-ILP processors that a

program is executed serially, while avoiding the modeling complexity of a more detailed

model. Although this simple model does not capture the CPI effects of a serial processor

which exploits ILP, we are mainly interested in the relative speeds between the sequential

and parallel processors. We account for sequential processor performance due to ILP by

making the parallel processor relatively slower. In the remainder of this paper, all time

periods are expressed in terms of the sequential processor’s cycle.

3.3.2 Parallel Processor

We model the parallel processor as a dataflow processor, where a data dependency takes

multiple cycles to resolve. Using a dataflow model, we avoid the requirement of partition-

ing instructions into threads, as done in the thread-programming model. This allows us to

model the upper bound of parallelism for future programming models that may be more

flexible than threads.

The parallel processor can execute multiple instructions in parallel, provided data de-
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pendencies are satisfied. Slower sequential performance of the parallel processor is mod-

eled by increasing the latency from the beginning of an instruction’s execution until the

time its result is available for a dependent instruction.

We do not limit the parallelism that can be used by the program, as we are interested

in the amount of parallelism available in algorithms.

Our model can represent a variety of methods of building parallel hardware. In addi-

tion to an array of single-threaded cores, it can also model cores using fine-grain multi-

threading, like current GPUs.

In GPUs, fine-grain multithreading creates the illusion of a large amount of paral-

lelism (>10,000s of threads) with low per-thread performance, although physically there

is a lower amount of parallelism (100s of operations per cycle), high utilization of the

ALUs, and frequent thread switching. GPUs use the large number of threads to "hide"

register read-after-write latencies and memory access latencies by switching to a ready

thread. From the perspective of the algorithm, a GPU appears as a highly-parallel, low-

sequential-performance parallel processor.

To model current GPUs, we use a register read-after-write latency of 100 cycles. For

example, current Nvidia GPUs have a read-after-write latency of 24 shader clocks [5] and

a shader clock frequency of 1.3-1.5 GHz [19, 20]. The 100 cycle estimates includes the

effect of instruction latency, the difference between the shader clock and current CPU clock

speeds (about 2x), and the ability of current CPUs to extract ILP (about 2x).

3.3.3 Heterogeneity

We model a heterogeneous system by allowing an algorithm to choose between executing

on the serial processor or parallel processor and to switch between them (which we refer

to as a "mode switch"). We do not allow concurrent execution of both processors. This is a

common paradigm, where a parallel section of work is spawned off to a co-processor while

the main processor waits for the results. The runtime difference for optimal concurrent

processing is no better than 2x compared to not allowing concurrency.
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We schedule an instruction trace for alternating execution on the two processors. Ex-

ecution of a trace on each type of core was described in Sections 3.3.1 and 3.3.2. For each

mode switch, we impose a "mode switch cost", intuitively modeling synchronization time

during which no useful work is performed. We use a dynamic programming algorithm to

choose points along the instruction trace where mode switches should occur such that the

total runtime of the trace, including the penalties incurred for switching modes, is mini-

mized. The mode switch cost is used to model communication latency, as described in the

next section.

The naïve optimal algorithm runs in quadratic time with respect to the instruction

trace length. Each instruction along the trace may be a mode switch point, and for each

potential mode switch point all future instructions along the trace are examined to find

the cumulative cost of the next mode switch point.

For traces of millions of instructions in length, quadratic time is too slow. We make an

approximation to reduce the algorithm to run in time linear in the length of the instruction

trace. Instead of looking ahead at all future instructions for each potential mode switch

point, we only look ahead 30,000 instructions. The modified algorithm is no longer op-

timal. We mitigate this sub-optimality by first reordering instructions before scheduling,

and observed that the amount of sub-optimality is insignificant.

To overcome the limitation of looking ahead only 30,000 instructions in our algorithm,

we reorder instructions in dataflow order before scheduling. Dataflow order is the order

in which instructions would execute if scheduled with our optimal scheduling algorithm.

This linear-time preprocessing step exposes parallelism found anywhere in the instruction

trace by grouping together instructions that can execute in parallel.

We remove instructions from the trace that do not depend on the result of any other

instruction. Most of these instructions are dead code created by our method of exposing

loop- and function-level parallelism, described in Section 3.4.2. Since dead code can ex-

ecute in parallel, we remove these instructions to avoid having them inflate the amount

of parallelism we observe. Across our benchmark set, 27% of instructions are removed by
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this mechanism.

3.3.4 Latency

We model the latency of migrating tasks between processors by imposing a constant run-

time cost for each mode switch. This cost is intended to model the latency of spawning a

task, as well as transferring of data between the processors. If the amount of data trans-

ferred is large relative to the bandwidth of the link between processors, this is not a good

model for the cost of a mode switch. This model is reasonable when the mode switch is

dominated by latency, for example in a heterogeneous multi-core system where the mem-

ory hierarchy is shared (Figure 3.1(a)), so very little data needs to be copied between the

processors.

As described in Section 3.3.3, our trace scheduling algorithm considers the cost of a

mode switch when scheduling the instruction trace. A mode switch cost of zero would al-

low freely switching between modes, while a very high cost would constrain the scheduler

to choose to run the entire trace on one processor or the other, whichever was faster.

3.3.5 Bandwidth

Bandwidth is a constraint that limits the rate that data can be transferred between pro-

cessors in our model. Note that this does not apply to the processors’ link to its memory

(Figure 3.1), which we assume to be unconstrained. In our shared-memory model (Figure

3.1(a)) mode switches do not need to copy large amounts of data so only latency (Section

3.3.4) is a relevant constraint. In our private-memory model (Figure 3.1(b)), bandwidth is

consumed as a result of a mode switch.

If a data value is produced by an instruction in one processor and consumed by one or

more instructions in the other processor, then that data value needs to be communicated

to the other processor. A consequence of exceeding the imposed bandwidth limitation is

the addition of idle computation cycles while an instruction waits for its required operand

to be transferred. In our model, we assume opportunistic use of bandwidth, allowing
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communication of a value as soon as it is ready, in parallel with computation.

Each data value to be transferred is sent sequentially and occupies the communica-

tion channel for a specific amount of time. Data values can be sent any time after the

instruction producing the value executes, but must arrive before the first instruction that

consumes the value is executed. Data transfers are scheduled onto the communication

channel using an "earliest deadline first" algorithm, which produces a scheduling with a

minimum of added idle cycles.

Bandwidth constraints are applied by changing the amount of time each data value

occupies on the communication channel. Communication latency is applied by setting the

deadline for a value some number of cycles before the value is consumed.

Computing the bandwidth requirements and idle cycles needed, and thus the cost to

switch modes, requires a scheduling of the instruction trace, but the optimal instruc-

tion trace scheduling is affected by the cost of switching modes. We approximate the

ideal behavior by iteratively performing scheduling and bandwidth computation, using

bandwidth-caused idle cycles as an input into the scheduling algorithm, until conver-

gence.

3.4 Simulation Infrastructure

We evaluate performance using micro-op traces extracted from execution of a set of x86-

64 benchmarks on the PTLsim [21] simulator. Each micro-op trace was then scheduled

using our scheduling algorithm for execution on the heterogeneous system.

3.4.1 Benchmark Set

We chose our benchmarks with a focus towards general-purpose computing. We used

the reference workloads for SPECint and SPECfp 2000 v1.3.1 (23 benchmarks, except

253.perlbmk and 255.vortex which did not run in our simulation environment), Physics-

Bench 2.0 [18] (8 benchmarks), SimpleScalar 3.0 [22] (used here as a benchmark), and four
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Benchmark Description
linear Compute average of 9 input pixels for each output pixel. Each

pixel is independent.
sepia 3x3 constant matrix multiply on each pixel’s 3 components.

Each pixel is independent.
serial A long chain of dependent instructions, has parallelism ap-

proximately 1 (no parallelism).
twophase Loops through two alternating phases, one with no parallelism,

one with high parallelism. Needs to switch between processor
types for high speedup.

Table 3.1: Our microbenchmark set. We also employ many real benchmarks. (See Section
3.4.1)

small microbenchmarks (described in Table 1).

We chose PhysicsBench because it contains both sequential and parallel phases in the

benchmark, and would be a likely candidate to benefit from heterogeneity, as it would be

unsatisfactory if both types of phases were constrained to one processor type [18].

Our SimpleScalar benchmark used the out-of-order processor simulator from Sim-

pleScalar/PISA, running go from SPECint 95, compiled for PISA.

We used four microbenchmarks to observe behavior at extremes of parallelism, as

shown in Table 1. Linear and sepia are highly parallel, serial is serial, and twophase has

alternating highly parallel and serial phases.

Figure 3.2 shows the average parallelism present in our benchmark set. As expected,

SPECfp has more parallelism (611) than SPECint (116) and PhysicsBench (83). Linear

(4790) and sepia (6815) have the highest parallelism, while serial has essentially no paral-

lelism.

3.4.2 Traces

Micro-op traces were collected from PTLsim running x86-64 benchmarks, compiled with

gcc 4.1.2 -O2. Four microbenchmarks were run in their entirety, while the 32 real bench-

marks were run through SimPoint [23] to choose representative sub-traces to analyze. Our

traces are captured at the micro-op level, so in this paper instruction and micro-op are
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used interchangeably.

We used SimPoint to select simulation points of 10-million micro-ops in length from

complete runs of benchmarks. As recommended [23], we allowed SimPoint to decide how

many simulation points should be used to approximate the entire benchmark run. We

averaged 12.9 simulation points per benchmark. This is a significant savings over the

complete benchmarks which were typically several hundred billion instructions long. The

weighted average of the results over each set of SimPoint traces are presented for each

benchmark.

We assume branches are correctly predicted. Many branches, like loops, can often be

easily predicted or speculated or even restructured away during manual parallelization.

As we are trying to evaluate the upper-bound of parallelism in an algorithm, we avoid lim-

iting parallelism by not imposing the branch-handling characteristics of serial machines.

This is somewhat optimistic as true data-dependent branches would at least need be con-

verted into speculation or predicated instructions.

Each trace is analyzed for true data dependencies. Register dependencies are recog-

nized if an instruction consumes a value produced by an earlier instruction (read-after-

write). Dependencies on values carried by the instruction pointer register are ignored,

to avoid dependencies due to instruction-pointer-relative data addressing. Like earlier

limit studies [9, 10], stack pointer register manipulations are ignored, to extract paral-

lelism across function calls. Memory disambiguation is perfect: Dependencies are carried

through memory only if an instruction loads a value from memory actually written by an

earlier instruction.

It is also important to be able to extract loop-level parallelism and avoid serialization of

loops through the loop induction variable. We implemented a generic solution to prevent

this type of serialization. We identify instructions that produce result values that are stat-

ically known, which are instructions that have no input operands (e.g. load constant). We

then repeatedly look for instructions dependent only on values that are statically known

and mark the values they produce as statically known as well. We then remove dependen-
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cies on all statically-known values. This is similar to repeatedly applying constant folding

and constant propagation optimizations [24] to the instruction trace. The dead code that

results is removed as described in Section 3.3.3.

A loop induction variable [24] is often initialized with a constant (e.g. 0). Increment-

ing the induction variable by a constant depends only on the initialization value of the

induction variable, so the incremented value is also statically known. Each subsequent

increment is likewise statically known. This removes serialization caused by the loop con-

trol variable, but preserves genuine data dependencies between loop iterations, including

loop induction variable updates that depend on a variable computed value.

3.5 Results

In this section, we present analysis of our results. First, we look at the speedup that can be

achieved when adding a parallel co-processor to a sequential machine and show that the

speedup is highly dependent on the sequential performance of the parallel processor. We

then look at the effect of communication latency and bandwidth, and see that the effect is

significant, but small. We then derive area and power efficiency metrics and find parallel

processor designs that maximize those metrics.

3.5.1 Why Heterogeneous?

Figures 3.3 and 3.4 give some intuition for the characteristics of the scheduling algorithm.

Figure 3.4 shows the parallelism of the instructions that are scheduled to use the parallel

processor when our workloads are scheduled for best performance. Figure 3.3(a) shows

the proportion of instructions that are assigned to execute on the parallel processor. As

the instruction latency increases, sections of the workload where the benefit of parallelism

does not outweigh the cost of slower sequential performance become scheduled onto the

sequential processor, raising the average parallelism of those portions that remain on the

parallel processor, while reducing the proportion of instructions that are scheduled on the
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parallel processor. The instructions that are scheduled to run on the sequential proces-

sor receive no speedup, but scheduling more instructions on the parallel processor in an

attempt to increase parallelism will only decrease speedup.

The microbenchmarks in Figure 3.3(b) show our scheduling algorithm works as ex-

pected. Serial has nearly no instructions scheduled for the parallel core. Twophase has

about 18.5% of instructions in its serial component that are scheduled on the sequential

processor leaving 81.5% on the parallel processor, while sepia and linear highly prefer the

parallel processor.

We look at the potential speedup of adding a parallel processor to an existing sequen-

tial machine. Figures 3.5(a) and (b) show the speedup of our benchmarks for varying

parallel instruction latency, as a speedup over a single sequential processor. Two plots for

each benchmark group are shown: The solid plots show the speedup of a heterogeneous

system where communication has no cost, while the dashed plot shows speedup when

communication is very expensive. We focus on the solid plots in this section.

It can be observed from Figures 3.5(a) and (b) that as the instruction latency increases,

there is a significant loss in the potential speedup provided by the extra parallel processor,

becoming limited by the amount of parallelism available in the workload that can be ex-

tracted, as seen in Figure 3.3. Since our parallel processor model is somewhat optimistic,

the speedups shown here should be regarded as an upper bound of what can be achieved.

With a parallel processor with GPU-like instruction latency of 100 cycles, SPECint

would be limited to a speedup of 2.2x, SPECfp to 12.7x, PhysicsBench to 2.5x, with 64%,

92%, and 72% of instructions scheduled on the parallel processor, respectively. The speedup

is much lower than the peak relative throughput of a GPU compared to a sequential CPU

(≈50x), which shows that if a GPU-like processor were used as the parallel processor in

a heterogeneous system, the speedup on these workloads would be limited by the paral-

lelism available in the workload, while still leaving much of the GPU hardware idle.

In contrast, for highly-parallel workloads, the speedups achieved at an instruction la-

tency of 100 are similar to the peak throughput available in a GPU. The highly-parallel
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linear filter and sepia tone filter (Figure 3.5(b)) kernels have enough parallelism to achieve

50-70x speedup at an instruction latency of 100. A highly-serial workload (serial) does not

benefit from the parallel processor.

Although current GPU compute solutions built with efficient low-complexity multi-

threaded cores are sufficient to accelerate algorithms with large amounts of thread-level

parallelism, general-purpose algorithms would be unable to utilize the large number of

thread contexts provided by the GPU, while under-utilizing the arithmetic hardware avail-

able. In order to be useful for applications without copious amounts of parallelism, we

believe that instruction latencies of GPUs will need to decrease and can no longer rely

mostly on fine-grain multithreading to keep utilization high.

3.5.2 Communication

In this section, we evaluate the impact of communication latency and bandwidth on the

potential speedup, comparing performance between the extreme cases where communi-

cation is unrestricted and communication is forbidden. The solid plots in Figure 3.5 show

speedup when there are no limitations on communication, while the dashed plots (marked

NoSwitch) has communication so expensive that the scheduler chooses to run the work-

load entirely on the sequential processor or parallel processor, never switching between

them. Figures 3.6(a) and (b) show the ratio between the solid and dashed plots in Figures

3.5(a) and (b), respectively, to highlight the impact of communication. At both extremes of

instruction latency, where the workload is mostly sequential or mostly parallel, communi-

cation has little impact. It is in the moderate range around 100-200 where communication

potentially matters most.

The potential impact of expensive (latency and bandwidth) communication is signifi-

cant. For example, at a GPU-like instruction latency of 100, SPECint achieves only 56%,

SPECfp 23%, and PhysicsBench 44% of the performance of no communication, as can be

seen in Figure 3.6(a). From our microbenchmark set (Figures 3.5(b) and 3.6(b)), twophase

is particularly sensitive to communication costs, and gets no speedup for instruction la-

70



3.5. Results

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

1 10 100 1000 10000 100000

Parallel Instruction Latency

S
lo

w
d

o
w

n

SPECint

SimpleScalar

PhysBench

SPECfp

a.

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

1 10 100 1000 10000 100000

Parallel Instruction Latency

S
lo

w
d

o
w

n

serial

sepia

linear

twophase

b.
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tency above 10. We look at more realistic constraints on latency and bandwidth in the

following sections.

3.5.3 Latency

Poor parallel performance is often attributed to high communication latency [11]. Hetero-

geneous processing adds a new communication requirement — the communication chan-

nel between sequential and parallel processors (Figure 3.1). In this section, we measure

the impact of the latency of this communication channel.

We model this latency by requiring that switching modes between the two processor

types causes a fixed amount of idle computation time. In this section, we do not consider

the bandwidth of the data that needs to be transferred. This model represents a heteroge-

neous system with shared memory (Figure 3.1(a)), where migrating a task does not involve
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data copying, but only involves a pipeline flush, notification to the other processor of work,

and potentially flushing private caches if caches are not coherent.

Figure 3.7 shows the slowdown when we include 100,000 cycles of mode-switch la-

tency in our performance model and scheduling, when compared to zero-latency mode

switch.

The impact of imposing a delay for every mode switch has only a minor effect on run-

time. Although Figure 3.6(a) suggested that the potential for performance loss due to

latency is great, even when each mode switch costs 100,000 cycles (greater than 10us at

current clock rates), most of the speedup remains. We can achieve ≈85% of the perfor-

mance of a heterogeneous system with zero-cost communication.

For systems with private memory (e.g. discrete GPU), data copying is required when

migrating a task between processors at mode switches. We consider bandwidth constraints

in the next section.

3.5.4 Bandwidth

In the previous section, we saw that high communication latency had only a minor effect

on achievable performance. Here, we place a bandwidth constraint on the communication

between processors. Data that needs to be communicated between processors is restricted

to a maximum rate, and the processors are forced to wait if data is not available in time

for an instruction to use it, as described in Section 3.3.5. We also include 1,000 cycles of

latency as part of the model.

We first construct a model to represent PCI Express, as discrete GPUs are often at-

tached to the system this way. PCI Express x16 has a peak bandwidth of 4GB/s and latency

around 250ns [25]. Assuming current processors perform about 4 billion instructions per

second on 32-bit data values, we can model PCI Express using a latency of about 1,000

cycles and bandwidth of 4 cycles per 32-bit value. Being somewhat pessimistic to account

for overheads, we use a bandwidth of 8 cycles per 32-bit value (about 2GB/s).

Figure 3.8 shows the performance impact of restricting bandwidth to one 32-bit value
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every 8 clocks with 1,000 cycles of latency. Slowdown is worse than with 100,000 cycles of

latency, but the worst benchmark set (SPECfp) can still achieve ≈65% of the ideal perfor-

mance. Comparing latency (Figure 3.7) to bandwidth (Figure 3.8) constraints, SPECfp and

PhysicsBench has more performance degradation than under a pure-latency constraint,

but SPECint performs better, suggesting that SPECint is less sensitive to bandwidth.

The above plots suggest that a heterogeneous system attached without a potentially-

expensive, low-latency, high-bandwidth communication channel can still achieve much of

the potential speedup.

To further evaluate whether GPU-like systems could be usefully attached using even

lower bandwidth interconnect, we measure the sensitivity of performance to bandwidth

for instruction latency 100. Figure 3.9 shows the speedup for varying bandwidth. Band-

width (x-axis) is normalized to 1 cycle per datum, equivalent to about 16GB/s in today’s

systems. Speedup (y-axis) is relative to the workload running on a sequential processor.

SPECfp and PhysicsBench have similar sensitivity to reduced bandwidth, while SPECint’s

speedup loss at low bandwidth is less significant (Figure 3.9). Although there is some loss

of performance at PCI Express speeds (normalized bandwidth = 1/8), about half of the

potential benefit of heterogeneity remains at PCI-like speeds (normalized bandwidth =

1/128). At PCI Express x16 speeds, SPECint can achieve 92%, SPECfp 69%, and Physics-

Bench 78% of the speedup achievable without latency and bandwidth limitations.

As can be seen from the above data, heterogeneous systems can potentially provide

significant performance improvements on a wide range of applications, even when sys-

tem cost sensitivity demands high-latency, low-bandwidth interconnect. However, it also

shows that applications are not entirely insensitive to latency and bandwidth, so high-

performance systems will still need to worry about increasing bandwidth and lowering

latency.

The lower sensitivity to latency than to bandwidth suggests that a shared-memory

multi-core heterogeneous system would be of benefit, as sharing a single memory sys-

tem avoids data copying when migrating tasks between processors, leaving only synchro-
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nization latency. This could increase costs, as die size would increase, and the memory

system would then need to support the needs of both sequential and parallel processors.

A high-performance off-chip interconnect like PCI Express or HyperTransport may be a

good compromise.

3.5.5 Efficiency

Earlier we have shown that heterogeneous systems provide significant performance ben-

efits over a wide range of parameters. In this section, we examine the potential area and

power efficiency gains.

Earlier work has shown examples where their particular designs of heterogeneous sys-

tems are capable of improved area and power efficiency [13, 14]. Our motivation for eval-

uating efficiency is to find the parameters of the heterogeneous design that maximizes

efficiency.

To calculate efficiency, we need both the performance and cost of each design point.

We use performance normalized to the runtime of a serial processor as our performance

metric (Figure 3.5). As before, we schedule workloads among the two processors to mini-

mize runtime, so our efficiency metrics measure the efficiencies of the highest-performing

scheduling. We use the data presented in Figures 3.3 and 3.4.

To estimate cost, we assume that the area and power scales linearly with increasing

parallelism, and that Pollack’s Rule [1] regarding complexity holds when scaling the in-

struction latency of the core. Hill’s analysis [16] of multi-core scaling using Amdahl’s Law

uses the same performance-complexity scaling rule.

Pollack’s Rule states that the area and power complexity of a processor scales propor-

tional to the square of its performance, thus power/performance (energy per instruction,

EPI) scales linearly with performance. In this study, we use the inverse of instruction la-

tency as performance in Pollack’s Rule. One limitation of Pollack’s Rule is that it may not

generalize beyond cores already existing, in particular to very-low-cost cores. Pollack’s

Rule assumes one can continue to scale processor designs arbitrarily small, resulting in
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arbitrarily high area and power efficiency.

We normalize the performance and cost against the sequential processor. For cost cal-

culations, a parallel processor with latency=1 supporting parallelism=1 is equivalent to a

sequential processor. The area and EPI cost functions are described below.

3.5.6 Area Cost

When computing the area cost, we assume the hardware needs to be built large enough to

accommodate the parallelism of the entire benchmark set. Although it is possible to build

hardware with less parallelism than what the workload requires, this is similar to increas-

ing the instruction latency as the excess tasks need to share the same hardware, which

causes the optimal workload balance to change. The optimal workload balance is used

when scheduling for a higher-latency parallel processor, but building insufficient hard-

ware and scaling the parallel processor runtime leads to a sub-optimal workload balance.

Average parallelism for each workload (Figure 3.4) as well as the standard deviation

across the set of benchmarks (not shown) is measured. We do not use peak parallelism as

the metric as we wish to avoid outliers. Our area cost assumes we support parallelism of

two standard deviations above the average parallelism plotted in Figure 3.4. Using a value

other than two standard deviations does not appreciably change the shape of the area

efficiency plot in Figure 3.11. Since we are not building application-specific accelerators,

we do not use an area cost specific to each benchmark.

Equation 3.1 illustrates our area cost function:

costarea =
1.0 + parallelism

latency2 (3.1)

parallelism =

∑
benchmarks

parallelismbenchmark

nbenchmarks
+ 2σ

The normalized area cost is the sum of two terms: the area of the sequential processor

(1.0), and the area of the parallel processor, which scales linearly with parallelism sup-
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Figure 3.10: Heterogeneous system area, normalized to area of sequential processor.

ported and scales as the inverse square of instruction latency following Pollack’s Rule. We

support parallelism two standard deviations above the average parallelism in our bench-

mark set.

The area cost relative to the sequential processor is shown in Figure 3.10. The paral-

lelism extracted from our benchmarks is an upper bound, so we expect the area cost as

presented to also be an upper bound. Nevertheless, building a parallel processor capa-

ble of providing the parallelism demanded by our benchmark set with instruction latency

below 10 likely uses too much area to be built.

Our area efficiency metric is performance per area, which should be maximized. This

metric is plotted in Figure 3.11 and illustrated in Equation 3.2. We discuss in Section 3.5.8.

area ef f iciency =
speedup

costarea
(3.2)
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Figure 3.11: Normalized area efficiency. Real benchmarks.
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3.5.7 Energy Per Instruction

Power consumption, unlike area, can be reduced on a per-workload basis by turning off

unused portions of hardware. Thus, we can model energy usage by estimating the EPI of

each core type, and weighting them by the number of instructions executed on each core

type. It is assumed that it is possible to shut down part or all of the cores when it is not

processing instructions, by clock gating or other means.

The following equations illustrate our EPI cost function.

EPIsequential = 1

EPIparallel = latency−1

EPIsystem =
insnsseq. ×EPIseq. + insnspar. ×EPIpar.

insnstotal
(3.3)

We set the EPI for the sequential core to 1 and assume that EPI scales inversely as

instruction latency, following Pollack’s Rule. System EPI is the weighted average of se-

quential EPI and parallel EPI.

System EPI, plotted in Figure 3.12, is the cost function we wish to minimize.

3.5.8 Efficiency Results

As SPECfp has the highest performance improvement from a heterogeneous processor

(Figure 3.5), it is not surprising that SPECfp also has the best area efficiency (Figure 3.11).

To maximize area efficiency, the parallel processor instruction latency should be near

500. At this design point, SPECfp can achieve 5x, SPECint about 1.47x, and PhysicsBench

about 1.31x the performance per area compared to using only a sequential processor. For

comparison, we estimate the latency of current GPUs to be 100 (See Section 3.3.4).

SPECfp shows the best (lowest) EPI, as SPECfp has more parallelism and is able to use

the more efficient parallel core more often (Figure 3.3). At 100 cycles of instruction latency,

SPECfp can achieve an EPI of 0.05, SPECint 0.30, and PhysicsBench 0.26, all significantly
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Figure 3.12: Normalized energy per instruction (EPI). Real benchmarks.
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better than using only the sequential core (EPI = 1). The parallel processor design resulting

in lowest system EPI has instruction latency around 50-100 for SPECfp, 20 for SPECint,

and 10 for PhysicsBench. At the optimal CPI for each benchmark set, SPECfp can achieve

EPI=0.047 at latency 70, SPECint EPI=0.11 at latency 20, and PhysicsBench EPI=0.12 at

latency 10.

Especially for SPECint and PhysicsBench, the optimal instruction latency for EPI is

significantly lower than current GPUs. This result is quite different from area efficiency,

where underutilized high-cost cores reduces area efficiency at low instruction latency.

With workloads scheduled for performance, it appears that the optimal area and EPI

design points are conflicting. If Moore’s Law continues to hold, future designs will be-

come increasingly power-limited rather than area-limited. As our data suggests that both

performance and EPI improves with lower-latency parallel processors, we believe optimal

designs in the future should have somewhat lower instruction latency and higher com-

plexity than current GPUs.

3.6 Conclusion

We have modeled the abstract behavior of a heterogeneous system with a sequential pro-

cessor and a parallel processor with higher instruction latency. We analyzed a set of bench-

marks, and optimally scheduled them onto the two processor types.

We showed that there is a significant, but limited, amount of parallelism that can be

extracted from our workloads, and that instruction latency of the parallel processor was a

significant factor in performance. Latency and bandwidth, while significant factors, have

comparatively minor effects on performance. Latency and bandwidth characteristics of

PCI Express was sufficient to achieve most of the available performance, and about half of

the available performance could be attained using a low-performance PCI-like intercon-

nect.

We also showed that, assuming Pollack’s Rule, area efficiency and EPI can be improved
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with a heterogeneous system, and that the optimal area-efficient design differs from the

optimal power-efficient design. The optimal area-efficient design has a relative instruction

latency of around 500, while the optimal power-efficient design has latency around 20 to

70, depending on workload.

Note that since our results are normalized to the sequential processor, our results scale

as processor designs improve. As sequential processor performance improves in the fu-

ture, the absolute performance of the parallel processor will also need to improve to match.

Heterogeneous systems have the potential to improve performance and efficiency for

single application workloads, and still do so with low-performance interconnect. We see

little reason from a performance and efficiency perspective not to build heterogeneity in

some form. However, today’s restrictive hardware and programming models may fur-

ther limit attainable speedups and increase software developer effort. Intel’s upcoming

Larrabee [26] claims to improve ease of development by being x86-compatible.

As systems become more power constrained and less area constrained, our data sug-

gests that the parallel processor should have faster sequential performance than what is

commonly found in today’s GPUs, increasing performance and power efficiency at the ex-

pense of some area efficiency.
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Chapter 4

Conclusion

In this section we summarize the preceding two chapters, comment on limitations, and

discuss future work.

4.1 Summary

This thesis explores CPU-GPU heterogeneous architectures. Chapter 2 presented Pan-

gaea, a tightly-integrated heterogeneous multicore design where the GPU and CPU share

the memory hierarchy. The limit study in Chapter 3 explores the potential for GPU-CPU

heterogeneous systems to accelerate general-purpose applications and some requirements

of the architecture to do so.

4.1.1 Pangaea

In Chapter 2, we presented Pangaea, a heterogeneous GPU-CPU multicore architecture.

Pangaea aims to support only computation with the GPU cores, tighter integration for

lower communication latency, with a shared memory programming model.

As Pangaea is targeted for compute applications only and not graphics, the GPU’s

graphics-specific hardware can be removed. We find that in the Intel X4500 GPU, the

graphics-specific hardware occupies an area equivalent to 9 processing cores (Execution

Units, EU), and power consumption equivalent to 5 EUs. As the X4500 GPU has on the

order of 10 EUs, there is a large area and power savings by removing legacy 3D graphics

support. In our 2-EU prototype, the area and power savings are 81% and 70%, respec-

tively. In addition, the addition of a dedicated thread spawner while removing much of
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the legacy graphics pipeline results in a reduced thread spawn latency, from ∼1500 clocks

down to 26.

Pangaea also boasts tighter integration between CPU and GPU than current GPU com-

pute systems. This is accomplished by locating the GPU cores on the same chip as the

CPU, and providing fast signaling mechanisms to communicate. Fast communication is

accomplished by IA32 ISA extensions implementing fast user-level interrupts on top of

existing cache coherency mechanisms. The signal instruction is a modified store to spawn

threads, the emonitor instruction sets up monitoring for writes to address ranges to trigger

user-level interrupts, and the ereturn instruction returns from a ULI routine.

Pangaea implements Exo’s [1] address translation remapping and collaborative exception

handling using similar mechanisms, allowing Pangaea’s GPU and CPU to shared a single

virtual memory address space. Pangaea also shares the last level cache between GPU and

CPU, supporting efficient collaboration between CPU and GPU (e.g. producer-consumer).

A synthesized prototype implemented on an FPGA is also presented.

4.1.2 Limit Study

The limit study presented in Chapter 3 explores GPU compute-like acceleration for general-

purpose applications. The limit study makes optimistic assumptions about the paralleliz-

ability of an instruction trace and attempts to model the upper-bound of performance un-

der various constraints found in typical GPU compute systems. We then assume Pollack’s

Rule [2] concerning processor scaling and observe some general trends in GPU compute

core design.

GPUs support large amounts of parallelism, but typically have high register read-after-

write latency [3], such that the sequential performance of GPUs is lower than CPUs. GPUs

are typically attached to the rest of the system via an off-chip interconnect like PCI Ex-

press. This limit study looks at the potential parallelism usable under the constraints of

lower GPU sequential performance, and limited bandwidth and latency of the intercon-

nect.
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By analyzing instruction traces from general-purpose applications, the amount of par-

allelism available to be extracted by GPU-like systems can be measured. Like earlier limit

studies on available parallelism [4, 5], we find that under optimistic assumptions there is

a large amount of parallelism in general-purpose applications, but we find that the poten-

tial speedups are limited by the poor sequential performance of GPUs. We also showed

that limitations on latency and bandwidth of the interconnect have a relatively minor ef-

fect on achievable performance, such that it is not critical that a GPU needs to be on the

same die as the CPU for performance reasons. Anecdotally, this appears to be the case

in application examples, where most applications spend a very small proportion of time

transferring data between CPU and GPU. [6].

Using our performance model and assuming Pollack’s Rule on area and power scal-

ing holds, we can derive area and power efficiency metrics as the GPU core performance

scales. We see that with the exception of the fully-serial microbenchmark, heterogeneity

improves performance and efficiency. We find that the optimal area-efficient parallel core

has register read-after-write latency around 500x greater than the CPU, while the optimal

power-efficient design has a latency of 50-70. For comparison, we estimate the modern

GPU’s latency to be ∼100.

Future GPUs will need to rely less on extreme amounts of parallelism if it wishes to

accelerate ordinary applications.

4.2 Relation Between Works

The contributions presented earlier were toward improving accelerating general-purpose

computation on the GPU. Pangaea (Chapter 2) proposed an architecture, while the limit

study in Chapter 3 explored the design and application space around it.

The limit study was conceived to address some of the limitations of Pangaea’s narrow

coverage of design space and applications. Chapter 2 explored only one design point for

the CPU and GPU, and only a small set of highly-parallel workloads. To improve on that,

the limit study explores a wider range of benchmarks as well as a larger span of varying
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GPU core performance.

One interesting set of data from the limit study involves the two benchmarks that were

used in evaluating Pangaea (linear and sepia). As can be seen in Figures 3.2 and 3.3, these

two benchmarks are almost entirely parallelizable. Although they get good speedup on

Pangaea, these two benchmarks are not representative of the typical program. However,

there are several benchmarks in the SPECfp suite (Figure 3.2) which approach the paral-

lelism in linear and sepia (equake, galgel, and mgrid). These may be good targets for GPU

acceleration on today’s architectures.

4.3 Potential Applications

Pangaea’s proposed architecture can be used directly in designing processors. Our area

and power analysis (Section 2.5) shows that the current approach to GPU compute is in-

efficient because a significant part of the GPU is unused in general-purpose compute ap-

plications, and should be removed. Our FPGA prototype shows that the architecture is

functional as proposed.

The data from the limit study presented in Chapter 3 can be used to identify appli-

cations which may be amenable to GPU acceleration. Applications with large amounts

of parallelism (Figure 3.2) may be suitable candidates for GPU acceleration on today’s

architectures. As GPU cores improve in sequential performance, applications with less

parallelism will become suitable for acceleration.

The limit study also gives some suggestions on how future general-purpose acceler-

ators should be designed. In particular, the limit study suggests that GPU architectures

should be made to rely less on parallelism to improve utilization, but GPUs need to im-

prove single-threaded performance in order to accelerate a wider assortment of workloads.

Figure 3.5 shows that potential speedup is tied strongly to the parallel processor’s register

read-after-write latency. The same is true for minimizing energy per instruction (Figure

3.12), which will become increasingly important as designs become increasingly power

limited.
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4.4 Limitations and Future Work

There are some limitations with the work presented in the preceding chapters. In this

section we point out some limitations and propose work to remedy them.

4.4.1 Pangaea

The most obvious drawback of the Pangaea design as proposed is that it does not support

legacy 3D graphics acceleration. It was a design decision to evaluate GPU cores for com-

pute purposes only. This design decision could be changed if one does not remove the

legacy 3D hardware, but instead merely turns them off when unused.

Another limitation of the performance evaluation of Pangaea is that the benefits of the

proposed communication mechanisms were not isolated. Future work to remedy this lim-

itation would involve a more detailed prototype that accurately modeled the communica-

tion mechanisms. Some insight on whether a fast communication mechanism is necessary

can be gained by the limit study we showed in Chapter 3, however.

Pangaea presents only a small set of benchmark kernels. Manually parallelizing a large

benchmark set optimally is unfortunately infeasible. We partially address this limitation

in the limit study, where we automatically extract parallelism from a large set of single-

threaded benchmarks.

4.4.2 Limit Study

Typical of limit studies, a limitation of the limit study presented in Chapter 3 does not

model the machine in detail. In our limit study, we modeled processors capable of ex-

ecuting one instruction in some fixed time, without considering effects such as memory

latencies or varying instruction latencies depending on the type of instruction. We also

do not model a thread-based architecture with inter-thread communication latency as is

popular in today’s hardware. Although it is infeasible to model in detail while still sam-

pling a large design space, future work should take insights from the limit study and do
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detailed modeling of interesting applications and design points. Likewise, our assumption

of Pollack’s Rule may not generalize to cores that do not yet exist.

Another limitation with the limit study lies in its optimistic treatment of branches.

Currently, branch directions are assumed to be known a priori, essentially ignoring branches.

Although many branches are predictable and optimal manual parallelization may remove

a large number of branches from the code, mispredicted branches still limit parallelism.

Future work should perform condition dependence analysis and model the effects of mis-

predicted branches on available parallelism.

One major issue with GPU computation that was not addressed by this thesis is the

issue of ease of programming. Although there have been improvements from using pro-

grammable shaders to C-like high-level languages [3, 7] to shared virtual address spaces

[1], GPUs still remain difficult to program. It would be useful to objectively evaluate the

ease of use and performance of various programming models.
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