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Abstract

With the advent of telecommunication technology theed to transport multimedia
content is increasing day by day. Successful vidmmsmission over the wireless network
faces a lot of challenges because of the limitadurce and error prone nature of the
wireless environment. To deal with these two cimglés, not only the video needs to be
compressed very efficiently but also the compressitheme needs to provide some error
resilient features to deal with the high packeslpsobability. In this thesis, we have
worked with the H.264/ Advanced Video Coding (AV@yeo compression standard
since this is the most recent and most efficiede@i compression scheme. Also H.264
provides novel error resilient features e.g. sticof the frame, Flexible Macroblock
Ordering (FMO), data partitioning etc.

In this thesis, we investigate how to utilize tmeoeresilient schemes of H.264 to ensure
a good quality picture at the receiving end. In tingt part of the thesis, we find the
optimum slice size that will enhance the quality \afleo transmission in a 3G
environment. In the second part, we jointly optienthe data partitioning property and
partial reliability extension property of the nexarisport layer protocol, Stream Control
Transmission Protocol (SCTP). In the third and {zst, we focus more on the network
layer issues. We obtain the optimum point of agion layer Forward Error Correction
(FEC) and Medium Access Control (MAC) layer retraission in a capacity constrained
network. We assume that the bit rate assignechfowvideo application is more than the

video bit rate so that the extra capacity available be used for error correction.
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1 Introduction

Video transmission has become a major applicatmmtiie wireless systems, such as
Wireless Local Area Networks (WLAN), Third Geneaati(3G) cellular networks etc. The
wireless environment is very error prone due todtiect of fading, shadowing, interference
etc. and also the radio resources such as tranemisandwidth and power are limited. That
is a big problem for video transmissions since liaadwidth of the video is usually large.
Therefore the researchers turn to video compredsiaddress this problem. It is obvious
that good compression efficiency is the main regugnt for a video coding standard.
However, keeping in mind the lossy nature of theeless environment and the fact that
compressed video data is very sensitive to padket, Ithe video compression standard
should provide good error resilient features. H/28dvanced Video Coding (AVC) [1], the
most recent video coding standard, fulfills thesguirements. It provides very good
compression efficiency, almost twice compared te finevious standards, facilitates the
transmission of the video data in the packet-switicmetwork through the concept of
Network Abstraction Layer (NAL), and moreover ibgides good error resilient features. In
this thesis, we investigate how to effectively inél the error resilient features in an error
prone wireless environment.

In the first part of this thesis, we work with ookthe error resilient features: slicing. Slicing
allows a video frame to be divided into more thae slice or video packet and the slices can
be decoded independent of each other. These slicBBAL units (NALU) are packetized
according to the 3G Partnership Project (3GPP)opabtstack and the optimum slice size
depends on the underlying structures of the 3GBRRdatd. In the Medium Access Control

(MAC) layer, 3GPP allows aggregation (in case thees are smaller than a Radio Link



Control (RLC) frame) and fragmentation (when thieeskize is larger than the RLC frame
size). These two mechanisms along with block erabe of the wireless link affects the
effective loss ratio and as a result, the quality.

In the second part of the thesis, we work with Bapimportant error resilient property of
H.264, data partitioning property. Data Partitigniallows the slice to be divided into 3
partitions of different importance. Partition A ¢ams the most important information: the
header information, motion vectors, etc. Partitbreontains the intra information whereas
partition C contains the inter information. Paatiti A can be decoded independent of
partition B and C but the later two needs partithoto be decoded. This different importance
levels motivates us to apply different reliabiligvels on their transport. We choose to
realize the different reliability levels at therisport layer. The most widely used transport
layer protocol, Transmission Control Protocol (T@Bhnot be used for multimedia content
delivery because its stringent reliability can @ularge delay variations. Usually User
Datagram Protocol (UDP) is used for video transmigsbut this results in sub-optimal
performance since UDP is unreliable and has no esifap control or flow control
mechanism. It needs some application layer mecimamis top of it to make the video
transmission a success e.g. Real Time Protocol YR§ Rvidely used on top of UDP.
Considering all these facts, we choose Stream Glohtansmission Protocol (SCTP) [2] as
our transport layer protocol. SCTP has all the g@adures of TCP and UDP; in addition to
this, it also possesses some novel features suofulioming, multistreaming, and partial
reliability extension. We use multistreaming alomigh the partial reliability extension to set
different reliability levels to different partitien We also compare this to the case when the

same percentage of non-data-partitioned packet®tscted by the partial reliability feature.



In the above, we assume that the capacity allodateddeo application is sufficient to allow
retransmissions of the packets that require reiaelivery. This motivates us to find a way
to efficiently utilize the available capacity. Wesame that the capacity allocated for video
transmission is more than the video bit rate, soetkira capacity can be used for protecting
the packets against the high loss rate of the @sseknvironment. For error protection, we
consider both Forward Error Correction (FEC) and G1kayer retransmissions. We obtain
the optimum point between these two schemes thiatewhance the picture quality in a
capacity constrained error prone wireless envirartme

The contribution of this thesis work can be sumeetias below:

1. Finding the optimal packet size for conversatlondeo transmission in a 3GPP network.
2. Joint optimization between the error resilierdgerty of H.264 and the PR-SCTP features.
3. Efficient utilization of the available extra @ity for video transmission by means of FEC
and MAC layer retransmissions.

The rest of this thesis is organized as followsajitér 2 provides background information on
H.264 video coding standards, 3G networks, SCTP #ed existing work on video
transmission over wireless networks. In Chaptera3yideo packetization technique to
enhance video quality in 3GPP network is presenietht optimization between the error
resilience features of H. 264 and the SCTP featarespresented in Chapter 4. Chapter 5
describes the optimum point between FEC and MArlagtransmissions in a capacity
constrained network to obtain the highest achievatplality. Finally, conclusions are

presented in Chapter 6.



2 Background

In this chapter, we provide the background infoioraton the fundamental of video
compression and the H.264 standard, the SCTP & thk existing works in video
transmission in wireless environment. The orientatf this chapter is as follows: the basic
of video compression with a brief summary of thieda video coding standard, H.264 is
presented in Section 2.1. Section 2.2 and 2.3 tepidrief overview of 3G networks and

SCTP. A detailed summary of the existing researatkws presented in Section 2.4.

2.1 Video Compression

The basic idea of compression is to remove redwyavideo signals contain a large
amount of redundancy in spatial (similarities ie tfhixel domain), temporal (similarities in
time domain; e.g., two consecutive frames can Iog sienilar if there is not much motion in
the sequence and the frame rate is high) andtgtatidomains (statistical redundancy refers
to the fact that for a given sequence, some piakles are more likely; e.g., a natural image
is more likely to have green or blue tones thaghirred). To have a lossless compression,
only statistical redundancy is removed. But losslesmpression can only provide a
moderate amount of compression. So video compressgorithms generally perform lossy

compression by maintaining a good trade-off betwdistortion and compression gain.

2.1.1 Basic of Video Compression

A video encoder consists of three modules: a teatpmiodule to reduce the redundancy

between consecutive frames, a spatial module toceethe redundancy in the same frame



and an entropy encoder to reduce the statistidaln@gancy. Figure 2.1 shows a general video

encoder consisting of these three modules.

) T,ag]pl%a Spatial
Video Inpu ——» (Motion > Module
Estimation Transform,
and uantization)
Compensati Entropy
on) Encoder [—» Compresse:
> Video

A

Stored Frames
(Previous and
Future)

Figure 2.1 General block diagram of a video encoder

2.1.1.1Temporal Module

The temporal module utilizes the redundancy ofdihecessive frames in a video sequence.
In the simplest form, the frame prior to the cutrgame (at timet —1) can be considered as

the predictor of the current frame (at time This predictor frame is subtracted from the
current frame and a residual is formed. The residi@ane is encoded and sent to the
decoder. The efficiency of the compression depamdthe energy available in the residual
frame. This form of simple prediction works fine @hthe sequence involves little motions
with an almost static background. However, if tlo@secutive frames involve a motion of a
large part of the object in the sequence or camanaing, then the performance of this kind
of simple prediction is not good. Due to motiore thixel positions in the frames differ. To

have minimum energy in the residual frame, the tmwsiof the corresponding pixel in the

reference frame (motion estimation) should be datexd properly. There are mainly two



approaches. The first one estimates the pixel di@jg between the successive frames,
known as the optical flow. This scheme is compatetily expensive and time consuming.
Another efficient approach is the block based mog@stimation. In this approach, for a block
of axb samples in the current frame, an area in the eeter frame is searched to find the
block which provides the best match. Usually tharcle area is centered on the block of
axb samples in the current frame. This process is knaws/ the Motion Estimation (ME).

Then the predictor block is subtracted from theenirblock and a residual block is formed.
This is known as Motion Compensation (MC). The efffisetween the current block and the
position of the best matched region is known asntleéion vector and must be transmitted

along with the coded residual block to the decoder.

2.1.1.2Spatial Module

To reduce spatial redundancy efficiently requirew/dr correlations between neighboring
image samples. However, image samples of naturajés are highly correlated and thus
difficult to compress. The residual frame generdigdhe motion compensated prediction
contains less energy than the original image asslderrelations between the image samples,
so that they can be compressed more efficientlythBgourpose of the spatial module is to
decorrelate the image data so that they can baesftly compressed. Transformation to the
frequency domain serves this purpose. This transfitton has another advantage since it
reflects the property of the human visual systerhjctv is more sensitive to the low
frequency component. Also, natural images contammemow frequency components than
high frequency components. Transformation to trexjiency domain separates the low

frequency information from the high frequency imfation.



The most commonly used transforms are block ba3etete Cosine Transform: DCT) and
image based (wavelet) transforms. DCT is used @& riost recent video compression
standard, H.264. DCT is generally applied to blsdes ranging from 8x8 to 64x64 and
transforms the input pixel values to frequency tioeints. This transform is fully reversible
and the pixel values can be reconstructed by parfay the Inverse DCT (IDCT), but the
advantage here is that, a subset of the DCT camit is enough to generate the pixel values

to a reasonable accuracy.

The DCT coefficients are then quantized. In quatiin, the coefficients are scaled by a
given scaling factor and then rounded to the neéanésger value. This step removes the
insignificant or near zero DCT coefficients. Sirgpeantization is a lossy process, inverse
guantization will not generate the exact coeffitiemlues. The accuracy depends on the step
size. For large step sizes, the accuracy is pobrctmpression gain is high. On the other
hand, small step sizes result in better accuratydsluced compression gain. So a trade-off

should be maintained between these two.

2.1.1.3Entropy Encoder

The quantized coefficients are reordered such that significant values are clustered
together at the beginning of the sequence. Therddga of having this reordering is that the
zero sequence can be compressed using run lendthgcdrun length coding replaces the
zero sequence by a special symbol and the lengttheofzero sequence. After this, the
symbols are entropy coded and a compressed bitsisegenerated suitable for transmission
and storage. Variable Length Coding (VLC) is usedthis purpose. VLC represents the
most common symbols with short code words wheraes symbols are represented with

long code words. Huffman coding and arithmeticingdare the most widely used VLC



methods. One disadvantage of using VLC is that strassion errors can cause
desynchronization of the decoder and errors wilppgate until the next synchronization
point is reached. As a measure of prevention fis phoblem, synchronization markers are

inserted in the bitstream at regular intervals.

The entropy coded video is transmitted to the decothe decoder performs all these tasks
in the reverse direction (entropy decoding, reardgriDCT, ME and MC) and the video is
reconstructed. The quality of the reconstructedeeiddepends on several things e.g.

Quantization Parameter (QP), algorithm used foravit MC etc.

2.1.2 H.264/ Advanced Video Coding Standard

In the video compression world, two organizationg)amely, International
Telecommunication Unit- Telecommunication (ITU-T)idéo Coding Experts Group
(VCEG) and International Organization for Standaatipbn/International Electrotechnical
Commission (ISO/IEC) Moving Pictures Experts GrdMPEG), have been dominating the
task of standardization. The standards developetifbyT VCEG are H.120 (1984-1988),
H.261 (1990+), H.263 (1995-2000+) whereas MPEG998) and MPEG-4 Visual (1998-
2001+) are by ISO/IEC MPEG. H.262/MPEG-2 and thestmecent standard, H.264/ AVC is
developed by the Joint Video Team (JVT), which isollaboration of VCEG and MPEG.
H.264 achieves 50%, 47% and 24% coding gain oveEGH2, H.263 baseline and H.263
high profile standards, respectively [3]. The cthsit needs to be paid for this gain is the
increased implementation complexity at the encdolgia factor of more than 1) and decoder
(by a factor of 2). Since H.264/AVC is the recentl anost efficient standard, we will focus

on this standard.



H.264 follows the principles of compression desedlilin Section 2.1.1. It also incorporates a
number of new coding features that enhance itsopednce. For example, H.264 uses an
integer transform that approximates the DCT, whetba previous standards are based on
DCT calculated with floating point arithmetic. Agafor the intra coding part, the H.264
supports different prediction modes, e.g., DC preoin mode where the block is predicted
from the average value of the surrounding pixelsach pixel can be predicted from a pixel
of outside block residing directly above it, to fleé or in a diagonal direction. Seven block
types ranging from 4x4 to 16x16 can be used fariptediction. In motion compensation,
H.264 allows sub pixel motion accuracy; luma ancbota pixels have quarter and 1/8 pixel

resolution resulting in increased precision of motvectors.

The above mentioned improvements are on the sigmatessing aspect of the codec.
However, the high supremacy in this domain does mextessarily ensure the network
friendliness of the coded video data. With thiswia mind, the H.264 introduces the idea of
two conceptual layers, the Video Coding Layer (VCitgsponsible for efficient video

compression and the NAL, responsible for efficiér@nsmission of the coded data. In
general, abstraction layer hides the implementatomplexity of a particular set of

functionality. The NAL works as an interface betwabe VCL and the outside world and
enables efficient transmission of data from the M@la broad variety of systems and maps
VCL to different kind of applications. The VCL dais transported in NAL Unit (NALU).

Each NALU is comprised of a header and payload. @dgdoad is, in most of the cases, the
slice consisting of the Macro Blocks (MB). A MB & 16%x16 sample region in the frame
containing the coded data. The NALU can be of yielstream format, in which case a start

code prefix indicates the start of a new data ofiipfpacket format. The NALU can be



categorized as VCL NALU and Non-VCL NALU. Non-VCLALU contains meta data such
as parameter sets or other supplemental enhancemi@mbation. Also The NALUs can be
aggregated to form a compound packet or can benated if the size is too big. NALUs of
a specific format may be grouped together into @ess unit. A sequence of access units
forms a coded video stream, which can be decodddpendent of any other coding

sequence.

2.1.2.1Error Resilience Features of H.264

Achieving a high compression efficiency and netwbi&ndliness have become the major
goals for the H.264 standard. Apart from this, edesng the lossy nature of the wireless
environment, the standard should provide good egsitience features. A brief description

of the error resilience features of H.264 is présaielow:

* Intra Placement: The purpose of having intra placement is to redthae error
drifting problem in case of a packet loss. Intrae pictures require a large number
of bits and so there is a limitation on the numbkitra coded pictures per video
frame. H.264 has two types of intra placement: Ittegantaneous Decoder Refresh
(IDR) picture and the Intra (I) frame. The IDR pigts are made up of | or Switching
Intra (SI) slices and clears the short term menirifer. No pictures following the
IDR picture can refer to a frame for inter prediatithat is coded prior to the IDR
picture. Thus they eliminate the error propagatiamd also provide a
resynchronization point for the subsequent slicBse first picture of a coded
sequence is always an IDR picture. An intra piciareomposed of only | slices and
cancels the error drift for the duration of thattpre. However, if the subsequent

pictures use any reference picture that is codeor po the | frame, then error
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propagation can again be re-established even &etior free transmission of the |

and the subsequent pictures.

Slices: A picture can be divided to one or more slicextEslice has a header and a
data portion. The data portion contains one MB ee@uence of MBs. The slices are
independently decodable and thus important to ptepepagation of errors. A slice
can be categorized as |, Predicted (P) or Bidioeeti (B) slice depending on the
nature of MBs belonging to the slices. In | sliedl,the MBs are coded using intra
prediction. In P and B slices, in addition to thogling types of | slices, MBs can be
coded using inter prediction. P slices use theiptsly coded pictures as reference
for inter prediction whereas B slices may use anmare than one reference pictures
coded before and after the current picture in temporder. In addition, the H.264
provides Switching Predicted (SP) and Sl slicescivrenables efficient switching
between video streams to cope up with differentraies if needed. The SP slice
allows the switching between different pre codedtyes whereas the Sl slice

permits the exact match of a MB in a P slice.

Parameter Set ConceptThe parameter sets contain information that idiegiple to

a large number of coded pictures. A sequence paearset contains the information

related to a sequence of pictures, e.g., sequaraegter set identity, limits of frame

numbers, number of reference frames used for degpdihereas a picture parameter
set contains information related to the slice gfi@ure, e.g., picture parameter set
identity, number of slice groups to be used, sjoeup map type. Since parameter
sets contain important information to decode aupgtthey should be sent reliably in

an error prone environment. They can be sent taddw®der ahead of the slices or
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they can be sent in band with the slices but withrerprotection to ensure that they

reach the decoder accurately.

Flexible Macroblock Ordering (FMO): The FMO mode refers to the grouping of
slices in a flexible way. Without FMO, slices amasned in a raster order. But use of
FMO opens the possibility of different scanningerg] e.g., interleaved, dispersed,
foreground and background, box out, raster and wipes. The MBs in a slice are
scanned in raster order. The allocation of MB tifedent slice groups is determined
by ‘MB to slice group map’. FMO allows two neighloog MBs to be allocated in

different slice groups and MBs belonging to eadtesyjroups are packed in different
NALUs. For example, in Fig. 2.2, in dispersed FMf¥e MBs are assigned to two
slice groups, 0 and 1. If the packet containing MBslice group O is lost; then the

lost MBs have correctly received neighboring MB#ohging to slice group 1 and so
can be concealed more efficiently. The downsidasifig this mode is lower coding

efficiency and a higher delay.

- alice Group O

[ ] Slice Group 1

Figure 2.2 Flexible Macroblock Ordering: Dispersed
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Redundant Slices (RS):Redundant representation of the MBs may be sent in
addition to the coded MB of the slice itself. Redant slices use a different coding
parameters e.g. the quantization parameter forsR#gher than that of the primary
slices. It is used by the decoder only when thenary slice is lost and discarded

otherwise.

Data Partitioning (DP): All the information available in a slice is not edjy

important. Header information is more importanthe sense that if the coded MBs
are lost but the header information is availalilentthe decoder can perform a better
concealment compared to the case where the whicke @oth header and coded

MBSs) is lost. H.264 allows a slice to be partitidneto three parts:

o Partition A: Partition A is the most important and it contathe header
information, motion vectors, quantization param&t®B types. Without the
information contained in partition A, the data @ned in partition B and C

cannot be utilized.

o Partition B: Partition B contains the intra coded block patt€f@BP) and the
intra coefficients. Partition B is more importahiah partition C since intra
information can stop error propagation and alsopranide a synchronization

point.

o Partition C: Partition C contains the inter CBPs and the intefficients. It
is the least important partition among the threeesiit neither contains any
header information nor can stop error drift. Singest of the frames are coded

as P frames, partition C forms the largest parthefcoded video data. The

13



decoding of partition C requires the availability martition A; but not of

partition B.

Partition B and C are useless if they are receivgdout partition A, because they

cannot be decoded without the information contaimegbartition A. However, if

partition B and/or partition C is lost, then thecdder can perform enhanced error

concealment using the information available inipart A. Table 2.1 describes the

error concealment schemes in case of loss of diftdype of partitions [4]:

Table 2.1 Error concealment scheme where differenypes of partitions are available [4]

Available Partitions| Concealment Method

A and B Conceal using Motion Vectors (MV) from paon A
and texture from partition B; intra concealment| is
optional.

Aand C Conceal using MVs from partition A and mte
information from partition C; inter texture concesant
is optional.

A Conceal using MVs from partition A

B and/or C Drop partitions B and C. Perform framepyc or
motion copy according to the requirement.
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2.2 3G Networks: A Brief Overview

The 3G cellular communications standard is designeshable multimedia communications
and consists of Universal Mobile Telecommunicati®ervice (UMTS), Code Division
Multiple Access (CDMA) 2000 and Time Division Symohous CDMA (TD-SCDMA)
variants. Currently, UMTS has emerged as the madelw adopted air interface. For this

reason, we focus on this interface, which is alsovkn as Wideband CDMA (WCDMA).

Without dwelling too much into the details, belove wverview the layers of the UMTS air

interface and their functionalities.

Layer 1, known as the physical layer, is respoediti the characteristics and the way data is
transferred. This layer provides a carrier ser¥aretransport channels without caring about
the content transferred. Its main jobs include ntatittn/demodulation, scrambling,
interleaving, estimating Transport Channel BlockoERate (TrCh BLER) and the ratio of

the transmitted or received user data l&f ) to noise spectral densityNg) i.e., E; /N,

power control, multiplexing, and FEC.

Layer 2, known as Data Link Layer, is divided inRLC/MAC parts. This layer is
responsible for the transmission format. It prosidiéow control function; including
segmentation and reassembly of variable-length upgger Packet Data Units (PDU)
into/from smaller RLC PDUs, match RLC PDUs to tyam$ channels e.g., Dedicated
Channel (DCH), Downlink Shared Channel (DSCH), &Bodvard Access Channel (FACH).
The MAC layer also performs some multiplexing andCRcan provide error correction

functionalities by Acknowledgement (ACK) and retsarission (ACK Mode).
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Layer 3 is called Radio Resource Control (RRC) Whileals with resource management

issues.

2.3 Stream Control Transmission Protocol (SCTP)

Multimedia application is a delay sensitive butsldslerant application. Once the user start
viewing the media, the subsequent packets shoualchréhe destination within a specified
time interval. This requirement sets an importamtdition on the transport layer protocols to
be used for multimedia content delivery. The twostneidely used transport layer protocols
are TCP and UDP. TCP is very reliable for data dmaigsion but is not suitable for

multimedia content delivery. The shortcomings ofPT&e described briefly below:

« TCP is a reliable connection oriented protocol enguordered data delivery. This
stringent nature causes problem for a delay seasapplication or in the case where
more than one application are sharing the same J&3Bion. For instance, if one
packet is lost for a particular application, thdth@ugh the following packets are
received correctly in the receiver end, they aredadivered to the application unless
the lost packet is retransmitted. As a result, dpplications that the correctly
received packets belong to, suffer unwanted dedmalbse of the loss of a packet that
belongs to a separate application. This situatsoknown as Head of Line (HoL)
blocking. Figure 2.3 depicts this problem. The @msence of this strict order of
delivery is additional delay. For multimedia applions, each packet has a delivery
deadline for it to be useful at the receiver andhit is passed, that packet is
discarded. So HoL blocking problem can be destvadidr multimedia applications

since subsequent packets will experience additidaklys and if the retransmission
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interval is large, then a large number of packets lse discarded rendering a very

low picture quality and also wastage of bandwidth.

TCP works on byte oriented fashion. The applicatiends to provide some markers

to delineate the messages.

TCP has a three way handshake mechanism which makeene to Denial of

Service (DoS) attack. In three way handshake schéhge client sends a SYN
message and the server responds to that with a A3l-message. The client again
responds with an ACK message and the connectiastablished. But the server
cannot have any identity of the client. So if amgue client sends a lot of SYN
packets with invalid IP addresses, the server dadetect this and will send SYN-
ACK to each of these requests and will run outaridwidth. Then any valid client

will not get the service although bandwidth is éadale.

Sende Receive
Packet
Receive N Delivered to the applicatic
acket .
Losi
\%‘ —
\%A ReCeive| W - h
. ait in the
W‘ ReCelve| > ReCeNer
Receive! > Buffer
Packet 2 retrar

/

Receivee 5 Delivered to the application
Packets 2, 3, 4 and 5

Figure 2.3 Head of Line (HoL) blocking problem in TCP
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Apart from these short comings, TCP is one of thetliransport layer protocols. It has
efficient congestion and flow control mechanismattadapt to the dynamic nature of the

network.

The second widely used transport layer protocdUBP. UDP is an unreliable protocol

which does not provide any guarantee that datdobas delivered to the other end. It has no
congestion control or flow control mechanism. Saicongested network, UDP makes the
situation worse by continuously injecting traffiiowever, since UDP is unreliable, the delay
incurred in this case is less than TCP and thassititable for multimedia traffic. Also UDP

works in message oriented fashion which is an adg@n The applications are required to
incorporate some features on top of UDP to detextdss of packets, etc., which adds to the

complexity of the system.

From the above discussion, it is apparent thatheeiTCP nor UDP is best suited for
multimedia traffic. This fact gives the motivatiee seek for an alternative transport layer
protocol which will alleviate the problems of TCRdUDP. SCTP [2], which is a relatively
new transport layer protocol, devised in 2001, tyafar transporting telephone signaling
messages, is a good candidate to be considereaiifttimedia application. SCTP has the
good features of TCP and UDP and in addition teo, ih&aas some novel features of its own.

Following is a brief description of the SCTP featur

e Multihoming: The multihoming feature allows assigning more tbae Internet
Protocol (IP) addresses to an SCTP port. In muttisd SCTP, each end point is
represented by a list of IP addresses that ar@rassito the end point. The
connection between two multihomed end points isrrefl as an ‘association’ in

contrast to the term ‘connection’ used for TCP ewnthts. All the IP addresses

18



can be assigned to the same port or different gepending on the application
requirement. Figure 2.4 shows SCTP associationdsziviwo multihomed hosts.

Here the association between end point A and B ban described as

{ A A AN B,B,)).

Multihoming property provides redundancy so thataifpath fails then data
packets can be routed through the alternate pathslly one of the paths works
as the primary path and data is transmitted usiagpath. When the primary path
fails, then the secondary one is used for datstngssions until the primary path
is restored. The present SCTP standard does ot &bd sharing between two
paths, but research is ongoing to address the grablthat will arise as a
consequence of transmitting data simultaneouslys{inmaeordering problem)

using all the available paths.

End
Fount

Figure 2.4 Multihoming property of SCTP

* Multistreaming: Multistreaming is another novel feature of SCTR.\Btue of
this property, SCTP avoids the HoL blocking probldvtultistreaming property

allows SCTP to multiplex the data from several agapilons onto one association.
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Each stream can be defined as a unidirectionalngiaf data transmission (like
a TCP connection) within an association. The steeare independent from each
other and so data loss in one stream does not afieer streams. For example, in
Fig. 2.5, if a data packet is lost in stream numberthen only the packets
following that lost packet in stream 1 needs totwathe receiver buffer, but the
packets arriving in stream 0 and 2 can be delivevetlie upper layer application.

In this way, HoL blocking problem is avoided.

It can be mentioned here that the two propertiagtinoming and multistreaming
are orthogonal to each other. That is multiplesstre and multiple interfaces are
logically independent. Data from any stream can asg path to reach any

destination address.

atreatn 0
Epd I Btrearn 1 I Ep.d
Foint - : Foint
A sireatn A E
w atream [ E—

Figure 2.5 Multistreaming property of SCTP
» Packet Structure: The unit of data delivered to the other end isSIKE P packet
or Protocol Data Unit. Each SCTP packet consist le¢éader and a chunk, either

control or data. Multiple chunks can be aggregatgd to the Maximum
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Transmission Unit (MTU) or can be fragmented if es&sary. Each data chunk is
assigned a 32-bit Transmission Sequence Number XTiSNorder to ensure
reliable delivery of data. The TSN assigned to dadmank is independent of the
Stream Sequence Number (SSN) assigned in the stezain

Congestion Control: The congestion control scheme of SCTP is simdarCP.

It employs a window based congestion control meignanSCTP maintains three
variables for this purpose, the sender's congestiomdow (cwnd) which is
maintained on a per destination basis, the recsiavertised window (rwnd)
which is shared across an association and the stlanvthreshold (ssthreshold). It
also keeps track of the Round Trip Time (RTT) eates and maintains a
retransmission timer per destination. SCTP usesStiective Acknowledgement
(SACK) mechanism to have a better performance.dfs®ACK is mandatory in
SCTP to ensure a more robust response to multpsek from a single windowed
data.

Partial Reliability extension of SCTP (PR-SCTP):Partial reliability extension
property enables SCTP to have different reliabibty different messages. The
reliability can be imposed in terms of time ancbatsimber of retransmissions. In
the former case, each message is assigned a temn@mdeadline. The message
will be retransmitted if the deadline has not eag@jr otherwise it will be
discarded. In the retransmission based reliabilitis possible to fix the number
of retransmissions each message is allowed to hatlee number of allowable

retransmissions is zero that means the messagbendliscarded if it is lost.
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This property is very important for the applicatithrat has messages of varying
importance level. Partial reliability provides difential service for such

applications without adding any extra complexity.

2.4 Literature Review

2.4.1 Previous Works on Video Transmission over Wireless

Environments

The fundamental work for analyzing H.264 in wiraglesnvironments was laid down by
Stockhammer, Hannuksela and Wiegand in [5]. Thaastprovide an overview of coding
and error-resilience tools, which are likely toused in wireless environments. Experimental
results are given for selected system conceptsdbasethe common test conditions. It is
found that, for different error concealment methotte introduction of shorter packets
significantly increases the decoded quality. In, [6lu, S. Zhang, Ye and Y. Zhangjd
further research on error-resilience tools and yaeal their usability in a 3G environment.
This work showed that encoding with simple FMO mauahel extra intra block refreshing

achieves the best trade-off between error cornegeformance and bit rate.

Other works have focused on enhancing the H.26dovidansmission over bursty packet-
loss 3G cellular networks [7]-[8]. In [7], an aufimleo frame interleaving scheme is
presented, which is based on priority based sciveglusing feedback. Experimental results
showed that interleaving achieves superior perfagean the presence of link outages. In
[8], the authors investigated a combined use o$ipaserror concealment together with FEC
coding and periodic intra-updating to improve thexfprmance in the presence of bursty

packet losses. However, a cross-layer optimizatiay provide better overall performance.
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A robust cross-layer architecture that relies @at partitioning technique at the application
layer and an appropriate priority mapping at th2.80e MAC layer is described in [9]. This
solution is complemented by the schemes propos¢tiOin In [10], a cross-layer design is
presented that optimizes the encoded packet sziesprove H.264 video transmission over
802.11 WLAN. Instead of doing the fragmentationtie MAC layer, packet sizes are
adjusted by slicing the video frame at the appiicatayer, achieving better performance for

a given packet-loss condition.

2.4.2 Previous Works on Video Transmission using SCTP as the

Transport Layer Protocol

Video transmission using SCTP as a transport |py@ocol is an active research area and a
lot of experiments have been conducted to verifyetver SCTP can perform better than
UDP in terms of quality and delay. Most of thesedsts are concerned with the reliability
level, testing MPEG-4 video transmission using SGiRlifferent platforms [11]-[13]. In
these cases, the reliability level of | framesaste be higher than the P and B frames so that
only | frames are retransmitted in a lossy envirentnH.264 video transmission using SCTP
is investigated in [14], where similar experimeassthose conducted in [11], [12], and [13]
showed that SCTP performs better than UDP. A naleal of frame dropping filter based on
the Partial Reliability extension of SCTP (PR-SCT$also introduced. In PR-SCTP, each
message can have different reliability value angisansmitted according to that value. The
sender gives up retransmission if the reliabildjue is set to 0.

Another novel scheme where reliability level cansieé depending on the network condition
is proposed in [15]. The authors proposed thatehability should become a function of the

congestion state, instead of always sending | feaimex reliable stream. In case of low and
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moderate congestion, an | frame is sent with réditgkl whereas in the congested case,
reliability is set to zero to avoid the high probiy of ineffective retransmission.

While the above schemes provide enhancementsafiositrission of video using SCTP, to the
best of our knowledge, no solution has been prapdse mapping the error resiliency

features of H.264 to the reliability features of T¥C Also, the existing solutions for

transmission of error resilient H.264 video are tiyofocused on MAC and physical layer

issues in wireless networks. The works present¢tldp[17] and [9] investigate the efficient

transmission of H.264 in IEEE 802.11 wireless nekspfocusing on the MAC and physical

layer issues.

2.4.3 Previous Works on Video Transmission Employing Unequal Error

Protection (UEP) by means of FEC and Retransmission

The high loss ratio of wireless environment catls €mploying efficient error correction
schemes to maintain a minimum base quality of vittedthe end user. FEC [18] and the
packet retransmission are the two widely used seBeto deal with packet errors. In
application layer FEC, the sender uses redundagayst the packet loss ratio to recover the
lost information whereas the lost packet is retnaitted in the packet retransmission scheme.
But in case of large scale multicast or broadcaé$tos transmission, retransmission of lost
packets to individual users is not possible and k&E@he only available error correction

method.

Considering the delay constraint and the bandwigthge, several variants of FEC and
Automatic Repeat reQuest (ARQ) have been propd3ee.to the time varying nature of the
wireless network, channel adaptive FEC schemesrame effective than the static FEC

schemes. An Enhanced Adaptive FEC (EAFEC) schenpeoosed in [19]. The EAFEC
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scheme determines the degree of redundancy demendiriraffic load (estimated by the
gueue length) and channel state (estimated bydhkep retransmission time). This scheme
performs better than the static FEC scheme butofgimum performance, the threshold
values for queue length and retransmission timellghioe judiciously determined. A unified
scheme for optimal video streaming combining schedu error correction and error
concealment for layered video coding where netwmakdwidth is not known a priori is
presented in [20]. The authors showed that thdiese performs better whereas static error
protection schemes results in near-optimal perfogea For layered video, several UEP
scheme based on FEC have been proposed [21]-[2@&;ewredundancy is considered as a
function of the importance of the layer. The masportant base layer is provided higher
redundancy to ensure a minimum quality level. Tieefggmance of hybrid ARQ scheme

(employing both FEC and ARQ) has also been studi¢24]-[25].

The idea of UEP can be used more efficiently if Wigkeo slice/frame can be divided into
layers of different importance. This can be achiebg virtue of data partitioning property.
Several UEP schemes have been studied for datégreatl video [26]-[28]. An UEP
scheme considering the varying length of the panistis presented in [26]. The work in [27]
depicts a novel scheme where the data is priodtinea tree structure depending on their
importance and then protected unequally. A varadrthis work is presented in [28] where
the protection is allocated to the key pictures.cé@mbination of FEC and hierarchical
guadrature amplitude modulation to protect pangidlifferentially is presented in [29]. The
work in [30] presents joint utilization of the searand channel coding scheme. In this paper,
the authors subdivided partition C depending onitiygact factor (quality degradation as a

consequence of losing a particular partition) aratqeted each subdivision differentially by
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the FEC scheme. Although the authors showed improkesults compared to the
conventional H.264, the extent of utilization willepend on the complexity of

implementation and also on the improvement of negaguality by subdividing partition C.
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3 Video Packetization Techniques for Enhancing H.264

Video Transmission over 3G Networks

3.1 Overview

In this chapter we study the performance of a elagsr optimization scheme for video
packet size adjustment in 3G cellular networks. @otivation is based on the performance
results achieved by the cross-layer approach pespas [10], but also the significant
differences between the MAC layers of 802.11 WLAN a 3G system. The former uses
Carrier Sense Multiple Access/ Collision Avoidanl@&SMA/CA) whereas the 3G cellular
systems employ dedicated channels to transpofdbkets. In this work, we focus on video
transmission over UMTS. UMTS frames have a fixawgth which is determined when the
bearer is set up, unlike the WLAN case where theQvizan flexibly adjust its frame size.
These two significant differences between the tymes$ of wireless networks may lead to
different solutions for enhancement of video traissmons over UMTS cellular networks and

is the motivation for our work.

The rest of the chapter is organized as follows:tiSe 3.2 presents the steps for video
packetization targeting 3G networks. Our proposgasie is described in Section 3.3, which
also includes analysis and discussion of the sitimmaresults. Conclusions are given in

Section 3.4.

3.2 Packetization Steps in 3G Networks

As discussed in Chapter 2, the H.264/AVC VCL dam@assed to the outside world in the

form of NALUs. Each of the NALUSs is then encapsethin a RTP packet. For real time data
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transfer we use UDP in the transport layer. Thesdgohg network layer protocol is IP. Both
UDP and IP are unreliable protocols. UDP does natantee end to end data delivery and IP
only performs best effort packet routing. For treason, there is a need to use RTP, which
runs over UDP. With the help of some features sischequence numbering and time stamps,
RTP makes the transmission of video data feasitaéx anreliable transport and network
layer protocols. An RTP packet is encapsulated WiD& and IP packet. Each packet has its
associated header which will overload the netwdHe header lengths for RTP, UDP and IP
are 12 bytes, 8 bytes and 20 bytes (for IPv4, 4@soyor IPv6) respectively. Therefore,
immediately above the link layer, the Packet Datev@rgence Protocol (PDCP) performs
Robust Header Compression (RoHC). After RoHC, BY#&DP/RTP packet is encapsulated
into a PDCP or Point-to-Point Protocol (PPP) packais forming the Service Data Unit
(SDU) of the RLC protocol. This RLC-SDU needs tofited in the link layer frame, RLC
PDU, which is of a fixed length that is determinddpending on some physical layer
parameters such as the spreading factor, etcelRIbC SDU is larger than the RLC PDU,
then it is fragmented to fit in the PDU. If theesis smaller than an RLC PDU, then there are
two options: (a) the remaining space is filled bgdging bits at the cost of increased
overhead, and (b) the remaining part is filled g $tart of the next RLC PDU. That is, each
PDU contains the same amount of information bitsourr performance evaluations we use

case (b). Figure 3.1 depicts the packetizationssteG networks.

3.3 Packet Size Optimization in 3G Networks

The objective of our work is to determine the packee of H.264 video that offers the best

performance over a 3G network. Our motivation igwa& from the discussion of the impact
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Figure 3.1 Packetization in 3GPP protocol stack

of packet length on Bit Error Rate (BER) in [5] aadimilar experiment conducted in [10]

for WLAN.

In the case of a 3G network, however, conditiores different, starting with the size of the
RLC PDU, which is fixed. Thus, the MAC layer aclygberforms two tasks: 1) aggregation
(if the RLC SDU is smaller), and 2) fragmentatigintfje RLC SDU is larger than the RLC
PDU). In order to characterize the quality of timamnel, 3G uses BLER instead of BER. If
we want to find an “optimum” packet size for videansmission over 3G, the effect of the
aggregation and fragmentation mechanisms on thdéicappn layer Packet Loss Ratio
(PLR), denoted by Video PLR (VPLR), should be irigeted first. In the case of

fragmentation, loss of one fragment will cause tbtal SDU to be discarded. If the
application layer video frame size M and L is the PDU size in bitsl(is fixed), then there

aren=[M /L] packets (the last packet will be zero paddedefamount of information bits

is not enough to fill the PDU length). Sincen denotes the number of packets in case of
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fragmentation,n is always greater than or equal to one. ThusVIRER in the presence of

fragmentation is:

VPLR,,, =1-Pr.(no fragmentislost)

=1- - Pr.(L sized fragmentsarelost))"

=1-(1-g)" (3.1)
whereeg, is the BLER.
However, in case of aggregation, one RLC PDU igdilwith more than one application
layer PDUs. If L is the length of the RLC PDU in bits aindl is the application layer PDU
size in bits, then on average each RLC PDU conefsts’ = L/M application layer PDUs.
The probability of loss of one PDU is characteribgdthe BLER,g, , which corresponds to

the loss of n' application layer PDUs. Given that there afetimes more application layer

PDUs than the RLC PDUs, the VPLR in case of agdiegas:

VPLR,, =6, (3.2)

Now a direct comparison between (3.1) and (3.2jvshibat

According to (3.3), it can be said that, in genesshaller packets should generate better
picture quality. However, the limiting factor hasethe bit rate. As the packet size decreases,
the video compression efficiency decreases as weBulting in a higher bit rate.
Furthermore, smaller packet sizes cause an inaeaseunt of overhead. The total bit rate
(that is the video bit rate and the bit rate dueth® overhead) should be less than the
available channel capacity in order to ensure preeo transmission. Thus, an arbitrarily

small sized packet will not necessarily generagehtbst quality picture.
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To reconfirm the above arguments, we have simuldtedransport of H.264 video over 3G
networks. Figure 3.2 depicts the framework usedftortests. We use H.264/AVC reference
software JM 10.2 [31] to encode and decode theovsdgjuences, while the 3GPP simulation
software [32] is used to simulate the charactesstf 3G wireless networks. The 3GPP
simulator is an offline simulator based on the canntest conditions suitable for
transmission in 3GPP/3GPP2 networks as describd83h This simulator assumes that
packets are delivered in order and it drops a gaéeending on the error masks (specified

in the simulator). No bit erroneous or corruptedied is delivered to the upper layer.

We simulated three Quarter Common Intermediate BbrfQCIF) video streams
(coastguard, foreman and hall monitor [34]) atedéht BLERs (1.5%, 2% and 5%) for a
channel capacity of 128 kbps. We selected thege tideos in accordance with [33]. At the
encoding side, we used the ‘Dispersed’ FMO modeesj10] showed that this mode has the
best performance. Frame rate and quantization messwere being changed to adjust the
video bit rate with the channel capacity. All otlparameters were set to the default values.

For the 3GPP simulator, we simulated the PacketcBed Conversational (PSC) scenario

Input Output

Video Video
A

\ 4

JM 10.2 JM 10.2

Encoder Decoder
A

\ 4

3GPP Simulator
(Packet is lost depending on the BLER)

Figure 3.2 Framework of the experiment
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for a mobile speed of 3 kilometers per hour. PSQices have very strict delay constraint
and they are actually meant for real time commuigna. So the simulator was modified to
impose a maximum bound on delay, which is 250 nis)tie to the characteristics of the
PSC services, we have not used retransmission mosienulating conversational services.
Figures 3.3, 3.4, and 3.5 show the simulation tssfdr the three videos, coastguard,

foreman and hall monitor respectively.

Figures 3.3a, 3.4a and 3.5a show the graphs oataitversus slice size. As expected, the bit
rate decreases as the slice size increases. Tanitavideo over the 3G network, the video
bit rate and the bit rate due to the overhead &eocwith each packet should match the
channel capacity. The dashed line in Fig. 3.3aa 2dd 3.5a indicates the threshold (128
kbps) above which the video is not deliverablesodelivered with significant delay (a major

limitation in case of conversational services).

Figures 3.3b, 3.4b and 3.5b depict the relatiolosd ratio with packet size. We can split the
curve into two regions: prior to the threshold @odbit rate> channel capacity) and after the
threshold (video bit rate < channel capacity). Saccessful video transmission, the channel
capacity and video bit rate must be matched. Ifvildeo bit rate is more than the channel
capacity, it will incur indefinitely increasing anethbounded delay, resulting in the packet
loss ratio of 1 for applications with bounded delaguirements. After reaching the threshold
point, VPLR should increase with the packet sizeoating to (3.3), something that is
evident from the simulation results too. A sligletvéhtion from this behavior is observed in
the PLR versus slice size curve for the video segeie’coastguard’ at BLER=1.5%. Though
the experiment was repeated 10 times with diffestautting positions in the error mask file

to have statistical reliability, this deviation rhigoe considered a simulation related fact and
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Bit rate versus slice size (Coastguard)
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Figure 3.3 For the video sequence Coastguard: (ajtBate versus slice size, (b) Loss ratio versus
slice size and (c) PSNR(Y) versus slice size.
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Figure 3.4 For the video sequence Foreman: (a) Biate versus slice size, (b) Loss ratio versus
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Bit rate versus slice size (Hall Monitor)
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Figure 3.5 For the video sequence Hall Monitor: (aBit rate versus slice size, (b) Loss ratio
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would have shown the expected behavior if the et was repeated a large number of
times (e.g. 100 times). Because of the hybrid eawfr the codec, the effect of a lost
slice/frame is not limited to that particular regiahe slice/frame belongs to rather it
propagates throughout the Group of Picture (GO Aoss of slices/frames from different
positions of a GOP differentially affects the qtialHowever, if the simulation is being run
many times, then effectively the loss is distrilduteroughout the GOP and this effect is
minimized. Again, in this case the PLR decreassoismall that itan be safely ignored in
terms of having any effect on the perceptual petguality. Figures 3.3c, 3.4c, and 3.5c
show the graphs of luma Peak Signal to Noise RRBNR) versus slice sizes. As expected,
we observe that the PSNR is the highest at theshibld point and afterwards it has a
decreasing characteristic. This is in accordandh thie PLR versus slice size graph. Since
the PLR increases after the threshold value, PSihfrld decrease in that region. Actually
this is due to the overhead or reduced compressfficiency in the case of smaller slice
sizes, with the picture quality not being the kasthe smaller slice size but rather depending

on the bit rate.

3.4 Summary

In this chapter, we have studied the impact of ghranslice sizes on the overall performance
of video streaming applications in 3G networks. W¥served that in general, smaller packet
sizes result in lower packet loss ratios and beiteo quality, as long as the bit rate matches
the channel capacity. However, using smaller dizes reduces the efficiency of encoding
and introduces more overhead, resulting in incebéserate for the video. As a result, slice
sizes cannot be chosen arbitrarily small and a ddiwet on the slice size is determined by

the achieved bit rate for the video sequence.
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While we assumed RTP/UDP as the transport protacdistudied data link layer issues for
the delivery of H.264 video over 3G networks, ferthmprovements may be achieved if
reliable transport protocols are used instead d®®RJDP. For example, SCTP may be used at
the transport layer. This protocol has all the ptitds to be proved as an effective transport
layer protocol to transmit video over wireless matev In the next chapter, we study the

transmission of data partitioned H.264 video ushegpartial reliability extension of SCTP.

37



4 Transport of Data-Partitioned H.264 Video Using SCTP

4.1 Overview

In this chapter we consider the effects of transfayer reliability (using PR-SCTP) in the
transmissions of H.264 video over IP networks. Asdiscussed in Chapter 2, DP is one of
the very important error resilience features of@4.2With DP, each video slice is encoded
into three different classes of data with differantportance. The encoded partitions
containing the most important information shouldpbetected against transmission errors to
ensure a good picture quality. By virtue of the tistleaming feature of SCTP and the patrtial
reliability feature of the PR-SCTP extension, wa sat different priority or reliability levels
for different DPs. In this chapter, we investig#te impacts of the loss of DPs on picture
quality. We present a comparative study of the iptsssolutions for transmission of H.264
video using SCTP, considering both partitioned amh-partitioned H.264 video. We
demonstrate how the reliability features of SCTIR ba efficiently mapped to the error
resiliency features of H.264 video.

The rest of the chapter is organized as follow<ti&e 4.2 illustrates our approach to
transport H.264 video DPs using SCTP, performancaluations and discussions are

demonstrated in Section 4.3 and Conclusions asepted in Section 4.4.

4.2 Utilizing SCTP Reliability Features to Transport H.264 Video
Data Partitions

The objective of this work is to jointly optimizbd data partitioning property of H.264 and

reliability features of SCTP incorporating the PRI® extension. One of the reliability
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features of SCTP is multistreaming, which enabl€F B to send data in multiple streams.
This property has been described in Chapter 2.via@o applications, which are delay
sensitive and loss tolerant, multistreaming is wesgful. Using this property, a single video
sequence can be sent through several streamsfeict aflowing the use of differentiated
services provided by SCTP and lower layers. Morgae partial reliability feature of the
PR-SCTP extension enables us to set different ityrior reliability levels for different
packets. For example, | and P frames can be tréiesinn separate streams. Since | frames
are more important, the stream carrying | frames ese reliability level 1. On the other
hand, reliability of P frames can be set to 0 s they will not be retransmitted once they
are lost. This is very important because loss dof famme degrades the quality of the picture,
and protecting every packet is expensive in terfgesource utilization. Therefore, PR-
SCTP gives us a trade-off between quality and mesoutilization; by setting | frames as
priority 1, an acceptable picture quality may beieeed while reducing use of resources.

DP is a very important error resilient feature aR6#, as described in Chapter 2. The DP
feature of H.264 allows NALUs to have different ééw of importance. Utilizing PR-SCTP,
different data partitions can be transported ifeddént streams and have different reliability
levels. Since partition A is the most importanshbuld have reliability 1 and since partition
C contains less important information, it can bettkrough a less reliable stream. Partition
B contains intra information. Before deciding whestlpartition B should be sent reliably or
unreliably, the impact of loss of partition B orcfuire quality should be investigated first.
Ideally, in streaming applications where moderakaylis acceptable, it is preferred that all
packets are transported reliably. However, thetéichiavailable capacity or transmission

resource of the underlying network prevents us fesrabling retransmission features for all
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packets (or partitions). To have a valid comparibetween all the solutions that allow
partial retransmissions of packets, we assumelteatame amount of resources is used in all
scenarios. Since DP divides a slice/frame into ethpartitions, total number of packets
increases compared to a non-DP video. Also, th&gtdengths of different partitions and
whole frame/slice are different. So, while enablmegransmissions of packets, the average
number of bytes transmitted per GOP should rentersaime in all the cases. We derive this
value as follows:

L

G =N, @1+ )L +N (4.1)

unrel —unrel

whereG is he number of bytes transmitted per G@Pis the packet loss ratidy,, and
N, are the number of packets transmitted in a rediabbld unreliable stream, respectively,

andL, and L, are the average lengths of packets that are espéctively in the reliable

rel
and unreliable streams.
In general, determining the number of packets ¢hatbe retransmitted is done based on the
assigned channel capacity and the actual videwatst If the channel capacity dedicated to

the video stream i€ bits per second (bps), the video bit rateCjsbps, andC >C,, then

the capacity available for retransmitted packetisC,. We define this as the extra

capacity available for retransmissions and dertas k. The number of packets that can be
retransmitted will depend orfE . If there is no retransmission, the number of &yte

transmitted per GOP is given by,
G=N_L, +N, L (4.2)

rel —rel unrel =unrel

Therefore,E is found as:
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rel (43)

When setting the reliability value we have to eedsinat the number of packets retransmitted
satisfies (4.3).
The combinations of using DP or not, and the pd#s#s to set different reliability levels to
different DPs result in the following five scenario

Case A:The video is coded with no DP and only | slicegenhgriority 1,

Case B:The video is coded with no DP and all | slices aothe of the P slices have
priority 1,

Case C:The video is coded with DP and partitions A andaBénpriority 1,

Case D:The video is coded with DP and partitions A anth& belong to an | frame have
priority 1,

Case E:The video is coded with DP and only partition A lpaiority 1.
The impact of these five scenarios on video qualily obviously be different. For case A,
we do not use any DP and only | frames are praleste expect that it will give us the
lowest picture quality among the five cases siraees of the available extra capacity is not
used for retransmissions. We included this scerarip as a reference. In case B, in addition
to | frames, some of the P frames are also seatreliable stream to ensure tf@tremains
the same for case B and case C, in which DP is. Beith cases B and C will result in a
better picture quality than case A because of tiigation of the available extra capacity.
The comparison between case B and case C is crucigdse C, partition C, which contains
less important information (inter information) ofsice/ frame, is subject to packet losses,
whereas in case B, whole P frame or P slice malpdte We expect that the decoder will

conceal error more efficiently where some informatabout the slice is available (as in case
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C) than the case where the whole slice is losin(@ase B), and so case C should result in a
better picture quality than case B.

The remaining two scenarios investigate whethetitjpar B should be sent reliably or
unreliably. Partition B contains intra informatioflso, both | frames and P frames contain
intra information. However, loss of intra informati from an | frame may result in a lower
picture quality than the loss of intra informatifsom a P frame. To investigate this fact, we
can divide partition B into two groups: partitiontBat belongs to a P frame and partition B
that belongs to an | frame. In case D, we set mffe priorities for them. Partition B
belonging to an | frame is sent in a reliable stredong with partition A. So partition C and
B belonging to a P frames can be lost. Since tywesyof partitions may be lost compared to
case C, the quality will be worse but since welaseng information belonging to a P frame,
the quality will be better than case B and willMeey close to case C.

In the last case, we consider only partition A&gbility 1 message. Partitions B and C are
sent unreliably. Here partition B packets belongimdpoth P and | frames may be lost. It is
not clear, in this case, whether using DP resaltseitter quality than in the case where data
partitioning is not used and the available protects dedicated to | frames. We examine this

case in the next section.

4.3 Performance Evaluations and Discussions

To confirm the arguments presented in Section %@, conducted several simulation
experiments. We observed the quality of H.264 videtivered using SCTP in different
packet loss scenarios. We used the JM 13.1 codHct¢3encode and decode the video
stream. In this study, we focus on how the SCTRufea can be utilized for video

transmission. Any simulator that simulates the en@énd scenario of a network will serve
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our purpose. Network Simulator-2 (NS-2) is a gobdice and we used NS-2.29 [35] in our
experimentation. However, the legacy applicatiandN5-2 do not use any properties like
multistreaming and PR-SCTP. We use an SCTP awacation so that we can use the
SCTP application programming interface (API) in RSFigure 4.1 depicts our simulation
scenario. This simple scenario consists of a sentle routers and a receiver. The
bandwidth and delay between the nodes and thersoate 0.5 Mbps and 10 ms and those
between the routers are 1Mbps and 10ms, respeactivwe consider this simple scenario
since at this point we are only concerned with pheture quality by using the partial
reliability extension of SCTP and not concernechvaiby other performance measure such as
delay, bandwidth usage. Packet losses such as thasenay be introduced in a wireless
environment are incorporated. A wireless transrarsgrror is usually detected by a failed
checksum at the receiver and causes the receiverop the erroneous packet. In our
simulation scenario, a composite packet loss takiong into account both transmission and
gueuing losses has been considered and packetsiaig dropped according to a random
uniform loss model at the receiver end.

We used two representative QCIF video sequencagnfam and Coastguard [34], for the
evaluation of simulated video transmissions witifiedent effective packet loss ratios. Use of
DP increases the number of packets and protectssalhalf of the packets (even if only
partition A is protected). Therefore, we set sorhthe P packets as priority 1 as long as (4.1)
and (4.3) are satisfied. The videos are encodetyubkie H.264/AVC extended profile and
the IPPPP GOP structure. We evaluated the fivescdsscribed in Section 4.2. In the first

part of our experiments, we investigated the impéthe loss of partition B on picture
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Figure 4.1 Simulation Topology

quality. Figure 4.2 shows the simulation resultstfee two videos we have used. We have
used a slice size of 500 Bytes in this experim@nalVe observed that case C resulted in
the highest PSNR, since only partition C was sertn unreliable stream. Case D has PSNR
values very close to case C but the quality of gasethe worst, even worse than case A, in
which no DP is used. This is in accordance withdiscussion in section 4.2. In case A, we
do not lose any information of an | frame/slice mutase E, we lose the intra information of
an | frame/slice. Although partition B is only th@ra information, not the whole slice; we
can conclude that the loss of any information fram| slice significantly degrades the
quality of the picture.

Since loss of partition B packets belonging todnies results in the worst picture quality
among all the cases, in the second part of therempet we consider that these packets are
transported in a reliable stream. To conclude arby that case C always performs better
than the cases where available protection is destida | frames, we ran the simulation for
two video sequences, Foreman and Coastguard, fferatit slice sizes and different FMO
combinations: (i) slicing: 500 bytes, FMO: Dispatséi) Slicing: 500 bytes and FMO: none

and (iii) slicing: none and FMO: none. Figures d@®l 4.4 show the simulation results.
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We observe that in all cases data partitioning gbyarovides a more efficient way of using
the available reliability features of SCTP. As tluss ratio increases, PSNR decreases
drastically in case A since only | slices are peted there. Case B performs better than case
A but is lower in PSNR value than case C. Thisus tb the fact that, if we lose partition C,
we still have some data available for those slicebe reconstructed. However, in case B,
although some of the P frames are protected irtiaddo | frames, when we lose a P frame,
then no information about that frame is availabld the decoder has to perform concealment
based on the surrounding information. So case €@mes the best, achieving a PSNR gain

in the range of 0.2dB-1dB compared to case B, aB13dB compared to case A.

4.4 Summary

In this chapter, we have examined how reliabiligatiires of SCTP can be assigned to
different partitions and frame types of H.264 viddm set different priority levels on
different partitions and frame types, we used thatistreaming and partial reliability
properties of SCTP. We observe that the loss ofitijgexr B (belonging to an | frame)
degrades the picture quality considerably, and mesylt in degradation even worse than
when data partitioning is not used. If only paotitiC is lost, data partitioning always
performs better than no data partitioning.

We have demonstrated that when extra capacity adadle for retransmission of packets
using SCTP, the data partitioning feature of H.284 provide better results than solutions
based on protecting all | frames and some P frarreshe next chapter, we consider
alternatives to utilize the available capacity ime protecting schemes. Instead of using the
available extra capacity for transport layer regraission, the extra capacity is used for FEC

and MAC layer retransmissions.
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5 Efficient Utilization of Error Protection Techniques for
Transmission of Data-Partitioned H.264 Video in a

Capacity Constrained Network

5.1 Overview

Multimedia transmissions in wireless environmenrg governed by two factors: channel
capacity and the average picture quality. The ayeemcture quality depends on both video
bit rate and wireless link loss rate. The videardiée is determined by the encoder parameters
and so the distortion can be referred to as encdidesrtion. Choosing encoder parameters
carefully can reduce this distortion at the cosinafeasing the video bit rate. For successful
video transmissions, the video bit rate shoulddss than or equal to the channel capacity
assigned to the video stream. Given the fact tmatatverage video bit rate is less than the
assigned capacity, the extra capacity available mmused to improve the quality of the
picture and for packet loss recovery. Since botbodar parameters and packet loss rate
contribute to distortion, the effect of each ofrth& distortion should be minimized. In this
chapter, we are not concerned about the coding.lsye consider that the coding parameters
are not being changed to achieve the minimum emcdi¢ortion; i.e., we consider the
encoder distortion to have a fixed value. Here veecancerned about the transmission layer.
We first find the optimum configuration of FEC aARQ schemes in a capacity constrained
network, and then utilize these findings in dewsan optimal scheme for the transmissions

of data-partitioned H.264 video over wireless nekso

This chapter is organized as follows. Section 5i@fly describes application layer FEC. Our

proposed framework for optimal resource allocat®discussed in Section 5.3. Sections 5.4
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and 5.5 present the loss-distortion model and atimesource allocation for non-data-

partitioned and data-partitioned video, respecfiv€bnclusions are presented in Section 5.6.

5.2 Application Layer FEC: A Brief Description

The key idea of FEC is to add structured redundancthe transmitted data so that the
receiver can reconstruct some amount of missing. datapplication layer or packet level

redundancy, parity packets are added to the s@adeets. In ar{n,k) FEC codesk source
packets are encoded FEC packets, where > kandg< k<n and any combination of

the receivedk packets can retrieve the source information. Eedut depicts the process.

Reed-Solomon (RS) code is one of the most commo@ E&des based on finite fields
(Galois field). RS code is linear and systematibe Tdownside of RS code is that the
implementation complexity increases if the blockgth,n, is large (e.g., larger than 255).
However, here we are concerned with video appbaati(real time or streaming) which have
delay and buffering constraints that make them nmgatible with large blocks. Therefore,
RS code is sufficient for multimedia applicatiomslave are also considering RS code as our

tool for FEC in the following analysis.

Employing FEC causes an increase in the transmisate. If the video bitrate is, then the

protected bitstream rate is,

RFEC =r

(5.1)
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The erasure failure rate for the RS FEC schemdusetion of the redundancy and also the

packet loss ratio of the network and is given by,

I:)FEC (k, prtp) = Z Cin pitp (1_ prtp )n—i (52)

i=n—-k+1

where p,, is the application layer packet loss ratio. Sivee are dealing with video

transmissions, video frames/slices are packetiz&IilP packets and so this also corresponds

to the RTP packet loss ratio.

5.3 Optimal Resource Allocation: FEC versus Retransmission

As discussed in Section 5.1, distortion in viden ba categorized into two groups: encoder
distortion and distortion due to the loss of vigexkets. The encoder distortion is the result
of choosing the encoder parameters and can be @ddby careful choice of these
parameters. The second kind of distortion is dueth® lossy nature of the wireless
environment. Since most of the video codecs empidyyid motion compensation, the effect
of loss will propagate throughout the GOP resulim@ poor picture quality. So it is very
important to provide sufficient error correctiorhemes to reduce the wireless loss ratio to a

minimum value in order to have a good quality vid€his is also our focus in this chapter;
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i.e., we want to minimize the total distortion bynmmizing the distortion due to loss of

packets. The encoder distortion is considered eongt our analysis.

We are assuming here that the capacity allocateadhyission control for video application

is C kbps and the video bit rate iis kbps whereC >r,. Now the extra bandwidth available,
E=C-r,, can be used for error correction. As describe8ention 5.1, FEC and ARQ are

the two candidates for this purpose. In this se¢tiwe propose that there lies an optimum
point between the application layer redundancy MA®C layer retransmission in a capacity
constrained network. The enhancement in video uathieved by employing any of them
will be governed by bandwidth consumption and &igahe loss ratio. If the loss ratio is too
high, then even adding a high level of redundaneay mot produce a good picture quality.
On the other hand, the capacity and delay const@event having a large number of
retransmissions possible in real time communicatiocBo a combination of these two

schemes will result in optimum performance.

The framework of our scheme is depicted in Fig. J12application layer, the video packets
are encoded using RS code and are passed to tispdra and network layer. In the link
layer retransmission is performed in case of asypackets or erroneous decoding of the RS
decoder. The rate needed for retransmission depemdbe expected number of packets

retransmitted and the maximum number of retransamssllowed and is given by,

X

E,=Yil-pp (5.3)

i=1

R = Eq X Reec (5.4)
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where p is the data link layer loss ratio (i.e. if the ploal layer BER ise, then

p=1-(l-¢e)", whereL is the length of a packet) is the maximum number of allowable
retransmissionsE,, is the expected number of packets retransmifieg, is the protected

bitstream rate (from 5.1) anfd, is the rate due to MAC layer retransmissions.
The loss ratio afteX retransmissions becomes,
p'=(p)*" (5-5)

For simplicity, we assume that one RTP packet isapsulated in one RLC packet, i.e.,

Py, = P- This is a reasonable assumption because by \fttre ‘slicing’ feature of H.264,

the video packet size can be adjusted accorditlget®RLC size. After we have employed

Video (RTP) packets Ap

(k source packets) pli
cat

v n
RS FEC packets

(Nnencoded packets; I;:
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) 4
Transport and Network lay
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Link Layer
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Figure 5.2 Framework of our scheme
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both the FEC and MAC layer retransmissions, thectiffe loss ratio or effective erasure

failure rate becomes,
Peec = ZCin(p')i @-p)™ &p.
i=n—-k+1

and the total rate for video transmissions,
R=Rq +R; (5.7)

The above analysis is a general one and valid fosradata-partitioned video. Here all the
application layer packets are considered in theesiayer. However, the concept of utilizing
both FEC and ARQ will be more promising if we calesi an application having packets/
layers of different importance levels. Data-pastigd video is a good choice for this. DP is

described in detail in Chapter 2.

These different importance levels of a data-parigd video calls for employing different
protection to different priority levels in a losepvironment. Another important fact is that,

the bit rates of different partitions are differenta data-partitioned video, i.e, # Iy,
wherer, andrg. are the bit rates for partitions A and BC, respety. In this chapter we

consider partitions B and C in the same layer fimpsicity and they will be referred as BC
throughout this chapter. So for a capacity conséchinetwork where we have a limited
amount of extra capacity available for performarnbancement, we can use that capacity

differentially to protect the partitions of varyimgportance.

The equations representing the bit rates and eféetdss ratios for a data-partitioned video

can be expressed as:
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Partition A:

Xa ‘
E. n=D.,il-p)p
i=1
th_A = Ert_A X RFEC_A (5-8)
P, =(p)**™

PFEC_A = Zcin(p;\)i @- p;x)n_i

i=n-k,+1
Partition BC:

XBC

Ert_BC = Zi A1-p) pi

i=1
th_BC = Ert_BC X RFEC_BC (5-9)

Pac =(P)="

PFEC_BC = ZCin(p:ac)i @- p'Bc)n_i

i=n—-kgc+1
So the total rate for a data-partitioned videognaission is,
R = RFEC_A + RFEC_BC + th_A + th_BC (5)10

The notations have the same meaning as those foidaia-partitioned video with the

addition of subscripts A and BC, denoting that they for partitions A and BC, respectively.

The objective of our study is to minimize the effee loss ratio experienced by the video,
i.e., to minimize the distortion caused by the $rarssion errors. We can formulate our study

as an optimization problem that minimizes the vid#stortion subject to the capacity
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constraint where the excess capacity is utilizedFBZ and retransmission. We want to find
the trade-off of joint utilization of FEC and ARQ@at will maximize the capacity. For data-
partitioned video, since different combinationd=&fC and ARQ can be applied to partitions
A and BC, it can also be said that we want to ma&enthe video quality subject to the total
capacity constraint by choosing the optimal pantitbetween different video layers (in this
case, A and BC) given that FEC only, both FEC aRf)Aor only ARQ can be applied. It is
worth mentioning here that we are concerned abloeitttansmission layer only and are
leaving the coding layer as it is. Since the cagadlocation between FEC and ARQ will be

governed by the number of redundant packetsk for FEC and the maximum number of

allowable retransmissionsX , yve can define our problem as,

min - ©

!
subjectto R<C
(n/2)<k<n (5.11)
0<X<sm

where D is the distortion (representing both non-dataippaned and data-partitioned
video). Here the range d&f is selected to maintain a reasonable throughptheateceiver.
The lower limit for X is chosen as 0 which corresponds to the broadgaagiplication. The
value of the upper limitm, is critical since retransmitting a packet sevénaés introduces a
large amount of delay and also is not reasonahisidering the amount of overhead each
retransmission consumes. If the encoded video isizd M bits and the total overhead

including application, transport, IP and MAC layserH bits, then the total bits used for
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retransmission isB=E, x(M +H bits. For 3G and WLANH corresponds to 60 and 72

Bytes respectively which correspond to the usag®%f (3G) or 7.2% (WLAN) of the
bandwidth for header transmission (for a 1000 Byeket) and can be considered a wastage
taking into account the limited availability of mesces in a wireless environment.

Considering these facts, we have limitado 3.

5.4 Optimal Resource Allocation: Non-Data-Partitioned Video

5.4.1 Loss-Distortion Model

As described in Section 5.3, the effect of packetés on picture quality is complex due to
the hybrid nature of the codecs. It depends orethar concealment algorithm and also on
the position of the lost frames in the GOP. In #gstion, we devise a loss distortion model
for a non-data-partitioned video stream. For notagbertitioned video, we consider all the
packets in the same layer and have used a sinmglarimodel to describe the loss-distortion
relationship. The motive behind this model is tifathere is no loss, then we have the
minimum distortion. But in the presence of lossstalition is added to the no-loss case

distortion, i.e.,
Dndp = Dno_loss + ( peffective>< Dloss ) 15)

where D, is the total distortion for a non-data-partitiongiieo, measured in Mean

p

Squared Error (MSE),D is the MSE value in the no loss cagg.... IS the effective

no_loss

loss ratio (after FEC and ARQ have been employsdn 45.6)), andD,. .. incorporates the

loss
effect of both concealment and inter frame errappgation. We have used curve fitting to

the actual values to determine these parametagard=b.3 shows the model values for the
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Foreman QCIF sequence. The value®f .. and D, are video sequence and codec

parameters dependent. The figure shows that tieslimodel follows the actual values for a
loss ratio smaller than 10%. This is obvious sitloe distortion depends largely on the
position of the error and the error propagatesutinout the GOP rendering a non-linear
relation with loss ratio. Again, this linear modaetsumes that the individual errors are
uncorrelated, which is true if the errors are terajyp and/or spatially separated in the

decoded video sequence. When there is a highatiss the errors become correlated and so,
our model provides inaccurate results. However, doloss ratio higher than 10%, the

distortion becomes so prominent that it is venyiclift to achieve a reasonable picture
quality [36]. Although employing a more sophisteatloss-distortion model will certainly

enhance the effectiveness of this study, this smpbdel in no way deters the objective of

our work.

Distortion versus Loss Ratio
12[' T T T T T

L

Distortion (M5E)
=5

L B Measurement |-
7] Model ]
I] 1 | | | |
0 2 4 ] 8 10 12

Loss Ratio (%)

Figure 5.3 Loss distortion model for non-DP videoKoreman sequence).
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5.4.2 Optimal Resource Allocation

To find the optimal partition point between applioa layer redundancy and MAC layer
retransmissions, we have simulated the transmissminH.264 video over a network
abstracted as depicted in Section 5.3. We considgreaming application and assume that
the receiver buffer is sufficiently large. The Foi@n video sequence [34] is encoded using
the JM 13.1 software [31] with quantization paraan&8. For application layer redundancy,
we use a block sizey= 25%We perform the optimization to find the valueskoaind X ,
that will reduce the effective loss ratio to a miom value and hence maximize the video

quality for a given capacity and loss ratio.

As discussed in Section 5.3, the optimum divisietwieen redundancy and retransmission
largely depends on the capacity and loss ratiokiésv that application layer FEC increases
the bandwidth requirement and for each loss rdtiete should be a sufficient number of
redundant packets provided. On the other handan®&tnissions also increase the bandwidth
usage. Figure 5.4 shows the bandwidth requirenfentsoth ARQ and FEC case. The FEC
erasure rate versus number of redundant packst®sn in Fig. 5.4a for a loss ratio of 5%.
To have a loss ratio of 5% or below, we need atlapproximately 20 redundant packets
which corresponds to the requirement of 18 kbpextfa bandwidth. On the other hand,
retransmitting a lost packet three times (the maxmmumber of retransmissions allowed)

require 9.2 kbps extra bandwidth while reducing tless ratio to a value of
(005* = 625x10™. So in such a capacity constrained network, retrassion will perform

better. However, as the loss ratio increases, \te hagood picture quality, we need to
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FEC Erasure Rate versus Redundancy

1 T T T T
=]
=
=3
@ LB oo N ]
@
[ T [ T R —]
-
[N}
Ll
0.05 a 1 1 1 H""""‘-—— 5
o i 10 15 20 25 30
MHumber of Redundant Packets in a Block, [n-k)
(a)
Bit Rate versus Redundancy
o 200 T T T T T T
—_
—_—
=
-
L L ettt ettt ettt ettt ettt = - -
=
=
= | L R e —
=L}
=L}
=
=
|l e i —
=]
=
-‘E I] 1 1 1 1 1 1
[N
o 20 410 60 a0 100 120
Humber of Hedundant Packets in a Block (n-kj)
(b)

Bit Rate for Retransmission versus Number of Retransmission

oW
RIS

Bit Rate for

Retransmission

00 0 00 o
[ T S - I T 1

=]
o

1 2 3
Number of Retransmission

(©)

Figure 5.4 (a) FEC erasure rate versus redundancyb) extra bit rate needed for FEC versus
redundancy, and (c) extra bit rate needed for retradmission versus redundancy.
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allocate more bandwidth. For a high loss ratio.(e3§% or 40%), 3 retransmissions will
consume a huge amount of bandwidth. Certainly FHghea cannot give an optimal
performance because a high loss ratio will reqaikery high redundancy as well as a huge
amount of extra capacity. So in that case, an aptirpoint will be reached in a combination

of 1 or 2 retransmissions and FEC.

Figure 5.5 depicts the simulation results for difg capacities and loss ratios. In Fig. 5.5(a),
for 10% loss ratio and 10% more capacity allocatitve first retransmission without any
FEC results in the optimum performance. When FECinorporated with the first
retransmission, the capacity allocated does nah&EEC to have sufficient redundancy and
so results in sub-optimal PSNR values. Howeverthasloss ratio increases, the capacity
allocation needs to be increased and only retrassom or FEC proves to be insufficient to
achieve the optimum value. For 20% loss ratio afh Znore capacity allocation, a second
retransmission without FEC results in the optimuosmpbut for 30% (39% more capacity)
and 40% (60% more capacity) loss ratio, the optinpamnt is found with first retransmission
and k=222 and k=198 respectively. In such a high loss ratio, secondewen third
retransmission cannot give any improvement in ikew quality, signifying the importance

of employing both FEC and retransmission.
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PSNR versus Redundancy and Number of Betransmission
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Figure 5.5 PSNR versus application layer redundancgnd number of retransmissions for
different loss ratios and capacity; (a) p=10% and € 10% more, (b) p=20% and C= 24% more,
(c) p=30% and C= 39% more, and (d) p=40% and C= 60%nore.
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5.5 Optimal Resource Allocation: Data-Partitioned Video

5.5.1 Loss-Distortion Model

The loss-distortion model for a data-partitionedea is not as simple as (5.12) due to the
fact that loss of different partitions affects thieture quality differentially. If partition B
and/or C is lost, the information received in gaiti A can be used to conceal the error
effectively. However, receiving partition B and©rwithout partition A will cause the whole
frame/slice to be discarded. Remembering theses,fdbe loss-distortion model can be

represented as:
de = (l_ pA)(l_ pBC)Denc+ (1_ pA) pBC DA + pADec (513)

Here D, represents the total distortion for a data-partéb video,p, and pg. are the

effective loss ratios of partitions A and BC, respeely (as in (5.8) and (5.9)D.,.., D, and

enc’

D,. represent the encoder distortion (when all thetitmars are received correctly),

c
distortion due to loss of partition BC and erroncealment distortion (when all partitions or
partition A is lost), respectively. We find the uak of these parameters using the best fit
approach on the experimental data. Figure 5.6 shioatour model closely approximates the

actual values.

5.5.2 Optimal Resource Allocation

The data partitioning property enables us to empilogqual error protection by virtue of
having packets of varying importance. Since partitA is the most important, it should be
protected with a higher priority. However, in a aajy constrained network, protecting only

partition A may not result in the highest achieegpicture quality. Again, we have two tools
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Figure 5.6 Loss distortion model for a DP video (Feman Sequence): (a) Measured values, and
(b) Model values.
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to perform the error correction: FEC and ARQ. Tlay be used to protect partitions A and

BC in different combinations:
Case i: Only retransmissions are employed fohallgartitions,

Case ii: Partition A is protected by both FEC aattansmissions whereas partition BC is

protected only by retransmissions,
Case iii: All the partitions are protected by b6#C and retransmissions.

Before describing the dynamics of each of theseetlbases in detail, we present the optimum
point at different loss ratios and available excesgacities. The simulations use a similar
configuration as we have used for non-data-pantibvideo. Table 5.1 shows the optimum

point at different loss ratios and different aviaiéacapacities.

From Table 5.1, we observe that the optimum pdianges with the loss ratios and capacity
allocation. When the loss ratio is not that highg ahe available extra capacity is limited,
then the use of retransmissions only without appibn layer redundancy performs the best.
This is in accordance with our discussion in thedata partitioning case. This is due to the
fact that, application layer FEC requires suffitieamount of redundancy (and hence
capacity) to reduce the loss ratio to a lower valnsufficient redundancy may cause the loss
ratio to reach a value as high as 1. However,a$o8s ratio increases, use of retransmissions
only proves to be insufficient to achieve the ogtivalue. In the case of 20% loss ratio (25%
extra available capacity), we need to apply retrassions and FEC for partition A and only
retransmissions for partition BC. If the capacitipws, then certainly providing sufficient
FEC for partition BC would have resulted in theioya value. For an even higher loss ratio

(40%), the maximum quality is achieved when botlCFEHBd retransmissions are employed
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Table 5.1 Optimum point at different loss ratios aul available extra capacity.

Partition A Partition BC
Available — —
B ] e ]
(p) FE) mission | Redundancy e oo™ | Redundancy
(x,) (n-ka) (x.) (n-ig0)
5% 5% 3 NoO T No
10% | 10% 3 NoO T No
20% | 25% 3 7 5 No
40% | 60% T 61 T 57

['No’ means no application layer redundancy haseggplied]

for all the partitions.

Now to have a detailed analysis, we discuss cagegii], and (iii)) in the following
paragraphs. We present the analysis for a loss 0&d0% and 60% available extra capacity.

We have assigned such a high capacity to underst@ndynamics of changing the optimal

point properly.

Case i. Only retransmissions are employed for botlpartitions A and BC: The extra
capacity needed for retransmissions for partitiBnand BC and the achieved PSNR are
shown in Fig. 5.7. Figure 5.7a shows the extrarate needed for retransmissions of
partitions A and BC. It shows that increasing thenber of retransmissions, although, causes
huge bandwidth consumption, the gain in PSNR istimatt much for higher retransmissions
for partition BC. This is obvious since partitiorfCBontains the less important information
than partition A. So the capacity used for retraittamy partition BC, can be employed for
protection of partition A by means of FEC or resmmssion and can result in good picture

quality.
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Retransmission Bit Rate versus Number of Retransmissions
for Partition BC (no FEC for Any Partition)
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Figure 5.7 (a) Retransmission bit rate versus numleof retransmissions for partition BC, and
(b) PSNR versus number of retransmissions for partion BC.

Case ii. Partition A is protected by both FEC and etransmissions whereas partition BC
is protected only by retransmissionsin this case, we protect partition A by means BCF
and retransmissions. We employ only retransmisdionpartition BC. We assume that in a

capacity constrained network, this will result iptimal performance since we are allowing
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sufficient bandwidth for the most important padtits, but if the available extra capacity is
large, then probably it will not result in the mawxim PSNR value. Figure 5.8 shows the
variation of PSNR. In Fig. 5.8a, we show the vasiatof PSNR with number of
retransmissions for BC for two capacities. In tinst fcase when we have 60% more capacity
allocation, retransmitting partition A once, twioe thrice along with FEC results in almost
the same PSNR values. This is because the capaclarge enough to allow sufficient
protection in each case. In the second case, wieehawe 50% extra capacity available, we
found that the optimum point is reached when partiA is retransmitted once with FEC and
partition BC is retransmitted twice. Retransmittipgrtition A twice or thrice consume too

much bandwidth, thus preventing FEC to have s@fficredundancy.

In Fig. 5.8b, the change in PSNR with FEC for piani A is observed for different
retransmissions of partition BC. We observe heat when 1 retransmission is allowed for
partition BC, the rest of the available capacitylivcated for partition A. However, we see
that after adding 60 redundant packets, the PSNiie @comes constant which means that
adding more redundancy for partition A does nopttelimprove the video quality, so that
capacity can be better used for the protection asfitmn B. In the second case, when 2
retransmissions are allowed for partition BC, we #e&t again the PSNR becomes constant
signifying the need to allocate that protection gartition BC. So we can conclude from our
observation that, rather than applying all the gebon to partition A, if capacity allows, it is

always better to provide sufficient protection partition BC.
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PSNR versus Number of Retransmission for Partition BC (FEC and
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Figure 5.8 (a) PSNR versus number of retransmissiarfor partition BC, and (b) PSNR versus
application layer redundancy for partition A.

Case iii. All the partitions are protected by bothFEC and retransmissions:Here all the
partitions are protected by both FEC and retransions. This case will require a large
amount of bandwidth to provide the maximum PSNRigsl Figure 5.9 depicts PSNR versus

number of retransmissions for partition BC for tbaése. We see here that 1 retransmission
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with FEC (for both partition A and BC) performs thest. The reason is that when more
retransmissions are allowed for each partition,dbadth allocated to FEC is reduced. So,
the redundancy in that available bandwidth is ndfigent to reduce the effective loss ratio
to a low value. Again, in a loss ratio as high 8%4use of retransmissions only is not good
enough to achieve the optimal performance. Soadsd-EC for both of them and this plays
the major role to reduce the effective loss rdtione retransmission is allowed for both the
partitions. Figure 5.10 shows the PSNR values #&erdnt redundancy level after 1

retransmission has been applied. The blue planeate$ the lowest PSNR value which
corresponds to the case when the codec concealsdh&ame/slice. The highest point is

reached when sufficient redundancy is providedbfmth of the partitions; in this particular

case this corresponds kg =194 and k;. = 201

Now let us compare all the three cases describedealigure 5.11 shows all of them

together. It seems that the second case will aehigs highest quality in most of the capacity
constrained scenarios. To reach a conclusion ah@jtwe show the optimal point for a loss
ratio of 40% and different capacity allocation. Tiesults are shown in Table 5.2. Here we
see that except the last scenario (where a hugeurgmaf bandwidth is available for

protection), case (ii) performs the best. Thisuse tb the fact that case (ii) allows a sufficient
protection for the most important partition A andaoait ensures reasonable protection for

partition BC.
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PSNR versus Retransmission for Partition BC (All the Partitions
are Protected by FEC and ARQ)
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Figure 5.9 PSNR versus number of retransmission fgpartition BC.
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PSNR versus Retransmission for Partition BC
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Figure 5.11 PSNR versus Retransmission for PartitioBC.
Table 5.2 Optimum point at loss ratio of 40% and diferent capacity allocation.
Loss | Available | Pertition A Partition BC
Ratio | extra Number Athcatlon Number Athcatlon
(p) caf)acny of ayer of ayer
(E Retrans| Redundancy Retrans| Redundancy
mission (n-ky) mission (n-kg¢)
(XA) (XBC)
40% | 50% more 1 55 2 No
54% more 1 64 2 No
56% more 1 70 2 No
60% more 1 61 1 54
5.6 Summary

In this chapter, we maximize the video quality wasing the optimal point in application

layer and MAC layer redundancy. We have shown tina# capacity constrained network,

especially in a highly lossy environment, neith&CFnor ARQ alone results in optimum

performance. Rather a combination of these twonigctes is effective to reduce the loss

ratio to a low value. This is true for both datatp@ned and non-data-partitioned video but

is more challenging in the data-partitioned cadee different impacts of loss of different
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partitions on quality enable different combinatiaid-EC and retransmissions to be used for
different partitions. In most cases, use of FEC agiansmissions for partition A and

retransmissions only for partition BC results ie thaximum PSNR values.
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6 Conclusions and Future Work

6.1 Conclusions

In this thesis, efficient utilization of the erragsilient features of H.264 video in a capacity
constrained error prone wireless network has béatiesl. The study has determined: (1)
The optimum slice size for a 3G network that wilhance the picture quality, (2) Joint
optimization between the data partitioning propeoftyH.264 and the partial reliability
extension feature of SCTP, and (3) The optimumization of FEC and MAC layer
retransmissions that will maximize the video qua{ibr both non-data-partitioned and data
partitioned video) in a capacity constrained nekwor

In Chapter 3, the video packetization scheme farvecsational video service over 3G
networks has been examined. It is found that iregdra smaller slice size produces a better
picture quality. However, the extent in which tlieessize can be reduced is governed by the
video bit rate. Since the overhead associated svithller slices cause the video bit rate to
increase, and for successful video transmissidresyvideo bit rate should be less than the
channel capacity, the smallest slice size thatlshioe used for the best video quality is the
one that will match the video bit rate with the ghel capacity.

In Chapter 4, the transmissions of data-partitionieléo using SCTP as the transport layer
protocol has been studied. By virtue of the mukisining and partial reliability features of
SCTP, different reliability levels can be set faffetent partitions of H.264 video according
to their importance. To have a valid comparisonveen non-data-partitioned and data-
partitioned video, the average number of bytesstratted per GOP is kept the same in both

of the cases. It is found that sending both partgiA and B in a reliable stream results in the
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maximum quality. However, if partition B is sentrahably and intra information (partition
B) is lost from an | frame, then the quality is p@nd possibly worse than the non-data-
partitioned video since in the later case | fraraes always sent reliably and thus affected
less in terms of error propagation.

In Chapter 5, an optimization scheme has been peapthat will maximize the video quality
in a capacity constrained network. It is found tiifahe loss ratio is not that high, then use of
retransmissions only results in the best performaftowever, as the loss ratio increases,
then neither FEC nor retransmissions alone arecgirft to maximize the video quality. A
combination of these two mechanisms can reduckdiseratio to the minimum value. This is

true for both data-partitioned and non-data-parigd video.

6.2 Future Work

In our scheme of devising the trade-off between FEEG ARQ in Chapter 5, we have not
considered the encoder distortion. However, inoclugf coding parameters will add a new
dimension to this scheme. For example, we can denshe QP as a variable to obtain the
highest possible quality. Increasing QP increasswrdion and decreases bit rate whereas
decreasing QP does the reverse. Also the bit adimsated for partitions A, B and C change
with the change of QP. If the capacity allocatedvideo transmissions is very restricted and
the environment is lossy, then it might be a gatshito increase QP (increasing the encoder
distortion) and use the saved bandwidth for errotgetion. For a more detailed analysis, let
us consider the case of 10% packet loss rate. Per2Q, 28 and 29, the video bit rates are
197.91 kbps, 175.61 kbps and 153.14 kbps, resgdgtivf the available capacity is

C, =193kbps, then it may be appropriate to apply QP=2& (tesult for this case is

presented in Section 5.5; the highest PSNR achiisv@d.085 dB). However, if the available
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capacity isC, =180 kbps (which is 17% more than the bit rate neededdP=29 but only

2.5% more than the bit rate needed for QP=28); teetainly use of QP=28 will not result in
optimum performance. In fact such a small amounexifa capacity will accommodate
neither sufficient application layer redundancy eeen one retransmission. So the quality
achieved is 28.4 dB. However, if we use QP=29, tihenavailable extra capacity (17%) is
large enough to allow sufficient redundancy to bgkyed. The PSNR achieved in this case
is 36.36 dB which is certainly the best achievahlelity for this scenario. So for future work
we can develop a framework where depending on rff@mation of available capacity,
suitable coding parameters (e.g., QP) will be chasethat the scheme can minimize both

the coding and loss distortion simultaneously.
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