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Abstract

To be effective, applications such as streaming multimedia reloptinea more stable and
more reliable service than the default best effort service framunderlying computer
network. To guarantee steady data transmission despite the utgiiticof the
network, a single reserved path for each traffic flow is usedveder, a single dedicated
path suffers from single link failures. To allow for continuous servhexpensively,
unreserved backup paths are used in this thesis. While there arastenl resources
using unreserved backup paths, recovery from a failure may not leetpefhus, a goal
for this approach is to design algorithms that compute backup pathastothe failure
for all traffic, and failing that, to maximize the number of ffothat can be unaffected by
the failure. Although algorithms are carefully designedlie goal to provide perfect
recovery, when using only unreserved backup paths, re-routing of alleaffBows, at
the same service quality as before the failure, may not be possiee some conditions,
particularly when the network was already fully loaded prior tofthlere. Alternate
strategies that trade off service quality for continuousi¢réitiw to minimize the effects
of the failure on traffic should be considered. In addition, the actuzupapath
calculation can be problematic because finding backup paths thgbtreeide good

service often requires a large amount of information regardingrdffe present in the



network, so much that the overhead can be prohibitive. Thus, algorithrdevesleped

with trade-offs between good performance and communication overhedds timesis, a
family of algorithms is designed such that as a whole, inexperssiatable, and effective
performance can be obtained after a failure. Simulations aretalehedy the trade-offs
between performance and scalability and between soft and haidesguarantees.
Simulation results show that some algorithms in this thesid gi@npetitive or better
performance even at lower overhead. The more reliable sgmaeeled by unreserved
backup paths allows for better performance by current applicatrexpensively, and
provides the groundwork to expand the computer network for future serargds

applications.
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1 Introduction

1.1 Problem overview

The Internet was originally designed to interconnect differemdsbf networks to allow
machines on various networks to share information and resources [21]otokgbrto
provide service for the lowest common denominator was designed. Thesedidis
what is in place for the past decade: popularity of the Interneedsdzecause of its
accessibility and computer networks completely changed our wayfe.of However,
because of the decision to design a common layer to connect differeptiter networks
rather than redesigning a new unified system, irregular pesfozes from the network
are expected, and this service characteristic is too unpredictable foraplieations.
The growth of the computer network has created many new appigaequiring
higher quality-of-service (QoS). Not only do data need to artiged@stination, but they
also need to arrive in a timely fashion. For critical stieg multimedia applications
such as tele-medicine or sending continuous critical messages, it isting#rat a more
reliable and more stable service is provided. The solution to guaratdady data
transmission rate despite the unpredictability of traffic conditiortee network is often
provided by using dedicated resources [13] [14] [91]. A pre-detedmameount of

resources that can sustain a certain level of service yjaaditreserved on the nodes and



links of a specific path, and data are forwarded only along this gatwever, when
service can only be provided through a specific path with reseegednces, it is natural
that a single point of failure in this particular path will lerd to recover from without
planning [9] [11] [64]. When a link failure occurs, the simplest smhuthat randomly
chooses a disjoint path fails to consider that a link failure aasecseveral flows to fail
at the same time. Consequently, without some coordination amondflthesgthere
may be contention for the same resources which can drastiedsease service
gualities. Even if the remaining network has enough resowaesroute all the affected
traffic, it is still undesirable if it takes several &g fit all the flows onto acceptable
paths when delivery guarantees are needed in the first place. Thus, to improve QoS in the
event of a single link failure, alternate backup paths need to benchoske that they are

coordinated and do not compete for the same resources.

1.2 Solutions

There are three major categories of solutions that are desigrszecifically provide
more reliable QoS. The first one involves the naive solution tharegesdancy, which
consumes a large amount of bandwidth. The second category involvesngheesi

specific backup paths to reserve so that they can be used wetiteoéa failure. These
reserved backup paths are planned at the same time the printayapa planned, to
provide 100% guaranteed re-routing. Alternatively, an unreserved Huthesen

backup path can be planned in advance to improve the re-routing stateesSections
1.2.1, 1.2.2, and 1.2.3 briefly describe these three categories, and Table drigasthe
main differences. Further discussion of the research relatedb®o i€ provided in

Chapter 2.



1.2.1 Redundancy

A simple way to ensure that a message arrives at the destination deisftiéure is to
send duplicates of the message out on different paths. Thisamektrcostly because it
actively consumes network resources at all times. The nfgalieith this approach is to
reduce the amount of redundancy, thereby reducing the bandwidth it consBpezsal
message encoding analogous to RAID [67] can be used to reduce redundulecy
retaining fault tolerance. The approach of dispersity routing [@Hjch is further
discussed in Chapter 2, uses the redundancy idea but further brelaksessage into
several smaller messages to provide more reliable QoS whileng the resource

overhead [10] [34].

1.2.2 Two reserved paths

One alternative to the redundancy approach is to prepare a secenvedgsath disjoint
from the first path (primary path) to provide backup in the evertttigaprimary path
fails. Unlike Section 1.2.1, before a failure occurs, messageseateout only on the
primary path. Although the resources on the backup path are reseyddr best-effort
traffic can still use these resources before the failure. Menvthe resources reserved on
the backup paths cannot be used by traffic that requires high QoSraitkc, that
requires reserved primary paths, and thus the network’s capatiost high QoS traffic
is reduced. Because backup paths are idle in most cases, not augeb&lures are
chance happenings, but also because a failure does not affibatvallthe goal in this
case is to minimize resources reserved purely for backup [2hS83] [51]. While the
details of the designs and the techniques are provided in Chapter 2, raievovie

provided here for comparison. The key to minimizing reserved backupgsatlrces is



analogous to overloading backup paths. One unit of reserved backup path resource
used by different backup paths at different times. One diffienltyinimizing resources
reserved for backup paths is the amount of knowledge of the entirerketat is
required. The more information a router has regarding how threand its resources
are being used, the more the router is able to overload backup patret sosmaller
amount of backup path resources are reserved. Because communicaiting
information among routers also consumes resources in the networkyizmigi reserved
backup resources should be carefully balanced with limiting commuwmaoatierhead to
a more reasonable size. In addition to wasting resources, arsgherwith the use of
two reserved paths is that the optimal solutions often couple priamayackup paths
tightly together during computation, resulting in a very spea#t of paths that are
effective only for a particular combination of flows [2] [46].n Additional flow in the
network may require complete re-computation of paths to minimizerdbeurces

reserved for backups.

1.2.3 One reserved primary path and one pre-planned , unreserved

backup path

Another approach to provide reliable QoS uses pre-planned but untebackaip paths
[48] [49]. Because the backup paths are unreserved, there is no wesiacces or
decreased network utilization. The resources available on the gléomneainreserved
backup paths can be used to route best-effort traffic or reséovehigh QoS traffic.
However, also because the backup paths are unreserved, recoveryiliioenniay not
be perfect. Thus, the goal in this category is to maximizauhwer of flows that can be

unaffected by the failure and to minimize the effects of éilare on the actual traffic. A



perfect algorithm would compute backup paths for flows such that, everoulvi
reserving resources in advance, all the flows with a failedgwyi path can be re-routed
over the pre-planned backup paths and experience the same servige agublfore.
One problem when unreserved backup paths are used is that this pedeety for all
flows may not be possible under some conditions, particularly whenetweork was
already fully loaded prior to the failure. In contrast tot®ecl.2.2, an alternative to
limit the degradation of service experienced by the flows aft&ilure is needed. In
addition, the same challenge of balancing communication overhead witirnpente
that is described in Section 1.2.2 also applies to this approach. Findkgphzaths that
can provide good service after a failure requires a lot of infeomaégarding the flows
present in the network, but the overhead involved with communicating such atifmmm
should not be so large that it consumes a significant amount of Rewsmurces. Thus,
similar to the approach of reserving two paths, trade-ofts r@ed to be made between
good performance and communication overhead. Table 1 provides a suniniagy o

three major categories discussed.



Table 1. A summary of the three categories of solutions, their weaknesses and the issues different algorithmswithin each category try to address.

Solution category Main weakness I ssuesthat different algorithmstry to address
Redundancy (Section 1.2.1) Consumes available ressat all times. » Reduction of redundancy.

* Reduction of the amount of reserved resources okupa

. Consumes resources that can be used by other Qughs.
Two reserved paths (Section 1.2.2) traffic. » Reduction of communication overhead.

» Improvement of computation complexity.

: » Improvement of recovery performance.
One reserved primary path and » Reduction of communication overhead
one pre-planned, unreserved backup phaéss than 100% guaranteed recovery from failure. L . . .
; « Provision of different techniques for different wetk
(Section 1.2.3) conditions




1.3 Objectives and approach

To minimize the cost of providing reliable, high service qualities,approach taken in
this thesis is that of one reserved primary path paired widinedutly chosen pre-planned
but unreserved backup path, as described in Section 1.2.3. Because the backane paths
intended to be unreserved prior to the failure, they are not exgecpedvide complete
recovery from all kinds of failures under all conditions. A fanolytechniques are
developed so that as a whole, the use of unreserved backup paths cancoropielitive
and acceptable performance with low overhead and cost to the usetiseaservice
providers. Various algorithms are developed to calculate thessemwed backup paths.
The first algorithm, AvoidPBO, is designed with the aim of diley good performance
after the failure regardless of the amount of overhead incurredlsdtsets up a basic
structure that has the potential to be improved to reduce overhéadneXt algorithms,
TP and TPmax, are designed to improve on the overhead required by B@ogitPthat
only constant overhead in a fixed network is incurred. Differeahrtiques are also
developed to make the best use of these unreserved backup paths aifteea The
traditional strict recovery sacrifices connections for sendcelity after a failure,
whereas the relaxed recovery trades off service quality fotama connection for all
traffic even after failure. Due to the complexity of thetsyn, the evaluation of these
methods is done using simulation modeling. Because the variance andbelhdkie
different methods compared in this thesis are of great intesiestilations are used to
obtain data at the desired granularity. Experiments are pedioom generalized graphs
to gain understanding of the capability of unreserved backup pathsheindyéneral

behaviors and performance limitations.



1.4 Thesis outline

Chapter 2 discusses in more detail the major categories ofosslut provide reliable
QoS and how such a service can be provided in practice. Resealiels sn QoS in the
past and in the current trend are also discussed. Chapter 3 detwibasic framework
of the solution to provide QoS with added reliability. Discussiegsrding the network
environment for which this work is intended and the design and pescgslthe backup
path computation algorithms are provided. The first backup path computgiboithan,

AvoidPBO, is discussed, along with the rationale and design decib&tinsontinue to be
used in later algorithms. Based on the same principles endpibigyAvoidPBO, Chapter
4 discusses techniques to reduce the overhead requirement and pheselesigns of
two other algorithms that incur considerably less overhead whdmireg the same high
level of performance. Chapter 5 discusses additional methods théegaaired with
unreserved backup paths to improve the performance of the unreseckeq Ipaths.
Chapter 6 provides simulation results of the methods designed in Chapterand 5,
and comparisons to existing methods are also provided. Finally, CRaptevides the

concluding thoughts and suggestions for future work.



2 Related Work

2.1 Chapter outline

There are four parts to this chapter. An important part of cho@sipgth is in the
techniques and algorithms used to decide to choose a certain lingtlogefinks. Thus,

the first part of this chapter, Sections 2.2 and 2.3, describdartiamental techniques
used to grade and represent the desirability of a link. Sdw®nd part examines
traditional QoS routing (Section 2.4), and Sections 2.5, 2.6, 2.7, and 2.8 deseribe th
different types of solutions that can be used to tolerate singl@awnt failures in
addition to the traditional QoS routing. Section 2.9 provides a comparistiffesént
solutions and an outline of the approach taken in this thesis. The thiaf feetchapter,
Section 2.10, describes real-life network protocols that can suppde omnodified to
support a reliable QoS system. Finally, Section 2.11 discussesreseagch trends in

QoS routing. Section 2.12 provides a summary of this chapter.

2.2 The importance of link weights

Open shortest path first (OSPF) [59] is a fundamental and populkastate routing
protocol [58] used within an autonomous system (AS). With OSPF, netapokogy

(link states) is known to all routers in the network. In its dasirsion, each link is



statically assigned a weight, which indicates the cost of ukmégnk. By adding up the
weight of links in a path, shortest paths to all destinations€@reouted at each router
separately. A routing table is constructed by storing pairs atindgéion and
corresponding next hop information extracted from the shortest p&ten a packet
arrives at a router, the router looks up its routing table for the hgx based on the
destination of the packet; the packet is then placed on the int¢ofdlbe next hop for
forwarding. Because the lengths of the shortest paths derteléhe link weights, the
next hop or the path over which a data packet traverses is dependemntyrart how the
links are connected, but also on the link weights assigned to those Iirtkss, link
weights can be seen as a representation of the desirabithg dhks in the network as
well as be used to control routing. A change in the link weights cauwiskeca change of
forwarding path and a shift of the dynamics of the traffic bemded over a network.
This observation that link weight can be optimizated to adjust netwexfermance is

discussed in Section 2.3.

2.3 Link weight optimization

In OSPF, the default link weights are pre-selected, oftetoaatit weight or to weight
proportional to the inverse of link capacity. If the link weights/dixed, some cheaper
links may be heavily used, causing congestion on those links, while dimksther
feasible paths are sitting idle, resulting in lower overall petvwperformance. To adapt
to different traffic loads and dynamic traffic conditions in thetwork, link weights
should be changed based on link loads to move some of the traffic offyhieaded
links [47]. Link weights can also be specifically designed for kmtnaffic demands to

minimize delay [17] and to minimize the maximum utilization arksi [27] [28], which
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in turn minimizes delay. Link weights can further be manipuldatedmprove the
throughput, delay, and load-balancing efforts of the network [31].

While more sophisticated link weights can provide good results, thimatest-
based hop-by-hop routing approach taken by OSPF still prevents firaffic being
forwarded on all available paths, using all available resoutmesause traffic to a
destination is routed only along the shortest paths. Because akaraik in link weight
can shift more traffic than is intended, congestion at one locatagnbe resolved at the
expense of new congestion occurring at a new spot. Thus, destinaset hop-by-hop
routing like OSPF does not take full advantage of link weight opétion. In addition,
while optimizing link weights can improve average network perémee, it is still not
enough for newer applications, such as real-time traffic, thquire stricter QoS

requirements.

2.4 Quality-of-Service (QoS)

Newer applications, such as real-time applications, generaliyire strict service
guarantees from the network for specific traffic flows. rigsilestination-based hop-by-
hop routing, a general solution to provide QoS is to find, for each destipnatpath with
the highest performance, such as highest bandwidth and shorgsstidehe hope that it
can satisfy most, if not all, requests [86]. This can be done ovity a few minor
changes during route computation in OSPF. However, to provide mordicspeci
guarantees while using destination-based hop-by-hop routing, the routiegstaigd in
each router needs to expand to include a next hop for each QoS leeakHatestination
[5]. Another modification that can be made in conjunction with linkgiveoptimization

is to service higher priority packets first [53], instead o¥iseng packets on a first come
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first served basis. However, because each hop in the path from sodestination has
its own traffic load and conditions, simply regulating packets @t eade may not result
in stable transmission at the end hosts. Thus, while destinationtmgséy-hop routing
can be extended to provide general QoS or improve average servitg \githbut too
many modifications, it is still not ideal for more stringent forer-grained QoS
requirements.

To achieve the desired end-to-end QoS, every node in the path frooutbe ®
destination needs to cooperate and offer a certain level of sgi8ice 4] [20] [41] [60]
[61] [90] [91] [92]. When a request for connection is made, bafwestart of a traffic
flow, the path from source to destination is determined, and the resomeeded to
achieve an end-to-end guarantee are reserved on each componergathth#d such a
path cannot be found, the request for connection at this particular dexmetes rejected.
Depending on the configuration, either another connection request witbeck service
level is submitted or the traffic flow does not get sent over the network.

Using reserved paths to route high QoS traffic as describedeais a large
research area [8]. Some variations of this framework includeatmers’ ability to
dynamically manage the level of resource reservation to incteasmll acceptance rate
and network utilization [66] [77]. Because reserving resourses ibig task and
commitment by the network, one of the major concerns involves resmacagement to
improve network utilization. As network conditions change, switctorg different path
during the connection may improve the call admission rate [29]d@B8]ay lower delay

[24] because resources elsewhere have become available andurtadske $or certain
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traffic demands over time. Switching between multiple paths dbase network
conditions can also achieve better load balancing [25] [54] [81].

More recently, due to the movement of applications from more ivadit
networks, such as the telephone network, to the computer network, conaelrablity
has become of interest. In addition to becoming less desirableimoeedie to changes
in the network, resources on a dedicated path may simply failngéke original path
useless and forcing a switch of paths [40] [79]. In a centidhlizetwork like the
telephone network, the system can be designed for a specificw@oSertain call
acceptance rates and fault tolerance [2] [46] [52] [94]. Thmstthe case with computer
networks. Without advance planning for fault tolerance, recoverieatime of path
failure may be unsuccessful or may take too much time [9]. Befaetions 2.5, 2.6,
2.7, and 2.8 describe different solutions that deliver reliability fgrove QoS routing.
Table 2 summarizes the different types of solutions and Segt@®nprovides the

justification for the approach taken in this thesis.

2.5 Using two reserved paths

In addition to reserving a primary path for packet forwarding pda failure, a second,
backup path can also be reserved prior to a failure to provide miaableeQoS.
Sections 2.5.1 and 2.5.2 describe two types of algorithms to compute thkesp paths

that are intended to be reserved.

2.5.1 End-to-end protection

One of the simplest solutions to protect a path against a singiponent failure is to

have a backup path (Figure 1). When a request for connection is madinkhand-
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node disjoint paths are computed, and the necessary resourcesrassiresddoth paths.
Traffic is initially sent over the primary path. If altaie occurs in the primary path, the
source switches over to use the backup path [40] [79]. A problentvstlapproach is
the inability to find two node-and-link disjoint feasible paths. In taise, solutions with
maximally disjoint paths are proposed [23] [54]. Another problem coedbe trade-off
between algorithm efficiency and solution optimality. For instafitces difficult to
efficiently calculate the absolute shortest pairs of paths, whichxpeeted to be the least
costly to reserve [63]. In general, the biggest weakness dhi®ach is that using two
reserved paths requires large amounts of resources to be reservedef single
connection. Thus, a large portion of the research is on how to redueentumt of
resources reserved, particularly how to reduce the amountamifrces reserved on the
backup paths.

To reduce the resources reserved for backup paths, backup eesuiltiplexing

is used. If alink(i, j) is used to back up both primary pathsaRd B for connections €

and G respectively, and if Pand B share some of their links or nodes, then resources
for both G and G need to be reserved dn j). On the other hand, if{Rand B do not
share any components, then the two connections can share resources backup
links when only one link is expected to fail [50] [55] [49]. Furthefirrement can be
made so that users can choose the level of multiplexing they avehtience the actual
level of fault tolerance [36] [38] [39] [80]. Another approach &muce resources
reserved for backup paths is to consider an area of the network. uttikely that a

component of every primary path in that area will fail. Thus, alth@nk 4, j) may

be used to backup connections, the resources reserved{ipn) can be less than the
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resources needed for alconnections, because realistically, from the perspective of the
network as a whole, or even just a portion of the network, not all of grosary paths

are expected to fail [69].

primary path
or—O—

o

soume”, .¢ destination
OO

backup path

Figure 1. End-to-end primary and backup paths.

primary path

soume*, ! b ¢ destination
CRC

backup path

Figure 2. Local protection.

2.5.2 Local protection

Instead of using a disjoint path to protect the primary path, anqtpevach is to protect
each component or each segment of the primary path [48] [51] [69] [BRjure 2
depicts a primary path from sour&eto destinationTl in solid lines, and links used to

protect the primary path in dashed lines. If (&, T)fails and nodeC detects it, then
nodeC can immediately switch to the backup links used to pra€ctT), links AC, E),
A{E, F), and{(F, T). Compared to the approach in Section 2.5.2, the computation of this

approach is much more complex, because the primary path and theeSbratg not
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independent of each other. Because it may not always be possibid taridges to
protect each element in the primary path, different algorighmogose that the bridges be
computed in segments [12] [32] [33] [74]. Instead of having one backbpgrebridge,
to backup each link/node, each bridge is used to backup a segment aththé-jgure 3
shows an example of how backup paths, represented by the dashed dirse, \gy to

protect different segments in the primary path, which is depicted in solid lines.

backnp-pat backup path
souges T <" i inati
& () O CO—) O () destination
B i EE L EEEEE PR, o NEOLREELE LR IELE e e T oo -
segment | /_‘)!bﬂaEEl_p —P-Fa;'; segment 3
segment 2

Figure 3. Local protection in segments.

2.5.3 Advantages and disadvantages

Regardless of the type of protection, the main advantage oVireseesources on the
backup paths is that perfect recovery is guaranteed. A tfafficwith a failed primary
path experiences the same service quality before and aftailtlie. However, there are
two major disadvantages. The obvious one is the amount of resourcesultabe
wasted when there is no failure. While the resources reservéhe backup paths can
still be used to route best-effort traffic, they can not be tsadipport QoS traffic. The
other somewhat hidden disadvantage is the amount of routing informafjoinece to
compute the backup paths. Algorithms that compute backup paths witjpaheof
minimizing the amount of resources reserved on backup paths often rdgqtarked

information regarding how traffic in the network is routed, whichvaty consumes
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network bandwidth. Thus, using two reserved paths, perfect recovefyecachieved,

but it comes at the expense of substantial decrease in network utilization.

2.6 One reserved primary path and one pre-planned unreserved
backup path

Similar to Section 2.5, this approach also computes backup paths toroedrenfailure
of the corresponding primary paths. Unlike Section 2.5, the backup pahsotr
reserved prior to the failure when their corresponding primary pathsalive, and
resource reservation to provide strict QoS is attempted on the badkigpopdy when
they are needed. To improve success rate, backup paths are chtsaritsey have the
highest chance of successfully reserving enough resourcesvioeistrict QoS when
they are needed [48] [49]. Because backup paths are unreservedheiepritnary
paths are active and alive, there are no wasted resources. Hoalsgebecause the
backup paths are unreserved initially, there is a chance that cesommay not be
available for reservation at the time of failure. Thus, thd goahis category is to
maximize the number backup paths that can successfully reserve the requirexksesour
provide strict QoS at the time of failure. Similar to the presiapproach, improving the
success rate of backup path reservation requires a lot of infomuet the flows present
in the network. Thus, algorithms in this approach also need to dprefahage the

balance between high backup path success rate and communication overhead.

2.7 On-demand path computation

Another approach similar to Section 2.6 is to calculate backup pathkefbirst time, at

the time a failure is detected [9] [11] [64] [85]. Re-routwifgtraffic is attempted on
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those backup paths [56] [65]. Like the approach in Section 2.6, thisnalstains high
network utilization because only the primary paths are reservedaedtra resources
are reserved. However, because there is no advance planning to ceaallitie traffic
flows like the approach described in Section 2.6, the coordination o€ tilafi/s is done
after the failure. One way to prevent traffic with fail@dmary paths from contending
for the same resources is by sequentially re-routing draffhich may take too much
time for the re-routed traffic to be useful. Additionally, sonadfit may require several
re-routing attempts before a successful path is found, and thigected to consume
network bandwidth. Thus, with this approach, it has similar disadvantagethe
approach in Section 2.6, but is not expected to perform as well. Wdsl@pproach
could be the default solution when the approach in Section 2.6 fails, idsmaube the

primary solution to improve QoS.

2.8 Dispersity routing

The idea of dispersity routing [57] is to break a messageNnsob-messages, and to
send each sub-message along a different path. Thus,—liel)nlgf the total resource

required by the connection needs to be reserved on each path, andeshpdih does
not impact the other paths. If occasional loss of packets carebated, as is the case in
most streaming multimedia, this approach offers fault tolerantieomti the need to
reserve backup resources. There are many variations of digpeusing, from different
ways to break up a message [34] to incorporating redundant informatiohentauttiple
segments of each message [10]. To incorporate redundant informatisapt@eumber

of N paths is computed. In this case, a message is broken uf sotomessages, where
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K<N. Among theN paths,K of them are used to send actual data messages, and the
remainingN-K paths are used for error correction code. Lost data can threcdxered

using the redundant information [35]. The price to pay for this adaldttblerance is
the complexity at end hosts for coding and decoding data,gantifnes more resource

needs to be reserved. To avoid coding and decoding, a straightforwarahssliw send
multiple copies of each complete message over disjoint paths [8}yeudr, this means
that if N copies were sent, théhtimes the resources would be needed. By combining
dispersity routing with backup paths [71], more failure models, suctioable link
failures, can be tolerated. The disadvantages of such combinatiotieearomplexity,
the feasibility of deployment, and the lower network utilization. thld disjoint paths

may not always be found and extra resources are needed to route extra packets.

2.9 Comparison and the chosen approach

Table 2 summarizes the different levels of services as aslthe advantages and
disadvantages of the different approaches. As mentioned in Chagter approach
taken in this thesis is to pre-plan unreserved backup paths. This @dppsoehosen
because it is relatively inexpensive, compared to the use of éaerved paths or
dispersity routing. Compared to on-demand routing, which does notgeere or pre-
plan backup paths, simply pre-planning backup paths eliminates the weaknkeng
disconnection. In the following chapters, several algorithms and tpewiare
developed to overcome the other weaknesses involved with the use ofrpreeplaut

unreserved backup paths. Different techniques are designed and entploygaove
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the service experienced by traffic flows after a failasewvell as to reduce the amount of

routing information communicated over the network.

2.10 Network protocols

The algorithms in Sections 2.4, 2.5, 2.6, 2.7, and 2.8 require some support in the
underlying system to provide additional network metrics that allottetbpaths to be
computed. Many algorithms also require an extra step to ektabtisnnection to use a
specific, dedicated path. Sections 2.10.1 and 2.10.2 describe two protocols[5OEPF
and Multiprotocol Label Switching (MPSL) [76], and their extensiohat tire widely
available and can be structured and modified to support some ofgthréhehs above.
Section 2.10.3 describes how the algorithms designed in this thesis dapldged using

existing network protocols.
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Table 2. Comparison of various levels of QoS and different appr oaches.

Leve of QoS

Approach

Pros

Cons

Best-effort

Current default Internet service
(Best-effort service)

Reliable
(Recovers from component failures.)

Unpredictable delivery.

Timely delivery

One reserved path

Stable and ptabie delivery when
designated components are alive.

1. Potential waste of resources.

2. Suffers from single component failures
3. Suffers from difficult deployment
because it requires upgrades on all (or mast)
nodes in the network.

4. Suffers from scalability problems
because of the computational complexity at
core nodes.

Timely and reliable
delivery

Two reserved paths
(Section 2.5)

Not only stable and predictable service,
but also reliable delivery.

5. Wasted resources on the backup pathg
are always expected.

6. Some algorithms suffer from high
computational complexity.

7. Requires large amounts of routing and
network information.

« Suffers from 3 and 4 above.

One reserved primary path and
one pre-planned unreserved backup p
(Section 2.6)

ath

No extra wasted resources on backup path.

Suffers from 3 and 4 above.
* Some traffic suffers from 2 above.
« Potentially suffers from 7 above.

On-demand backup path computation
(Section 2.7)

No extra wasted resources on backup path.

Suffers from 3 and 4 above.

« Some traffic suffers from 2 above.

« Potentially suffers from 7 above.

« Suffers from potentially long
disconnection even for successfully re-
routed traffic.

Dispersity routing
(Section 2.8)

* No extra computation at core nodes.
» Can recover from losses and delays,
and also potentially recover from
transmission errors.

» Suffers from 3 above.

« Extra computation at end nodes.
* Some waste of resources.

* Need disjoint paths, which is not always
possible.
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2.10.1 OSPF

In OSPF, when a router is initiated, it discovers its neighbods their capabilities
regarding extensions [22]. At the end of this stage, bidirectiooalmunication is
established between neighbors, and neighbors will know when to decldesl dirfik and
whether particular routing information is to be exchanged. Thge st followed by
synchronization of their views of the network, the link state destadd At the end of this
procedure, all routers construct one common view of the network topolatpmg
Dijkstra’s shortest path algorithm, this results in identicalingutables in all routers,
even though they are constructed by different routers.

While OSPF is traditionally used in best-effort routing, it haany extensions
that can be used to provide QoS. In the original OSPF specifica#ioh link advertised
in a link state advertisement (LSA) has a link cost stdyicassigned by network
operators. As mentioned in Section 2.3, by monitoring link usage, ra#srsonvey
link conditions by dynamically assigning link costs based on dtailbandwidth, and
encoding these costs in LSAs without changing the LSA format. Ifreoatggee that link
cost is a function of unallocated bandwidth, the amount of availabléiidth can be re-
constructed at destination routers, and paths satisfying differadivizith requirements
can be easily computed [5]. Given a set of known demands, link weghtalso be
calculated so that simple Dijkstra’s shortest path algorithrd urs@©SPF can construct
routing tables to balance loads and accept more connections, compasesngo
commonly suggested link weight schemes such as unit weigimnverse capacity as
weight [27]. Furthermore, instead of exchanging LSAs at a fixenlval, LSA updates

can be configured to be triggered only when there are significanyjebao the network,
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where significant change is a pre-determined threshold or taircguercentage of
difference [4] [93].

Alternatively, opaque-LSA [22] provides a generalized mechanism to
communicate extra information to routers. It has a regular h&#der and is flooded
reliably, similar to other LSAs. The body of an opaque-LSA caragoainy information
to be used by routers, or even applications. For example, opaque-LSAs caed to
distribute extra link information, such as maximum bandwidth and uresséandwidth

on a link, to facilitate QoS routing [45].

2.10.2 Multiprotocol Label Switching (MPLS)

Traffic engineering and QoS requirements are instrumentteircreation of MPLS to
forward packets along very specific paths. MPLS places &ma exapping layer, the
label, between destination IPs and the next hops. A label is a short, fixed |emgifreid
that is associated with a forwarding equivalence class (Hi@yeen a pair of
downstream/upstream routers. All packets in an FEC travel asathe path once they
traverse a common router. In destination-based hop-by-hop routingjreatiestprefix
could be seen as being a unique FEC. Assuming that destinatiorixPxpsethe FEC.

The downstream routelRy, binds label to FECT, which is associated with a destination

IP prefix, X, that has a next hop IP addressiaf This binding is reliably communicated,
requiring acknowledgement, from the downstream roBgeto the upstream routdy,,
either periodically or by request. WhBawants a packet forwarded to the destination IP

prefix x, R, assigns the packet labglas is told byry. R, then sends it to the next hop

router,Ry. WhenRy receives this packet, it looks up the FEC based on theAabehe
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packet header. It finds that lakelidentifies FECf, which translates to destination IP

prefix X, which in turn has the next hof. This lookup also returns the label that the
next router, the one that is downstream figimhas communicated &, for forwarding
packets in the FECRy replaces the old label with this new one and places the packet
onto the outgoing interface fah.

Using a label to map to next hops provides the flexibility required for explitit pat
routing, which is used extensively in QoS routing. With MPLS} heys are no longer
exclusively associated with destination IP prefixes. A partiqouégh can be set up by
assigning that path to its own FEC and relaying this infaomdb all the hops along the
path using a signaling protocol, such as RSVP with additional olifeetgress explicit
routes [7] [91] or the label distribution protocol (LDP) designed $ipatly for MPLS
[3] [42]. Each router along the path associates a label wetiméit hop in the path and
stores this entry in its routing table. Once the label switgladil is set up, packets can
be sent along this path simply by labeling them with the spdaibel chosen earlier.
There is no need to list the entire path in every packet headerdase in IP source

routing.

2.10.3 Combining OSPF and MPLS

MPLS is often used as the underlying switching technology inQuotsg because of its
flexibility and control in setting up explicit paths and differeatvice levels used to
satisfy certain constraints [8] [25] [30] [83] [88]. Combinirge tability to forward
packets on explicit paths using MPLS and the ability to reliably efficiently collect
link traffic conditions as well as network topology using OSPFyessrhave been

designed to provide QoS guarantees [6] [70].
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2.11 Trends

More recently, the research trend is in pushing QoS service ovéplmualomains, for
both traditional QoS constrained services and reliable QoS condtre@neices. The
current network architecture has difficulties providing such sesvieecause topology
and routing information is limited across domains for scalabditg security issues.
However, topology and routing information is vital for QoS routing. Conselguémtre
is renewed interest in the topic of topology aggregation [84], to pravsgéul and
scalable topological information for QoS routing across multiple dmnaAdditional
network components [26] are also proposed to handle inter-domain QoS rot&jng
[89]. Finally, a few efficient algorithms are proposed to provil@ble QoS routing
across multiple domains [82]. These algorithms currently competeéraditional two
reserved paths as described in Section 2.5, where the backup gathtemded to be
reserved for the duration of the connections and perfect recisvergvided in the event

of a link failure.

2.12 Chapter summary

There are many techniques that are used to improve QoS in comptwerks, which
were first designed for best-effort service. These technicauege from link weight
management for average improvement to reserving resources rior strvice
agreements. Existing protocols have been used to construct syste@eS routing
based on these techniques. The following chapters specificallyatonkdifications that
can be made to improve QoS, such that recovery from a single linkefas both

possible and satisfactory. As mentioned in Section 2.9, the centaalside pre-plan
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backup paths prior to the failure so that the backup paths do not cootethe same
resources when they need to be activated. Chapters 3, 4, and 5 thscakprithms
used to plan these backup paths as well as different ways tbassebackup paths to

provide good service to the end users.
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3 Basic System and Design

3.1 Chapter outline

This chapter describes the basic framework and principlesinighi thesis to provide
added reliability to QoS. Sections 3.2 and 3.3 describe the netwonror@ment and
assumptions in which the proposed algorithms are deployed. Secti@no8ides the
rationale and design decisions of the first backup path computatmnittatg, AvoidPBO
(Avoid Conflicting Primary and Backup Paths with Order Consensus)hdiws the
strategy employed by AvoidPBO to compute effective backup pathshwhag rules to
avoid conflicts during calculation and ultimately results in backup ptthts do not
contend for the same resources if possible. Sections 3.5, 3.6, 3.7, 3.8, and 3.%Ipeovide
details of AvoidPBO, including the information required to computectife backup
paths and steps taken to compute the backup paths. A simple tesitionS3.10 is
provided to show that, compared to disjoint paths, AvoidPBO spreads out thielinks
so that its backup paths can potentially provide better service th@mtpaths in the

event of a single link failure. Finally, Section 3.11 provides a summary of this chapte
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3.2 Assumptions

In this thesis, it is assumed that a solution to provide mowbildly requires at least one
reserved primary path. Because a second reserved path is tgo ttustproposed
solution uses an unreserved path as backup. Thus, each flow hasedrpsenary path
which it uses if there is no failure in the network, and it alsodraunreserved backup
path for the duration of its connection. The goal is to find a baphitip to tolerate a
single link failure as much as possible, either by fully redogefrom a single link
failure so that users do not detect any difference, or if secfeqs recovery is not
possible, by downgrading the service quality as little as possible.

Traffic in the network is assumed to change over time. dsg@imed that more
accurate information regarding the forwarding paths taken by tsaffic will produce
better pre-planned backup paths. The only way to capture the sthe taffic in a
volatile network is to perform periodic information updates. Becataféctin the
network changes constantly, information regarding the location oerplent of traffic
also changes constantly. Since information regarding thesegehaakes time to
propagate through the network, previously selected backup paths maynain the best
option over time and should be updated periodically. Thus, even though thbrays
an unreserved backup path associated with a flow, the backup path mag che to
updated information.

Overall, similar to OSPF and Internet best-effort routing, rouitigrmation is
circulated throughout the network periodically. This additional routifgrmation

changes as the traffic conditions in the network change. Thethlgerproposed below
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compute the backup paths based on this routing information. Thre @nticess is

repeated periodically.

3.3 Network environment

While the emphasis in the following sections and chapters is orbahkup path
computation methods and how they differ from each other, these algertam be
deployed in a network setup similar to those described in Section 2Tle3algorithms
should be deployed within an autonomous system (AS) that does not méliciseishe
advertised path information. The AS likely uses a link-staterrgutigorithm [58] such
as OSPF [59] that can perform the necessary authenticatioellaasvextensions [22] to
broadcast extra path information. Because data is now forwardeshpspecific paths,
the paths will have to be set up beforehand using a signaling prateboas RSVP [91].
The actual forwarding of data packets along a specific path casupeorted by
technology such as MPLS [76]. OSPF is widely supported, and MPg@dually being

accepted and built into routers, particularly for routers providing high QoS.

3.4 Avoid conflicting primary and backup paths with order
consensus (AvoidPBO)

AvoidPBO [16] [17] is a heuristic to calculate a second path #maains unreserved but

can still provide good service in the event that the correspomdgagved primary path

has failed due to a single link failure. In this setup, thegmyrpath of a flow is assumed

to be reserved and does not change for the duration of the connectioantrast, the

backup path is unreserved to conserve resources in the network. Because the backup path

is unreserved, it needs to be carefully chosen so that it can o arsefstill offer good
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service when it is activated. Without careful planning, a sihgkefailure that causes
multiple flows to fail might result in the failed flows a&lying to use the same links to re-
route their traffic. For example, in Figure 4, it is likehat whenlink(a, b) fails, the
flows that usedink(a, b) to forward traffic previously all choose to ukek(a, c) and
link(c, b)to re-route traffic. This is acceptable if there are undichresources on those
links. However, when free resources are limited or evertesdaefore the link failure,
some planning and coordination among the re-routed flows is requirecbvo alll of

those flows to receive acceptable service after the failure.

Network

Figure 4. An example of asinglelink failure.

The basic technique is to first collect various routing inforomatiegarding the
traffic in the network. Using the additional routing informationg#fective backup path
can be computed by first determining the links that are undesaniléhen adding extra
weight to those links to discourage the use of those links. AvoidPparages
undesirable links into two categories, the links used by conflictimgapy paths and
those used by conflicting backup paths. In the end, when appropriate ligiktsvare
assigned, AvoidPBO invokes Dijkstra’s single source shortektgdgorithm (Dijkstra’s

algorithm) to compute the actual backup path.
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In Section 3.5, the additional routing information collected and required by
AvoidPBO is described. Section 3.6 describes the two types ofatenfii AvoidPBO
and the steps taken to compute a backup path using those conflictisan Set further
discusses the difference between avoiding conflicting primarpspand avoiding
conflicting backup paths that is briefly mentioned in Section 3.6. id9e8t8 describes
the actual formulae used to calculate extra link weights @nat employed in the
experiments in Section 3.10 and Chapter 6. Section 3.9 discusses further adjustments that
can be made to the basic AvoidPBO design to accommodate diffeasmolwidth
requirements. While more comprehensive evaluation is providedhapt& 6, Section
3.10 provides a simple test to compare the effectiveness of AvoidRB@rms of

choosing different links as backup paths.

3.5 Additional information

Because the goal is to use unreserved backups to tolerate & ifailne network, backup
paths should be carefully chosen. Logically, a backup that id tkedy to be
successfully activated when the time comes should be maximajgindi from its
corresponding primary path. To fully utilize all the availabdésources, the backup
should share as few links as possible with other paths that migittive at the same
time. With AvoidPBO, to determine the paths that might be aatitlee same time, each
source node periodically sends out the primary and backup path informattoan flifws
it initiates and maintains. This primary-backup path informatioseist to all other
source nodes in the network. Section 3.6 describes how a source nodsucises

information to help compute backup paths for its flows.
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Like other algorithms that also require per-flow information tactemunicated
over the network, AvoidPBO is also extremely expensive. The oweneemired by
AvoidPBO is ultimately bounded by the number of flows or the amoutraffic in the
network, which can increase indefinitely. However, by pushing comepnt#di source
nodes, AvoidPBO sets up a structure that is conducive to other algalétigns that do
not require the distribution of per-flow routing information. A methodandense the
routing information and thereby reduce this communication overhead isdedoun

Chapter 4.

3.6 Avoiding conflicts

As mentioned in Section 3.2, the desired solution to improve QoS is/¢oaheeserved
primary path working in cooperation with an unreserved backup path ¢br feav.
However, without reserving resources on the backup paths, a backup gpatmotbe
adequate to provide reliable and high quality backup when the primaryagathEven
though a backup path that is disjoint from the primary path does ihethfan a single
link failure causes the primary to fail, this failure can caeseeral primary paths to fail.
This in turn causes their corresponding backup paths to be activatatiasieously,
which can result in contention of resources among the activatddigsac Figure 5
illustrates an example in which two flows can fail simultarsdy whenlink(e, c)fails.
Whenlink(e, c)fails, the primary paths of flow 2 and flow 3 will fail, causihg backup
paths of flow 2 and flow 3 to be activated simultaneously. Bedtmse? and flow 3’'s
backup paths may be activated simultaneously, these backup pathsomfiggt with

each other and take resources away from each other. Thus, theckupsobahould be
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coordinated in such a way that increases both their chances adssfud resource
reservation.

In addition to avoiding conflicting backup paths, conflicting primary patlosilsl
also be avoided. For example, for flow 4, in the event of a simdddilure atlink(i, j),
causing flow 4 to fail but leaving flow 2 and flow 3 to continue to i@ respective
primary paths, the backup path of flow 4 may conflict with the annpaths of flow 2
and flow 3. In fact, there is no point in re-routing flow 4liok(e, c)if all the resources
onlink(e, c)are reserved for flow 2 and flow 3's primary paths. So, avoidamjlicting
primary paths is particularly important when the network is hgévéded, because even
after a single link failure in the network, the majority of thedfic is likely to remain on
their original, reserved primary paths. If links are full withmary path traffic, then

there will be no free resources left for the backup paths.

(o) (o)

o flow primary pcth
flow 1 acdb
e 1 flow 2 e cdf
flow 3 ecgh
h flow 4 ek

) 0, ()

Figure 5. Examplesto illustrate reasonsto avoid links.

Altogether, the steps to calculate a backup path are as followvsa flowfy with
primary path R, to compute the corresponding backup path,tBe source node goes

through each primary-backup path pair it has stored. For éaehfif with primary-
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backup pair RB;, the source node first calculates the number of shared lihkede R
and P. The source node then uses the steps in Sections 3.6.1, 3.6.2, and 3.6.3 to
determine the amount of link weight to add. In general, undesiiakke énd up with
heavier link weights, and vice versa. The actual backup path is campsieg

Dijkstra’s algorithm. The pseudo code is provided in Figure 6.

3.6.1 Step 1

If there are no shared links betwegnddd P, extra weight can be added to links gn P
to prevent the eventual,Brom conflicting with P. This is needed because jf #d R

do not share any linksPnay fail while P does not, when there is a single link failure.
Consequently, Band P may be active at the same time. Thus, fotdBbe successful, it
should avoid links used by Pespecially if all those links are already full. To avoid links
on R, these links should be weighted and their new link weights can hdatatt by

adding extra weight proportional to the path length;of P

3.6.2 Step 2

If Px and R share at least one link, then Biay potentially conflict with Bwhen one of

the shared links fails. Thus, eithey 8hould avoid B or vice versa. One solution is to
give the flow with the earlier starting time priority, ared the lower priority flow avoid

the links used by the higher priority flow. Thus, if the ordemfidglows is based on
starting time and if the starting time of fldwis later than that of flovii, then the link
weight for links used by Bshould be updated to reflect their undesirable status. The
new link weights can be calculated by adding an extra weight piapairto the number

of shared links.
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3.6.3 Step 3

Finally, enough extra weight also needs to be added to the linkstorpRevent B from

using the same links as.P The amount of extra weight added in this case should be

more than the total amount added in the first two cases leebausg a backup disjoint

from the primary path is still the most important elementeicovering from a failed

primary path.

Finally, based on the adjusted link weights, Dijkstra’s shortest glgorithm is

used to compute the backup path P

computeBackupAvoidPBO (flow ) {
W weight matrix.
W: weight on link k.
f, : flow i.
P ;: primary path of fi.
B ;: corresponding backup path of P i
P ,: primary path of fy.
src: source of fy.
dest: destination of fy.

for i=1.. number of primary-backup path pairs

stored
if P,andP ; do not share any link t hen
add extra weight to links on P i in
if P,and P ; share at least a link
priority over f, then
add extra weight to links on B i in

end
add weight W pimary , Where w  pimany, >> W, to each link
use Dijkstra’s algorithm and the new weight matrix

to compute a shortest path between src and dest.

}

w

w

and f; has higher

fHin P
w

X

Figure 6. The pseudo code for AvoidPBO.
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3.7 Ordering of flows

3.7.1 Ordering backup paths

As mentioned in Section 3.6.2, there is an ordering issue between backaptzt
should avoid each other. At the start of designing for AvoidPBO, td® effects of

adding weight to links before invoking Dijkstra’s algorithm were olesgr One side

effect is that adding too much weight to links often results in avgidnd discounting

too many links and options, which has a detrimental effect on the lovesalt. The
second side effect is that when two backup paths actively tawaa each other, a
common third alternative is often chosen for both backup paths. To avopmtdblem

and to limit the weight added to links, AvoidPBO requires only one backtp tpa
actively avoid the other backup path. The backup path that should actieelyaaother
backup adds extra weight to links used by the other backup path. To achieve consistency,
there should be a consensus on which backup path should avoid the other one. As
mentioned in Section 3.6.2, a simple way to establish this conseneusses the starting

time of each flow and assume that a flow with an earlietirsgatime has priority over a

flow with a later starting time. Assume fldwand flowf, have starting times df and

ty, wheret, <t,. When the backup path of flofy, By, is computed, if it is determined

that B, and B should avoid each other according to Section 3.6.2, then begatisg

B, does not have to actively avoiq,Band no extra weight is added to the links used by

B, when computing B When computing 8 based on the ordering rule, Beeds to
actively avoid B, and so extra weight is added to the links used hy Bhis is the

scheme used in Section 3.10 and Chapter 6.
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3.7.2 Not ordering primary paths

When it comes to avoiding conflicting primary paths, AvoidPBO does use the
ordering of flows to determine the path to avoid, because confligiimgary paths
should always be avoided. The assumption is that resources reaedvedcupied by
primary paths will always belong to the primary paths unkkey fail. Since a
conflicting primary path means the primary path has not fatlekdeatime a backup path
is activated, those resources reserved by that particulaamyripath are assumed to be

unavailable to the backup path.

3.8 Weights in experiments

This section describes the weight formulae implemented in theriexents in Section
3.10 and Chapter 6. The notations used in Sections 3.8.1, 3.8.2, and 3.8.3 are defined and
described in Table 3. A summary of the conditions under which a lio&nisidered a
conflicting link is shown in Table 4. The actual extra weightsutated by Sections
3.6.1, 3.6.2, and 3.6.3 are determined by the formulae described in Sections 3.8.1, 3.8.2,
and 3.8.3 respectively. These formulae, which are implemented foxpleeneents in

Section 3.10 and Chapter 6, are summarized in Section 3.8.4 and Table 5.

3.8.1 Extra weight on a conflicting primary path

Following the example described in Section 3.6.1, when computing the badkupypa
AvoidPBO first determines whether the primary path,d® another flow can fail at the
same time as 2 This is determined by calculating the number of shared links,

numberOfSaredLinkgP ,P,) in Table 3, between ;P and R. If

numberOfSaredLinks(P ,R,) =0, then P and R will not fail simultaneously.
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Consequently, whenyFHails and R is activated, Pis still active. In other words, B
conflicts with R, and extra weight should be added to links usedP hyas shown in
Table 4. In the tests in Section 3.10 and Chapténe actual weight added to each link
in B is proportional to the path length aof,PpathLen(P ). This weight is the result of
pathLen(P ) factored by the valudactor, which is pre-defined for the duration of each
simulation run. For example, assume that patbdRsists of linksi, 4, and4. Then, the
path length of Pis 3, and the weight added to eachiph, and4 is 3* factor. When
factor=1, the weight added to each af 4, and 4 is 3, for this particular case of
conflict. By including the path length of the clcting primary path (P when
computing weight, alternate paths, even though #reylonger than;Pare encouraged.
To sum up, when computing Bif it is decided that extra weight needs to béeatito the
links on R, then the added weight ismumberOfCaflicts(f. , f )* factor, where

numberOfCaflicts(f, , f, ) = pathLen(P ). During debugging, there was generally no

noticeable difference in the performance and qualit backup paths using different

values forfactor. Thus, factor =5 is used for the experiments in Sections 3.10 a2 4

and Chapter 6. Further sensitivity tests arefteffuture work (Section 7.3).

3.8.2 Extra weight on a conflicting higher priority backup path

In the case described in Section 3.6.2, the nurabshared links between RAnd R is
not zero:numberOfSaredLinks(P ,P,) > 0in Table 4. If B has higher priority than,B
then extra weight is added to each link of, Band the extra weight added is

numberOfCaflicts(f. , f ) * factor, where

X
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numberOfCaflicts(f, , f, ) = numberOfSaredLinks(P ,P,). The rationale for this is

that the more shared links Rnd R have, the more likely it is foriPand R to fail
simultaneously due to a single link failure. In het words, the larger
numberOfSaredLinkg{P ,P,) is, the more likely that B and B will be activated
simultaneously. So, it is reasonable that backathgpand their corresponding links that
are more likely to be conflicted should have heagidra weights added.

In general, the extra weight added to the linksconflicting backup paths is
smaller than the extra weight added to the linksconflicting primary paths because
numberOfSlaredLinks(P , P,) < min{ pathLen(R ), pathLen(P,)} < pathLen(P). Because
primary path resources are never available unlesgptimary path has failed, conflicts

with primary paths is more severe, and thus the teavoid them is higher.

3.8.3 Extra weight on the corresponding primary pat  h Py

Finally, in the following simulations, the weighl@ded for each link described in Section
3.6.3 is at least the total weight added to a imiSections 3.6.1 and 3.6.2. Any extra
weight added to a link described in Sections 3ahd 3.8.2 is also added to the links
used by the primary pathy.P This is because a link used by $hould be the least

desirable link, and thus should carry the maximuenght that can possibly be added to

other links in Sections 3.8.1 and 3.8.2. Additigng N| * factor is also added to each
link used by R, whereN is the set of nodes in the network, as define@lable 3. The
additional weight| N | * factor, is added to encourage the use of another pagrpap of

links, in place of any link in B even if that path consists of all the nodes arbtwork,

as shown in Figure 7.
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3.8.4 Summary of AvoidPBO implemented in experiment s

To compute the backup path Bf the flowfy, which has an existing, reserved primary
path of R, the source node comparegst® the routing information of all known flows.
Link weights are modified using the formulae desed in Sections 3.8.1, 3.8.2, and
3.8.3, which are summarized in Table 5. Dijkstralgorithm is then invoked on the
graph with the modified link weights. The shortgsith computed by Dijkstra’s

algorithm is the designated backup pagth B

/ primary path P

O O

an alternative, even if it involves all the nodes in the network

Figure 7. Extra weight added to linksused by the primary path.
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Table 3. Definitions of variables.

Variable Definition

N The set of nodes in the network.

L The set of links in the network.

P, The primary path of the flody, which is defined as a set of links,{#, ... , 4), where each link/ aL.
B, The backup path of the flofy, which is defined as a set of linkg,{4, ... , #), where each link/ aL.
factor A pre-defined value selected by the source node.

numberOfSharedLinkB , P)

The number of common links between two pathsaitl P.

numberOfConflictd; , f;)

numberOfSaredLinkgP, ,R), if numberOfSaredLinksP, ,P) >0.
pathLen(R ), if numberOfSaredLinkgR, ,R) =0.

pew'

The extra weight added to the link O P based on comparison betwegmandf,, which is equal to
{numberOanfIicts( f, , f, ) * factor, if numberOfShredLinkgP ,P,) =0.

bew!

0 , if numberOfSaredLinkgR, ,P,) > 0.

The extra weight added to the link 1 B, based on comparison betwdgmndf,, which is equal to
0 , if numberOfSaredLinkgR, ,P,) = 0.

{numberOanfIicts( f, , f, ) * factor, if numberOfShredLinkgP ,P,) > 0.

w,

k

Weight on link.

Table 4. Conflicting links based on comparison between P, and P; of f, and f; respectively.

Conflicting link

Condition

Conflicting primary path linkg

If numberOfSaredLinkgR,R,)=0 and/ OPR .

Conflicting backup path link

If numberOfSaredLinkgR,R,) >0, 4 B, , and priority off; is higher thar,.
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Table 5. Extraweight added in the stepsdescribed in Sections 3.8.1, 3.8.2, and 3.8.3.

(Section 3.8.2)

After f, is compared t@ , if beV\lk' >0

Step Action taken Link weight modification
Formula 1 ; : v _ i

(Section 3.8.1) After f, is compared td , if pev\jk' >0 w, =w, + pev\ék ,04 0P
Formula 2

w, =w, +bew ,0¢ OB,

Formula 3
(Section 3.8.3)

After completion off, vs.f; for all known flowsf;

= I i
W, =w, + > pew) + 2_bew;
fi £ 16, fi #1,
f. hashigher priority over f,

+|N|* factor, U4 OP, .

42



3.9 Bandwidth variation of flows

In Section 3.6, the emphasis is on showing theewdifft types of links that should be
avoided when choosing a backup path. While AvoildP&sumes that each flow

requires the same bandwidth to satisfy their Qafirements, it can also be extended for
the case where each flow in a network has a difteb@andwidth requirement. In this

case, the additional information communicated i ithe network, as described in

Section 3.5, will have to include the informatioegarding bandwidth requirements.
Furthermore, the extra weight added to a conflictink also has to be weighted based
on the bandwidth requirement. For example, asghatean extra weight af is added to

link 7 to avoid this link, which is used by the flof¥ with b units of bandwidth
requirement. If link/ is also used by another flofy with k*b units of bandwidth
requirement, then an extra weightkétv should be added to linkto avoid this particular

link. This extension is left for future work (Sext 7.3).

3.10 Test for ability to not reuse links

As mentioned in Section 3.4, without coordinatingchkup path computation, it is
possible that all the flows affected by a singik Ifailure will choose the same links to
use to re-route their traffic (Figure 4). Thisdsrio reduce the service quality, especially
when the network was already full of traffic priorthe failure. Thus, when computing a
backup path using AvoidPBO, links that might beuse after a failure are avoided if
possible, in the hope that the end result is adgagath with free resources available at
the time it is needed. The test in this sectidowates the average number of backup

paths supported by a link when there is a linkufailin the network. In this experiment,
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the ideal case is that, when a backup path is deedeh link in the backup path only re-
routes traffic for this single backup path and ribeo backup path. While this is not
always possible in many network and traffic confagions, carefully choosing backup
paths, as is done with AvoidPBO, is expected taicedhe number of flows that use the
same link. For this test, a randomly generatecplgraf 20 nodes, each with a
connectivity of four, as represented by the adjegematrix in Appendix A, is used.
Each link is assumed to have 20 units of resousgiis,the ability to carry 20 flows. A
total of 600 flows are tested in this network. Efow is assumed to require or consume
one unit of resource on each link of its forwardpegh. These flows and the primary
paths of these flows are not randomly chosen. et 100 distinct source-destination
pairs are first generated: §xc;, dest>, <src,, dest>, ..., <Srcioo, destop>}. The
primary paths are mapped out for these flows aeg #re computed using Dijkstra’s
algorithm with uniform link weight of one. Thusgeoup of flows, {1, f2, ..., fi00}, With
{<src;, dest>, <src,, dest>, ..., Srcpo, destpo>} are created, and each flow has a
corresponding primary path, {PP,, ..., Pipo}. Then, the rest of the 500 flows are
randomly chosen from this pool of sources and dastins, and they reuse the same pool
of primary paths. For example, the $Glow, f101, could be a flow fronsrg to dest,

where <srg , dest >[0{<src ,dest >,<src,,des} >,---,<srg,, , dest,, >} , and its
primary path is P, whereP O{P, , P, ,---, Py } The only rule is that each link in the

network carries at most 20 flows, due to the ressuimit set for this network. This
traffic setup is designed to create and increasdicts among flows to force AvoidPBO
to actually work and circumvent congestion and othedfic. If none of the flows has a

primary path that conflicts with other primary pstlas depicted in Figure 8, then it is
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likely very simple to choose backup paths that dbaonflict with each other and still
result in a low average backup path per link. &ygihg some flows to conflict with each
other, the selection and conflict avoiding abilitfiyAvoidPBO can be examined. While
all flows are assumed to start at the beginninthefsimulation, the actual starting time

of each flowy, to, ..., ts00, IS @assumed to be such thak t, < ... <tgoo.

Figure 8. An example with no conflicting primary paths.

Using the setup above, in the beginning, eachdankices at most 20 flows. The
backup paths are then computed in two rounds ubmghree steps described in Section
3.6. In the first round, only the primary and baglpath information of flows originating
from the same source node is used. This is tolateuhe fact that it takes time to
propagate routing information to all the nodesha network. In the second round of
backup path computation, all the routing informatas all flows is available to all nodes.
The backup paths computed in this step take adgarghthe routing information of all
the traffic in the network.

Once the primary and backup path of each flow aspped out, each case of
single link failure in the network is tested. Aabof 80 failure cases are tested. For each

single link failure case that causes at least @okuip path to be activated due to at least
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one failed primary path, the following metrics aaculated. The average number of

backup paths on each linkBPL, .

Zease. 1S computed as follows:

> pathLength(B,)
ABPL,. . =5 , where is a backu ath that is
radCase; NDL 3 PP

activated in ZzzélCase; andNDL is the total number of the distinct links
used by the backup paths activate¢anclCase; .
Then, the value reported in Figurer&io, is computed as follows:

2 ABPL
ratio = -

NFC , Where NFC is the number of failure cases

considered.
A ratio of one indicates that on average, when a linkseduafter a link failure caused
one or more primary paths to fail, that link is did®y one re-routed flow. Thus, a high
ratio indicates high contention for a link. Figure Dwis theratio for six cases, each
with 100, 200, 300, 400, 500, and 600 flows inriteévork, as described above.

For comparison, Figure 9 includes tfaio calculated for disjoint backup paths.
Disjoint backup paths are computed by first taking the links used by their respective
primary paths, and then by invoking Dijkstra’s aiom on a graph with unit link
weights on each remaining link. As mentioned,thisimumratio is one, which is also
included in Figure 9. Figure 9 shows that thereléarly more contention at each link
when disjoint paths are used, whereas AvoidPBlis 8 spread out the links used by
backup paths. While further evaluation of AvoidPBOprovided in Chapter 6, these
preliminary test results show that the links thatolPBO chooses to avoid are

reasonable and yield better backup paths than giogohputing disjoint paths.
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Figure 9. Comparison of theratio of total number of links used to the number of distinct links used.

3.11 Chapter summary

This chapter describes the foundation of a systeah ¢an provide more reliable QoS
service specifically in the event of a single lfiakure. Such a system has been shown to
be built by combining existing popular network mwils such as OSPF and MPLS.
Using AvoidPBO, backup paths can be chosen to cenmght the fixed and reserved
primary paths. When backup paths are activatedaaesingle link failure, AvoidPBO
backup paths are more spread out than disjointupaglaths, which bode well for the
flows routed on these backup paths in terms of Qd3ne glaring drawback with

AvoidPBO is its overhead, which is examined androwpd in Chapter 4.
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4 Overhead Reduction

4.1 Chapter outline

While the method (AvoidPBO) in Chapter 3 showeddence of reducing resource
contention (Figure 9), the need to broadcast tiragry and backup path information of
every traffic flow (Section 3.5) is a big drawbals&cause it is cost prohibitive. With
AvoidPBO, in an effort to reduce congestion, pasrdongestion is also introduced. In
addition, although the computation of backup patus be performed in the background
on a secondary processor, the need to look atngutformation of every single flow in
the network to compute the backup paths can be ¢onsuming. Section 4.2 describes
how to condense the raw routing information used\bgidPBO to a level that is fixed
regardless of the amount of traffic in the netwoklthough the routing information is
condensed, Section 4.3 shows that it is condensedich a way that it still contains
usable and helpful information to compute effectbackup paths. Two methods, TP
[15] and TPmax [18] [19], which use the condensedting information to compute
backup paths in a manner similar to AvoidPBO amigied in Sections 4.4 and 4.5, and
Section 4.6 discusses some potential future exiessi Sections 4.7 and 4.8 discuss the
differences among AvoidPBO, TP, and TPmax, andi@eeét.9 provides a summary of

this chapter.
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4.2 Condensed routing information

As alluded to in Chapter 3, because AvoidPBO brasidcpath information of all flows,
the communication cost incurred by AvoidPBO campfmhibitive. The main goal of this
chapter is to reduce this communication overheadlewhetaining competitive
performance. To retain competitive performance, thndensed routing information
needs to contain similar critical information udgdAvoidPBO, mainly the information

that allows an algorithm to determine the resoutoces/oid in each specific situation.

4.2.1 PTP and BTP

Assume that is the number of links in the network. The prisnand backup
paths stored at each source node are first condlémsetwo arrays of siz&(L?) bytes:
the primary traffic placement arralp TP) and the backup traffic placement arr&7P).

A source node Nis required to store the primary and backup pathgs own flows,
because it is responsible for computing the prinaarg backup paths and setting up the

data forwarding paths for the flows it originatd8ased on the primary and backup path

information of its flows, N constructsPTFY' and BTF"' .

4.2.2 Construction and rationale

The principle employed by AvoidPBO is to first detene the links that may be used at
the same time by higher priority traffic, eitheetprimary path traffic or higher-ranked
backup path traffic, and then manipulate the lirdighits so that lower-ranked traffic tries
to avoid those links. In other words, it is im@ort to know which links are used
simultaneously under what circumstances. Thusedasof sending out complete path

information, the source node can condense theipftimation such that it still contains
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information about the links that are used simultarséy and the circumstances under
which this occurs. For example, among the flowgiated in Figure 10 and summarized
in Table 6, for flowf; originating at node Nwith a pair of paths, primary path Bsing

links {4, 4, 4} and backup path Busing links {4, 4, 4, 4}, this can be aggregated and
presented in the form of the usage of links whea @inthe links 4, 4, 4, 4, 5, &, or 4,
fails. In this case, whean fails, 4, £, 4, and4 will all carry flow f;. The same goes if
the link failure occurs ak or 4. On the other hand, when any other link failg, fo
example wherm; fails, 4, 4, and4 will carry the flow. Thus, information regardirig
P1, and B can be condensed into “which link carries thefitaithen a particular link
fails”™

when4 fails, 4, &, #, 4 carry the traffic;

whens fails, 4, &, #, 4 carry the traffic;

when4 fails, 4, &, #, 4 carry the traffic;

wheny fails, 4, 4, 4 carry the traffic;

when4 fails, 4, 4, 4 carry the traffic;

when4 fails, 4, 4, 4 carry the traffic;

when4 fails, 4, 4, 4 carry the traffic.

Instead of sending out raw path information oftaliflows, a node can condense the path
information into a traffic placement arral®, of sizeL?. In this caseJP, ; indicates the

number of flows using link when link4 fails. TP can further be divided into two parts,

PTPandBTP, wherePTP s the traffic placement of primary paths &ibP is the traffic
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placement of backup paths. Using the example gb8&": stores the following

information:

wheny fails, 4, 4, 4 carry primary path traffic;
when4 fails, 4, 4, 4 carry primary path traffic;
when4 fails, 4, 4, 4 carry primary path traffic;
when4 fails, 4, 4, 4 carry primary path traffic.

BTF™: stores the following information:

when4 fails, 4, &, #, &£ carry backup path traffic;
when4 fails, 4, 4, #, &£ carry backup path traffic;
when4 fails, 4, £, #, &£ carry backup path traffic.

To sum up, at each node Norimary and backup path information is condensed

into PTFY and BTF" . Assume that the flows originating at Bre categorized as the

following:
P = the set of flows whose primary paths use knk
B = the set of flows whose backup paths use4ink
AP « defined as the set of flows that continue to tiseir

primary paths whe fails and these primary paths all use

4!

{fIf0P OfOAY, and
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AB «, defined as the set of flows that have a failachary path
when 4 fails and their corresponding backup paths all use
&,
= {f|fOP Of0 B}
Then, the values condensed bydie
PTF;’?ik : defined as the number of flows that use thempry paths

when/ fails and these primary paths all use

U APJ ,kD, and
BTF?”“ik : defined as the number of flows that use theikbpgaths

when{ fails and these backup paths all dse

OAB; O
The definitions above are also summarized in Téldad Table 8.

Using the earlier example wherg Nriginates a single flow using; Rand B,
PTFJ?”“k should be zero for all linkg when 4 fails, because there is no other primary
path traffic wheny fails. PTP";, PTP";, and PTP"; for all links 4 except4, 4, and4,
should all store one, because if any link othemtlda 4, or 4 fails, R is used.
Conversely, BTR";, BTR":, BTR:, and BTR" should all have the value of one,
because when fails, there is backup path traffic @n 4, 4, and4. Table 9 provides a

summary of the elements IRTF": and BTF" based on the traffic that originates from

N, which is described in Table 6.
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Overall, based on the primary and backup path mnédion stored at N N;
condenses per-flow information into link-based mfation that stores the usage of
network resources in the event that a ljnfails, as summarized in Table 8. Because the
two arrays actually communicated into the netwark af fixed size regardless of the

amount of traffic in the network, the use BTP and BTP reduces the communication

cost to a more reasonable constant size in a firbslork.

Figure 10. A diagram of the sample flows summarized in Table 6.
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Table 6. Sample flows.

Sourcenodeorder | Sourcenode | Flow order | Flow | Primary path | Backup path
_ N; _ i |Pu{4, 64 [By {4464}
cg' N, Q; f, P,: {4, 5, £} B,: Compared td,, should avoid;, £, 4, and4.
g N, g fa Ps: {4, 40} Bs: ¢ Compared td,, should avoidi, 4, and4.
= = e Compared td,, should avoidz, 4, and4.

Table 7. Groupings of primary and backup paths of flows originated at N; .

Set Definition Value

Pj The set of flows whose primary paths use ljnk

'Bj The set of flows whose backup paths use llink

Aﬂ .k | The set of flows that continue to use their primaayhs whet; fails and these primary paths all uige {fIfOP Of0 P}

A’Bj k| The set of flows that has a failed primary path myeails and their corresponding backup paths allluse {fIfOP Of0 B}

Table 8. Definition of each element in PTFY and BTF" .

Data Definition

Value

PTIZJ?"“‘k The number of flows originated at khat use their primary paths whgrails and these primary paths all use| O AP, O

BTI?V\“k The number of flows originated at khat use their backup paths whefails and these backup paths all yse | 0 AB; (O
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Table9. PTFM: and BTFM: based on Table®.
Array | Valuesin each dement of PTP™ and BTP™

PTFJ?"\“k =1, where/] O{L-4 -4 - 4Yands 0{4, 4, 4}
PTFj)’,\Ilk =0, where/ 0{4, 4, f,}and4 OL.

BTRy =1 where/, 0{4, 4, LYand4 O{4,, 4, 4, 4} .
BTFJ-’% =0, where/] O{L-4 -4 - 4}yands OL.

Assumption:L is the set of links in the network.

PTF":

BTF":

4.3 Determining conflicts using PTP and BTP

The algorithms discussed in this chapter, TP (8ecti4) and TPmax (Section 4.5), are
algorithms designed to compute paths that are de@nto remain unreserved to
complement the reserved primary paths. Like AvBIOFn Chapter 3, TP and TPmax
require routing information of other traffic in tmetwork, and they use that information
to determine the conflicts and undesirable link&hen the primary and backup path
information of traffic flows is available, the stepaken to determine the links to avoid
are the same as those taken by AvoidPBO in Sec8dh& and 3.6.2. For example, a
source node N naturally knows of the primary and backup pathstld flows it
originates for routing purposes.; an easily determine how its own flows can plan to
avoid each other using the primary and backup paththese flows, as is done by
AvoidPBO in Sections 3.6.1 and 3.6.2. Unlike AWRD, when planning to avoid
conflicting traffic originated by other source nedé&y, N; # N, , the routing information
that TP and TPmax use is in the formR¥FP andBTP described in Section 4.2. This
section explains the rationale behind the useT® andBTP. Table 10 summarizes the
conditions under which a link is determined to beoaflicting link based o#PTP and

BTP. Sections 4.4.1, 4.4.2, and 4.4.3 describe tleetbteps that TP takes to modify link
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weights based on the routing information availdbl@ source node, and Sections 4.5.1,
4.5.2, and 4.5.3 describe the three steps that XRPakas.

As mentioned, with TP and TPmax, each source nodstructs bottPTP and
BTP, and this information is broadcast to other sourodes periodically. Using the

example described in Figure 10 and Table 6, sonocke N constructs the two arrays

PTFM: and BTF™ described in Table 9 and periodically exchangesahwo arrays
with N,. Source node Naccepts and stores these two arrays for future uke
described in Section 3.4, the central idea in cdmgueffective backup paths is to
identify undesirable links and add weight to thbeks. For the purpose of computing
unreserved backup paths, the undesirable linkgharénks that are being used by higher
priority traffic at the same time that the prospartackup path needs to be activated.
With AvoidPBO, the identification of these confling links is made with the help of the
primary and backup paths taken or planned by ellother traffic in the network. With
TP and TPmax, these undesirable links are idedtifi®ng thePTP andBTP collected
from other source nodes. In this example, souocke ™\ usesPTF™: and BTF": when

it calculates backup paths for its flows.

Based on the principles established by AvoidPBO;ampute a backup path, N
first identifies the links used by conflicting prary paths, and then adds extra weight to
those links to avoid them. In the second stepiddntifies the links used by conflicting
higher priority backup paths, and then adds exte#ght to those links to avoid them.
Thus, to compute the backup path for flbyy N, first determines the links used by

conflicting primary paths that Bshould avoid. To avoid the links of such flows

originating from N, N, uses PTF":. BecausePTR:, PTRY:, PTRY;, PTR},,

56



PTR;:,, and PTRy, all store the value of one, indicating that whiear 4, fails and B

is activated, there is primary path traffic #n4, and4. Thus, N decides that Bshould
avoid links 4, 4, and4. As a backup path, sBshould proactively avoid primary path

traffic that is alive at the same time that it idivzated, and so extra weight should be
added to these three links accordingly.
The second step involves determining and avoidinks|of conflicting higher

priority backup paths. To compute r its flow f, whose primary pathJuses links §,
b, &} (Table 6), N should decide that linkg, &, 4, and4 should be avoided. This
decision is made becau8¥R";, BTR";, BTR";, and BTR: all have the value of one,
indicating that wherg fails, there is one flow using its backup path/Zyrone ong, one
on 4, and one or. In addition, wher fails, B, is also needed, indicating that Beeds
to avoid other higher ranked backup paths thatatse activated whei fails. Like

AvoidPBO, backup paths need to be ranked so thigt @me conflicting backup path
avoids the other. However, in this case, becausdackup paths are grouped by source
nodes, the simplest ranking of the backup pathisaged on the ranking of the source
nodes. Assuming that flows originated from &te ranked higher than those from, N

then backup paths of flows originating at Nhould proactively avoid potentially

conflicting traffic indicated inBTP™ . Thus,f, should avoid traffic indicated iBTE; ,

BTR":, BTR';, andBTR: .
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Table 10 summarizes the conditions under whichn& } is considered a

conflicting link, of either the conflicting primarpath link variety or the conflicting

backup path link variety.

Table 10. Conflicting links based on comparison between P, and all pairs of PTEY and BTF" .
Conflicting link Condition

.. . . N:
Conflicting primary path linki | If PTR % >0.

Conflicting backup path link, If BTI?]':'"k >0 and priority of N is higher than N

Assumption: link/, 1P, .

4.4 Traffic placement method (TP)

Like AvoidPBO, TP [15] is an algorithm that compaiteackup paths that are intended to
complement their corresponding primary paths tovige added reliability and are
intended to remain unreserved when the correspgmitimary paths are alive. Each TP

source node Nstores the primary and backup path informatiothefflows it originates.

Based on this information, ;Nconstructs PTF" and BTF" . This condensed
information is the only information that is commecatied into the network. To compute
the backup paths, the same principles as firstritbegtin Section 3.4 and then reiterated
in Section 4.3 above are followed. The basic ide@ determine conflicting links and
then add weight to those links so that Dijkstrdgoathm avoids them. The difference
between TP and AvoidPBO is that the informatiordusemake this decision is different
in certain circumstances.

Under TP, to compute the backup path, 8f flow fx, whose reserved primary
path is R, source node Nfollows the three steps described in Sectionsl44i4.2, and

4.4.3 to add extra weight. To begin to computelthekup paths, each TP source node
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N; uses the primary and backup path information ©bin flows, which is called the

internal information in Section 4.4.1. ; Niso usesPTF" and BTE" received from

other nodes N N; # N;, which is called the external information in Sent4.4.2. Like

AvoidPBO, TP also adds extra weight on the primaayh R, which is discussed in
Section 4.4.3. Once the extra weight is addedksDg's algorithm is invoked to
compute the shortest path, which is designatedsasHmally, Section 4.4.4 provides a

summary of TP. The pseudo code for TP is providdeigure 12.

4.4.1 Step 1: extra weight based on internal inform  ation

This step involves determining conflicts using #eplicit primary and backup path
information source node jNstores regarding its own flows. This explicit tiog
information is in the same format as the routinfprimation AvoidPBO uses. The
difference is that a TP source node only has suébrmation regarding its flows,
whereas an AvoidPBO source node eventually has isfmimation regarding all traffic
in the network. Thus, in this step, source nogdeubkes the same rules established in
Sections 3.6.1 and 3.6.2 to modify link weightsheTconditions under which a link is
determined to be a conflicting link are summarizedable 4. The implementation of
TP is based on the steps described in Sectiong a8l 3.8.2. A summary of the
variables used in the calculation of the extra Weig in Table 11 and Table 12, and the
actual formulae are in Table 13. Below is an exXengb the link weight modification
process based on the sample scenario in FiguradlUable 6.

Based on the sample flows in Figure 10 and Tabte 6pmpute the backup path,

B3, of flow f3, N, first determines the links to avoid based on thm@ry and backup
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path information of,. Because Nis the source node for bothandfs, N, should have
no trouble ranking, andfs; relative to each other and determining how thespective
backup paths should avoid each other. Based orutb®f avoiding conflicting primary

path links in Section 3.6.1,,Nlecides that Bshould avoidg, 4, and4. (This is because
when B is activated, Pis still alive.) Thus, extra is added to links 4, and 4, as

depicted in Figure 11.

The prospective B, conflicts with P, .
Thus, extra weight iz added to conflicting primary path links, Ls . Lo , and Lg

Figure 11. Internal information known by the TP sour ce node N,.

4.4.2 Step 2: extra weight based on external inform  ation

In addition to avoiding traffic generated by its rowource node in Section 4.4.1, for a
flow fyx whose primary path is 4P the prospective backup path; Bhould avoid

undesirable links due to the traffic generated theonodes N N; # N;. This section
involves adapting the process described in theiguevstep such that the external
information, PTF" and BTF', ON, #N,, is used to determine extra link weights.

Table 10 summarizes the conditions under whicmlais considered a conflicting link,

whether it is a conflicting primary path link occanflicting backup path link. The rest of
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this section explains the implementation of TP cdmally the actual weight added to
such a conflicting link.

Like before, both conflicting primary path linksdhnonflicting backup path links
should be avoided, and thus, should have extrahwadded. Similar to the basic ideas
described in Sections 3.6.1 and 3.6.2,9Bould avoid the primary path traffic that is
active when B is activated, and ,Bshould also avoid the higher-ranked backup path
traffic that is active when ,Bis activated. With TPPTF" is used to determine the
conflicting primary path links and the amount oftraxweight added to those links.
BTF" is used to identify the higher priority conflicjrbackup path links and the extra

weight added to those links.

Assume thatn is a link in R (£,0R,). BecausePTF;:"k stores the number of

primary path flows that carries whery, fails, PTPmN'k Is also the number of primary

path flows that; carries when Pfails and R is activated. Thus, ,Bshould avoidg and

extra weight should be added @n In TP, the extra weight added fois simply

PTR) * factor. The total extra weight added fobased onPTF" is TP_pew’ in

Table 14, which is equal t>. PTP, * factor.

/0P,
Similarly, B¢ should avoid other backup path traffic that isvecthe same time
that B itself is activated. However, because backupgate not reservedBas as
much right to or priority over a particular netwadsource as any other backup path. To
prevent discounting and avoiding too many linkshesi B, should avoid other backup

path traffic, or vice versa. Similar to Sectio Begarding AvoidPBO, a rule should be
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agreed upon among all nodes to determine whichupaplth traffic should avoid other
conflicting backup path traffic. Assume that bgelpath traffic originated at source

nodes with higher IP addresses (e.g. 216.x.x.xulshavoid the backup path traffic

originated from source nodes with lower IP add{esg. 128.x.x.x). Then, onlBTF"®

where N has a lower IP address than, dhould be used to determine link weights.

Assume that/, 0P, . BecauseBTPmNgk stores the number of backup path flows that
carries when, fails, BTPmNgk is also the number of backup path flows thaarries when

Py fails and B is activated. Like before, a weight BTP's * factor should be added on

4. The total extra weight added gcdbased orBTF"® is TP_beV\;ng in Table 14, which is

equal to > BTR)s * factor.
L OP,
Ng hashigher priority overN;

A summary of the variables used for the calculagbaxtra weight is provided in
Table 11 and Table 12. Table 14 provides the &tbuaulae used to calculate the extra

weight.

4.4.3 Step 3: extra weight based on the primary pat h

Like AvoidPBO, the last step is to add enough ewtegght onto the primary path, P50
that Dijkstra’s algorithm can compute a backup @gttsuch that it is disjoint from Af

possible. Weight that is added to a link in thevipus two steps, Sections 4.4.1 and

4.4.2, is also added to each ligkwhere 7/ 0P, . Like AvoidPBO, an additionalN |*

factor is also added to each link /,00P,, to discourage the use of any link used by P
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even if the alternative is to traverse througttlal nodes in the network. Based on Table

11 and Table 12, the actual formula to calculageetktra weight is provided in Table 15.

computeBackupTP (flow ) {
W weight matrix W

W: weight on link £.
PTF" : condensed primary path information from node N;.

BTF" : condensed backup path information from node N;.
P ,: primary path of fy.
src: source of fy.
dest: destination of fy.
N; : source node of f,.

for j=1.. number of PTEY -BTF" information pairs
stored
f or each link £ in the network

add extra weight proportional to PTPnT"k to W,

where link fisin P X
end
i f N; has higher priority than N; then
f or each link £ in the network

add extra weight proportional to BTP

to W, where link fisin P N
end
end
add weight W  pimary , Where W pimay >> W, to each link fHinP
use Dijkstra’s algorithm and the new weight matrix w
to compute a shortest path between src and dest.

}

Figure 12. The pseudo code for TP.
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Table 11. Notations and symbolsreferred toin Table 12, Table 13, Table 14, and Table 15.

Notation Definition and value

N The set of nodes in the network.

L The set of links in the network.

N; The source node that originates flgw

N; Anode, N, ON, but N; # N, .

Ng A node, N, ON, but N, # N, . Ny generally denotes a node whose traffic has highierity than N when it is used i}
Chapter 4.

F The set of flowd; that are originated at;N

fy The flow whose backup path i computing, f, afF™.

Py The primary path of flovy, which is considered as a set of links.

By The prospective backup pathfgfwhich is considered as a set of links.

f; A generic flow.

P, The primary path off , which is considered as a set of links.

B; The backup path df, which is considered as a set of links.

Table 12. Notations based on regarding AvoidPBO from Table 3 and the extra weight deter mined, also based on AvoidPBO.

Notation

Definition and value

pew!

The extra weight added to the link J P based on comparison betwefgrmandf,, which is equal to
{numberOanfIicts( f, , f, ) * factor, if numberOfShredLinkgP ,P,) =0.

0 , if numberOfSaredLinkgR, ,P,) > 0.
(This value is the same as in Table 5.)

bew!

The extra weight added to the link (1 B, based on comparison betwegmndf,, which is equal to
0 , if numberOfSaredLinkgR ,P,) = 0.
numberOfCaflicts(f; , f, ) * factor, if numberOfSaredLinkgR ,P,) > O.

(This value is the same as in Table 5.)
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Table 13. Formulae used to deter mine extra weight based on internal information by a TP sour ce node.

Notation

Definition and Value

internal _ pew,

The sum of extra weight added @n / P , due to all conflicting primary paths based oreinal routing information ir}
Section 4.4.1, which is equal tZ peV\l’ ,Of OfF™ .

f 21,

internal_bew,

The sum of extra weight added ¢n 7, OB, , due to all higher priority conflicting backup patbased on internal routir)
information in Section 4.4.1, which is equal to Z bew! ,Of OF -

fi £1,

f, hashigher priority over f,

Table 14. Formulae used to deter mined extra weight based on the external infor mation by a TP sour ce node.

Notation Definition and Value
TP_peV\ii" According to TP (Section 4.4), the weight added;drased onPTF" | which is equal to/ZD:P PTF?“'\'"k * factor.
According to TP (Section 4.4), the weight added;dased oBTF" , which is equal to
TP_bew)® BTR: * factor.
“ /0P,
N4 hashigherpriority overN;

Table 15. Formula used to deter mine the extra weight to add to 4, [1/, (1P, , by a TP sour ce node.

Notation Definition and Value
The extra weight added o [17, 0P, , is equal to
TP_pp ew, > pew + > (bew ) +> (3. TP_pew ) + > (Y. TP_bew')+|N|* factor
" fi £, fi #1, N, 40L Ng has higher priority over N;  40L
f; hashigher priority over f,
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Table 16. Formulae used to deter mined extra weight based on the external infor mation by a TPmax sour ce node.

Variable Definition and Value

TPmax_peV\zj According to TP (Section 4.4), the weight added;drased onPTF" | which is equal tcf/hg.j){ PT%Nik} * factor.

m

According to TP (Section 4.4), the weight added,dased oBTF" , which is equal to
TPmax bew” max {BTFs}* factor.

/0Py
Ny has higher priority over N;

Table 17. Formula used to deter mine the extra weight to add to 4, [J/, (1P, , by a TPmax sour ce node.

Variable Definition and Value

The extra weight added gy [1/, 0P, , is equal to
TPmaxpp ew, | > pew + > bew +> > TPmax pew’ + > (> TPmax bew’”) +|N|* factor
=1,

fi £ 1, N; 40U Ng hashigher priority over N;  40L

f, hashigher priority over f,




4.4.4 TP summary

TP is an algorithm that computes backup pathsatetntended to stay unreserved prior
to a failure but still remain effective after altme. It is based on AvoidPBO. The
difference is that its source nodes construct @mancunicate their routing information in
the PTP andBTP format (Section 4.2). In this cadeTP andBTP are used to identify
conflicting links and determine the extra weighto® added. The formulae to compute
the extra weight are summarized in Table 13, TaBleand Table 15. Like AvoidPBO,
for a flow fy, once link weights are modified based on all thailable routing
information, Dijkstra’s algorithm is used to comgwt shortest path, which is designated

as the backup pathB

4.5 Traffic placement method using the max{} function (TPmax)

TPmax is similar to TP. The only difference isthe calculation of the extra weight
usingPTP andBTP. Once link weight modification is complete, Dijkes algorithm is

invoked to compute the shortest path, which becamegventual backup path, just like
AvoidPBO and TP. Sections 4.5.1, 4.5.2, and 4fé&sent the formulae used to
calculate the extra weight, and Section 4.5.4 plewia short summary of the TPmax
algorithm. The formulae used to calculate extraghteare summarized in Table 13,

Table 16, and Table 17. The pseudo code for TRsyasovided in Figure 13.
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computeBackupTPmax (flow ) {
W weight matrix W

W: weight on link k-
PTF" : condensed primary path information from node N; .

BTF" : condensed backup path information from node N;.
P ,: primary path of fy.
src: source of fy.
dest: destination of fy.
N; : source node of f,.

for j=1.. number of PTEY -BTF" information pairs
stored
f or each link 4 in the network

max « the maximum among PTP" where link 4is

m k
inP
add extra weight proportional to max to W
end
i f N; has higher priority than N;i then
f or each link £ in the network

. N;
max  the maximum among ~ BTR " where

link  4isinP M
add extra weight proportional to max to

end
end
add weight W primary , Where W primay >> W, to each link fHinP
use Dijkstra’s algorithm and the new weight matrix w
to compute a shortest path between src and dest.

Figure 13. The pseudo code for TPmax.

4.5.1 Step 1: extra weight based on internal inform  ation

As mentioned in Section 4.4.1, this step referhéoadjustment of link weights based on
the explicit primary and backup path routing infation known to the source node itself,
i.e., the information concerning the flows that tbeurce node originates. Details
regarding this step can be found in Section 4.40d & the discussion regarding
AvoidPBO in Sections 3.4, 3.6.1, 3.6.2, 3.8.1, ari&12. The formulae for computing the

extra weight are provided in Table 13.
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4.5.2 Step 2: extra weight based on external inform  ation

Like TP, this step involves adapting the processletermining undesirable links and
their link weights in Section 4.5.1 to uB&P andBTP. The underlying principles are the
same as TP. The rationale of usigP andBTP was already discussed in Section 4.3
and details of steps taken by TP are provided cti®e 4.4.2. This section will only
discuss the formulae TPmax uses to calculate tiualaextra weight.

Assume that Nis the source node that originafgswhose primary path is,”and

the prospective backup path ig.BAssume also thais a link on R (/,UP,). Then,

the prospective Bconflicts with primary path linkg if PTPmN'k >0 where N; #N; . In

TPmax,th?{ PTF:’n“"k}* factor is added ta, as shown in Table 16.

Similarly, the prospective ,Bconflicts with backup path linlg if BTF;']“f( >0
where N #N;, and N has higher priority over N In  TPmax,

max {BTPmN,i} * factor is added ta; as show in Table 16.
/0P,
Ny has higher priority over N;

4.5.3 Step 3: extra weight based on the primary pat h

Like AvoidPBO and TP, the last step is to add ehoexgra weight onto the primary path
Py, so that Dijkstra’s algorithm can compute a bacgagh B such that it is disjoint from

P, if possible. The extra weight added to links ulsgdR is shown in Table 17.
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4.5.4 TPmax summary

TPmax is an algorithm that computes backup patasate intended to stay unreserved
prior to a failure but still be effective after ailtire. It is based on AvoidPBO and is
similar to TP. It is different from AvoidPBO beaauiits source nodes construct and
communicate their routing information in ther'P and BTP format (Section 4.2). In
addition to the explicit routing information usegl BvoidPBO, PTP andBTP are also
used to identify conflicting links and determinee textra weight to be added to those
links. The difference between TP and TPmax idhyendalculation of extra weight. The
formulae to compute the extra weight are summanzethble 13, Table 16, and Table
17. Like AvoidPBO, for a flowfx, once link weights are modified based on all the
available routing information, Dijkstra’s algorithia used to compute a shortest path,

which is designated as the backup path B

4.6 Variations

Like AvoidPBO, the algorithms in this chapter camn dxtended to adapt to traffic with
variable bandwidth (resource) requirements. Iastastoring the number of flows in
PTP",, the amount of bandwidth, or the factored amodntesources, can be stored.
Additionally, like the priority of traffic flows inSection 3.7, the ordering of nodes can

also be done differently, such as through votinthese extensions are left for future

work (Section 7.3). In the simulations describadSection 4.8.2 and Chapter 6, all

traffic flows are assumed to require the same bafttywand thusPTF]?',“ik stores the

number of flows. In these simulations, the priomif the traffic that determines the

avoiding among conflicting backup path traffic ssdgescribed in Section 4.4.2.
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4.7 Differences

4.7.1 Complete path informationvs. PTP and BTP

One big difference between complete path inforrmaéiodPTP andBTP is in their size.
In fact, the sheer size of complete path infornrmati® the driving reason behind the
development oPTP andBTP. Communicating complete path information of &diffic
flows is cost prohibitive in practice. In contraas long as the topology remains the
same, the size ®#TP andBTPremains constant regardless of the amount ofdrafthe
network. This aspect is further discussed in $acti8 and evaluated in Chapter 6.

The other big difference is the knowledge thattthe different formats provides.
With complete path information, more informatiorgaeding how traffic is routed is
available. For example, based on the sample fitmsgsribed in Table 6 and illustrated in

Figure 10, if the complete path of B known, then one can deduce that, and4 all
cause Pto fail and B to be activated. However, in the condensed foiPBF"* and

BTF": , the source node, such as, that hasPTF™ and BTF™ only knows that when

4 fails, 4 should be avoided becau&TFl’,“; >0 (Table 9), and that whea fails, 4

should also be avoided becauB&R"; > . Osing PTF™ and BTF™:, N, cannot tell

that either failure causes the same backup pathetactivated. Because of this, two
algorithms, TP and TPmax, are designed, and thenesent two different ways to use
PTP andBTP. The difference between TP and TPmax is furthecussed in Section

4.7.2.
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4.7.2 TP vs. TPmax

As mentioned in Section 4.7.1, usiRgP andBTP, a source node cannot discern if two
different failure scenarios result in the same bagsath to being activated. With TP, the

decision is to treat each failure scenario indepatigd. In contrast, TPmax treats all
failures as connected. For example, based onatinple flows and sampl@TF" and
BTFY in Table 6 and Table 8, to compute the backup Battthe TP source node;N

would add PTR"Y * factor and PTR"; * factor to 4. This source node assumes that
failures at4 and4 result in different primary paths to remain alatei. With a TPmax

source node N the weight added tg is max {PTFg’]“ll}. This is based on the

LoDl Ly 1}
assumption that the primary path traffic that remmat4 under the three failure cases is

the same, and thus does not require duplicate extight added
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Table 18. Upper bounds of the communication overhead for AvoidPBO, TP, TPmax, and digoint methods.

Method Communication Overhead Upper bound

AvoidPBO (Chapter 3) Primary and backup path information of each flowc@mmunicated to all nodes in theb (FL)
network.

TP Constant-sizedPTFJ?"‘\'ik and BTFJ?"‘\“k of each node Nis communicated to all nodes in the, (NL)

TPmax network.

Disjoint No extra information is needed. 0o(@)
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4.8 Comparisons

4.8.1 Communication overhead upper bounds

This section compares the upper bounds of the eaérihequired to communicate extra
routing information among AvoidPBO, TP, TPmax, athe disjoint method. Like
Section 3.10, the disjoint method uses the shoptst disjoint from the primary path as
the backup path. It is considered the least expemsethod because it does not require
any extra routing information or computation otttean invoking Dijkstra’s algorithm.
Assume thaf is the number of flowsN is the number of nodes, ahdis the
number of links in the network. Broadcasting a sagg is assumed to c@{L), where
a message is sent out at most once along allrtke itn the network. The communication
overhead of the different methods compared is sumsthin Table 18. Because>>L
andF >> N, the communication overhead incurred by AvoidPEB@ be seen as bounded
by F, and its communication cost is not scalable asuitincrease indefinitely even in a
fixed network. Conversely, the overhead of TP @Renax is bounded only b®(NL),

which is constant in a fixed network.

4.8.2 Test for TP’s and TPmax’s ability to not reus e links

The same test performed in Section 3.10 is perfdroe TP and TPmax. This test

D ABPL e

computes the valueatio, where ratio =- NFC ST approximates the

contention for a link by the activated backup pathslower ratio is better in this case
because it means the expected number of activaigdip paths using a particular link is

low. Aratio of one indicates that only one backup path is etgueto use any particular

74



link, which is highly likely to be the optimal rdsun a heavily loaded network. Figure
14 shows that TP and TPmax both produce a lowgo than AvoidPBO, despite
incurring much less overhead than AvoidPBO (Secdd®l). Although Figure 14
shows encouraging results for TP and TPmax, bedéesealculation ofatio does not
take into account the links used by the primanjhpdhat remain alive after a failure,
having the lowestatio does not necessarily mean that TP will have tis¢ performance
overall. However, this simple test shows that, parad to the disjoint method and even
AvoidPBO, the algorithms usinBTP and BTP, especially TP, achieve the particular

objective of reducing link contention among backayhs.

8 T T T T
-© AvoidPBO
—+

7 TPmax 3
=X disjoint .,"X
-3 min e

Ratio

0
100 150 200 250 300 350 400 450 500 550 600
Number of Flows

Figure 14. Comparison of theratio of total number of links used to the number of distinct links used,
among AvoidPBO, TP, TPmax, and digoint backup paths.

4.9 Chapter summary

This chapter describes a way to condense the ctenpating information required by

AvoidPBO such that the condensed format still cost@ritical information to identify
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conflicting links. Two algorithms, TP and TPmaxhish compute unreserved backup
paths based on the condensed informa@®R andBTP, are developed. Asymptotically,

TP and TPmax incur only constant overhead (in adfiretwork) whereas the overhead
incurred by AvoidPBO can increase indefinitely e amount of traffic in a network

grows. A simple diagnostic test performed on TPmiBkx, and AvoidPBO shows that the
ability of both TP and TPmax to reduce contention the same resources by backup
paths is better than AvoidPBO. The following clemptdiscuss more comprehensive

tests to evaluate unreserved backup path computet@hods.
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5 Recovery Modes

5.1 Chapter outline

Because the backup paths are unreserved prioetinthfailure, there are limitations to
the performance of these backup paths. Two difterays to use an unreserved backup
path once it needs to be activated—strict recoaean relaxed recovery, are proposed in
this chapter. Each recovery mode results in diffebehaviors after a failure. The strict
recovery provides hard service guarantee even aftdailure by sacrificing some
connections. The relaxed recovery maintains thenections of all traffic flows by
sacrificing service quality after a failure. Theferences and the performance metrics
used to evaluate the different algorithms are dised in Sections 5.2, 5.3, 5.4, and 5.5.
These metrics are also summarized in Table 19,eTabl Table 21, and Table 22.
Section 5.6 provides a summary of this chaptere Simulation data provided in Chapter

6 are based on these metrics.

5.2 Strict recovery

The use of unreserved backup paths to overcomakddilure arose from the waste of
resources when two reserved paths (Sections 1ni2l2 &) are used to tolerate a failed

primary path. When both the primary and backupgate reserved prior to the failure,

77



traffic flows are always guaranteed to recover frantnk failure. The service qualities
experienced by these traffic flows are the samerbeénd after the failure. Pairing
unreserved backup paths with the strict recovergians a direct comparison between the
use of reserved backup paths and the use of umeesbackup paths.

With unreserved backup paths each flow has a redepvimary path and an
unreserved backup path. Although the backup pathains unreserved prior to the
failure, it is the goal of a backup path computatroethod to find a path that is most
likely to have the resources available to re-rauteadditional flow after a failure. With
the strict recovery mode, in the event of a linkufe that causes the primary path to fail,
resources are reserved on the backup path to erevedsame QoS as before the failure.
Because the backup paths are unreserved inittaltye is no guarantee that the resource
reservation attempt on the backup path after arfawill be successful. Consequently,
some flows will not recover from the failure whitghers will. Like the use of two
reserved paths, the flows that recover from théuraiexperience the same service
gualities as before the failure. In other wordsthe strict recovery mode, the service
guarantee agreements agreed upon before the faitarstrictly followed even after a
failure. This hard service guarantee after a failg attained by sacrificing some flows.
In this case, the performance metrics of interestich are discussed in Section 5.3,

generally involve the number of flows that can becessfully re-routed after a failure.

5.3 Strict recovery performance metrics

The performance metrics under the strict recovergaerare summarized in Table 19 and
Table 20, and the details of the environment aedettpected behaviors under the strict

recovery mode are discussed in Sections 5.3.1 &8n12. 5
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5.3.1 Environment

Assume that a network has a limited amount of nessuon each link. Assume also that
before the failure, the traffic flows in the netlarse their respective primary paths and
that these primary paths are reserved to providedesired service quality. In other
words, all flows have 100% of the QoS they needheWwa link failure occurs, some
backup paths may need to be activated. Resouseevegion on these backup paths is
attempted first. If resource reservation is susitgsthe flow is re-routed on to the
backup paths and is considered to have survivedathee. If there are not enough
resources on all the links on the backup pathflodve is considered failed and not re-
routed on the backup path at all. Overall, if@awlstays connected after the failure, that
flow is routed either on the original reserved @mnpath or the newly reserved backup

path, and the service quality provided to the fleswnains unchanged.

5.3.2 Performance metrics

Because traffic and network topologies are rareiyfoum, the effects of single link

failures are not equal. In certain cases, a lmkife may not be felt at all because the
link in question was not in use at the time ofdeel Depending on the distribution of the
traffic and the network topology, each case ofIsitigk failure may result in a different

number of successful flows and a different setustessful flows. Thus, one comparison
between the use of two reserved paths and unresbaskup paths can be taken from the
overall perspective of how effective the unreserbedkup paths are under different
failure scenarios. With two reserved paths, reppve guaranteed for every case of
single link failure. With unreserved backup patispending on network conditions and

the location of the failure, some failure scenanwsy result in disconnection for some
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flows. As summarized in Table 19, assume ff@atis the set of failure cases tested and

that PRC is the set of failure cases where all of the flahet require re-routing after a

failure can be successfully re-routed. Then, pibefect recovery ratedefined as the

percentage of failure cases where all flows arecessfully re-routed, is equal to

@*10(}%. Because the approach of two reserved paths alveysers from a

|FC|

single link failure regardless of the location loé¢ tfailure or the distribution of the traffic,
the perfect recovery rate for the approach of teserved paths can be considered 100%.
In contrast, the perfect recovery rate of the wemesd backup path approach is unlikely
to be 100%, and the rate observed can be an imaficat how effective unreserved
backup paths are compared to the use of two res@aths.

Although unreserved backup paths cannot guararggeqgb recovery under all
circumstances, it is likely that many flows do reeofrom their failed primary paths
under many circumstances. To determine how wedkdhunreserved backup paths

recover from a link failure, the metrigecovery rateand success ratere used. As

summarized in Table 19, assume thas the set of flows started at the beginning ef th
simulation, FC is the set of single link failure scenarios that eonsideredf¥, . . s

the set of flows with failed primary paths undéeclCase; where failCase; OFC,

SRR ;. icnse, 1S the setof flows O FP, ., . that are successfully re-routed on backup

paths under/zzilCase; where fadlCase; OFC, and ST, ... is the set of flows
that are successful even after a single link fajlvouted either on the primary path or the

backup path, undeyzzcdCase: where fadlCase; OFC. Then, the recovery rate is
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defined as the percentage of successfully re-rdiltes among the flows that require re-

SRR . tcase

routing, L *100%. It is aimed to show, on average, the

FC| e, o FP|
percentage of flows that can recover from theiethprimary paths. The success rate is

defined as the percentage of all successful flowstera a failure,

— *10®6. Because a single link failure only affects aited
FC| paczore  [F]

number of flows, it is expected that the success wall be close to 100%. In contrast,
because the recovery rate depends solely on thetigness of the unreserved backup
paths, it is expected that the backup paths bedese effective as the traffic load

increases, resulting in considerably lower recovatg under some circumstances.

5.4 Relaxed recovery

In circumstances where the network was alreadyilyebaded with traffic before the
failure, it is expected that few backup paths carsiccessfully reserved after the failure
under the strict recovery mode described in Sedi@n Because of the strict adherence
to the service agreement even after a failure, flews, if any at all, are expected to
overcome their failed primary paths using unresgribackup paths. To reduce the
amount of disconnected traffic, an alternativeoisdlax the service agreement after the
failure. This relaxed recovery mode allows all thews to remain connected by
sacrificing the service quality provided to traffafter the failure. Unlike the strict
recovery mode, resource reservation is not atteinmethe backup paths before or after
the failure. If a primary path has failed, the responding backup path is always

activated for re-routing. Due to the missing/fdilénk, there are fewer resources

81



available in the network to transport the same arhaid traffic. Consequently, the
service quality is expected to be lower than betbee failure, though all flows stay
connected. Thus, the goal in this case is to ma@rthe amount of service degradation
after a failure. Section 5.5 discusses the pedioce metrics used to compare different

backup path computation methods under the relee@al/ery mode.

5.5 Relaxed recovery performance metrics

The performance metrics under the relaxed reconerge are summarized in Table 21
and Table 22, and the details of the environmedttae expected behaviors under the

relaxed recovery mode are discussed in Sections arisl 5.5.2.

5.5.1 Environment

Similar to the strict recovery mode, each flow Imsgby using its reserved primary path.
Like before, the primary path is chosen and enaegburces are reserved so that it can
provide the required Qo0S. A backup path computatalgorithm chooses a
complementing backup path that remains unreserutdsbexpected to provide good
service after a failure. In the event of a linkuie, re-routing for all the flows affected
by the failure is allowed.

Assume that each link hasunits of resources and that each flow requires one
unit of resource on every link in its path to dgtigs service requirement. Thus, to
satisfy the service guarantee for existing trafiitially, each link carries at mosttraffic
flows. Assume that before the failure each flovg lome unit of resource reserved on
every link of its forwarding path. Thus, each flesvprovided with 100% of its service

guarantee. With relaxed recovery, after a failtraffic is routed onto the pre-planned
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backup paths when needed, resulting in some linkyiaog more tham flows. A link
carrying more tham flows is considered to be congested, and the e=uiality offered
to the flows using this link is degraded. If aklinarries less than flows, then QoS
provided by this link is 100% as promised. Ifrklcarriesk flows, k > n, and each link
only hasn units of resources, then these flows will experg&esome QoS degradation. If

the most congested link used by a flow cameffows, wherem> n, then the QoS of the

flow using this link is at most*100% of the original QoS guarantee, resulting in a
m

drop of service quality ofLl00% — %* 10®%. Using the relaxed recovery mode, although

all flows stay connected, some flows may sufferrddgd service. So, for this recovery
mode, the resulting degradation of service, in fimen of the amount of resources
available to a flow, is examined. Section 5.5.8vptes detailed discussion of these

performance metrics, which are summarized in Tabland Table 22.

5.5.2 Performance metrics

As summarized in Table 21, assume tha a link in the network and that a fldwakes
the path §, 4, ..., {}. Assume also thafF is the set of flows started at the beginning of
simulation, and that is the units of resources on each |k Thus,n is the maximum
number of flows each link can carry without compromising QoS, and beforefdiiare,
nis the maximum number of flows a link actuallyrees. Assume that, is the number

of flows that# carries, and thaD

 vidcase. defined as the set of flows using one or more

congested links undefzclCase; where failCase; OFC , is equal to {| O ¢, >n},
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where flowf takes the path{, 4, ..., £}. Then, the set of flows ifD, ... are

considered to be suffering from service degradatier the failure and are the traffic of
interest in the relaxed recovery mode. In paréicuinetrics used for comparison are the
number of congested flowthe worst case resource availabilitand theaverage case
resource availability

As mentioned,’DMW is the set of flows that suffer from service delgitaon

after the failure undeyzzcdCase; . Thus, the number of congested flows is defined a

1
|FC| [failCase; OFC

D tuizcase, - Although it is preferable to have as few conggstows as
possible, this value should also be balanced wighworst case resource availability,
which measures the level of service degradatiorrsmpced by flows that actually suffer
from service degradation.

The worst case service degradation considers thed td service downgrade of
only the flows that suffer such a condition. Thedl of service degradation suffered by a
flow is measured in terms of the amount of resaitbat are available to the flow after a
failure. As mentioned in Section 5.5.1, it is ased that before the failure, a flow is
provided with 100% of the resources it needs, dee, unit of resource on each link in the
forwarding path. For flows that suffer service d&tation, the resources on their
forwarding paths are shared by more traffic, and tthese flows receive less than one
unit of resource on each link. Assume that theiserdegradation of a flow, SD, is

defined as the minimum amount of resources availabflowf, which is calculated with

the formula
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n if max{c,.c, ,....c,} >n,
*100)/0’ 1’ 7L u
max{c,,c, ,...,C, } wheref takesthepath(4,7, ,...,Z,).

u

10046 otherwise.

Then, the worst case resource availability is equalto
> SD;
1 z [ Ppacwa 100, It is expected that some flows will continue to

|FC|  fmacke orc ‘DMW/. ‘
have 100% of the resources they desire, while dtowe will not after the failure. For
the flows that do not have the desired amount ebueces, the better path computation
methods are expected to make more resources deditathese flows, and thus, should
yield a higher worst case resource availability.

The last metric of concern is the average casaires@vailability. This metric is

defined to be the average service degradatiorl @bals, and is equal to

1 > SD;
= OF___ *100%.
FC| Ma;m i ’

In a way, this value combines the number of comgeibws and the worst case resource
availability. It is expected that methods with eryw small number of congested flows
might yield a good result because these non-coagdkiws all have 100% of resource
availability. From this perspective, high averagpse resource availability does not
necessarily indicate a good method because itssilpie for the method to be unbalanced
by providing very good service for some flows artywbad service for others. If the
goal is to provide the least amount of service dégtion, then the worst case resource

availability is the more important metric. Howeyall three metrics should be
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considered together for a more complete undersignali the performance of different
methods. Table 22 summarizes the three metriceviduate different backup path

computation methods under the relaxed recovery mode

5.6 Chapter summary

In light of the drawback of wasted resources wivem rieserved paths, reserving both the
primary and the backup paths in advance, are useckserved backup paths are
proposed. Traditionally, the hope for unreservackiop paths is the same as that for the
reserved backup paths: to mask the single linkifail In other words, the traditional way
to use unreserved backup paths is under the statitvery mode (Section 5.2), and the
goal of routing algorithms is to compute backuphpahat can provide the same service
qguality as before the failure. The side effectttof approach is that some flows will
completely fail. As the network load becomes heaqut is expected that very few flows
will actually recover from a failure, rendering thereserved backup paths and the work
done to compute these backup paths useless.

Instead of providing reliable hard service guarastea better fit for unreserved
backup paths may be to relax the service guaraaftee a failure with the goal of
minimizing the effect of the failure. This is th@proach taken in the relaxed recovery
mode (Section 5.4), with the hope that good bagatps can be chosen so that minimal
degradation of service can be achieved. The twaicgbions of backup paths are
summarized in Table 23, and the performance medficoncern are provided in Table

20 and Table 22.
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Table 19. Notations used in strict recovery performance metrics.

Data Definition
FC The set of failure cases tested whose performaatzeadte collected. In a network withdirected links, the largest possitf€
includes alln links.
The set of failure cases wheat of the flows that require re-routing after a fadican be successfully re-routed based on strict
PRC
recovery.
F The set of flows started at the beginning of timeusation.
FP The set of flows with failed primary paths.
S'RRMW The set of flowd 0 FP that are successfully re-routed on backup patie/zzilCase; where failCase; OFC -
SF The set of flows that are successful even aftémgleslink failure, routed either on the primantipar backup path, under
fadCase: fadCase;, Where failCase; OFC .-

Table 20. Strict recovery performance metrics.

Metric Definition Value
_ i SRR ...
Recovery rate The p(ta_rcentage of flows successfully re-routedy(anhong flows that require 1 z [P N fdicase, | 100%
re-routing). |FC| S 0 |FP|
SF...
Success rate The percentage of all successful fftesa failure. i z —M* 100%
[FCl puaczore [F|
PRC
Perfect recovery rate The percentage of failurecashere all the flows are successfully re-routed ‘ ‘ F C\ ‘*100’/0
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Table 21. Notations used in relaxed recovery performance metrics.

Data Definition | Formula
F The set of flows started at the beginning of sirmaoia
FC The set of failure cases tested whose performaaizeatte collected. In a network wittdirected links, the largest possilfi€ includes
all n links.
n The units of resources on each lifik This is the maximum number of flows each lihkan carry without compromising QoS.
C,,i The number of flows the link carries.
The set of flows using one or more congested linkg f
) Oc, >n} where flowf takes the path4, 4, ..., {}.
Daccase underZzilCase. tribe, >n} pathi, &. .. 4}
n if max{c,,c, ,...,C,} >n,
*100%, { h7h /L}
max{c,,c, ,...,C,} wheref takesthepath(4,4, ,...,%,).
S The service degradation of floiwwhich is equal to v !
Dr e .
the minimum amount of resources available to ffow _
100% otherwise.

Table 22. Relaxed recovery performance metrics.

Metric Definition Formula
1
Number of congested flows =i D/%ZCM&.
|FC| failCase; OFC
> SD;
Worst case resource availability The service deggiad of flows that use congested links. L 0 pitcase_x 100%

[FC| fuaachit, orc | Dz, |

> SD;

Average case resource availability = The averagacedegradation of all flows. 1 fOF *100%
|FC | faillCase; OFC | F|




Table 23. A comparison of the strict and the relaxed recovery modes.

Strict recovery

Relaxed recovery

Trade-offs

e Service quality remains the same before and dftefdilure.
« Some flows may disconnect after the failure.

e Service quality is likely worse after the failure.
« All flows stay connected after the failure.

Goal

To minimize disconnection.

To minimize service dtation.
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6 Evaluation

6.1 Chapter outline

In addition to the tests shown in Sections 3.1048®, this chapter provides additional
evaluation of AvoidPBO, TP, and TPmax on differémpologies, traffic distributions,
and recovery modes (Chapter 5). Sections 6.2 é&hde&cribe the simulation program in
OPNET [62] and the resulting simulation environmenSection 6.4 discusses the
performance metrics, particularly how the commuimca cost is calculated.
Comparisons to known methods APLV Norm, CV, and BYY ([48] [49]) that also
compute backup paths that are intended to be umezb@rior to the failure, are also
provided in this chapter. Section 6.5 providesoaerview of all the methods tested in
this chapter as well as the expected overhead rmstef the communication cost.
Sections 6.6, 6.7, and 6.8 provide the simulatiesults of three different scenarios.
These scenarios are different yet related so thiaicated guesses regarding the
performances of other conditions can be extended these results. Finally, Section 6.9

provides a summary of this chapter.
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6.2 Simulation program

The simulations discussed in this chapter wereopméd in OPNET [62]. OPNET was
chosen because it allowed the traffic to work ftgelt when resource reservation is
attempted. The simulation program was built sirfyldo Section 2.10.3, where an
OSPF-like network layer is responsible for disttibg the routing information. Like the
link-state information exchange, routing informatitat is required to be communicated
among all the nodes in the network is done withharge of information between
neighbors. Packet forwarding of data packets isedim the same manner as MPLS,
where a path is first established and labels agd tsindicate the forwarding path.

At the beginning of the simulation, traffic flowsealaid out over the network.
Data packet generation, routing information exclearand backup path re-computation
occur at regular intervals based on the input patars. At a pre-selected time, a link
failure is injected into the simulation and re-iogtof affected flows is performed. Re-
routing is performed based on the recovery modescriieed in Chapter 5. The
simulation completes once a decision is made onthehethe re-routed flows are

successful.

6.3 Simulation choices

6.3.1 Simulation environment

Because fine-grained, discrete events are simylétedcomputation times of each data
point in the heaviest traffic loads shown in Sewi®.6, 6.7, and 6.8 range from almost
one week (for TP, TPmax, APLV Norm, CV, and BV+APtd)a little over two weeks

(for AvoidPBO). Under this circumstance, it wad feasible to consider a multiplicity
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of graphs. Thus, the approach of the simulationshis chapter is to use moderate
environments to compare the performance of therithgos proposed in this thesis and
other previous methods. The aim for these expetisns to develop an understanding of
the behavior of unreserved backup paths as a whole choices of simulated graphs

and traffic are rationalized in Sections 6.3.2 &r813 respectively.

6.3.2 Choice of graphs

The three setups in Sections 6.6, 6.7, and 6.8ra®en to show the general behavior and
performance limitations of unreserved backup patfifiese setups are modeled after
existing work [48] [49], though slightly bigger gias are chosen. The graphs used
below all consist of 20 nodes, and depending orséfep, each node has a degree of four
or five. While there are many types of graphs ltoase from, this type of graph is a

moderate choice in terms of environments that et bse unreserved backup paths in a
single AS. With a tree or tree-like graph, theit mot be many alternatives to choose as
backup paths. Thus, the results obtained undér aumndition may simply indicate a

limitation of the network, rather than limitation$ the algorithms. In contrast, if there

are too many alternatives because the nodes areeiboonnected, then the results under

this condition may not be indicative of the limitats of the algorithms.

6.3.3 Choice of traffic model

As mentioned in Section 6.3.1, at this stage, theis to explore the possibilities and
potential of unreserved backup paths. Insteadhadilating special traffic characteristics,
such as audio or video traffic, generic traffi@ssumed. Any special handling of traffic

is left for future work (Section 7.3). Specifigglthe actual simulated traffic is designed
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to provide an understanding of the capabilitiesimeserved backup paths as well as the
range of overhead. Thus, different traffic loade aimulated and different types of

traffic distributions are tested for comparison.

6.4 Performance metrics

The simulation results based on the metrics destrin Chapter 5 are provided and
discussed in Sections 6.6, 6.7, and 6.8. Becanseobthe major concerns regarding
these backup path computation methods is the anof@xtra routing information that is
required to be distributed through the networks tommunication cost is also measured
during the simulations and discussed in SectioBs .7, and 6.8. Specifically, the
measurement provided is the bandwidth consumeaityng data for the duration of the
simulation. For example, with some of the methted$ed (Section 6.5), the primary path
information is sent along the pre-planned backupgaAssume that the packet with all
the required information has a sizeddbytes and that the backup path consists lbdps
(links). Then, the communication cost of sendihi fpiece of routing information is
d* h, because this packet continues to consume netresdurces until it reaches its
destination.

Overall, the performance of the different methaisneasured based on Chapter
5, specifically Table 20 and Table 22. The ovedhefthese methods is based on the

amount of additional routing data that is circulgtin the network.

6.5 Additional methods tested

In addition to the methods designed in Chaptersd34a known methods—APLV Norm

[48], CV [48], and BV+APV [49], are also simulatéat comparison. A simple disjoint
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method, which uses the shortest disjoint pathshasdesignated backup path, is also
tested as a comparison to the more complex methddisof these methods compute
backup paths that are intended to stay unresemwedtp the failure.

As mentioned, in addition to the difference in periance, the other major
difference among the methods is the differencédéncommunication overhead described
in Section 6.4. Table 24 provides an overview o differences in terms of the
communication overhead among AvoidPBO, TP, TPmaRLW Norm, CV, and
BV+APV. The expected communication overhead upgpmimds are also provided in
Table 24. It assumes thitis the number of nodes in the netwoalkis the number of
links in the network, ané& is the number of traffic flows in the network. discussion of

the different methods is also provided below.
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Table 24. A comparison of the major differencein terms of communication overhead among the backup path computation methods.

TPmax (Section 4.5)

nodes in the network.

Method Communication over head Upper bound
AvoidPBO (Chapter 3) | « Primary and backup path information of each flowasnmunicated to all nodes in the network. « O(FL)
TP (Section 4.4) » Each node constructs two fixed-sized arr@/&P andBTP, which are communicated to all other * O(NL)

APLV Norm [48] » Primary and backup path information of each floweast along its backup path. * O(FN)
» Condensed path information of each link is commaieid to all nodes. « O(NL)
» Primary and backup path information of each floweast along its backup path. * O(FN)
CvV [48] « Condensed path information of each link is commaieid to all nodes. (The condensed path « O(NL)
information of each link is different from APLV Nar.)
* Primary and backup path information of each flowést along its primary path. * O(FN)
BV+APV [49] . . ; )
» Information to compute backup path of each flowast along its primary path. * O(FN)
Disjoint » No extra information is needed. + O
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With the disjoint method, the link weights are nfadl only based on the
corresponding primary path. In this case, the amigrmation needed is the topology
and the primary path of the flow concerned. Thhsre is no communication overhead
associated with the disjoint method. With the otmethods, AvoidPBO, TP, TPmax,
APLV Norm, CV, and BV+APV, the link weights are mbeld based on the extra
routing information that the nodes distribute amadhgmselves. With AvoidPBO
(Chapter 3), primary and backup path routing infation of every flow is distributed
throughout the network. For TP and TPmax, Chagtehowed that the primary and
backup path information is condensed intal arrays before being distributed
throughout the network. APLV Norm and CV take g@pr@ach that is somewhat of a
combination of AvoidPBO and TP/TPmax. With APLV Moand CV, the complete
primary and backup path information of a flow istdbuted only along the backup path
of that flow. The intermediate nodes along thesekbp paths condense the information
they receive based on the design of each methdwe cdndensed information is then
distributed throughout the network. BV+APV put®#rer twist on the approach used by
APLV Norm and CV. With BV+APV, primary and backpath routing information of a
flow is distributed along the primary path of tHew. Each intermediate node also
condenses the information received. The differemtle BV+APYV is that this condensed
information is not broadcast over the network. tdad, when the backup path of a flow
needs to be computed, another message is seny ¢ source node along the primary
path to collect the condensed information. Ovefd and TPmax are the only methods
expected to have constant communication overheadfixed network. The difference

among AvoidPBO, APLV Norm, CV, and BV+APV is thavédPBO broadcasts per-
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flow information while the other three methods osknd per-flow information along
specific paths. Asymptotically, the overhead ofoAlPBO, APLV Norm, CV, and
BV+APV are all bounded by, the number of flows in the network. The actual
difference in the overhead measured during the lation is provided in Sections 6.6,

6.7, and 6.8.

6.6 Random graph with concentrated traffic

6.6.1 Topology, traffic, and failure cases

The topology used in this scenario is the saméa®ne first used in Sections 3.10 and
4.8.2, which is illustrated in Appendix A. It israndomly generated graph of 20 nodes,
each with a degree of four. For this simulatiosegaeach simplex link has the ability to
carry 370 units of traffic. Similar to Section 38,1100 unique sources-destination pairs,
roughly 26% of all possible pairings, are randomifypsen to make up the sources and
destinations of the first 100 flows. Their primgpgths, the shortest paths computed
using unit link weights on all links, are mapped.odo create conflicts among traffic,
additional traffic is generated by randomly chogssource-destination pairs among these
first 100 pairs, and these additional flows use shme primary paths as the first 100
flows. Thus, flow number 101 can be considerediglidate, with the same source and
destination and taking the same primary path, efafrthe first 100 flows, and so on.
As described in Chapter 5, all the flows are assuroe require one unit of

resource on each link of its primary path to sgtikeir service quality, and the flows are
mapped out such that the network can satisfy saohce quality before the failure. In

this particular setup, a total of 12000 traffic W® are generated. For this set of
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simulations, traffic loads of 2000, 4000, 6000, 000000, and 12000 flows are tested.
Among the 80 simplex links in this setup, 40 simpleks, two out-going links from
each node, are tested. Thus, 40 failure scenareogested, and all the scenarios cause at
least one failed primary path in every traffic lo@dt case. More details regarding this

particular setup are provided in Appendix B.

6.6.2 Performance

Figures 12-20 show the simulation results undersiteip described in Section 6.6.1.
These results include a direct comparison to tleeaigwo reserved paths, a look at the
difference between pairing unreserved backup paitsstrict recovery and with relaxed
recovery, and also the overhead for communicatirfyaerouting information. A
discussion of these results is provided below, &adtion 6.6.3 provides a summary of
this particular simulation scenario.

As mentioned in Sections 5.2 and 5.3, the use oésemved backup paths was
first designed to prevent the waste of resourceenwtwvo reserved paths are used.
Though it is not always possible, unreserved bagbafphs are intended to provide the
same service as two reserved paths. In other wtrddope for the unreserved paths is
to achieve perfect recovery under the strict reppueode, where resource reservation on
the backup paths is attempted and successful.rd=igu shows the percentage of failure
cases tested where perfect recovery was achievesl.expected, perfect recovery is
generally only achieved during very light traffmalds, the two lightest loads in this case.
During medium loads, unreserved backup paths cawige perfect recovery for some

link failures but not others. At heavy loads, petfrecovery is generally impossible,
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save for the odd one or two link failure location3hus, in this regard, unreserved
backup paths simply cannot compete with the useo@feserved paths in most cases.

Because perfect recovery (Table 20) is an all-dhing measurement, it misses
some link failure cases where many backup pathswreessful. Figure 16 provides the
recovery rate (Table 20), which shows the averagegmtage of backup paths that are
successful under the strict recovery mode. For lib#ter methods, a fairly high
percentage of the backup paths are successfuleirthttee lighter traffic loads tested.
Specifically, in the first three loads, where traffakes up roughly 50% or less of the
available resources in the network, when a baclath s needed, 90% of the ones
computed by AvoidPBO, TP, TPmax, and BV+APV arecsgsful. Even the simple
disjoint methods can provide good results in somses, particularly in the first two
cases. As expected, however, as the traffic lcambrines heavier, unreserved backup
paths paired with the strict recovery mode becomeasingly ineffective. However,
because a link failure only affects a limited numbgflows, Figure 17 shows that, as a
whole, the network continues to function quite well the majority of the traffic. Thus,
in the event of a single link failure, the use ofraserved backup paths with strict
recovery is not catastrophic in general and mag geod compromise, particularly with
respect to the large amounts of wasted resourcesrad by reserving two paths. The
drawback of unreserved backup paths under stretvesy is that it is fatal for some
traffic.

Pairing unreserved backup paths with relaxed rego{&ections 5.4 and 5.5) is
expected to overcome this particular deficiencyhewthe primary paths fail after a link

failure, the relaxed recovery forgoes resourcervesen on the backup paths and so
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cannot guarantee to preserve service quality.edasttraffic is always allowed to re-route
over the planned backup paths. As a result, soafiéctis expected to retain the same
service quality as before, while some traffic ipected to be routed over links that are
congested, as shown in Figure 18. The trafficaduiver congested linkss expected to
suffer some service degradation. While it is bette have zero flows suffer from
congestion, it is also important that these coregeows do not suffer too much service
downgrade. Figure 19 shows the amount of senecgatlation that the congested flows
experience (Table 22). Taking Figure 18 and Figi&r¢ogether, although TPmax causes
more flows to suffer from congestion, these floves bt suffer too much, even in the
heavier traffic loads. While some methods havevdlghat suffer no congestion and
flows that suffer bad congestion, TPmax providesi@e standard service for all the
traffic concerned. For example, even in the hesvm@ffic load, TPmax can provide at
least 90% of the original service agreement tooav,flwhereas the disjoint method
provides less than 80% of the original service itpi@h the worst case. With TPmax, a
flow either experiences the original service gutgaror has its service downgraded by
about 10%. With the disjoint method, a flow migitperience the original service
guarantee, but another flow suffers a downgradebwut 20%. Figure 20 can be
considered an average of these disparate typesrates qualities experienced by the
traffic as a whole. Because TPmax results in ddrighumber of congested flows,
especially in the two heaviest network loads, oerage, the average service quality
provided by TPmax is second to TP and AvoidPB(hosé cases. Overall, with relaxed
recovery, all flows can remain connected, and tte sffect is the possibility of small

and maybe negligible service degradation, partibulbor certain methods. Without

! These traffic flows are often called congested$io
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considering the overhead, if the objective is tonimize the service degradation
experienced by a flow, then TPmax is the best aptio

Based on Figures 12-17, an emerging trend is thagha traffic loads, almost all
methods, even the simple disjoint method, can &ehigood results, whereas poor
performance is likely expected for all methods eavy loads. The real difference in
performance among the methods generally occursestium traffic loads, where there is
obvious distinction between better methods and evarsthods. This is not unexpected,
as it is logical that when there is barely anyfitah the network, any method can work,
whereas when there the network is completely load# traffic, likely nothing will
improve matters. However, when there is room fanipulation, it is more obvious that
some methods are better at managing traffic.

As mentioned in Table 1, within the category ofasarved backup paths, there is
concern that good performance needs to be balavegd scalable overhead.
Specifically, the fear is that good performance oafy be achieved by using a large
amount of extra routing information that is notgtieal. As outlined in Table 24, some
algorithms, e.g., AvoidPBO, APLV Norm, CV, and BVPX, that require flow-based
information to be communicated over the network @aoé expected to be scalable or
practical, becausd-, the number of flows (the amount of traffic), camcrease
indefinitely. During the simulation, the amount riétwork resources consumed by the
distribution of extra routing information (Sectiém) is collected and provided in Figure
21. (Since the disjoint method does not requiitamhal routing information, there is no
overhead involved and thus this method is not shpowks expected, only the overhead

of TP and TPmax stays constant, and the overheadred by other methods increases
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as the amount of traffic increases. Compareddmther methods, the overhead incurred
by AvoidPBO can be considered off-the-chart, likbgcause AvoidPBO requires per-
flow information to be broadcast. Figure 22 shdws overhead that focuses on TP,
TPmax, APLV Norm, CV, and BV+APV to magnify the agbnship among these
methods. Although the overhead of APLV Norm, CNg 8V+APV is expected to grow
as the amount of traffic increases, there is onst tmwith CV, where the overhead for the
case of 12000 flows is smaller than that for theecaf 10000 flows. The reason is that
the majority of the extra routing information isnacmunicated along the backup paths
based on the CV algorithm design. According toddleulation described in Section 6.4,
the amount of overhead is also dependent on howy dopiece of routing information
circulates in the network. If a backup path isrextely long, then not only is the
information depicting the paths more lengthy, he &ctual packet carrying the routing
information also remains in the network for a Igoeyiod of time, resulting in higher
overhead. Thus, the actual amount of overheadnedby the flow-based, path-based
methods may not always match the number of flonthénnetwork. In some cases, the
overhead matches the sum of the path lengths ofpttes along which routing
information is distributed. Figure 23 shows thensef the path lengths of the paths taken
when communicating routing information, which mashthe trend in Figure 22.
However, because the sum of the path lengths ggneratches the number of flows, the
overhead is still expected to increase as the ahajuraffic increases.

Based on the results of the overhead analysis, dRBO should never be
recommended for practical use. Together with tedopmance analysis, none of the

flow-based algorithms should be recommended foctjwa use because the performance
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gain is relatively small compared to the overheatthough AvoidPBO is unsuitable for
practical purposes, it is still instrumental in thesign of TP and TPmax, which turned
out to be both efficient and effective.

The confidence intervals are not given in thesaltgsand this convention is also
used in Sections 6.7.2 and 6.8.2. This decisios made because performance varies
greatly with different failure locations. As a uéts lower performance generally does not
occur under the same condition as higher performanm the interest of providing
cleaner plots for interpreting the overall behawbrunreserved backup paths, only the
average is provided. Also, to emphasize the overalds, solid lines are drawn through

data points; they do not indicate actual valuegsiokt through simulations.
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6.6.3 Case summary

The general trend is a drop in performance as th#ict load increases. More

specifically, the drop occurs when the networkeseyally half loaded with traffic prior

to the failure. Strict recovery is only suitabtelight network loads, before the network
is more than half loaded, and only for certain rodf) such as AvoidPBO, TP, TPmax
and BV+APV, though in extremely light loads, evér tdisjoint method will suffice.

When the network is more than half full, taking theerhead analysis into consideration,
TP or TPmax should be recommended, and the unexsdérackup paths chosen should
be used under the relaxed recovery mode. Ovehadl,set of simulations shows that
unreserved backup paths, especially when paireld wmiliaxed recovery, can provide
satisfactory performance even at heavy networkdoaeirthermore, using TP or TPmax,

good results can be obtained despite using lesmgoaformation.

6.7 Random graph with four extra links

6.7.1 Topology, traffic, and failure cases

For this set of simulations, the traffic and thduf@ cases are the same as those in
Section 6.6. The topology is almost the same, gxtat four simplex links were
randomly selected and added into the graph, axtepin Appendix C. Like all the
other links, each of these four links has a capadfitrouting 370 traffic flows without
compromising service quality. While the generehtt in the results is expected to be
similar to Section 6.6, the main reason for thigigas to examine how well different

methods take advantage of the extra resources.
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6.7.2 Performance

Figures 21-28 show the results from this simulatwenario. Figure 24, Figure 25,
Figure 26, Figure 28, Figure 30, and Figure 3lamaogous to the graphs provided in
Section 6.6.2. Figure 27 and Figure 29 provide mamsons between the scenarios
simulated in Section 6.6 and this section. Basethe results in Section 6.6, AvoidPBO
is deemed unsuitable, more so than other methodgyréctical purposes due to its high
overhead. Thus, results from AvoidPBO are notudetl in this section. A discussion of
the simulation results is provided below, and $ec6.7.3 provides a summary of this set
of simulations.

As mentioned, because of the minor change in thelogy, the general trend of
the performance is not expected to be differenhff@ection 6.6. Figure 24, Figure 25,
and Figure 26 show the performance of the unreddyaekup paths under strict recovery
that is similar to the results in Section 6.6.2 thackup paths only work well in light
network loads. Because the difference is mostesnith terms of recovery rate, Figure
27 provides a comparison of recovery rates betweerscenarios in Section 6.6 and this
section. Figure 27 shows the number of cases iohabetter recovery is obtained by
adding four more links, among the 40 cases of faikires that are tested. In general,
TP, TPmax, APLV Norm, CV, and BV+APV are bettertaking advantage of the
additional resources than the disjoint method.c@&ysidering how traffic is distributed in
the network and how the distribution is expectedrange in the event of a link failure,
TP, TPmax, APLV Norm, CV, and BV+APV are bettematnaging the traffic to make
the most out of the extra resources. In contthstdisjoint method simply considers the

topology and the corresponding primary path whdraekup path is computed. Thus,
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extra resources may not even be considered ifdbayot happen to be along the shortest
disjoint path.

Similarly, Figure 30 shows the resource availapibixperienced by congested
flows, which is the representative performance measent under the relaxed recovery
mode. Similar to Section 6.6.2, many algorithnastipularly TPmax, can maintain good
service even at heavy network loads. Comparingdbelts between the two topologies,
Figure 29 shows the number of failure cases in wbetter service is obtained under the
topology with four additional links. Similar toghcomparison in Figure 27, the methods
that consider how traffic is routed in the netwark more consistent at taking advantage
of the extra resources compared to the simpleidisjeethod.

For completeness, the overhead incurred by extranginformation distribution
is shown in Figure 28. This is consistent with thgper bound analysis in Table 24,
where the overhead for APLV Norm, CV, and BV+AP\rneases as the amount of
traffic increases. As mentioned in Section 6.6dnparing Figure 30 and Figure 31, the
overhead incurred by APLV Norm, CV, and BV+APV Isaclosely related to the paths

on which the routing information is distributed.
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Figure 25. The percentage of successful backup paths when there are four additional links.
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Figure 26. The per centage of successful flowswhen there arefour additional links.
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Figure 28. The resour ces available to flows using at least one congested link along their forwarding
pathswhen there are four additional links.
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6.7.3 Case summary

As expected, additional resources, in the form xfrae links, result in improved
performance in general. The general trend is thatimprovements obtained by the
disjoint method are limited, likely because it omignsiders the topology. In contrast,
methods such as TP and APLV Norm which consider traffic flows related to each
other when planning backup paths can make moresimaggunts and tailor the solution to
existing network conditions, wherever the availalelsources happen to be. Overall, this
test case provides a positive outlook regardingetkigected performance on topologies
and scenarios not tested in this thesis using mdsteoch as TP and APLV Norm. Such
methods are expected to adapt to the current ¢onslitand make good use of the

available resources.

6.8 Random graph with random traffic

6.8.1 Topology, traffic, and failure cases

The topology used in this set of simulations isntd=l to what is used in Section 6.6.
The difference in this case is the initial traffitJnlike Sections 6.6 and 6.7, the initial
traffic is not concentrated between 100 pairs afree-destination nodes. Instead, the
initial traffic is randomly selected between anyotwodes for the entire 12000 traffic
flows. Like Sections 6.6 and 6.7, for each flovgoairce and destination node pair is first
chosen, and then the shortest path between theseasles are mapped out and reserved
as the primary path of the flow. Because the soaral destination pairs are not limited

to the first 100 pairings like in Sections 6.6 &d, the initial traffic is expected to be
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more spread out. Consequently, the resourcesitbatot initially reserved are also more

evenly spread out over the network.

6.8.2 Performance

Because the overhead incurred by AvoidPBO is mwah High compared to other
methods, results from AvoidPBO are again not inetudn this section. Figure 32
provides the recovery rate (Table 20), the succatesof the activated backup paths, in
the strict recovery mode (Section 5.2). Like befdhe general trend is that the recovery
rate decreases dramatically when the initial tta¢bnsumes roughly more than 50% of
the network resources. Compared to the traffiditemn in Section 6.6, Figure 33 shows
that the performance with less concentrated traffibetter for all traffic loads tested.
Despite having the same number of traffic flowsjohhactually consumes a little more
resources initially than the concentrated trafBtup in general, as shown in Figure 34,
the random traffic setup still results in betterfpenance after a failure. While the
dramatic drop in recovery rate begins in the cagk @000 flows when the network is
slightly less than half full in Figure 16, Figur@ 3hows that the dramatic drop with
random traffic begins after the network is half folthe case with 8000 flows. Likewise,
Figure 35 provides the performance trend underxeelarecovery (Section 5.4), and
Figure 36 also shows that better performance isiodd in the random traffic setup.
Looking at how the initial traffic is distributed ithe network, Figure 37 shows that the
initial traffic in the setup in Section 6.6 is ireemore concentrated, generally leaving
more links with very few resources, less than 13%he total capacity, for re-routing.
With so few free resources available, these linkes essentially rendered useless, or

become the weak link and bottleneck at the verst)dmcause they are unlikely to handle
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any re-routing successfully. Figure 38 furtherwfdhat, with the more concentrated
traffic distribution in Section 6.6, there are feviieks with a medium (40-70%) amount
of resources available for re-routing. Togethesialler number of links with adequate
resources and a larger number of links with venyted resources likely contribute to the
comparatively lower performance in the concentrataffic setup.

Overall, the results from this section and Sect®6s2 and 6.7.2 all show that the
turning point in performance is still at the powitere a network is roughly 50% loaded
with initial traffic. If the initial traffic is moe evenly distributed, or from the opposite
perspective, if the free, available resources ertbtwork are more evenly distributed,
then the performance in both recovery modes is @ggdeto be better than cases where
traffic or free resources are concentrated in adpecific areas.

For completeness, Figure 39 provides the commuarcabverhead incurred
during this simulation set. As expected from tmalgsis in Table 24, only TP and
TPmax use constant overhead regardless of the arobtnaffic in the network. When
the amount of traffid= is much larger than the number of nodds &nd links ) in the
network € >> L andF >> N), the overhead incurred by TP and TPmax is exddctée

the smallest among the methods tested, excludangigjoint method.
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Figure 32. The percentage of re-routed flowsthat are successful after a failurewhen theinitial traffic
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Figure 34. The percentage of resources used by theinitial traffic under the condition described in
Section 6.8.1.
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forwarding path when theinitial traffic isnot concentrated.
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6.8.3 Case summary

The general trend for this simulation set is theeas those in Sections 6.6 and 6.7. The
twist in this simulation set is that, by keeping tinitial traffic more evenly distributed,
good performance can be obtained for more caseshen strict recovery mode.

Performance in the relaxed recovery mode is algwoned.

6.9 Chapter summary

Tests on the methods designed in Chapters 3 anéivdidPBO, TP, and TP, are
performed in this chapter to evaluate their peréomoe, particularly in the face of
changing topologies and traffic conditions.  Aduliially, the trade-off between
performance and overhead is also examined. Fopaoson, several known methods in
the same solution category are also tested. Duis tuigh overhead and unsuitability,
results from AvoidPBO are only included and disedlssn the first simulation set
(Section 6.6), which shows that AvoidPBO conforimdhte general trend, except for the
overhead. Although any performance gain by Avoi@PB dismissed in Sections 6.7
and 6.8, AvoidPBO still played in important roletire design of TP and TPmax.

In general, there is a division between light aedvy network nodes, and the
division occurs roughly at the point where the ratwis half loaded with traffic. The
strict recovery mode only works well in light traffloads. Under the relaxed recovery
mode, while more acceptable performance can beingoktaby all methods, TPmax
particularly performs well, with less dramatic deelin performance as the traffic load
increases. Furthermore, TPmax obtains these sedelpite requiring only constant
overhead in a fixed network, which is significanttywer overhead than flow-based

methods.
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In terms of the performance in a changing netwslightly better performance
can be obtained if the free resources and trafecewvenly distributed. Although the
methods that consider how traffic is routed incarenoverhead, they are shown to adapt
to different traffic conditions and network topolegt Such methods can make better use
of the available resources by managing the relatebmmong traffic flows and the paths
they take. Overall, based on the performance, h@ast, and adaptability, TPmax,
especially when it is paired with relaxed recovasythe best option when unreserved

backup paths are used to improve service quality.
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7 Conclusion and Future Work

7.1 Summary

Traditionally, a single path with enough resourceserved is used to provide the high
QoS requested by a user. Although this path hasginresources reserved to satisfy the
service quality of a flow, it suffers from singlmk failures. When a flow depends on
only a single path, it can easily be disconnectedhe event of a link failure in the
network. A popular solution to handle flows in teent of a link failure is to use two
reserved paths per flow, both a reserved primamy @&d a reserved backup path.
Because the backup paths are reserved, this appozac guarantee the same service
quality both before and after a link failure fof fdws. However, since backup paths are
rarely activated, the resources reserved solelyhiese backup paths are wasted most of
the time.

The approach taken in this thesis is a less expegproach that pairs a reserved
primary path with an initially unreserved backughpaSeveral algorithms are designed
to compute unreserved backup paths, each with reifteperformance results and
overhead requirements. Using different path coatpart algorithms and different

techniques to utilize the backup paths once theyrnseded, competitive performance
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relative to that of reserving two paths can be eail, thereby providing acceptable
service quality and reliability to many applicatsonexpensively after a link failure.
Based on existing work, a basic algorithm, AvoidRB®compute backup paths
that are intended to be unreserved prior to thieiraiis designed. To be successful,
unreserved backup paths need to be chosen shéhattivated backup paths do not fight
over the same resources. While the backup pathevantually calculated by Dijkstra’s
algorithm, AvoidPBO provides a way to determinelihks that are expected to be under
the most contention, and thus should not be chdspossible. Its framework differs
from existing methods in that it does not requnteimediate nodes to construct/calculate
any routing information. The source nodes are aesible for communicating useful
routing information into the network, and the imbediate nodes are only required to
exchange the routing information. As a basic algor, the useful information
AvoidPBO source nodes send out into the networttkesraw path information of their
flows. While this is very costly, on the ordertbe number of flows in the network, by
pushing all responsibility back to the source nodiess expensive methods such as TP
and TPmax could be derived from this framework. cémtrast, methods that require
intermediate nodes to help compute essential @uniiormation always require raw path
information of flows to be sent to the intermediatales. Although such methods may
incur less overhead than AvoidPBO by reducing thenlmer of nodes that receive per-
flow information, their reduction in overhead cahcompete with methods such as TP
and TPmax that only require topology-based inforomat Thus, even though AvoidPBO
is likely unrealizable in practice, its designnstrumental in other practical and effective

approaches.
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TP and TPmax are two algorithms that compute unredebackup paths using
lower overhead, and they are derived from AvoidPBBased on how AvoidPBO uses
the raw path routing information to determine um@dse links, a method to condense
routing information to two fixed size arrayBTP andBTP, is designed. This method
condenses raw routing information such that theresdlt is useful and its size remains
constant regardless of the amount of traffic in tleéwork. In a fixed network, this
method incurs constant overhead, where each soodEsends olRTP andBTP, rather
than the flow-based overhead required by AvoidPBO @her known methods. TP and
TPmax are two methods developed to B$& andBTP to compute backup paths. Their
performance is generally second only to AvoidPBOileviusing asymptotically less
routing information. AvoidPBO, TP, and TPmax asg@up, also provides better
performance in the majority of the test case, ti@nexisting methods that also compute
unreserved backup paths to provide reliable Qo®usTthe design decision to push
computation back to the source nodes allows simti overhead reduction and still
provides a way to choose effective backup paths.

Merely carefully choosing unreserved backup pathsas always enough to
provide acceptable service after a failure, esfigaidnen the traffic load is heavy. When
the traffic load is heavy, most of the resourcethenetwork are already in use and very
few resources will be available. Under this cirstiamce, the traditional way a backup
path is used, which ultimately requires resourcgemeation to be performed on the
backup paths, results in poor performance for tlagonty of the traffic loads. Thus,
while unreserved backup paths are less expensae riserved backup paths and are

simpler to set up prior to the failure, getting thest results out of unreserved backup
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paths is not as straight forward. If the origisalvice quality is to be maintained, then
some flows will be sacrificed and become discoretedthe strict recovery mode in
Section 5.2). The alternative is to allow all f®wo remain connected through the
remaining resources, which may result in lower isenquality (the relaxed recovery
mode in Section 5.4). The best course of actiortate depends on the network
conditions.

With strict recovery, the general trend is that djperformance can be provided
by all the methods tested when the network isydight. Even the simple disjoint
backup paths work well when the network load igemely light. In other relative light
network loads, depending on the network setup,vegoby all flows may not be
possible under some failure scenarios. Howevernen these situations, because the
traffic load is relatively light, very few flows arsacrificed and become disconnected. As
the network load becomes heavier, performancedfigreht backup path computation
methods become more varied. At the same timesanred backup paths result in more
and more disconnected flows, and thus become febseas useful. Overall, with strict
recovery, once the network is half full, the petege of successful recovery decreases
dramatically, down to less than 10% success rategt.

When the network is more than half full, the reseuis to mitigate the effects of
a link failure using the relaxed recovery mode.s®acrifices service quality to allow all
flows to retain connection. The overall trendti a drop in performance as the traffic
load increases. Unlike the strict recovery, in Wast case, a flow can still expect to
experience about 75% of the original service quald 25% drop in service quality.

With TPmax, the service quality never goes beloughty 90%, a drop of at most 10%
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service quality, even when the network is more thaee quarters full. Thus, with
relaxed recovery, all flows can remain connected, the side effect is the possibility of
small and possibly negligible service degradatitnemvTPmax is used. As the network
load increases, TP and TPmax perform better thher anethods despite using less
routing information. Relative to other methodse tervice degradation from TP and
TPmax is less dramatic as the traffic load increase
This thesis developed several techniques that aancdmbined to provide

inexpensive, scalable, and satisfactory servicdldws that are serviced by single
dedicated paths, in the event of a single linkufailin the network. Using unreserved
backup paths to mitigate the damage of a singlefailure is much less expensive than
using two reserved paths, but is not as straighticd. In many cases, the backup paths
need to be carefully chosen and also used diffigremder different circumstances for
the best performance. When the traffic load iktligervice quality does not need to be
sacrificed, whereas service quality has to be fseedli to maintain flow connection when
the traffic load is heavy. Strict recovery canused at light networks loads and relaxed
recovery should be used in heavy network loadsns@ering both the performance of
the backup paths and the overhead incurred, TR@aiith static recovery results in the
best performance in light network loads. TPmaxgquhivith relaxed recovery results in
the best performance in heavy network loads. BerdlPmax uses the same routing
information as TP, it is relatively easy to swittbm TP to TPmax as the traffic load
increases to improve the service quality. Thu&mgausnore sophisticated backup path

computation methods and various different techréguacceptable service can be
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provided to overcome the effects of a single liakure, even without reserving resources

on the backup paths. At the same time, the ovdrisescalable and controlled.

7.2 Contributions to knowledge

Most existing research generally assumes that prayi@-routing at high service quality
in the event of a single point failure in the netkvoequires reservation of two paths
(Section 2.5) in advance, which is extremely costhd wasteful. In an effort to
overcome this drawback, this thesis sets out tonee& the use of unreserved paths to
provide more reliability to improve QoS, particljafor the case of single link failures.
A family of algorithms to compute unreserved back#hs is designed. Based on an
initial basic framework, resource contention bebes/iare categorized to ultimately
design scalable and effective backup path compumatinethods. Performance
evaluations show that these methods are sensitibeth the traffic and the topology to
gain good recovery results. By accepting the &trons of unreserved backup paths,
additional techniques that can be applied durirgrédtovery process based on different
network conditions are also developed to compenfatehe fact that no resource
provisioning is performed before a failure. Instad forcing unreserved backup paths
into the role of reserved backup paths, a diffepgaicedure, relaxed recovery, which
makes better use of these unreserved backup patremployed. Simulations are
performed, and trends and behaviors are studiedhab the traffic load-recovery
procedure-algorithm combinations that yield the tbessults are identified. The
performance analysis shows that these unresenadijpgaths are likely to be feasible

in many cases. If they are well-planned, usinded#nt techniques under different
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conditions, unreserved backup paths, while not gogrfcan provide inexpensive
satisfactory recovery from a link failure.

In particular, two algorithms, TP and TPmax, areomdy scalable, but also yield
extremely competitive results. Using TP and TPnwaxarefully choose backup paths,
even if they are unreserved prior to the failufggyt can still provide satisfactory
protection against single link failures. For avess provider, in extremely light network
loads (at most 20% full), nothing needs to be daredvance to overcome a link failure.
Simply re-routing flows over a disjoint path willfice. When the network is relatively
lightly loaded but has enough traffic in it (20% 6% full), unreserved backup paths
will need to be more carefully calculated. In #naguations, TP, using scalable routing
overhead, can provide performance nearly as goaasiag two reserved paths which
guarantees perfect recovery. When the networkoierthan 50% loaded, TPmax paired
with relaxed recovery should be used, and the eéggeservice downgrade is at most
10%. Under these circumstances, an applicatioh ¢ha tolerate 10% of service
degradation can be satisfied with this service. thWa relatively small amount of
degradation, it is likely that software correctionmore sophisticated data encoding can
be done at the end users or at the servers sthéhamall drop in service quality is all but
indistinguishable to humans. To further improvemumetwork QoS, a service provider
can be more mindful regarding the placement of annpaths by spreading them out
more evenly. This way, the free resources can beemeffective when re-routing is

necessary.
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7.3 Future work

As mentioned in Sections 3.9 and 4.6, while Avoi@P8nd TP/TPmax as defined in
Chapters 3 and 4 assume that the traffic of intehes the same service quality
requirement, they can certainly be extended toractadate more varieties of traffic and
service guarantees. The ranking of traffic andesoad Sections 3.7.1, 4.4.2, and 4.5.2
should also be examined further for any negativesequences of ranking. As
mentioned in Section 3.7.1, AvoidPBO is currentbfided to use the starting time of
traffic flows to determine the ranking and prioriey backup path traffic. A similar
decision is made for TP and TPmax in Sections /aA®4.5.2. Exactly how fair these
decisions are should be examined further, and aipgons of ranking should also be
explored. In addition to these extensions, by ey the routing information into how
resources are used by primary and backup patlileign of AvoidPBO, TP, and TPmax
can potentially adjust to even more non-uniform amsparate network topology and
traffic models. For example, when primary pathfizas completely concentrated in a
small region of the network, information regardibgckup path traffic is likely
unnecessary because the majority of the traffi¢ kginain in that small region even
when there is link failure in the network. Perhagsetter algorithm should first examine
the disparity of traffic encoded in its routinganfnation before sending the information
out. By not sending out the negligible backup padffic that can potentially confuse
algorithms, not only is the condition in the netlwonore accurately illustrated, there is
also the likelihood of a reduction in the cost afdmcasting the routing information. In
addition to enhancing performance, improvementdiffierent failure modes, such as

single node failures, should also be considerethénfuture. Alternatively, because
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complete failures are the extreme cases in a lspgetrum of failure models, solutions
for complete failures could possibly be adaptedltionately provide fault tolerance for a
range of failures, such as a non-negligible deeréasetwork capability. Sensitivity
tests for other details in the proposed algoritlssh as the input parametector can
also be performed for deeper understanding of éedors of the algorithms..

As mentioned in Section 6.3, the design of the fatians presented in this thesis
aims to explore the potential of unreserved bagkaghs and a guideline on how to use
them. Just like there is a difference betweernt ligiffic and heavy traffic, it is likely the
case that special handing is required for diffetgpés of traffic, such as audio or video
traffic.

In terms of the directions of future research, Qo&ing over multiple domains
[82] is becoming increasingly important as multiplrvice providers and multiple types
of services are increasingly becoming accessililesuch an environment, some issues
such as the trade-off between the amount of routifgmation and performance will
become more serious as the routing information maékd to be distributed over a wider
area. Furthermore, solutions also need to be geovio guard against security issues
such as the misuse of crucial routing informatidrhe question of how to recover from
malicious or uncooperative servers may come tddrefront in the future when multiple
domains are expected to work together while remgir@onscientious of their service

agreements to their own customers.
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Appendices

Appendix A

Table 25 is the adjacency matrix representatioth@frandomly generated graph used in
the experiments in Sections 3.10, 4.8.2, 6.6, aBd Bhe actual graph is shown in Figure
40. For clarity of node positions, the edges ave drawn with arrows, though each

undirected edge in Figure 40 represents two dideetiyes, one in each direction, in the
simulation setup. As mentioned in Section 3.113, ha randomly generated graph of 20
nodes, each with a degree of four. The diameteéhefgraph is three. This graph was
chosen for its potential existence of a moderateber of alternate paths. With adeguate
alternatives, such a topology allows for assessneérthe planning and negotiating

abilities of different algorithms under a moderateironment. If the nodes are too well-

connected, then there is likely no real differean@ong the methods tested in Chapter 6.
If there are too few alternatives, then the unne=gtibackup path approach as a whole is

not appropriate.
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Table 25. The adjacency matrix representation of the randomly generated graph with 20 nodes, each

of which hasa degree of four.
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Figure 40. Visualization of the random graph.
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Appendix B

One of the goals of these simulations is to deteenthe behavioral trends of these
algorithms. Both results from light and heavyficafoads are of interest. One point of
interest in particular is how the broadcastingafting information used in AvoidPBO,
TP, and TPmax compares to BV+APV, which only semu#ting information over
primary paths. To capture the case where any fafrbroadcasting is more costly than
flow-based algorithms like BV+APV, the amount adiffic needs to be relatively low.
Conversely, the amount of traffic needs to be heglough to capture the case where
distributing flow-based routing information, eveoray very short primary paths, is more
costly than broadcast. All of these factors togethd to this particular setting where the
resource limit is set to 370 units per link and ttadfic loads range from 2000 flows to

12000 flows.

Appendix C

Table 26 is the adjacency matrix representatiothefrandomly generated graph plus
four extra links used in the experiments in SecBon This graph is derived from the
graph represented by Table 25. The extra linksralieated in bold and italics. Figure
41 is a drawing of the graph, with the additionddes in red. Like before, for clarity of
node positions, the edges are not drawn with arrdaugh each undirected edge in
Figure 41 represents two directed edges, one ih daection, in the simulation setup.
This graph has a diameter of three, and each nagle degree of either four or five. The
additional edges in this graph are intended to wdstther the algorithms can exploit

these new resources by rearranging the backup .pailhese additional links should
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result in better performance, but it is also impottthat algorithms actually discover

these additional links and use them well togeth#ér all the other links.

Table 26. The adjacency list representation of the graph with four additional links.
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Figure 41. Visualizaion of the graph with four additional links.
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