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Abstract

A performance evaluation of CSTC (Cooperative Space Time Coding) with spatially cor-
related fading and imperfect channel estimation in Gaussian as well as impulsive noisce is
presented. Closed form expressions for the pairwise error probability conditioned on the
estimated channel gains are derived by assuming the components of the received vector
are independent given the estimated channel gains. An expurgated union bound using the
limiting before averaging technique given the estimated channel gains is then obtained.
Although this assumption is not strictly valid, simulation results show that the bound is
accurate in estimating the diversity order as long the channel estimation is not very poor.
It is found that CSTC with block fading channels can reduce the frame crror rate (FER)
relative to SUSTC (Single User Space Time Coding) with quasi-static fading chanunels.
even when the channel gains for each user are strongly correlated and when the channcl

estimations are very poor.

A decision metric for CSTC with spatially correlated fading, imperfect channel estima-
tion, and impulsive mixture Gaussian noise is derived which yields lower FERs than the
Gaussian noise decision metric. Simulation results show that the FER performance of
CSTC with mixture Gaussian noise outperforms CSTC with Gaussian noisc at low SNR.
At high SNR, the FER performance of CSTC with Gaussian noise is better than the FER
performance of CSTC with mixture Gaussian noise due to the heavy tail of the mixture

Gaussian noise.
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Chapter 1

Introduction

Two important goals for third generation (3G) cellular communication systems are to
achieve high voice quality and provide high bit rate data services. However. duc to the
nature of the wireless propagation environment, time-varying multi-path fading causes
the received signal strength to vary significantly, thereby making it difficult to achieve
reliable communication {1]. The concept of diversity, which is to provide the receiver
with multiple versions of the information bearing signals that are subjected to fading. has
been shown to be very effective in mitigating the effects of multi-path fading. Somc well
known forms of diversity are space, time, frequency, and polarization diversity [2]. Time
and frequency diversity use different time slots and frequency bands to transmit signals.
Multiple antennas with different polarizations for reception and transmission arc used in
polarization diversity. Space diversity uses different propagation paths. Antennas arce
spatially separated so that the paths from transmit antennas to receive antennas undergo

more or less independently fading.

Space diversity, also known as antenna diversity, can be divided into two groups: receive
and transmit diversity. Receive diversity makes use of multiple receive antennas thal
are well separated to ensure independent fading. Some known forms of receive diversiry
include selection, switched, equal gain, and maximal ratio combining diversity {21, Sim-
ilarly. transmit diversity uses multiple transmit antennas which are spatially scparated.

Previous work on transmit diversity can be broadly divided into two categories: svstems



with feedback and systems without feedback. Generally, a system with feedback has a
better performance. For example, with channel state information (CSI) at the transmit-
ter, optimal transmit weights can be calculated to maximize the desired received signal
power at the receiver and minimize the interference with other nearby receivers [3]. How-

ever, extra signalling overhead is required for systems with feedback.

A system without feedback generally has a poorer performance. The signalling overhead
for such a system is lower and the the receiver is simpler [3]. Space-time (ST) coding over
multiple transmit antennas is often used when CSI is unknown and can be divided into two
forms: ST trellis coding (STTC) and ST block coding (STBC) [4]. For STTC. the spacc
time encoder chooses the constellation points for each input symbol to simultaneonsly
transmit from each antenna so that the coding and diversity gains are maximized. STTC
often requires higher decoding complexity due to the complexity of the trellis structure.
Maximum likelihood estimation (MLE) is often implemented using a viterbi algorithm
(VA) where the trellis path with the smallest accumulated distance is chosen [4]. An
example of STBC is the Alamouti coding {5] which is attractive for its particularly simple

decoding scheme.

1.1 Motivation and Goals

Many wireless systems, such as cellular, ad-hoc, and sensor networks, have size. power
and complexity constraints which limit the use of conventional transmit diversity meth-
ods (2]. For example, in the uplink of cellular systems, the size of the mobile station is a
constraint. More recently, a “cooperative diversity” technique in [6, 7] has been proposed
which can achieve the same diversity order as conventional transmit diversity schenes.
while alleviating the size, power, and complexity problems associated with conventional

transmit diversity schemes.

The idea in cooperative diversity is that each node in the network is assigned “partners”

whenever possible. Each of the partners in the network transmits not only its own in-



formation but also the information for its partners as well. Thus. it establishes a virtual
antenna array and enables the nodes to achieve higher data rates and diversity orders

than what they could achieve on their own. Figure 1.1 shows an example

o\
i}
{ 6 ! ~

Independent | ! B

fading paths | | . v
gp ¢ /‘ \/
Figure 1.1: Cooperative Diversity

\

where there are two mobile users, each with one antenna communicating with the des-
tination. Diversity cannot be achieved by each user individually since there is only one
transmit antenna at each user. However, by broadcasting its information to the otha
user and having the other user forward some version of the received information, along

with its own data to the destination, transmit diversity can be achieved.

The earlier proposed methods used for user cooperation often have the users repeat the
information received from the other users [8, 9]. These repetition methods can be genci-
ally divided into two forms: Amplify-and-Forward (AF) and Detect-and-Forward (DF).
In AF, the users simply amplify and retransmit their received signals whereas in DF the
users fully decode, re-encode, and re-transmit each other’s information. Recent rescarch
work involves a combination of cooperative diversity with channel coding and space tinme
coding. Instead of repeating the received information, the users attempt to decode rhe
partners’ information and transmit added parity symbols according to some chosen coding

scheme.

Most of the studies use idealized assumptions such as independent fading and perfect

channel estimation [6. 7, 8, 9]. In practice, insufficient antenna spacing can cause the



channel gains to be dependent and noise can cause the channel estimation to be imperfect
at the receiver. Numerous studies have examined the bit error rate (BER) performance
of conventional transmit diversity schemes in different channel conditions. For exaniple.
in {10, 11], the performance degradations of the simple transmit diversitv (STD) tecli-
nique with time-selective, spatially correlated fading, and imperfect channel estimation
error were studied. Performance analyses of the space time codes with imperfect channel
estimation error are provided in {12, 13]. In this thesis we analyze the performance degra-
dation of one particular cooperative space time coding scheme due to spatially correlated

fading and imperfect channel estimation.

1.2 Outline of Thesis

In Chapter 2, a review of related work on cooperative diversity is presented. In Chapter
3, performance bounds on the proposed CSTC system with spatially correlated fading
and imperfect channel estimation are derived. In Chapter 4, these bounds are compared
to simulation results. In Chapter 5, the effect of impulsive noise is studied and the gain
obtained using a decision metric for non-Gaussian noise is examined. A summary of the
main contributions and findings as well as some recommendations for future work arc

provided in Chapter 5.



Chapter 2

Background and Related Work

In this chapter, we present a summary of related published work on cooperative com-
munication. In particular, the cooperative space time coding protocol model in [14] is

reviewed as it is adopted in the thesis.

2.1 Relay Channel

The basis of cooperative communication comes from the idea of the relay channel that

was proposed in [15] and shown in Figure 2.1.
R
— R

Figure 2.1: Relay Channel.

\

There is one sender, X, and one receiver, Y, with an intermediate node, R, which acts as
a relay to help the communication from X to Y. First, X transmits its information to R
and Y, then R transmits X’s information to Y to help Y decode X’s information more
successfully. This model can be viewed as consisting of two parts: a broadcast channel

(X to R and Y) and a multiple access channel (R and X to Y). The work in [15] evaluated



certain non-faded relay channels, derived its lower and upper bounds on capacity. and
concluded that the overall capacity is better than individual capacities achievable without
relay in many cases. However, in [15] it was assumed that the relay can transmit and
receive at the same time, which is not often practical. Later, the model was extended 10
multi-path fading [6, 8, 16], and additional constraints were added so that the source and

relay transmit on orthogonal (in time or frequency) channels.

2.2 Block Fading Channel

The block fading model is a useful approximation for a time varying fading channcl when
fading is not fast enough to be represented as a temporally i.i.d process, but it is also not
slow enough to be well approximated by a quasi static model [17]. Information hits are
coded/modulated into F blocks of length NV symbols, resulting a codeword of length N]
symbols. The N F symbol codeword is referred to as a frame and shown as

r
Cii Cis Cig o Ciw)

Cy1 Coo Cos ... Con

Cr1 Cr2 Cps .. CrN |

For a block fading channel, each of the F' blocks is assumed to undergo different fading
but the channel is time-invariant during each block. For example, the model used in this
thesis has a frame of two blocks when cooperation takes place with each block consisting

of a codeword of length 130 symbols as follows
Cihn Ci2 Ciaz ... Chiago

C= . (2.
CZ] C’2,2 C2,3 02.130

o
(8
Nl



2.3 Impulsive Noise

Impulsive noise has been used in characterizing man-made RF noise and low [requenc
atmospheric noise [18]. For such situations. the commonly used Gaussian Noise modc]
is often not appropriate. Unlike Gaussian noise, the probability density function (pdf)
of impulsive noise has a heavier tail, causing a large deviation from the mean. Somc
commonly used impulsive noise models, such as generalized Gaussian and Cauchyv noisc.
Mixture Noise, Middleton Class A noise, and Laplace noise have been discussed in '18].
One common feature that all of these non-Gaussian noise models share is that the tails of
their noise density function decays at rates lower than the rate of delay of the Ganssian
Noise model. In {19, 20], the performance bounds of systems with Class-A Middleton
noise is analyzed. It is shown that the real part and the imaginary part of the complex
Mixture Gaussian noise are statistically dependent. In this thesis, we focus on Gaussian

Mixture Noise.

Mixture noise is one kind of widely used impulsive noise model. Its pdf is
pn(n) = (1 —€)n(n) + el(n) (2.3)

where € is the impulsive index, a constant value, n(n) is a Gaussian representing the
background noise, I(n) is some other density function with a heavier tail that represents
the impulsive noise. When I(n) is also a Gaussian, py(n) is a mixture Gaussian noise an

the pdf is given by

Py(n) = (1~-¢) (2.4)

1 { n? } N 1 { n? }
exp | ——=| + e————exp | ——
V2ra? P 202 V2ra? P 20%

where (7727 is the variance of the background noise and o? is the variance of the impulsive

2
noise. The total noise variance is (1 — 6)0,2_, + €07, The ratio Z and the impulsive index ¢

n

are usually in the range {20,10000] and [0.01, 0.33] respectively [18].

Figure 2.2 compares the Gaussian Noise with Mixture Gaussian Noise. Differcnt :—’ and

i

¢ values of the Mixture Gaussian Noise are provided. It is obscrved that a smaller ¢ and
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Figure 2.2: Comparison of Gaussian and Mixture Gaussian pdf’s. All pdf’s have a variance

of 1

g; imply a heavier tail in the pdf. All pdf’s have a variance of 1.
n

2.4 Cooperative Communication

Cooperative communication is similar to the relay channel in that they both use the cou-
cept of relaying information from another node to achieve diversity. In the rclay channcl.
the relay only helps the user to transmit information on a different path and docs not
carry its own information. However, in the cooperative communication model. cach nser
not only transmits its own information; it also acts as a relay to its chosen “partner”. Asa
result, the same diversity order as conventional transmit diversity schemes, such as Alan-

outi and maximum ratio receive combining (MRRC) [14, 5] can be achieved. A general



concept of "User Cooperation” was first presented in [6, 7] and a general information-
theoretic model for two users was used to analyze the achievable rate region and outage
probability. A CDAlA-based implementation of the DF scheme was then proposed. I
was observed in [6. 7] that under most scenarios. user cooperation allows an increase in
system throughput and cell coverage, and a decreased secnsitivity to channel variations.
In general, cooperative communication methods can be divided into two general groups:

amplify and forward and detect and forward.

2.4.1 Anmplify and Forward (AF)

\
oM
Destination

JuL S
S

Figure 2.3: Amplify and Forward.

The AF method is shown in Figure 2.3. Each user first receives a noisy version of its
partner’s information. The users simply amplify and retransmit the noisy signal to the
receiver. It is shown in [8] that although a noisy version of the partner’s information
is amplified, the receiver is still able to receive two independent versions of the desired
information, thus allowing the receiver to better decode the information. The AIF method
was proposed in [21] and the BER performance was analyzed. It was shown that despite
the noise propagation from the partner, AF outperforms non-cooperative transnission.
Later in [9], the outage probability for AF in quasi-static Rayleigh fading was analyzed.

It was found that AF signalling achieves a diversity order of two for two users.



2.4.2 Detect and Forward (DF)

‘ RHR
T ﬁm\%m

Destination

Y

Figure 2.4: Detect and Forward.

The DF method is shown in Figure 2.4. As in the AF method, each user receives a noisy
version of its partner’s information. Instead of amplifying the noisy signal, the partner
attempts to decode the information and retransmit an estimate of its partner’s informa-
tion to the receiver. In [8], it is shown that error propagation may arise if the partner
decodes incorrectly and retransmits the erroneous information to the receiver. A hybrid
DF method was proposed in which the partner only transmits the user’s information when
the signal to noise ratio (SNR) between the user and its partner is high. When the SNR
between the user and its partner is low, the user reverts back to the non-cooperative

transmission.

The AF and DF methods discussed in [9] involve a user repeating the modulated symbols
transmitted by its partner. From a channel coding point of view, this approach is not the
most efficient. A new cooperative framework termed “coded cooperation” was introduced

in [16] in which cooperative signaling is combined with channel coding.

By having the users transmit on orthogonal channels enables the destination to separately

detect each user. Figure 2.5 shows an implementation for a TDNA system used in [22).

10



User 1 . User 1 bits User 2 bits Rx User 2 Inactive l User 1 bits User 2 bits

User 2: Rx User 1 Inactive [ User 2 bits User 1 bits _J Rx User 1 Inactive
User 1 User 2 User 1
Transmission Transmission Transmission

Figure 2.5: TDMA Implementation for Coded Cooperation.

In [22], each user has a N-bit codeword to be transmitted. The two users cooperate by
dividing their N-bit codewords into two time segments. In the first segment, cach uscr
transmits a codeword with /V; bits and attempts to decode its partner’s transmission. If
the user successfully decodes the partner’s code word (through error detection such as
CRC code), the user transmits N, additional parity bits for its partner according to some
overall coding scheme in the second segment where N, + Ny = N. Otherwise. the use
transmits the parity symbols for its own information. The users do not have knowledge
of whether their own first segments were correctly decoded. Hence, the destination musi
know the decision made in the second segment by each user. One approach is for cach
user to send one additional bit in the second segment to indicate the decision made in the
first segment. The other approach is for the destination to decode all possible scenarios.
thus increasing the complexity at the destination. It was indicated in [22] that the pro-
posed model is flexible in that it can be implemented with either block or convolutional
codes. Rate-compatible punctured convolutional code (RCPC) was implemented in [22!
and the BER and FER performances were studied for both slow and fast fading. It was
found that coded cooperation can achieve significant gains compared to a non-cooperative

system while maintaining the same information rate, transmitting power, and bandwidth.

In [23], “space time cooperation” was introduced which combined space time coding with
“coded cooperation.” The main difference between space time cooperation and coded co-
operation is that the users send both their own and their partner’s parity bits in the sccond
segment. However, some implementation issues such as the transmission in both channcls
in the second segments and coherent combining at the receiver were discussed. It was

found that space time cooperation provides better performance than coded cooperation

11



in fast fading when the two user uplink channels have unequal average SNR. The uscer
with the better channel has to sacrifice its performance to help the user with the worsc
channel in “coded cooperation™ whereas in “space time cooperation”. the performance for

both users improves [23].

2.5 Cooperative Space Time Coding (CSTC)

The Cooperative Space Time Coding protocol proposed in [24, 14] is used throughout tlic
thesis. Performance analysis of two users with multiple transmit and receive antennas
was discussed in [14]. In this thesis, we consider two users, U; and Us, each with two

transmit antennas and one destination node with one receive antenna.

. V] . U,
UiTransmits 1 nemits for U, Y2 Transmits 1.0 mite for U,

Cooperation U, Segment1 | Us;Segment2 | U,Segment1 | U, Segment 2

> NI2 €]> NI2 €] Ni2 €> Ni2 ¢

U;Transmits Ui Transmits U, Transmits Uz Transmits

No X U Segment1 | U; Segment2 | U; Segment1 | U; Segment 2
Cooperation

I> NI2 &> Ni2 € Ni2 €2 Niz2 €

Figure 2.6: Time Division Channel Allocations.

The cooperative model in (8, 22, 24, 14] uses time division channel allocations among the
users as shown in Figure 2.6 for cooperation and no cooperation. In cither case, there is
a total of IV time slots, which will term a frame, assigned to each user. The N timnc slots
are divided into two halves: segment 1 and segment 2. This leads to /2 slots for [} to
broadcast its coded bits in the first segment and N/2 slots for possible cooperation in the
second segment. Since the FER analysis for U; is symmetric to the FER analysis of 7.

we only analyze the performance of U for simplicity.
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Figure 2.7: Transmission Scheme : Segment 1.

Case 1: U; successfully decodes U,'s Case 2: U, fails to decode U,'s information
information

m E \ ~ independent

User 1 User 1 ) i

E / L1 8Bn i
[ & /,, N
. N L 8 //
feedback Destination feedback % " | Destination |

g v E ‘3‘ .
gn 7 E \\"’/

User 2 independent User 2

C»g
(o 4

Figure 2.8: Transmission Scheme : Segment 2.

Figures 2.7 and 2.8 explain the transmission in the two segments. The channel gains

of antenna ¢ (i = 1,2) for U; and U, are denoted by g;,; and g»; and arc assumed to

be outcomes of independent zero-mean complex Gaussian r.v’s with variance 0.5 per di-

mension and are constant during the two segments for a given user. The path gains for

the two users as well as those for different antennas of the same user are assunied to he

independent as indicated in Figure 2.7 and 2.8. The first scgment is used for U} to hroad-

cast its coded bits to the receiver and U;. In the second segment. U, informed (7} if the

coded bits have been successfully received. If Uy successfully decodes U;’s information.

U, transmits the remaining coded bits for U; in the second segment. If U, fails to decode

13



Uy’s information, U; continues to transmit the remaining coded bits in the second time
segment. This makes the scheme easier to be applied in most applications since the new
scheme is exactly the same as the single user space time coding scheme when there is
no cooperation. When cooperation takes place, the destination observes a block fading
channel {25, 26] since the links from U; and Us to the receiver are independent. When
there is no cooperation, the destination observes a quasi-static fading channcl. Simil
to [24] and (23], each user uses a cyclic redundancy check (CRC) code for error detection

along with a space time code for error correction.

A block diagram of the system is shown in Figure 2.9.

i ANTENNA
i 1
Convolutional BPSK

> Encoder, pt1 Modulator
U SOURCE
1
ANTENNA
Convolutional BPSK 2
Encoder, p12 Modulator z
R RECEIVER
ANTENNA
__| Convolutional BPSK I 1
"} Encoder, p21 Modulator
U2 SOURCE

i ANTENNA
i 2
Convolutional BPSK

Encoder, p22 Modulator

Figure 2.9: Block Diagram of the Model.

The information bits at each user, U; (j = 1,2), are encoded by two convolutional encoders
with generator polynomials {kal,]_yk‘g} (k = 1,2) where k denotes the segment index. The
coded bits are then mapped to binary phase shift keying (BPSK) constellation. The out-
put of the modulator from antenna i of segment & at time ¢ is denoted by ¢f,. The coded

bits from cach uscr at time ¢ are transmitted simultancously from both antennas. The

14



received signal r; in the first segment at time ¢ is given by

o
o

2
Ty = Es Zgl.iczl,i +ny (.
=1

where {t = 1,2,...,L} and L is the block length. When cooperation takes place. the

received signal in the second segment is given by
2
7y = \/ E 292,1'0?,1‘ + 1y (2.6)
i=1

where {t = L + 1,L + 2,...,2L} and the noise over two segments, {n;.t = 1....2L}.

. . 3 . . \
are outcomes of independent, zero-mean complex Gaussian r.v.’s with variance = per

dimension. When there is no cooperation, the received signal in the second segiment is

2
=\ E, Zgl,wfi +ny (2.
1=1

with {t = L+1,L+2,..,2L}.

oo
—~I
~—

In [7], several suitable convolutional codes for cooperative space time coding that sat-
isfy the algebraic design criteria in (25, 26] are obtained and shown in Table 2.1. The
first column shows the constraint length K of the convolutional codes. The second col-
umn lists the generator polynomials used for U; at the first time second segment. The
third column lists the generator polynomials used for the coded bits that cither [’} or (%
transmits at the second time segment. Since each antenna transmits one encoded bit at

a time using the corresponding rate 1 code for each user, the overall rate of the system is %

A bound on the frame error rate (FER) of the cooperative space time coding systeun was
proposed in [24] as
C ; in S
PP = (1-P/MPPF + PP?
08 oo
< PPFypPrP? (2.8)
where P}” denotes the FER of the inter-user channel, PfBF denotes the FER over the

block fading channel when cooperation takes place, and PfQS denotes the FIER over the

15



Table 2.1: Convolutional Codes Suitable for CSTC with Two Transmit Antennas at Fach

User in Octal Notation.

U Us
K| puupi2 | pa p22
3 5,7 5,7
4 1 15,17 13,15
5 | 23,35 25,37
6 | 53,75 67,71
7 | 133,171 | 117,165

quasi-static Rayleigh fading channel from the user to the receiver when there is no coop-

eration.

Suppose the probability that the receiver decides erroneously in favor of a signal

e = 61'161,2...61,m€2y1€2y2...egym.‘.BLVIGL,Q...(?L',,I,

assuming that

C = Cl,1C1,2~~-Cl,mc2,102,2-~~02,m~--CL,ICL,Q'NCL,m

(2.9)

(2.10)

was transmitted was considered where m denotes the number of transmit antennas. We

can express the codeword difference matrix as

-

€11 — C11 €21 — C21

€12 —C2 €22 —C22

B(c,e) = €13 —C3 €23~ Ce3

€1lom —Clym €2m — Com

€r1 —Cri
€rL2 —CL2
€13 —CL3

€Lm — CL,mJ

Suppose we have m transmit antennas at each user and one receive antenna and assume all

channels, including the inter-user channel, have the same quality (£, = E, = F., = IZ.).

16



using the pairwise error probability (PEP) expression (2) and (5) in [25]. the union npper

bound on the FER. (2.8) can be further expressed as

Coop BF in p@S
PEer < pBF L pinp

ES —(2m -
(m)( )Zznl/#b

<
¢  e#c b=1
E m m
8 _y—(2m+m) Am ‘ o1
+ () Qo2 T vmmG 3 Ty (2.12)
c e#c i=l c  e#c i=l
where p1 = [[1%; % and pp = [[[~, §; where v; and §; are the nonzero eigenvalues of

B(c,e)B(c,e)T for the fading block b = 1 and b = 2 respectively. It is assumed that tlhc
codeword-difference matrices in both fading blocks, b = 1, 2 are of full rank. Simnilarly.
A; denotes the i nonzero eigenvalue of the product of the difference matrix and its con-

jugate transpose for the quasi-static channel {25].

It is shown in [14] that for a good inter-user channel, P{" = 0, Pfc‘"’p ~ PPF.

E —2m ’
Coop ., s R
P~ (/{4]\/0) (2.13)

where k denotes the most dominant term in the summation. This shows that when Py
is close to zero, cooperative space time coding achieves a diversity order of 2m with m

antennas at each uscer.

Similarly, for a poor inter-user channel (P} ~ 1), PfCOOP ~ P}"PfQS, [14] assumed that

(Es,, /4No)m2 < (i, where Cy,, is a very small number due to the poor inter-user channcl
so that
, 1 E, N1
Coop __, - § - ¢ \
Pf ~ C’m (4]\/ ) F (211/

where I denotes the minimum product of the codes eigenvalues which dominates the per-
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formance at high SNR. Hence, the maximum diversity order that the cooperative space

time coding can achieve with poor inter-user channel is m [14].
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Chapter 3

CSTC with Spatially Correlated
Fading and Imperfect Channel

Estimation

In this chapter, we obtain bounds on the performance of CSTC with convolutional encod-
ing and BPSK modulation in spatially correlated Rayleigh fading with imperfect channel
estimation. For clarity, we use uppercase letters to denote r.v.’s and the corresponding

lowercase letters to denote their sample values.

3.1 System Model

Since the coded bits for the two segments are transmitted at different time and the channcl
gains arc indcpendent from user to user as in Section 2.5, we analyze the FER porfor-
mance for the first segment with quasi-static fading and extend the analysis to block
fading channel for cooperation. If there is no cooperation in the second time segment. the
analysis is still valid since a quasi-static channel is equivalent to a block fading channel
with same channel gains for each block. Within user j, the channel gains GG, and G, are
assumed to be independent (j = 1,2) in Section 2.5. However, in reality. insufficient an-
tenna spacing may cause spatial correlations between antennas. In practice. most cellular

communication systems require an antenna spacing of 50A to 100A at the base station [27]
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to ensure independency between antennas. In this section, we discuss the perforinance of
CSTC when the channel gains are spatially correlated and when the channel estimation

is not assumed to be perfect at the receiver.

Similar to the model used in Section 2.5, we use two transmit antennas at cach uscr and
one receive antenna at the destination. However, the two transmit antennas at cacli of the
two users are close to each other and hence their channel gains are spatially correlated.

The received signal at time ¢ in segment 1 is given by
2
Ty = \/EsZgl,ictl,i +ny (3.1)
i=1

where the noise {n;,t = 1,2, ..., L} are outcomes of independent, zero-mean complex Gaus-
sian r.v. with variance %Q per dimension and L denotes the block length. As mentioned
in the discussion of block fading channel in Section 2.2, a frame consists of two blocks
for CSTC model. The channel gains G1; and Gy are zero-mean complex Gaussian r.v. '~
with variances o7 equal to 0.5 per dimension and are assumed to be constant within the
transmission of one block. The term ¢}, corresponds to the coded bit to be transmitted at
time ¢ from antenna i in segment & (i,k = 1,2). The variance of a complex Gaussian r.v..
i.e., X is defined as the variance of either its real or imaginary component and is denoted
by 0% in this thesis. The real and imaginary parts are assumed to be independent. The

channel gains are correlated for the two paths of each user but are independent from user

to user. The correlation coefficient, p, of G1; and Gy 2 is

o ElGiGE) 52
* VENGLPIETG 2])
and the covariance matrix of GG;; and G5 can be expressed as
o2 $T2
Cag = 02 g 2G (3.3)
Ps9¢  9g
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In {14], the channel gains are assumed to be perfectly known at the receiver. In onr model.
the channel gains are to be estimated from the received signals. This can be done by using,
pilot symbol channel estimation (28] where a sample of the estimated channel gain from

antenna 1 can be obtained as

hiy = —t
R VEng.l
Ty
+ — 3.4)
gl,l \/EC}.I ( /

Let 2, = —\/fifz,— denotes the channel gain estimation error. Then Z;, is a zero mean
st

independent complex Gaussian r.v. with variance % and H;; is a zero mean complex

Gaussian r.v. with variance

2 _ 2 2 o -
UH],I —UGI,I +0'Zly1 (3)/

Similarly, 03, , = 04, , + 0%, ,- The system model for our performance analysis is show

in Figures 3.1 and 3.2.

| User1 hy, Spatially
“g I/\ Correlated
hy; U »

\
|

Destination
™) /

Figure 3.1: Modified Transmission Scheme : Segment 1.

Figures 3.1 and 3.2 explain the transmission of the two segments. The transmission schenic
is the same as that described in Section 2.5 except the actual channel gains arc replaced
by hi; and hy; where h;,; and hy; denote the estimated channel gains from antenna / of

U, and U, to the destination (i = 1,2).
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Case 1: U, successfully decodes Us's Case 2: U, fails to decode U,'‘s information

information
3 Spatially
~ Correlated
User 1 [
5 0 hy
. . 1) hp /
feedback Destination feedback Y > (Destination
hj; v \\ H ‘
/
hy 7 T
| Spatially
\/ Correlated

Figure 3.2: Modified Transmission Scheme : Segment 2.

The channel estimation error is assumed to be independent from antenna to antenna and

independent of Gy, i.e.
E[Z]JZTJ] - E[Gl,izii] - E[Gl_iZ]*,j] - O, (Z,] - 1, 2) (3())

The correlation coefficient, p., between G;; and H;; is defined as

e = E[Gl,z’Hii] — E[Gl‘i(Gl,i + Zl,i)*] - _O_"(_; (3 7)
VE[GLPIEH 1 (20¢)(20%) oH '

It follows that
2 _ ¢ (3.8)

g = — oC
o p2 ’
and the variance of the channel estimator error can be expressed as
2 1 2 .
oy = (= — log. (3.9
Pe

Also, we have
E[Hi 1 Hy o] = B[(Gr1 + Z11)(Gra2 + Z12)"] = 2p.0f; (5.101
E[G11H{ ) = E[G1.1(G12 + Z12)"] = 2ps0% (3.111
E[GI,QHI*,I] = E[G12(G11 + Z1) = 2,0502;- (3.12)

22



From (3.8) and (3.10). the covariance matrix of Hy Hys s

2
2 2 o 2
Ok PsT¢ 7;? PsO¢c 9 1.
Cu=| " el P76 (3.13)
PsOG Oy psOG

3.2 Performance Analysis Based on Estimated Chan-
nel Gains

In this section, we analyze the performance of the CSTC system by fixing the value of the
inter-user FER, P}", and deriving the cooperative FER , Pfco‘)p, based on the expression
in [14] where

Coop _ iny pBF in p@@S ;
B = (1~ P")PPF 4 pprp@s. (3.11)

When the partner successfully decodes the user’s information (P =0). Pf“"” rechices
to the FER of the block fading channel. When the partner fails to decode the nsers

information (P} = 1), Pfcoo” reduces to the FER of the quasi-static channal.

To determine the maximum likelihood (ML) decoding metric for the received signals
given H,; and H,,, we first find the joint pdf Gy, and Gi, given Hy; and .
PG11.GralH Hy o (911, G121, hag). From (3.3) and (3.13), the covariance matrix of G, |
G2, Hiy, and Hy is
- -
0k P0G 0F  pof
2 2 2 2
s o <O g,
Cen= |70 ¢ o0 % (3.15)
0 PO 0GPt ok

2 2 2 2 2
P0G 0G psOG 0G/pE|

and the joint pdf of G, G122, Hy 1, Hi2 can be written as
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1 1 _
pGl.lyGI.z-Hl.l,Hli (gl,l-,gl.Qwh’l,l*h‘l‘Q) = (27T)2(det(CGH))1/2 Oxp(*é'X(T;HCG%{XGH)

(3.106°
where XgH =[G11 G2 Hy 4 H, 5| and C(‘;h is the inverse of the covariance matrix Cah

The pdf of H;; and Hy,is

1 1 _
pH1,1,H1,2 (hl,la hl,?) = QW(det(CH))l/z exp(—‘é‘XI’F{CHIXH)

where XH{ = [H,; H,] and Cy is given by (3.13).

Using (3.16) and (3.17), we can write the joint pdf of Gy 1,G; 5 given H, |, His as

PG .GralH 1ty 2 (91,15 G12]h 1, By o)
_ PG\\.Gy a0, H o (91,1791,27 hl,la h1,2)

le‘l,HLz (hl.h hl,?)
1

2rnod\/1 - p?
exp(— (911 = my)? — 2pa(g911 = m11)(g12 — Mi2) + (912~ my2)

2
(3.18)
205\/1 -1} !
with

_ (P (1 = p2p2) + hyaps(1 — p2))p2

miy =
1 p2pt

_ (ha(1=p2pH) + hi1ps(1 — p2))p? 390

My = 1= 2 (3.20)

2 _ 0&(1 = p2)(1 = p2p?) 1o

9 = 1 — p2p! (3.21)

_pll-p2) o,

1~ p2p? o

Pd

As in [11], we can express 91,1, g12 in terms of hy y, hy, as

g11 = my + dl,l = ah“ + bh]g + dl,l (523)
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where

g2 =myz+di2 =bhi 1 +ahios+di, (3.21)

2(1 — 22

Q= Pell = p5pt) (3.95)
1 - p2p}
231_ 2

b:.’%_p_(j_fe_) . (3.20)
1~ pipe

and D;; and D, are zero mean correlated complex Gaussian with variance o3, and

correlation coeflicient p,;. The received vector for the first time segment can then he

expressed as

Ty =\ Esgl,lctl,l + v Esgl,2ctl,2 + 7y
= \/—E"sml‘lctl,l + \/E_;ml,?ci,z +V Esdl,lctl,l + v Esdlvgcilv? I (3.27)

With (3.19) to (3.22), R, given H;; and H;, can be written as [1]

PR|H 1 .H) 2 (rtlhl,lvhlﬂ)

where

2
ORH11.H2 = Ls

_ PReH1 1 Hy o (T P, hiz)
le,l,HLQ (hl,l 3 hl,?)
E (3.28)

1 1 r, -

2
2
n=vVE, Yy muc, (3.29)
i=1

g - p2)(1 = p2p?)
1 - p2pt

N
+2E,¢; 161 9pa0 ) + —2—0. (3.30)

For the case where the channel gains with each user are independent, i.e. p, = 0. (3.29)

and (3.30) reduce to

2
m = \/E—;,OSZ/ZIJC}IJ (331)
i=1

N .
0%1|H1,1‘H1,2 = ES(l - pc?) + 39 (3.32)

, which are the same results as shown in [31].
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Suppose a codeword

_ 11 1 11 o o
€ =161 2021C22--CL1CL 2 (3.33]

1s sent in segment 1 and the received vector is
r =Ty 7rpr3.rp (3:31)

where L denotes the block length. Optimum decoding amounts to choosing a codeword
1 1 1 1 11 2 as
€ =€)1€)2€31€39...€[ 1€ 5 (3.35)

for which the likelihood P(rle, H;; = hy1, H12 = h12) is maximized. The components of
the received vector, r given the estimated channel gains are assumed to be independent in
[29]. However, it is noted in [30] that this assumption is mathematically inaccurate. Since

no explanation was given in [30], a discussion of this dependency is given in Appendix BB

We assume that the elements of the received vector. r. are independent. in order 1o ob-
tain a closed form analytical bound which is then compared with our simulation results.
Taking the logarithm of the likelihood P(r|e, Hy 1 = hy1, Hi12 = Iy 2), we decide in favor

of the codeword e which minimizes the quantity

L
> —log P(rile}; €}y Hiy = hiy, Hiz = hia). (3.36)

t=1

From (3.36), the decoder chooses e to minimize

Irt Y/ Es Zi?:l eg,imi|2

Mb

( Y 1—pn2
=1 No+ 4Eseq e opa0, + 2E; 2 ﬁe_)(/alip‘gspz)
1 1—pH)(1 - p?p? :
+ gln (ﬂ'No + 47rEset1_1et1'2pda% + 27rEs( fez(pQ/ﬂpS/)E) >) (3.37)

For the case where the channel estimation is not very poor (p. ~ 0.99). we can assunmc

that 2Ese; 1€} 9pa0% ~ 0
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Thus, by dropping the constant terms,(3.37) can be simplified as

(3.35)

A frame error occurs when

L 2 L 2
Z {7"1 — \/E:ZCtl'imlinQ > Z 'Tt - \/E—‘SZ etlv,mlv,ﬂ 2 (33()\,
i=1 t=1 i=1

t=1

Expanding (3.39) and we get

2 2
X = nvVE; Z m;,i(etl,i - Ctl‘i) +riVEs Z mi(e); — Ctl,'l',)
i=1 i=1
2 2
+ AV E32| zml,ic},f — E32| Zmlyietlyf >0 (3—10)
i=1 i=1

where X given H;; and Hj 5 is a real Gaussian with mean and variance as

2
px = —EL| Y Jmilel; - ef)P (3-10)
i=1
2
0% = 20,y o B LD maalel; — e, (3.12)
=1

Hence, the probability of X|H; ;, H; o greater than zero is

2
PT{X|H1’1,HH1,2>O} = Q( 'MTX>

Ox
E
" ——-d?(c, e) (3.43)
\/2N0 +4p,4 pléz(;gpgﬁpé)
with

L 2
d*(c,e) = Z | Zml,i(cel,i - €))% (3.44)

t=1 i=1

From (3.38) to (3.44), we can easily extend the quasi-static analysis to block fading wherc

the probability of deciding in favor of e given the estimated channel gains for CSTC with
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spatially correlated fading and imperfect channel estimation error over two segments is

P(C — e‘H]-,i = hj‘i,ll,]' = 1,2)

E
- : 2 &l =
= ¢ \/2 No + 4E,° ;Md (c.e) (3.43)

1—-p2p}

with

[\

B L
=SS e, — )P (3.16)

b=1 t=1 i=1

and B refers to the number of blocks in the proposed model. The number of blocks for
the block fading channel model used in the thesis is equivalent to the number of time
segments used for coded bits transmission as in Figures 3.1 and 3.2. It is assumcd that
the derived closed form PEP conditioned on the estimated channel gains assuming the cl-

ements of the received vector are independent is an Upper Bound to the actual simulation.

For the case with imperfect channel estimation (i.e. p. # 1), independent channels (i.c.

=0), and B =1, (3.45) and (3.46) reduce to

NN
~1

E
P — R : ': p— 2 4 °
(C e|H1 hzvl 172) Q (\/;i (C»e)pe2NO +4E‘S(1 _ pg) )

with

Lol

L
d*(c,e) = Z | th cri — )| (3.48)

t=1 =1

which is the same result as shown in [31] for space time trellis codes with imperfect chian-

nel estimation.

For the case with perfect channel estimation at the receiver (i.e. p. = 1), independent

channels among each user (i.e. ps = 0), and B = 1, (3.45) and (3.46) reduce to

Plc—elGi=¢,i=1,2)=Q ( 2l;j\;on(c e)) (3.19)
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with

L 2
d*(c.e) =) 1Y gilc — e (350,

which is the same result as shown in [4] for perfect channel estimation and independent

channel gains.

3.3 Evaluation of Expurgated Union Bound with Lim-
iting Before Averaging Technique

In the standard union bound technique, we get

Py < /H ‘.é_) ZZ P(c — e/H = h)pg(h)dh (3.51)

c  e#c

where H denotes the vector of estimated channel gains, pg(h) is the joint probability
density function of H obtained in (3.17), and |S| denotes the total number of codewords

in the space time code, which is 2%,

As shown in [32], the union bound evaluated in a straight forward manner is quite loose
for quasi-static, or block fading channels. Following [33], we will tighten the hound by
performing expurgation of the standard union bound and use the limit before averaging
technique proposed in [32] where we limit the conditional union upper bound on the crror
probability before averaging over the fading distribution. The expurgated union hound

with limit before averaging technique is

¢ e#c

. 1 Es .
< /Hmln LE E E Q \/27\/ Y (1_p2)(1_p2p2)d2(c.e) pu(hidh
Ny s T

¢ esfc 1-p2pd

i
Py < /Hmin l,ézzp(CHe!H)} pu(h)dh

29



where P(c — e[H) corresponds to the expression derived in (3.45). The distance ter,

d%p(c.e) for PPF s
2 2
dip(ce) = 3 lmlPAL + > myal? A2,
b=1 b=1
2
+ 2R{D (mpam;,) By} (3.53)

b=1

where B corresponds to the number of blocks (segments) and

Abl—Zr eyl (3.54)

L
Ag,2 = Z !(Cga - 6?,2”2 (3.50)
L
By=7 (chi —ef1)(cla — eha)". (3.56)
t=1

The distance term, dj¢(c, e) for PJQS is

dés(c, e) = 2\myPAl + 2/m o2 A2
where
L
Ay = Z ca = )| (3.58)
L
= l(cz — eu2)l (3.59)
t=1
L
B = Z(Ct’l ha em)(ct,g - et,g)*. (360)
t=1

Detail explanations about the extended trellis and the distance terms resulted from the

expurgation technique are shown in Appendix B.
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Chapter 4

Comparison of Analytical and

Simulated Results

For illustration purposes, we consider BPSK modulation and the constraint length 3.
four-state cooperative space time trellis code in Table 2.1 with a frame size of 260 bits.
Examples with a higher number of states were also simulated. However, only analvtical
results for a constraint length 3 code were obtained because the size of the expurgated
transition matrix for codes with a higher number of states is too big. (See Appendix B

for a discussion of the complexity)

4.1 FER Comparison

The analytical Upper Bounds (UBs) and simulated FER curves are plotted as a function
of the SNR for different (ps p.) values. By increasing py, the channel gains between the
two transmit antennas with each user become more correlated whereas the estimates of
the channel gains get worse with decreasing p.. The SNR is defined as the ratio of the
variance of the complex channel gains to the variance of the additive Gaussian noisc, i.c..
;;'—.2%, or 27\% as in Appendix C. Analytical and simulated FER curves for two extreme cases:
SUSTC (P;* = 1) and CSTC (P}* = 0) with spatially correlated fading and imperfect

channel estimations are presented where P}" denotes the FER of the inter-user channel

between users.
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4.1.1 Single User Space Time Coding (SUSTC)

The FER performance of the SUSTC with different (p. p,) values is discussed in this

section. The simulation results are then compared with the corresponding UB ¢urves.

ekt s
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Figure 4.1: Comparison of Analytical and Simulation Results for Single User Space Time Coding swith
fixed p. at 1 and varying ps : BPSK modulation, (5, 7, 5, 7) convolutional code (upper bound: dashed

lines; simulation: solid lines)

In [33], the FER performance of the 4-PSK, four-state space time trellis codes proposed
in [4] with two transmit and one receive antennas over spatially correlated quasi-static
fading channels with perfect channel estimation and a frame size of 130 symbols was ana-
lyzed. It was observed in [33] that the UB captures the diversity and accurately predicts
the performance of the space time trellis codes and is about 3.5 dB away from the re-
sults obtained through simulation. As for the SUSTC model proposed in the thesis. full

diversity order was achieved with perfect channel estimation (p. = 1) and independen
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quasi-static Rayleigh fading channels (p; = 0) as in Figure 1.1. Diversity order is defined
as the gradient of the performance curve as SNR approaches infinity. It is observed that
the FER increases as p, increases from 0 to 1 with p. = 1. From the simulation curves at
a target FER of 107!, there is about 0.5 dB degradation when p, increases from 0 to 0.3
and about 1.8 dB degradation when p, increases from 0 to 0.8. The degradation grows
to 6 dB as p, increases from 0 to 1. From the analytical UB curves, we observe that the
expurgated UBs with limiting before averaging technique [32] are about 3.5 to 1 dB away
from the corresponding simulation curves. Even though the bound is loosc. it captures
the FER degradations of the simulation results nicely as the degradations arc about 0.47.

1.7 and 6.1 dB as p, increases from 0 to 0.5, 0.8 and 1 respectively.

Figure 4.2 shows the FER performance of SUSTC with different p, values and p, = 0.99.
It is observed that the FER increases as p; increases from 0 to 1 with p. = 0.99. For a
target FER at 107!, the simulation curve shows a 0.67 dB degradation when p, increases
from 0 to 0.5 and a 2.2 dB degradation when p; increases from 0 to 0.8. The degradation
grows to 6.3 dB as p; increases from 0 to 1 when the two channel gains are fully correlated
within each user. The FER degradations for the UB curves are 0.73, 2.5, and 8.1 dI3 as
ps increases from 0 to 0.5, 0.8, and 1 respectively. If p. continues to decrease to 0.9 as
shown in Figure 4.3, the target FER of 0.1 cannot be achieved. It is shown in Figure 4.3
that with p. = 0.9, as p, increases to 1, the simulated FER outperforms the cases with p,
= 0, 0.5, and 0.8 at high SNR and a performance reversal occurs when p, increascs from
0.8 to 1 in the UB curves. A possible explanation for this is as p, — 1, the probability
of both channels are good is higher. When both channels are good, the probability of

decoding the frame more correctly is higher.

From Figures 4.1, 4.2, and 4.3, the FER curves exhibit a floor. The floors represent
the best performance that SUSTC can achieve given the corresponding p. value. The
analytical expression for the floor can be obtained from (3.47) and (3.52) with the distance
term equal to (3.57). Generally, it is observed from Figures 4.1, 4.2, and 4.3 that the

FER increases as p, increases from 0 to 1 and as p. decreases from 1 to 0. For g,
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Figure 4.2: Comparison of Analytical and Simulation Results for Single User Space Time Coding with
fixed p. at 0.99 and varying p, : BPSK modulation, (5, 7, 5, 7) convolutional code (upper bound: dashed

lines; simulation: solid lines)

= 1, the FER degradations match well with the simulation results with increasing p..
However, the degradations between the analytical and simulation results are different
when p. decreases to 0.99 because the UB curves have higher floors which cause the UB
curves to reach the flattening part faster at the target FER. Similar to [11] where the BER
performance analysis of Alamouti coding with spatially correlated Rayleigh fading and
channel estimation error was presented, it can be observed that spatial correlation canses
the FER performance to degrade more as the channel estimation error increases. For a
target FER of 107! and p. = 1, the degradations are about 0.5 and 1.8 as p, increases
from 0 to 0.5 and 0.8 respectively. When p, = 0.99, the degradations increase to (.67 and

2.2 dB respectively.
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Figure 4.3: Comparison of Analytical and Simulation Results for Single User Space Time Coding with
fixed p. at 0.9 and varying ps : BPSK modulation, (5, 7, 5, 7) convolutional code (upper bound: dashed

lines; simulation: solid lines)

4.1.2 Cooperative Space Time Coding (CSTC)

The FER performance of the CSTC with different (p. ps) values is discussed in this scc-

tion. The simulation results are then compared with the corresponding UB curves.

In {34], the FER performance of the 4-PSK, four-state space-time trellis code proposcd
in [4] with two transmit and two receive antennas over independent block fading chan-
nels with a frame size of 520 symbols was analyzed. Full diversity order was able to be
achieved with the given codes. Asshown in Figure 4.4, CSTC with perfect channel estima-
tion (p. = 1) proposed in the thesis achieves full diversity order over the independent block

Rayleigh fading channels (ps; = 0) and the FER performance degrades with increasing g, .
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Figure 4.4: Comparison of Analytical and Simulation Results for Cooperative Space Time Coding with
fixed p. at 1 and varying ps : BPSK modulation, (5, 7, 5, 7) convolutional code (upper bound: dashed

lines; simulation: solid lines)

From the simulation curves at a target FER of 1072, there is about 0.6 dB degradarion
when p, increases from 0 to 0.5 and about 2.0 dB degradation when p, increases from 0 1o
0.8. The degradation grows to 7.3 dB as p; increases to 1. From the analytical UB curves.
we observe that the expurgated UBs with the limiting before averaging technique [32] arc
about 3.5 to 4 dB away from the corresponding simulation curves. The degradations for
the UB curves as p, increases match well with the simulation curves. As p, increases from

0to 0.5, 0.8 and 1, the degradations for the UB curves are 0.6, 2.0, and 7.5 dB respectively.

Figure 4.5 shows the FER performance of the simulation and UB curves with p, = .99

and different values of p;. As p. decreases from 1 to 0.99, with a target FER at 1072
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Figure 4.5: Comparison of Analytical and Simulation Results for Cooperative Space Time Coding with
fixed p. at 0.99 and varying p; : BPSK modulation, (5, 7, 5, 7) convolutional code (upper bound: dashed

lines; simulation: solid lines)

there is about 0.68 dB degradation when p, increases from 0 to 0.5 and about 2.5 dB
degradation when p; increases from 0 to 0.8, When p, increases from 0 to 1, the degrada-
tion grows to 8 dB. The degradations for the UB curves are 0.9 and 3.3 dB as p; increases
from 0 to 0.5 and 0.8 respectively. When p, increases to 1, the degradation can not be
observed as the target FER cannot be obtained. If p. continues to decrcase, ic. 0.9. as
shown in Figure 4.6, the target FER of 0.01 cannot be achieved. Similar to the SUSTC
with p. = 0.9, as p, increases to 1, the simulated FER of CSTC outperforms the casc
where p, = 0, 0.5, and 0.8 at high SNR and a performance reversal occurs as p, increases
from 0.8 to 1 in the analytical UB curves. Possible explanation for this because as p, — 1.

the probability of both channels within U; and Us; are good is higher. Thus. the proba-
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bility of decoding the frame more correctly is higher.
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Figure 4.6: Comparison of Analytical and Simulation Results for Cooperative Space Time Cocding with

fixed p. at 0.9 and varying ps : BPSK modulation, (5, 7, 5, 7) convolutional code

A performance floor for CSTC can also be obtained at p; = 0 as shown in Figures 1.1,
4.5, and 4.6. The floors represent the best performance that CSTC can achieve at a given
pe value. The analytical UBs for the performance floor can be obtained from (3.47) aud
(3.52) with the distance term equal to (3.53). Generally, it is observed from Figures 4.4,
4.5, and 4.6 that the FER increases as p, increases from 0 to 1 and as p,. decrcases from
1 to 0. Similar to SUSTC, it can be observed that spatial correlation causes the FER
performance to degrade more as the channel estimation error increases. For a target FER

of 1072 and p, = 1, the degradations are about 0.6 and 2.0 as p, increases from 00 to 0.5

and 0.8 respectively. When p. = 0.99, the degradations increase to 0.68 and 2.5 dB3.
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4.1.3 Comparison of SUSTC and CSTC

The simulated FER curves for SUSTC and CSTC with spatiallv correlated fading and

perfect channel estimation are presented in this section.
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Figure 4.7: Comparison of the Simulation Results for Single User and Cooperative Space Time Coding

at pe at 1 and different values of p; (Cooperation: dashed lines; Single User: solid lines)

Figure 4.7 shows the FER curves for SUSTC and CSTC as a function of SNR for different
values of ps with p, = 1. It is observed that at high SNR, the diversity order for SUSTC
and CSTC are approximated to be 2 and 4 respectively for p, equal to 0, 0.5, and 0.8. In
particular, the diversity orders for SUSTC and CSTC obtained for p, = 0 confirm with
the analysis shown at the end of Chapter 2 where the expected diversity order for SUSTC
is equal to the number of transmit antennas (2 in the thesis) at each uscr whercas the
expected diversity order for CSTC is equal to the sum of the number of transmit antennas

for both users (4 in the thesis) [14]. When p, increases to 1 (i.e. the two chanunels arc
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fully corrclated), independent fading paths can no longer be assumed within cach user.

Thus. the diversity orders decrease to 1 and 2 for SUSTC and CSTC respectively.

40



4.2 Cooperation Gain Comparison

An alternative way to analyze the simulated results to determine the performance improve-
ment through cooperation compared to SUSTC is to use the cooperation gain defined in

[35] as

PNo~Coop PQS
Gf __f - f
PfCoop (1 _ P}")PfBF + P}'" P;QS
1

- | , 1]
(1= P")o; + Py (1)

where Po7Co% — P95 and @, = 2L is the ratio of tive blocking fading FER 1
I = Iy ;= Pf 18 € ratlo of cooperative OCKIng rading Y O

quasi-static FER for the users. When Gy > 1, the users benefit from cooperation with a

lower FER.

Most of the previous sections focus on the extreme cases where the users either perfeetly
decode the partner’s information (P}” = 0) or fail to decode the partner’s information
(P}" = 1). In the following sections, the FER performance of SUSTC and CSTC' for
different values of (ps pe) and inter-user channel qualities are presented. Cooperation
gains are then computed from the simulation results in order to determine the benefirs of

CSTC over SUSTC under different channel conditions.

4.2.1 Perfect Channel Estimation (p, = 1)

The FER curves and cooperation gains for SUSTC and CSTC with spatially correlated

fading, perfect channel estimation, and different P}” values are presented in this section.
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Figure 4.8: Simulation Results for Cooperative Space Time Coding with p, = 0, p, = 1.
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Figure 4.9: Simulation Results for Cooperative Space Time Coding with p,

= 0.5, p. =1, and P =
0.1, 0.25, 0.5
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Table 4.1: Cooperation Gains for p. = 1. ;" = 0.1. 0.25. and 0.5

[ S.\'RJ ps =0 Lps =05 Lp, =038 [ ps =1 f
62” = 0.1

8 ‘74.9098 4.3508 3.2021 W 1.6220

12 7.9517 7.5144 6.3890 2.7062

16 9.6759 9.5377 9.1398 4.6209

20 9.9694 9.9575 9.9113 6.7045

P}” =0.25
8 2.9727 2.7917 2.3424 1.4696
12 3.6837 3.6028 3.3659 1.6423
16 3.9558 3.9364 3.8783 2.8818
L2O L349959 3.9943 3.9881 N 3.4369

P" =05
8 17934 | 1.7478 | 16183 | 1.2707
12 | 10444 | 19201 | 1.8818 | 1.3527
16 1.9926 1.9893 1.9793 1.7709
20 1.9993 1.9991 1.9980 1.8964

Figures 4.8 to 4.11 show the FER curves of the single user performance and the two-user
cooperation systems with different p, values, perfect channel estimation, and different
inter-user channel qualities. From the FER curves, Table 4.1 is obtained. From Table 4.1,
we observe that with perfect channel estimation (p. = 1), Gy decreases with increasing .
when P}” = 0.1, 0.25, and 0.5. For example, as p, increases from 0 to 0.8 at SNR cquals to
20 dB and P}* = 0.1, G decreases from 9.9694 to 9.9113. This is expected becausc as the
channel gains get more correlated, the benefit from the diversity decreascs. Even when
ps increases to 1, where the two channel gains are fully correlated or when the inter-user
channel quality gets very poor (P}" = 0.5), the users still benefit from cooperation as (7
does not fall below 1. For example, as P}* increases from 0.1 to 0.5, G decreases fron

9.5377 to 1.9893 at p, = 0.5 and SNR equals to 16 dB.

4.2.2 Imperfect Channel Estimation (p. = 0.99 and 0.9)

The FER curves and cooperation gains for SUSTC and CSTC with spatially correlated

fading, imperfect channel estimation, and different Pf”’ values are presented in this section.
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Figure 4.12: Simulation Results for Cooperative Space Time Coding with ps = 0, p, = 0.99. and P
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Figure 4.13: Simulation Results for Cooperative Space Time Coding with p, = 0.5. p, = 0.99. an] ry
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Figure 4.14: Simulation Results for Cooperative Space Time Coding with p, = 0.8, p. = 0.99. and Py
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Figure 4.15: Simulation Results for Cooperative Space Time Coding with p, = 1. p. = 0.99. and ry
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Table 4.2: Cooperation Gains for p, = 0.99, me =0.1,0.25, and 0.5

[SNR|p5=ojps:o.5]ps.—.o.s(pszl}

P =0.1
8 44187 | 3.7508 | 2.7234 | 1.6328
12 | 7.2425 | 6.6980 | 5.2073 | 2.5997
16 | 88031 | 85972 | 7.7203 | 3.9387
20 | 93620 | 9.2076 | 8.6607 | 5.4077

Pin = 0.25
8 28149 | 2.5717 | 21157 | 1.4770
12 | 35495 | 3.4355 | 3.0609 | 2.0525
16 | 38266 | 3.7937 | 3.6416 | 2.6438
20 | 3.9112 | 3.8885 | 3.8039 | 3.1175

Pt =05
8 17539 | 1.6876 | 1.5422 | 1.2744
12 | 1.9188 | 1.8961 | 1.8144 | 1.5194
16 | 19702 | 1.9644 | 1.9365 | 1.7080
20 | 1.9850 | 1.9811 | 1.9662 | 1.8276

10 T T T T T T T T T
e
S ]
« ! e
“““ R o
w . ~5
w \&\_‘
e, e
i S ~
.
e = N
.
. —
-—&— Single User, P‘l” =1 e -
—&— P = 0.1
g P < 0.25
—5—P"=05
———— Cooperation, P," = 0
102 .. i1 1 1 1 1 4 4 i !
0 2 4 6 8 10 12 14 16 18 20
SNR (dB)

Figure 4.16: Simulation Results for Cooperative Space Time Coding with p, = 0. p, = 0.9. and "
0.1, 0.25, 0.5
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Figure 4.17: Simulation Results for Cooperative Space Time Coding with p, = 0.5. p, = 0.9. and I

= 0.1, 0.25, 0.5
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Figure 4.18: Simulation Results for Cooperative Space Time Coding with p, = 0.8. p. = 0.9. and ny
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Table 4.3: Cooperation Gains for p, = 0.9, P}

6

8

10
SNR (dB)

12

ISNR ' ps =10 I ps = 0.5 ] ps =08 l Ps

P}n =0.1
8 2.3722 | 2.0732 1.6544 | 1.3719
12 3.1596 | 2.9190 2.2551 | 1.7470
16 3.6453 | 3.3647 2.8995 | 2.3077
20 3.7468 | 3.6360 3.2107 | 2.7396
P}" =0.25
8 1.9306 | 1.7587 1.4917 | 1.2019
12 2.3234 | 2.2117 1.8650 | 1.5536
16 2.5299 | 2.4135 22023 | 1.8947
20 2.5702 | 2.5262 2.3462 | 2.1238
Pin =05
8 1.4735 | 1.4037 1.2816 | 1.1773
12 1.6122 | 1.5754 1.4476 | 1.3116
16 1.6755 | 1.6405 1.5722 | 1.4595
20 1.6871 | 1.6744 1.6195 | 1.5450
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Figures 4.12 to 4.19 show the FER curves of the single user performance and the two-usc
cooperation systems with different p, values, imperfect channel estimation (p, = 0.99 and
0.9). and different inter-user channel qualities (P}” = 0.1, 0.25, and 0.5). From the FER
curves, Tables 4.2 and 4.3 can be obtained. From Tables 4.2 and 4.3. we observe that
even with imperfect channel estimation (p. = 0.9 and 0.99), the users still beuefit from
cooperation as G is always greater than 1. It is also observed that G; decreases with in-
creasing p, and P}". For example, as p, increases from 0.5 to 0.8 at SNR equals to 20 dB.
P}" = 0.1, and p. = 0.99, G decreases from 9.2076 to 8.6607. This is expected hecause
as the channels get more correlated, the benefit from the diversity decreases even when
the channel estimation is not perfect. Similar to the case where the channel estimation is
perfect as discussed in the previous section, the users still benefit from cooperation cven

when p, increases to 1 and when the inter-user channel quality becomes poor (P{"=0.5).

By comparing Tables 4.1, 4.2, and 4.3, we observe that
o Gy decreases with increasing }"
e Gy decreases with increasing ps.

o (G decreases with decreasing p,.

The reason that causes Gy to decrease with decreasing p, is not as clear as the reasons that
cause G5 to decrease with increasing P}" and p, because the statistics of the estimated
errors are the same for both quasi-static and block fading channels. As p,. decreases {rom
1 to 0.99 with p,, P}” and SNR equal to 0.5, 0.1, and 20dB, G decreases from 9.9575 to
9.2076. As p. decreases to 0.9, Gy decreases to 3.6360. Recall from (4.1) that ©; = /7’:)—/
As p, decreases from 1 to 0.99 and to 0.9, PfF decreases faster than P;% thus ('nus/ing
Gy to decrease with decreasing p.. From the Tables and discussions above, it can he

concluded that even though the channel estimation is not perfect (p. = 0.99 and 0.9). the

users still benefit from cooperation.

It is assumed that the channel estimation correlation coefficient p, is fixed in the analysis

discussed in this Chapter. However, the changes in SNR will affect the accuracy ol
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the channel estimation model. The influence of SNR to p, varies with different channel

estimation models. For example, as in {11], we can define p, as p, = ———— for the
p Pe P Tr
SNt

channel estimation model described in this thesis.
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Chapter 5

STC with Impulsive Noise

In this chapter, the FER performance of SUSTC with spatially correlated fading, channcl
estimation error, and impulsive noise is investigated. A decision metric is obtained in

Section 5.1 and FER simulation results are presented in Section 5.2.

5.1 System Model with Mixture Gaussian Noise

The system model is the same as that in Chapter 3 except the pdf’s of the imaginary and
real parts of the noise r.v. IV, are statistically dependent Gaussian mixture distributed as

defined in (2.4).

With the mean and variance of the received signal at time ¢ given by (3.29) and (3.30).

the pdf of R, given the estimated channel gains is

. 1 Ty — v Es 2__ »'k' )i :
F)(T‘tlcf.i7 Hj,i = h’j,ia Z’] = 1’ 2) famed (1 — e)ﬁ eXp {_1 t 220.‘;,71 (1.71 [.[- ‘ jf
X

1 e~ VEs S 2k om )2
+ € exp I Z;"l L (5.1)
2nod 20y
with
1— 02)(1 — p2p2
o = ES( pe)(1 = pape) + 2E,cf ¢} ypach + o7 (3.2)

1—pipt
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and

1— 2 1— 2,2
0'3/ — E ( i)ez( pspe)

where j denotes the user, ¢}; denotes the coded bit to be transmitted by antenna i in

+ 2Escflcf_2pdaf) + a? (5.3)
S 6
segment k at time ¢, and m;; (i,j = 1,2) is given in (3.19) and (3.20) for the respective tse:

The expression in the numerator of the exponential for the first segment (t = 1..... L) is

2
—VEY ol (5.1)
i=1
When cooperation takes place, the expression in the numerator of the exponential for the

second segment (t = L +1,...,2L) is

2
- VE Y malt (5.5)
i=1

When there is no cooperation, the expression in the numnerator of the exponential for the

second segment is
2
(re —/ Es Z 2 imy il (3.6)
i=1
witht =L+ 1,....2L.
With the assumption that the components of the received vector given the estimated chan-

nel gains are independent, the mixture Gaussian decision metric (MGDM) for SUSTC' can

be obtained by taking the logarithm of (5.1) to minimizes the quantity

2 L
=3 log P(rifefy, kg, Hiy = hig, Hip = hig). (5.7)
k=1 t=1
Similarly, the MGDM for CSTC can be expressed as
2 L
=22 log P(rlefy cfy, Hiy = hiy. Hia = hes). (5.3)
k=1 t=1
5.2 Numerical Results
Simulations were performed with p, = 1 and 0.99 and highly impulsive noise (:—’ = 50,

= 0.05). The convolutional codes [5 7] and [5 7] were used for User 1 and Uscr 2

respectively.
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5.2.1 Perfect Channel Estimation (p, = 1)

When p. = 1. (5.1) reduces to

1 re—=VES S kg
P(4IGys = g 1d = 12) = (1= ) exp | - Ve 2t G
2mo; 2073,

B 7 — VEs Z?:l Cf,igj,,{?] (5.9)

1
+ €——== XD [ 20?

FER

| 1 Il H 1 1
-40 -30 -20 -10 0 10 20 30
SNR (dB)

Figure 5.1: SUSTC with p. = 1, different p; values, and mixture gaussian noise with ¢ = 0.05 and

%z = 500 (solid: Mixture Gaussian Decision Metric; dashed: Gaussian Decision Metric)
n

The FER of SUSTC as a function of SNR for spatially correlated fading, perfect channc!
estimation (p. = 1), and mixture Gaussian noise is plotted in Figure 5.1 with ¢ = 0.03
and Z—g = 500. The solid line shows the performance when the proposed MGDM! in (5.7)
is used whereas the dashed line shows the performance with the Gaussian decision metric
(GDM) in (3.38). It can be seen that the MGDM provides a better performance than

the GDM. This is expected since the MGDM in (5.7) is optimal when there is no channe!
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estimation error. With channel estimation error, (5.7) is no longer optimal becanse the
components of the received vector are no longer independent. One disadvantage of the

2
MGDNM is that the impulsive noise parameters, i.e. € and gé are required at the receiver.
n

FER

1 L 1 I
-40 -30 -20 -10 0 10 20
SNR (dB)

-

Figure 5.2: SUSTC with p, = 1, different p, values, and mixture Gaussian noise with ¢ = 0.05 and
-”—i— = 500 (dashed: Gaussian Noise with GDM; solid: Mixture Gaussian Noise with MGDM)

a’l

The FER curves of SUSTC as a function of SNR with Gaussian noise and Mixture Gaus-
sian noise are shown in Figure 5.2. It can be seen that the FER with Mixture Gaussian
noise and MGDMof (5.7) (solid lines) is lower than with Gaussian noise and GDM of
(3.38) at lower SNR values. As the SNR increases beyond 24 dB, the p, = 0 FER curve
with Gaussian noise crosses that with mixture Gaussian noise. This is because of the
heavier tail of the mixture Gaussian pdf as shown in Figure 2.2. The performance bounds
for optimum reception under class-A impulsive noise was discussed in [20]. It is observed
in [20] that as SNR increases, the slopes of the curves with Gaussian and class-A impulsive
noises are the same. From Figure 5.2, it can be observed that the asymptotic slopes of

the curves are similar for p, = 0, 0.5, 0.8. It is expected that the asymptotic slopes of
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the FER curves with Gaussian and Mixture Gaussian noises will be the same. The FER

curves at higher SNR values were not simulated due to the excessive times needoed.

5.2.2 Imperfect Channel Estimation (p. = 0.99)

10° r—t————0
10"
¢4
wl
w
10%F
o ps =0, pe =1
o P = 0.5, P, = 1
o pg= 0.8, P, = 1
v P = 1, P, = 1
10'3 Il | i ! | 1
-40 -30 -20 -10 0 10 20 30
SNR (dB)

Figure 5.3: SUSTC with p, = 0.99, different p, values, and mixture Gaussian noise with ¢ = 0.05 and
22 = 500 (solid: Mixture Gaussian Noise with MGDM; dashed: Gaussian Noise with GDM)

Ty

The FER of SUSTC as a function of SNR for spatially correlated fading, imperfect chan-
nel estimation (p, = 0.99), and Gaussian and mixture Gaussian (¢ = 0.05 and :—’: = 50
noises is plotted in Figure 5.3. Similar to the case with perfect channel cstimation. it i-
observed that SUSTC shows better performance with mixture Gaussian noise than with

Gaussian noise at low SNR. At high SNR, the FER with Gaussian noisc is lower than

that with mixture Gaussian noise.

The performance of Cooperative Space Time Coding (CSTC) was not simulated in this
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chapter due to the time constraints. Since the diversity order of a system depends on the
number of independent fading paths, it is expected that the performance of CSTC will
be qualitatively similar to that of SUSTC except that the slopes of the CSTC curves will

be steeper.
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Chapter 6

Conclusion

6.1 Main Thesis Contributions

A performance study of cooperative space time coding with spatiallv correlated fading
and imperfect channel estimation in Gaussian as well as impulsive noise was presented.

The main contributions of the thesis are listed below.

e Closed form expressions for the pairwise error probability conditioned on the estimated
channel gains with spatially correlated fading and imperfect channel cstimation are de-
rived for 1) single user space time coding (SUSTC) with quasi-static fading channels and
2) cooperative space time coding (CSTC) with block fading channels. An expurgatod
bound on the FER for both cases is then obtained using the limiting before average tech-
nique in [33] and assuming the components of the received vector are independent given

the estimated channel gains.

e Simulation results for a constraint length 3 convolutional code were compared with the
analytical bounds. The results show that even though the bound is not verv tight. it is
able to capture the performance degradation as p, increases perfectly when p. = 1. As
pe decreases, the performance degradation of the simulation results and the bounds are

different because of the channel estimation error.
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e The cooperation gains show that the users always benefit from cooperation cven in
the case where the channel gains within each user are strongly correlated (p, & [) and
when the channel estimations are very poor (p. =~ 0.9) because CSTC with block fading

channels have a lower FER compared to SUSTC with quasi-static fading channels.

¢ A detailed discussion on the dependency among the components of the received vector
for a system with space time trellis codes was presented. The discussion confirins with
the observation in [30] that the components of the received vector are not independent
and shows that the introduction of the channel estimation error is the rcason for this

dependency.

o A decision metric for CSTC with spatially correlated fading, imperfect channel estitna-
tion, and mixture Gaussian noise is derived. Simulation results show that, by using the
proposed mixture Gaussian decision metric for CSTC with mixture Gaussian noise. the
FER performance of CSTC with mixture Gaussian noise is better than that of CSTC
with Gaussian noise at low SNR. At high SNR, CSTC with Gaussian noisc outperforms
CSTC with mixture Gaussian noise because of the heavy tail of the mixture Gaussian

noise.

6.2 Topics for Further Studies

¢ Extensions of the thesis work to other modulation, channel fading, channel estimation.

or different impulsive noise models can be made.
e More investigations can be carried out on CSTC with spatially correlated fading and

poor channel estimation (p. < 0.9) to provide a more complete picture of the FER per-

formance.
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Appendix A

Dependencies among the

components of the received vector

In [31], the performance of space-time codes with two transmit and one receive antennas
and their design criteria in the presence of channel estimation errors was examined. In

the performance analysis, the received signal at time ¢ is denoted as
2
Ty = \/Eszgict,i +ny (A1)
i=1

where the channel gains, g; and g2, and noise component at time ¢ are modeled as indepen-
dent samples of a zero mean complex Gaussian r.v.’s with variance o2 and %Q respectively.
If a codeword
C=10C,10,2 C21€C2.2...CL1CL 2 (A.2)
is sent, the corresponding received vector is
r=r7ry 7o r3..TL (N3
where L denotes the frame length. At the receiver, ML decoding is used. The codeword

€ =e€11€12 €2,1€22...€[1€L 2 (AA)

is chosen for which Pr(r|e, H = h) is maximized where H = [H1H>) and h = [h/1,].
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It is assumed in [31] that the components of the received vector are independent given the
estimated channel gains. Then ML decoding simplifies to choosing the codeword which

minimizes .

Z —logPr(rle,H = h) (A5

t=1

We look at the covariance between the received signals at a two time instance to explain
the dependencies among the components of the received vector. The covariance between

two complex r.v.’s X and Y is
Cov{XY}=E{XY"} - E{X}E{YV"} (A6

Let X = Ry and Y = Ry. We now compute E[R; R5|H] and E[R,H|E[R;/H] for Alamouti
coding and the model in Chapter 3 for quasi-static fading to determine if the components

of the received vectors are independent given the estimated channel gains.

For Alamouti coding with quasi static fading, we have

1 = g151 + 282 +

Tg = ~—9185 + 928)]‘( + no (\T)

where s; and s, are the transmitted signals and the covariance of R; and Ry given the

estimated channel gains, H; and Hs, can be computed as

E[RlR;‘H] = E[((G1|H)Sl + (Gng)SQ + Nl)((_G1|H)SQ -+ (GQ'H)Sl -+ 4\"-2)*}

2 2 2 2 2 2 207 4
= E[mimgs] — mimas; + $189m5 — $189M] + pa0hHS;: — padrss] (AN

E[RIIH]E[R;|H] = E[(G1|H)51 + (GQ|H)82 + Nl]E[((—Gl‘H)ég -+ (Gg'H)S] + \_))"

E[mimys? — mymyss + 5189m3 — 515om3) (A.9)

with mq, ma, pa, and 0% given in Chapter 3.

With E{s?} = 1 for the case of BPSK modulation, we have
E[R\RH] — E[R,|H]E[R;/H] = 0. (A10)
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It is shown in Chapter 3 that UéllH = aéle. With the assumption that the real and
imaginary parts of the complex r.v.’s are independent, it can be shown that E'R Ry H
= E[R;R;/H]. Thus, the covariance of Ry and R, given the estimated channcls shows
that the components of the received vector with Alamouti coding and quasi static fading

are independent.

For the single user space time model with quasi-static fading discussed in Chapter 3. we

have

g1Ce1 + GaCr2 + 1y

Tt

= MC1 + MaCro +dicyy + dacro + 1y (A1)
where m;, mq, dy, and dy given in Chapter 3. (v F; is dropped from the equation to
simplify the derivation as it does not affect the result.)
The covariance of Ry and R, given H is

E[Ri Ry} H] = E[(c11(G1[H) + ¢12(Go/H) + Ni)(c2.1(G1H) + c22(Go|H) + N1)*]
= E[01,102.1m% + 01,202,2m§ + c11C02M1My + €120 1My M)

2 ‘
+  Elciica1 + cracon + €1,1C2204 + €12C2,104)0 ) (A.12)

E[leH]E[Rng] = E{(CI,I(GIIH) -+ C],Q(GQIH) + Nl)]E[(CQ‘l(Gl’H) -+ CQQ(GQ‘H) + 7\/_;)*‘

2 2 / )
= E[clylcgylml + C1,2C2,2™My + C1,1C2 2112 + C]_QCQJTI’I,]’IH,Q} (’\ {3

E[R\R;H] — E[R,H|E[R5H] = Elcj1co.)0% + Elciaca5]0%

-+ E{Cl.1C2'2}de% + E[CLQCQJ]/)(/O'% (A]l)

For the single user space time model, we still have E[RiR;|H] = E[R{Ro[H], o, iy =
Ué2|H, and Elc;;]* =1 (i,j = 1,2), but the covariance between R, and R, arc no longo

zero. This shows that the components of the received vector are not independent given
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the estimated channel gains.

For the case with independent channel gains and perfect channel estimation asx in 4.
the covariance of Ry and Rs given G and G5 can be easily shown to be zero. Following
the above discussions, we conclude that the introduction of the channel estimation crror
conditioned on the estimated channel gains causes the components of the received vecton
to depend on each other. This confirms with the result in [30] but provides a more dotail

explanation on the dependencies among the components of the received vector.
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Appendix B

Extended Trellis

From (3.52), the distance term d?(c,e) depends on the number of transmit antennas.

Following a similar derivation as that in [34], the d*(c, e) term for a block fading channcl

is

d%F(C’ 6)

where

2 L
= Z Z | Z nlb,i(cg,i - ff?,i)PQ

b=1 t=1 i=1
2 2
= |mb,1|2A;y1 + Z ‘meI?AiQ
b=1 b=1
2
+ 2R{Y (muamiy) B} (B.1)
b=1
L
A= I, — ey (B.2)
t=1
L
Aby = l(ch, —eby)? (13.3)
t=1
L
B, = Z(Cgl - e?,l)(C?.Q - 622)* (B.h

t=1

, L denotes the number of bits in each block, and b denotes the block (segment) index.

As in Chapter 3, if the partner fails to decode the user’s information, the user continucs

to transmit the remaining parts of the coded bits in the second time segment. Thus.
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quasi-static channel can be viewed as a block fading channel except the channel gains are

the same in both blocks (segments) and the d?(c. e) term can be expressed as

L 2
dQQS(C» e) = Z | Z my (e — )|
t=1

i=1
= 2]m1,1|2A} + 2|m1,2|2A§

+ 2R{2(my,1m],)B} (13.3)
where
L
= Z l(cer — enn)[? (B.6)
Z Coz — €12)] (B.7)
t=1
L
B= Z cen — €1)(Ca — €r2)” (3.8)
t=1

In order to find a bound for CSTC system, we need to know the weight enumerating
function, or distance spectrum of the space time trellis code [36]. We made usc of the
technique in [33] where it keeps track of all the real variables A}, A2, B asin (B.2) o (3.4)
and (B.6) to (B.8) and claims that the weight enumerating function is the multiplicitics
of the these real variables over all codeword pairs. Since BPSK modulation is used. I is

also a real variable.

In this thesis, convolutional encoding with constraint length 4 and gencrator polvnomial
g = [5 7] is used for both users. The encoding diagram and the corresponding trellis arc

shown in Figures B.1 and B.2.

The extended trellis for this code is shown in Figure B.3. To obtain the extended trel-
lis, we start by looking at the 4 state trellis in Figure B.2 and computing the distance
between the correct path starting from state 4, S; and the erroneous path starting {rom
state j. S; where i, j = 0, 1, 2, 3. Thus, the states of the extended trellis are of the form

K SSC)S](P)" where the correct path (c) and the erroneous path (c¢) are in state S, and S,
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Figure B.1: K = 3, g = [5 7] convolutioan! encoder.
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Figure B.2: 4-State Space Time Trellis Code.
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Figure B.3: Extended Trellis for the 4-State Space Time Trellis Code.
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of the original 4 state trellis in Figure B.2. The labels on the extended trellis take the
form [X Y Z] and correspond to one state transition of the Euclidean distance between
the correct path and the erroneous path for the first transmit antenna, second transmit
antenna, and the cross terms between the two antennas. The multiplicities of all ~tat
transitions for the entire correct and erroneous sequence are equivalent to (B.2) to (I3.4).
and (B.6) to (B.8) for block fading and quasi-static channel respectively. For example. let
us assume the correct path and the erroneous path start at state zero, which is ~ .S‘(()('}kg((,' '
in Figure B.3 and the correct path goes to state 2 while the erroneous path stays in statc
zero, which is ”Séc)Sée) in the next time instance. Then, we have 11 (+1+1 as for BPSK
modulation) and 00 (-1-1 as for BPSK modulation) as the outputs on the 4 state trellis
for the correct and erroneous paths. Thus, the corresponding Euclidean distance for the
two paths for the first transmit antenna, the second transmit antenna, and the cross term

for both transmit antennas can then be computed as 222.

The 16 by 16 state transition matrix S for the extended trellis for the 4 state space time

trellis code is then given by (B.9).

( A9ABO 0 A?A3B? 0 0 0 0 0
A?AZB? 0 AYASBO 0 0 0 0 0
0 A%AZB° 0 A2AYBO 0 0 0 0
0 A2ABO 0 AYAZRBO 0 0 0 0
A2AZB? 0 A%ASBO 0 0 0 0 0
APAYBO 0 A2AZp? 0 0 0 0 0
0 A3A)BO 0 A%A4ZRB0 0 0 0 0
S . 0 AYAZB° 0 A%AYBO 0 0 0 0
ltod = 0 0 0 0 ADAZBO 0 A2AY B0 0
0 0 0 0 A2ASB° 0 AYA3BO 0

0 0 0 0 0 A A9 B0 0 ATAZp?

0 0 0 0 0 A?AZB2 0 AlAYB"
0 0 0 0 A249B0 0 AYAZBY 0
0 0 0 0 AYAZBY 0 A2AYB° 0

0 0 0 0 0 A?AZB? 0 ALAYRY

L 0 0 0 0 0 AYA]BO 0 A3AZB 2
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( A2A2R2 0 A0AQBO 0 0 0 0 0 1
AAgBo 0 A242p? 0 0 0 0 0
0 A249BY 0 AYAZBY 0 0 0 0
0 AYAZBO 0 AZASRO 0 0 0 0
AYAYBO 0 A2AZB? 0 0 0 0 0
A3AZB? 0 AYASBO 0 0 0 0 0
0 A%AZBO 0 A2A9BO 0 0 0 0
So 1o 16 = 0 A2AYBO 0 A%AZB° 0 0 0 0 o
0 0 0 0 A2A0BC 0 AYAZBY 0
0 0 0 0 A?AZBO 0 A2A3BY 0
0 0 0 0 0 AlAZB? 0 AVAYBY
0 0 0 0 0 AYA)BO 0 ATAZB?
0 0 0 0 A%42B° 0 A3AYBO 0
0 0 0 0 A3AYBO 0 AYAZBY 0
0 0 0 0 0 AQAYBO 0 A?AZB?
| o 0 0 0 0 A242B-2 0 AYAYBY

where S1 (o 8 and Sg ¢, 16 denote columns 1 to 8 and columns 9 to 16 of S.

In each entry of the S, the exponent of A; denotes the Euclidean distance between the
correct and erroneous sequences transmitted across the first transmit antenna. Similarly.
the exponent of Ay denotes the Euclidean distance between the correct and erroncous
sequence transmitted across the second transmitted antennas. The exponent of B de-
notes the value of the cross term for both transmit antennas. Thus, each entrv in the
matrix S takes the form Af A} BZ and represents a one-step transition in the extended
trellis from the state corresponding to the "row number,” to the state corresponding to
the "column number.” If we were to compute the weight enumerating function dircctly
from the extended trellis, the weight enumerating function will be the sum of the first
entries in the first row of the matrix S' where 1 denotes the length of each block in the
block fading channel model and S' denotes the [** power of the matrix S.

For evaluating the bound for the system, we make use of the ” Limiting Before Averaging”
and Expurgation techniques in [33]. The idea of expurgating is to evaluate the bound
by taking only the simple error events into account. Simple error events are those crron
cvents where once the erroneous codeword re-merges with the correct codeword on the

extended trellis, it is assumed that the two codewords stay at the samec state until the
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end. The expurgated state transition matrix is computed by introducing a new state. the
17th row of the extended matrix, to the extended state transition matrix, S. This new
state represents the paths that have previously diverged through the trellis are re-merging
for the first time and no longer diverge. Thus, only simple error events are considered.
Once the transition reaches this new state, it is assumed both paths arc at onc of the four
states in Figure B.2 and do not diverge again. Thus, a new column nceds to be added to
the transition matrix to store the distances of the transitions that have previous led the
transition to one of the S(()C)Sée). SfC)Sl(e), SZ(C)S;), Séc)S:ge) states in Figure B.3. The 17
by 17 expurgated state transition matrix Sexp for the 4 state space time trellis code can

be computed as

[ A249B° 0 A2ALB? 0 0 0 0 0
0 0 AYASBO 0 0 0 0 0
0 A%AZRBO 0 A2AIBC 0 0 0 0
0 A249B0 0 AR A3BC 0 0 0 0
0 0 AAYBO 0 0 0 n 0
A?AYBO 0 A?AZB? 0 0 0 0 0
0 A2A9BS 0 AYAZBO 0 0 0
0 A%A3BO 0 A2A$BO 0 0 0 0
Sexp1 tos = 0 0 0 0 A9 AZBO 0 A2AYBY 0
0 0 0 0 AZASB® 0 ADAZBY 0

0 0 0 0 0 AYAYBO 0 A?A3B~2

0 0 0 0 0 0 0 AYALRY
0 0 0 0 A2A4)R0 0 AP AZBY 0
0 0 0 0 AYAZR® 0 A2AGBY 0

0 0 0 0 0 0 0 Afayp!

0 0 0 0 0 AYAY B 0 A2AZp2

L o 0 0 0 0 0 0 0 N
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[ A242B2 0 AL ass? 0 0 0 0 0 N ]
AQAYBY 0 0 0 0 0 0 0 ATadn? o adain?
0 A%aBo 0 AQazBo 0 0 0 0 ‘
0 AYaipY 0 A2A9B° 0 0 0 0 n
AYaYBY 0 0 0 0 0 0 0 Afa3p? - afaip?
A?aZB? 0 A%ayBe 0 o 0 0 o 0
0 A%aZBe 0 EYF YN 0 0 0 0 0
0 A%A)BC 0 AQa28° 0 0 0 0 0
Sexpg to 17 = 0 0 0 0 A%AYBC 0 A%4ZB° 0 i
0 0 0 0 A%43B° 0 A2A9B° 0 0
0 i 0 0 0 A3AZB? 0 A%A9BC 0
0 0 0 0 0 AYadB° 0 0 ATAZBT® ~ AYATE
0 0 0 0 A%428° 0 A2A)BO 0 t
0 a 0 0 A2A§B° 0 A9AZB0 0 0
0 0 0 0 0 A%A3 B0 0 0 A%AZB7? .~ AYaiB-?
0 0 0 0 0 A2aZB~? 0 AYABO 0
0 0 0 0 0 0 0 0 2 J

(BBoin
where Sexp, o s a1d Sexp (o 1, denote columns 1 to 8 and columns 9 to 17 of Sgy,,. The

corresponding extended trellis with expurgation is shown in Figure B.4.
Since the convolutional codes used in this thesis is terminated, we neced to multiply the

expurgated transition matrix by a termination vector to ensure the frame ends in the zoro

state. The termination vector can be easily computed as
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Figure B.4: Extended Trellis after Expurgation for the 4 State Space Time Trellis Code,
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1
A2AZB?
A2 ALR?
AdAZR?
A2A3B

1
AiALB?
A2A4B?
Sterm = | A?ALB? (1

At A2B?
1
A2A2B-?
AtA2?
A243B2
A2AZB
1
1

Similar to the non-expurgated case, the weight enumerating function for the space time

trellis code is obtained from the sum of the first entry in the vector SprSterm.

If different codes are used to encode the information bits for the two blocks (i.e. K =
convolutional code with g = [15 17] for user 1 and g = [13 15] for user 2), then a diflorent
weight enumerating function has to be derived for each block. The example shown in this
Appendix is for the case where the users use the same code to encode the information bits

in each block. The derivation is similar to that as in [33], but a different code is used.

73



Appendix C

SNR Definition

Recall from Chapter 2 that the received signal at time ¢ of segment k& from user 1 is

2
= Z \/Esgl,f,cf‘,; + n;. (C.1)
i=1

From this, the average signal power is

B E{|G1aP}YE{|ci11*} + B E{|G oY E{lc), [}
+ QESE{GI,IGig}E{Cf‘ICfg}
= 2E,0% (C.2)

and the noise power is Ny

Hence, the signal to noise ratio is

2E, 0%,

SNR = Ng

o=

Assuming E, = 1, then £, = RE, = % since the overall rate, R, of the system is
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