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Abstract

Adaptive modulation has been actively researched as a means to increase spectral efficiency of wireless communications systems. In general, analytic closed form models have been derived for the performance of the communications system as a function of the control parameters.

However, in systems where general error correction coding is employed, it may be difficult to derive closed form performance functions of the communications systems. In addition, in closed form optimization, real time adaptation is not possible. Systems designed with deterministic state optimization are developed offline for a certain set of parameters and hardwired into mobile devices.

In this thesis we present stochastic learning algorithms for adaptive modulation design. The algorithms presented allow for adaptive modulation system design independent of error correction coding and modulation constellation requirements. In real time, the performance of the system is measured and stochastic approximation techniques are used to learn the optimal transmission parameters of the system.

The technique is applied to Software Defined Radio (SDR) platforms, an emerging wireless technology which is currently being researched as a means of designing intelligent communications devices. The fundamental property that sets SDR apart from
traditional radios is that the communications parameters are controlled in software, allowing for real-time control of physical layer communications.

Our treatment begins by modeling the time evolution of the adaptive modulation process as a general state space Markov chain. We show the existence and uniqueness of the invariant measure and model performance functions as expectations with respect to the invariant measure. We consider constrained and unconstrained throughput optimization. We show that the cost functions considered are convex. Next we present stochastic approximation algorithms that are used to estimate the gradient of the cost function given only noisy estimates.

We conclude by presenting simulation results obtained by the presented method. The learning based method is able to achieve the maximum throughput as dictated by exhaustive Monte Carlo simulation of the communications system, which provide an upper bound on performance. In addition, the learning algorithm is able to optimize communications under various error correction schemes. The tracking abilities of the algorithm are also demonstrated. We see that the proposed method is able to track optimal throughput settings as constraints are changed in time.
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Chapter 1

Introduction

The demand for high-speed wireless connectivity has exploded. Technologies such as wireless local area networks (LANs) and Third Generation (3G) wireless networks have become cornerstones for delivering rich multimedia content to end users. As the demand for high-speed wireless connectivity grows, future wireless networks will support even higher data rates. Unfortunately, bandwidth is a finite resource. As users demand higher data rates, wireless communications systems must employ new strategies to exploit the already crowded wireless channel in the most efficient way possible. Adaptive modulation is one such technique that has garnered much attention.

As we look to the future, the emergence of Software Defined Radios (SDR) has changed the possibilities for modulation and protocol development. A software defined radio is a device that provides software control over modulation techniques [7]. SDRs are extremely agile and are able to implement dynamic physical layer transmission parameters in real-time [5]. Initiatives such as the Joint Tactical Radio Service and the XG standards are pushing the development of SDR technology.
1.1 INTRODUCTION

Adaptive modulation is an important element in maximizing spectral efficiency for SDRs. However, new approaches can be taken in order to capitalize on the newly available flexibility. Built on the foundation of SDR, Cognitive Radio [17, 15] has emerged as a research area of much interest. The aim is to use the flexibility and adaptability of SDR to design 'intelligent re-configurable' communications devices, those which are able to sense their operating environment and adapt accordingly. Adaptive modulation is one such form of adaptability in the face of time varying conditions.

In wireless communications systems employing adaptive modulation, the transmitter is able to vary the transmit power, constellation size, data rate, error coding rate and scheme in response to a flat fading channel. In this fashion, the transmitter is able to maximize power and bandwidth efficiency while meeting certain constraints [12]. Adaptive modulation has been actively researched as a key component in many proposed wireless standards [22].

The design of adaptive modulation systems relies upon finding an optimal modulation policy. The policy is a mapping of channel quality measurements to the modulation scheme to be engaged at the transmitter. The policy is optimal in the sense that it optimizes some performance metric of the communications system. The metric of interest varies depending on the specific application. For example, the optimal choice may be to maximize spectral efficiency (bps/Hz) for a certain target bit error rate (BER) or to maximize overall throughput where the average BER is not a concern.
1.1 Motivation

Research into the design of adaptive modulation systems has relied primarily on analytical approaches [9] [13] [12]. Thereby an analytical model of the input/output characteristics of the communication system is derived as a function of the modulation policy used. In some cases functional approximations are used where the exact relationship is not convenient for analysis. It is then possible to find an optimal set of parameters that define the modulation policy to maximize the spectral efficiency or overall throughput. Techniques such as Lagrange optimization have been used to solve for the modulation policy [9]. This is a powerful approach that finds optimal solutions to a large class of adaptive modulation systems.

We propose re-enforcement learning based adaptive modulation techniques that will allow an SDR to take full advantage of its inherent adaptability. Learning based solutions are ideally suited for the flexible nature of SDR modulation control. We consider a radio that may be preprogrammed with a set of modulation and coding schemes. These may include various constellation types, forward error correction codes and different decoding algorithms. In real-time the radio is capable of sensing its transmission performance and updating its internal modulation parameters in order to improve communications given the set of all operation modes.

The learning based approach is motivated by the fact that, in certain cases, it may be difficult to define the input/output characteristics of the system given a broad set of communications options [19, 31]. For example, the inclusion of convolutional or turbo error correction codes may complicate the task of deriving analytical expressions for the error rate performance as a function of signal to noise ratio. In addition, real-time changes to the communications constraints, an attractive option in SDR, may not be
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possible.

We aim to develop algorithms that allow devices to intelligently select transmission parameters in order to efficiently use the radio spectrum given limited information of the communications system. Technologies such as Cognitive Radio are utilizing SDR as a platform for the advancement of research into intelligent communications devices [15]. In this work, we present real-time machine learning algorithms that assess the performance of the current system and iteratively tune communications parameters in order to optimize system performance.

1.2 Contributions of the Thesis

- We model the adaptive modulation communication system by a general state space Markovian stochastic process. We consider packetized transmission with arbitrary error correction coding. We show the Harris recurrence of the Markov Chain, the existence of a unique invariant distribution and pose the optimization of the feedback signal as a stochastic optimization problem.

- We show that the cost functions presented are convex and exhibit global convergence to the optimal value under certain assumptions.

- A reinforcement learning based algorithm is used for the optimization of the cost function. The optimization is simulation based where stochastic approximates of the gradient of the cost function are used to iteratively update the control parameter. Gradient estimation is performed using sample-path techniques. The optimization is performed online with no training data required.
• Experimental simulations were run to test the ability of the proposed algorithm to learn the optimal modulation policy. We provide results for various error correction codes used and comparison to analytic design techniques.

1.3 Organization

The remainder of the thesis is organization as follows. In Chapter 2 the theory behind fading in wireless communications is discussed along with the advantages offered by adaptive communications. The opportunities made possible by SDR are also explored along with advances in intelligent agents in communications research. Chapter 3 reviews some of the basic principles of optimization theory, stochastic optimization, stochastic processes and simulation. The theory is used later on to develop stochastic optimization algorithms for adaptive modulation. Chapter 4 outlines current approaches to adaptive modulation system design. Here we outline the general mathematical optimization problem as well look at well studied solutions to those problems. Chapter 5 contains the novel work presented. We derive the adaptive modulation system as a controlled stochastic process and provide mathematical details on the modeling and optimization of the system. In Chapter 6 simulation results of the designed algorithms are presented.
Chapter 2

Adaptive Modulation

In this chapter we discuss the general problem of adaptive modulation design from wireless communications fundamentals. We begin by presenting basic properties of the radio communications channel that adaptive transmissions aim to exploit. We present some basic communications theory on fading channels and adaptive signaling. In addition, background information on the development of SDR and an extension, Cognitive Radio, are discussed to better frame the task of developing learning based algorithms for reconfigurable devices.

2.1 Wireless Channel Fundamentals

Wireless communications is the research of transmitting information over electromagnetic waves. Antennas are able to transmit and receive the signals and our goal is communicate the largest amount of data while using the fewest resources possible, in this case spectrum bandwidth and transmit power. The main obstacle to communication in wireless settings is the wireless channel. The simplest model for the wireless
channel is the free space propagation model. Derived from Maxwell's equations, this model has all electro-magnetic waves emanating from a point source in all directions losing energy in accordance to a \(1/(\text{distance})^2\) rule.

However, this simple model is rarely sufficient to capture the dynamics of real-world channels. Properties such as refraction, scattering and diffraction produce multiple received copies of the transmitted signal that leads to distortions such as fading and shadowing. In land-mobile communications the base station antenna is usually geographically fixed and the device is free to move. As the user moves these disruptive phenomena will vary and produce irregular received information. Wireless communications research has looked at many techniques to overcome the disruptive nature of the wireless transmission channel.

This thesis deals with efficient use of spectrum in response to fading. In general, fading is a phenomenon where the quality of the transmission channel varies with time and position. When using a fixed rate communications system engineers must design the system to be robust enough to transmit during most times of poor channel condition. Unfortunately, this may be wasteful. Fixed rate transmission systems may transmit at times of extremely poor channel quality where the probability of successful transmission is very low, therefore wasting power. Conversely, in times of high channel quality, the channel may bear the opportunity for highly reliable communications at much higher data rate. The transmitter may take advantage of the fluctuations if they are slow and can be effectively tracked.

Adaptive modulation is a technique where the transmitter may adapt its communications parameters in order to minimize wastage and maximize data rate. If the transmitter is presented information about the channel, it may pick a transmis-
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sion mode that will perform reliably and transmit as much data as possible. In this thesis we analyze how the transmitter may 'pick' the best transmission mode given information about the channel. To design such systems we must first understand the fluctuations of the channel quality. We refer the reader to [27, 14, 28] for a more in depth treatment of the subject.

2.1.1 Multi-path fading

One of the fundamental problems of wireless communications is that the line-of-sight link between transmitter and receiver may be obstructed. In fact, in many urban settings, the received signal may undergo numerous scatterings off surrounding buildings or diffraction around buildings or objects. All of these scattered carriers meet at the receiver and sum to create a new effective received signal.

Now consider the case where the receiver is moving. In this situation there is a continuous change in the lengths of the paths between the transmitter and receiver. Therefore the relative phase of the two attenuated signals is constantly changing in time. As the mobile receiver moves it may encounter constructive interference at some locations and destructive interference at others.

For practical mobile environments there may be many reflected and scattered copies of the signal received. Of course, there will be many propagation paths and the received signal would be a combination of all these paths. The net effect is that the received signal envelope will vary in a complicated fashion in practice. In settings such as urban areas, there are numerous obstructions between the transmitter and receiver. Additionally the specific obstructions will change with time as the user moves about.
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Fading is essentially a spatial property of a received signal in an environment. We see its effects in the time domain as a mobile receiver moves in the environment. The variations can be related to the motion of the receiver as the Doppler shift. The Doppler shift results in an apparent shift in frequency due to the motion of the mobile. The apparent shift in frequency of the received signal, $\nu$, is given by

$$\nu = \frac{v}{\lambda} \cos \alpha \quad (2.1)$$

where $v$ is the speed of the receiver, $\lambda$ is the wave length and $\alpha$ is the angle between the direction of motion and the location of the transmitter.

2.1.2 Statistical Properties of Fading Channels

The received signal is a amalgamation of multiple reflected, scattered and refracted copies. The modeling of individual scattered signal levels is practically impossible given the range of materials that the signals may reflect off of, the geometry of surrounding reflectors and movement of antennas. In addition there are many random parameters involved in fully characterizing the received signal: noise, user movement, objects moving in the area.

In general, the properties of a radio communication channel can only be characterized by statistics of the observed variations. A model used for the fading process in Rayleigh fading.

The autocorrelation of the fading process $h$ is modeled by

$$R_h(\tau) = J_0(2\pi f_d T_s \tau) \quad (2.2)$$
where $f_d T_s$ is the normalized Doppler spread, $J_0$ is the Bessel function of the first kind and $\tau$ is the time offset.

In flat fading, the multi-path structure of the channel is such that the spectral characteristics of the transmitted signal are preserved at the receiver. However the strength of the received signal changes with time due to fluctuations of the gain of the channel due to multi-path effects. The variation of the channel can be modeled as Rayleigh or Rician fading.

A signal undergoes flat fading if $B_S \ll B_C$ and if $T_S \gg \sigma \tau$ where $B_S$ is the bandwidth of transmitted modulation, $T_S = 1/B_S$ is the symbol period, $B_C$ is the coherence bandwidth and $\sigma \tau$ is the rms delay spread. The bandwidth of the signal is much less than the coherence bandwidth of the channel. If the channel gain changes over time a change of amplitude occurs in the received signal.

Another statistical model for channel effects is the First Order Markov Chain Model [40] [41]. In this model a slowly varying flat fading channel can be modeled as a Markovian stochastic process.

Throughout this work we consider communications in slowly varying flat fading channels.

### 2.2 Adaptive Modulation

Communications systems that employ adaptive transmission modes aim to use the channel in the most spectrally efficient manner possible. Spectral efficiency is defined as the data rate per unit bandwidth used. The transmitter is able to take advantage of favorable channel conditions by transmitting at high data rates and gracefully
decrease the data rate during periods of poor channel quality. In this fashion, the amount of data that can be reliably transmitted is maximized.

The basic premise of adaptive modulation is the real-time balancing of the link budget in flat fading channels through adaptive variation of the transmitted power level, symbol transmission rate, constellation size, BER, coding scheme/rate or any combination thereof. Adaptive modulation relies on accurate channel information and reliable feedback path.

The design of adaptive modulation systems relies upon finding an optimal modulation policy. The policy is a mapping of channel quality measurements made at the receiver to the modulation scheme to be picked at the transmitter. The optimal policy is the mapping that maximizes some desirable performance metric. This metric of interest varies depending on the specific application. For example, the optimal or 'best' choice may be to maximize spectral efficiency (bps/Hz) for a certain target bit error rate (BER). We may be interested in maximizing throughput where the average BER is not a concern.

Experiments have been conducted to measure the increase in performance of adaptive transmission schemes compared to fixed transmission systems. [12] has shown that adaptive modulation greatly increase the data throughput of wireless communications system compared to fixed schemes.

We consider a few basic means by which the transmission rate may be varied. The first is variation of the signaling rate by changing the modulation constellation used. For this study we consider M-ary Quadrature Amplitude Modulation as the transmission constellation. MQAM is a digital modulation technique where M bits of information may be mapped to one of $2^M$ possible transmission symbols. Low rate
transmission schemes offer robust communications as opposed to more sensitive high rate constellations.

The transmission rate and communications quality may also be affected by the error correction coding used. For this study we consider convolutional codes [42] as well as turbo codes [16]. We consider these codes due to their importance in the development of current and future standards.

These are the basic tools of digital communications we are interested in the properties of the devices that will employ them. Software Defined Radio is an emerging technology that offers new capabilities for communications protocol design.

2.3 Software Defined Radio

A Software Defined Radio is a device where all of the communications actions are accomplished in software. Aspects such as the protocol or system that the device operates under can be reprogrammed. Even physical layer parameters such as modulation scheme, constellation options and coding may be influenced on the fly. Traditional communications devices have their parameters set in hardware at the time of device creation. In general, they cannot be modified afterwards.

The SDR framework has many advantages over traditional systems. SDR based systems are much more flexible in terms of communications standards that may be used. The heart of the SDR is a general purpose processor. Functions such as error coding, modulation and detection can be programmed onto the device. In addition, the wireless device may be reprogrammed on the fly.

The network that the device logs onto may change over the operation of the
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user. For example one radio may join an analog cellular network, a digital Personal Communications Service (PCS) network or become a cordless phone or even a pager. This level of flexibility is not possible in current fixed wireless device design.

Speakeasy is a military SDR system under development [39]. The goal is a standardized, modular system for SDR development. It is static SDR system where any number of communication standards can be preprogrammed and switched between during operation.

The project addresses three key difficulties with battlefield communications devices [3]. They are:

- inadequate interoperability
- poor interference tolerance, especially mutual interference due to nearby radios
- speed/flexibility of deployment and other miscellaneous practical usage issues

SDR technology will aid in overcoming these practical challenges.

There are also interesting application of SDR for dynamic physical layer operation, a feature capitalized on by our proposed learning algorithm. In [25] [24], the authors develop an automatic modulation scheme recognition system that is robust and real-time. The technique is based in pattern recognition theories. The system they have developed is capable of differentiating analog from digital modulation and then from there determining the exact modulation scheme used. The system relies on signal characteristics that can be quantified and exploited. For example, when trying to differentiate between AM and FM it is possible to measure the variance of the received signal envelope to determine the underlying modulation scheme.
The authors provide an example where the increased flexibility of SDRs may be leveraged to design new and exciting applications.

In [5], the authors also research applications of devices that offer complete software control over modulation options. We are interested in this flexibility of SDR that allows convenient application of re-enforcement learning algorithms.

2.4 Cognitive Radio

Cognitive Radio technology is a revolution in the design of wireless communications protocols. Cognitive radios take SDR one step further [10] [17] [18]. The idea is to allow a highly flexible radio to sense its environment and intelligently adapt its communications parameters in order to maximize performance. Radios compete, and cooperate, for radio resources. A cognitive radio may adjust its carrier frequency, modulation scheme, power level, protocol or any other communication parameters. The goal is the most efficient use of the channel at all times.

A major focus is using CR to take advantage of unused spectrum between regulated bands. There is much opportunity for a class of learning based algorithms to allow radios to jump in and out of these gaps with minimal impact to resident communications networks. The goal is highly efficient spectrum usage and robust communications. The solution is seen as developing intelligent devices that are able to learn the optimal actions to take while interacting with their environment.

In [15], the author has outlined a mathematical framework for estimation and cooperation in CR networks. The author re-iterates the importance of re-enforcement learning based solutions in highly dimensional problems.
Chapter 3

Stochastic Optimization

Our aim in this thesis is to design real-time learning based adaptive modulation algorithms. As we have seen, technology such as SDR allow for the real-time adaptability needed to pursue such approaches. In this chapter, we review some of the fundamental mathematics that will be applied to adaptive modulation design.

The techniques used for optimization are stochastic optimization algorithms and more specifically simulation based optimization algorithms. We begin this section with an overview of the basics of convex optimization, present differences between deterministic and stochastic optimization algorithms as well as discuss sample path based stochastic optimization problems.

3.1 Convex Optimization

In this section we outline properties of convex functions and optimization problems involving convex functions.
A mathematical optimization problem has the form

\[
\begin{align*}
\text{minimize} & \quad f_0(x) \\
\text{subject to} & \quad f_i(x) < b_i \quad i = 1, \ldots, m
\end{align*}
\]  

(3.1) (3.2)

The variable \(x = (x_1, \ldots, x_n)\) is known as the optimization variable. The function \(f_0 : \mathbb{R}^n \to \mathbb{R}\) is called the cost or objective function. The functions \(f_i : \mathbb{R}^n \to \mathbb{R}\) are known as the inequality constraint functions where the \(b_i\) are the constraint bounds for \(i = 1, \ldots, m\). The point \(x^*\) is defined as the optimal value of the optimization problem or equivalently the value of \(x\) which has the smallest objective value while obeying all constraints. We assume its domain \(\mathcal{D} = \cap_{i=0}^{m} \text{dom} f_i\) and denote the optimal value of the function by \(p^*\).

We are particularly interested in the classes of problems where the objective and constraint functions are convex. A function is convex if it satisfies the inequality

\[
f_i(\alpha x + \beta y) \leq f_i(\alpha x) + f_i(\beta y)
\]

(3.3)

for \(x, y \in \mathbb{R}^n\) and \(\alpha, \beta \in \mathbb{R}\) with \(\alpha + \beta = 1\) and \(\alpha \geq 0, \beta \geq 0\).

A fundamental property of convex optimization is that any locally optimum solution must be a global optimum. [6] provides proof of this statement as well as conditions for optimality for differentiable functions \(f_i\).

A more general condition of convexity is known as quasiconvexity. A function \(f : \mathbb{R}^n \to \mathbb{R}\) is called quasiconvex if its domain and all sublevel sets

\[
S_\alpha = \{x \in \text{dom} f | f(x) \leq \alpha\}
\]

(3.4)
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for $\alpha \in \mathbb{R}$ are convex. For a function on $\mathbb{R}$, quasiconvexity requires that sublevel set is convex, including open intervals. We may represent the sublevel sets of a quasiconvex function by a set of inequalities of convex functions. We are interested in the family of convex functions $\phi_t: \mathbb{R}^n \rightarrow \mathbb{R}$, indexed by $t \in \mathbb{R}$ with

$$f(x) \leq t \iff \phi_t \leq 0$$  \hspace{1cm} (3.5)

For convex optimization problems with quasiconvex constraint functions the constraints may be substituted with the equivalent convex constraint function with the same 0-sublevel set.

When solving convex optimization problems such as (3.2), we can incorporate the constraints into the cost function by considering the Lagrangian function. The Lagrangian $L: \mathbb{R}^n \times \mathbb{R}^m \rightarrow \mathbb{R}$ associated with (3.2) is given by

$$L(x, \lambda) = f_0(x) + \sum_{i=1}^{m} \lambda_i f_i(x)$$  \hspace{1cm} (3.6)

with $\text{dom} = D \times \mathbb{R}^n \times \mathbb{R}^m$. We refer to $\lambda_i$ as the Lagrange multiplier associated with constraint $i$. We define the Lagrange Dual function $g: \mathbb{R}^m \rightarrow \mathbb{R}$ as the minimum value of the Lagrangian over $x$

$$g(\lambda) = \inf_{x \in D} L(x, \lambda) = \inf_{x \in D} \left( f_0(x) + \sum_{i=1}^{m} \lambda_i f_i(x) \right)$$  \hspace{1cm} (3.7)

The dual function yields lower bounds on the optimal value $p^*$ of (3.2). For any $\lambda \geq 0$ we have that

$$g(\lambda) \leq p^*$$  \hspace{1cm} (3.8)
The dual problem is always concave regardless of whether the primal is convex or not.

A natural question we may be interested in is what is the best lower for the value \( p^* \) that can be found as \( \lambda \) varies. This leads to what is known as the Lagrange dual problem:

\[
\begin{align*}
\text{maximize} \quad & g(\lambda) \\
\text{subject to} \quad & \lambda \geq 0
\end{align*}
\]  

(3.9)

(3.10)

We refer to \( \lambda^* \) as dual optimal if it is optimal for (3.10).

If we denote the optimal value of the Lagrange Dual problem of (3.10) by \( d^* \) we have the following inequality

\[ d^* \leq p^* \]  

(3.11)

which holds regardless of convexity of the original problem. This property is called weak duality. If equality holds we have what is called strong duality, or equivalently the duality gap is zero. If the primal problem of (3.2) is convex, we usually have strong duality. There are constraint qualifications that reinforce the strong duality property, for example Slater’s condition. A proof for strong duality on constraint qualification can be found in [6, p234].

Let \( x^* \) and \( \lambda^* \) be any primal and dual optimal points with zero duality gap. Given that \( x^* \) minimizes \( L(x, \lambda^*) \) over \( x \), it follows that

\[ \nabla f_0(x^*) + \sum_{i=1}^{m} \lambda_i^* \nabla f_i(x) = 0 \]  

(3.12)
Therefore we have the Karush-Kuhn-Tucker (KKT) optimality conditions

\begin{align*}
    f_i(x) &\leq 0, \quad i = 1, \ldots, m \\
    \lambda_i &\geq 0, \quad i = 1, \ldots, m \\
    \lambda_i f_i(x) & = 0, \quad i = 1, \ldots, m \\
    \nabla f_0(x) + \sum_{i=1}^{m} \lambda_i \nabla f_i(x) & = 0
\end{align*}

(3.13)

which state that when the primal problem is convex any points \((\bar{x}, \lambda)\) that satisfy the KKT conditions are sufficient for the point to be primal and dual optimal. If a convex optimization problem that is differentiable and meets Slater's condition then the KKT conditions provide necessary and sufficient conditions for optimality.

Given the framework discussed so far our ultimate goal is to solve the optimization problem. For this we may apply an iterative optimization method for constrained optimization, analogous to steepest decent optimization. The search direction may computed from the first order KKT conditions as

\begin{equation}
    \Delta x = \nabla f_0(x^{(n)}) + \sum_{i=1}^{m} \lambda_i^{(n)} \nabla f_i(x^{(n)})
\end{equation}

(3.14)

\begin{equation}
    \Delta \lambda_i = f_i(x^{(n)}) - b_i
\end{equation}

(3.15)

### 3.2 Markovian Stochastic Processes

In many instances the evolution of a dynamical system can be modeled statistically. Wireless communications systems are no different. Fading processes are an example.
One very powerful probabilistic model is the Markov Chain. The theory of Markov Chains has been widely investigated [23]. Our aim is to model physical processes by Markovian dynamics and apply mathematical findings for the purpose of estimation and optimization. In this section we provide formal definition of a Markovian process as well as outline the fundamental properties of Markov Chains that enable us perform simulation based estimation and optimization applied in following chapters.

Let $X$ be a general set and $\mathcal{B}(X)$ denote a countable $\sigma$-field on $X$. If $P = \{P(x, A), x \in X, A \in \mathcal{B}(X)\}$ such that

1. for each $A \in \mathcal{B}(X)$, $P(\cdot, A)$ is a non-negative measurable function on $X$

2. for each $x \in X$, $P(x, \cdot)$ is a probability measure on $\mathcal{B}(X)$

then $P$ is a transition probability kernel.

The stochastic process $\Phi = \{\Phi_0, \Phi_1, \ldots\}$ defined on $(\Omega, \mathcal{F})$, where $\Omega = \prod_{i=0}^{\infty} X_i$ and $\mathcal{F} = \bigcup_{i=0}^{\infty} \mathcal{B}(X_i)$, is called a time-homogeneous Markov chain with transition probability kernel $P(x, A)$ and initial distribution $\mu$ if the finite dimensional distributions of $\Phi$ satisfy

$$P_\mu(\Phi_0 \in A_0, \Phi_1 \in A_1, \ldots, \Phi_n \in A_n) = \int_{y_0 \in A_0} \cdots \int_{y_{n-1} \in A_{n-1}} \mu(dy_0)P(y_0, dy_1) \cdots P(y_{n-1}, A_n) \quad (3.16)$$

for every $n \in \mathbb{Z}_+$, where $\mu$ is initial measure on $\mathcal{B}(X)$ and $P_\mu$ is a probability measure on $\mathcal{F}$ such that $P_\mu$ is the probability of event $\{\Phi \in B\}$ for $B \in \mathcal{F}$; and for measurable $A_i \subseteq X_i$, $i = 0, \ldots, n$.

Equation (3.16) defines the restriction on $P$ for the process $\Phi$ to be a discrete time, general state space Markov Chain. In general it states that the probability
distribution of state $\Phi_{n+1}$ is only dependant on the current state $\Phi_n$ and no previous history.

Given the definition of the Markov chain we seek structure of the probability matrix which exhibit properties which aid in estimation and optimization. We define the concept of irreducibility or the fundamental idea that all parts of the state space of the Markov Chain can be reached. If there exists an irreducibility measure $\varphi$ on $\mathcal{B}(X)$ such that for every state $x$

$$\varphi(A) > 0 \rightarrow L(x, A) > 0$$

(3.17)

then there exists an essentially unique maximal irreducibility measure $\psi$ on $\mathcal{B}(X)$ such that for every state $x$ we have $L(x, A) > 0$ whenever $\psi(A) > 0$.

For the chain $\Phi$, $x \in X$ and $A \in \mathcal{B}(X)$ we write

$$Q(x, A) := P_x\{\Psi \in A \text{ infinitely often}\}$$

(3.18)

The set $A$ is called Harris recurrent if

$$Q(x, A) = P_x(\eta = \infty) = 1$$

(3.19)

for $x \in A$. A chain is called Harris recurrent if it is $\psi$-irreducible and every set in $\mathcal{B}^+(X)$ is Harris recurrent.

A $\sigma$-finite measure $\pi$ on $\mathcal{B}(X)$ is said to be invariant if

$$\pi(A) = \int_X \pi(dx)P(x,A)$$

(3.20)
for \(A \in \mathcal{B}(X)\). It can be shown that if a Markov chain is recurrent it possesses a unique invariant distribution [23, p235]. In addition, for all initial states of the chain, the chain is geometrically ergodic and converges to the invariant measure geometrically fast.

### 3.2.1 Markov Chain Monte Carlo

Consider the Markov Chain \(Z = \{Z_1, Z_2, \ldots\}\) on state space \((X, \mathcal{B}(X))\). The transition probability kernel is given by \(P(x, A)\) as outlined in Section 3.2. Assume that \(Z\) is positively Harris recurrent possessing unique invariant distribution \(\pi\) and geometrically ergodic [30].

We are interested in estimating real functions \(c : X \rightarrow \mathbb{R}\) of the state variable \(Z_k\) given by

\[
E_\pi[c(Z_k)] = \int c(z)\pi(z)dz
\]  

(3.21)

If it were possible to sample from the distribution \(\pi\) we may estimate the value \(v\) of (3.21) via the Strong Law of Large Numbers tells us that the arithmetic mean of an independent sample from \(\pi\) converges to the integral

\[
S_N(c) = \frac{1}{N} \sum_{k=1}^{N} c(z_k) \rightarrow E_\pi[c(Z_k)], \quad k \to \infty
\]  

(3.22)

However, if we sample according to the irreducible, ergodic Markov Chain \(Z\), although the samples are no longer independent, the ergodic theorem implies the convergence of sample value means [23].

As we will show, when a physical process is modeled as a Markov chain with the requisite recurrence and ergodicity properties we may estimate functions of the form
(3.21) by Monte Carlo simulation where the function $c$ takes the physical interpretation of some performance function of the Markov chain. This is especially helpful in cases where the limiting distribution may not be known or the function $c$ itself may not be known yet observable. We will use this property to help find sensitivities of the cost function to aid in optimization.

### 3.3 Optimization with Noisy Function Estimates

The theories of Stochastic optimization aid in the optimization of functions where only noisy estimates of the performance function are available. If the experiment which generates the observed output is repeatable it may be possible to estimate sensitivities of the system due to a parameter of control and perform optimization [8].

Let $\theta \in \mathbb{R}^p$ be a general parameter that affects the behavior of a system. The state of our system at time $t$ is written $X(t, \theta)$ to indicate its dependence on $\theta$. When a sample path of this system is observed, its “performance” is a function of the state history $X(t, \theta)$. We use $L(\theta, \omega)$ to denote the sample performance function where $\omega$ denotes a particular sample path. (We can think of $\Omega$ as being the set of all possible sample paths and $\omega \in \Omega$). For any given $\theta$, since $X(t, \theta)$ is generally a stochastic process, $L(\theta, \omega)$ is a random variable.

$L(\theta, \omega)$ is the performance under a certain sample path. We are interested in the average performance over all sample paths, that is the expectation over all possible
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\[ J(\theta) = E[L(\theta, \omega)] \]  
\hspace{1cm} (3.23)

The expectation is over some measure on \( \Omega \).

If we observe \( n \) separate sample paths \( \omega_1 \ldots \omega_n \), then an estimate of \( J(\theta) \) is given by

\[ \hat{J}(\theta) = \frac{1}{n} \sum_{i=1}^{n} L(\theta, \omega_i) \]  
\hspace{1cm} (3.24)

We wish to pick a \( \theta \) that maximizes \( J(\theta) \). In many systems the function \( J(\theta) \) is simply unknown. The idea is to use several sample paths from which we can evaluate \( L(\theta, \omega_1) \ldots L(\theta, \omega_n) \) and produce an estimate \( \hat{J}(\theta) \) by averaging. To do this, in practice we would set the parameter to some value \( \theta_0 \) and observe \( \omega_0 \) in order to get an estimate of \( J(\theta_0) \), \( \hat{J}(\theta_0) = L(\theta_0, \omega_0) \). We can then change the parameter to a new value, \( \theta_1 \), obtain a new sample path \( \omega_1 \) and performance measure \( L(\theta, \omega_1) \). The comparison of \( L(\theta_0, \omega_0) \) to \( L(\theta_1, \omega_1) \) tells us whether we have a performance improvement or not. Obviously, trying this technique for all values of \( \theta \) is impractical.

We want to predict the effect of a change from \( \theta_0 \) to \( \theta_1 \) without actually trying it. We want to find \( \hat{J}(\theta_0) \) and somehow extract some gradient information. This information can help us find a new \( \theta_1 \) as we try to maximize or minimize \( J(\theta) \).
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In this section we discuss stochastic approximation (SA) methods for gradient approximations where noisy estimates of the loss function $J$ are available. We focus our discussion on two main forms of SA, finite difference SA (FDSA) and stochastic perturbation SA (SPSA).

We wish in general to approximate the sensitivities of the function $J(\theta)$. The aim is to approximate the sensitivities without direct gradient information of the cost function available, only measurements of the noisy cost function. One possible method is stochastic approximation (SA). Robbins and Munro [29] introduced SA in the early fifties as a method for optimization when only noisy estimates of the loss function $L$ are available.

To motivate our discussion recall the steepest descent algorithm for unconstrained optimization

$$
\hat{\theta}^{(k+1)} = \hat{\theta}^{(k)} + \alpha^{(k)} g(\hat{\theta}^{(k)})
$$

(3.25)

where the gain $\alpha^{k} > 0$ and $g$ is defined as

$$
g(\theta) = \frac{\partial J}{\partial \theta}
$$

(3.26)

at iteration $k$. Using the given formulation $\theta \rightarrow \theta^{*}$ as $k \rightarrow \infty$ given certain conditions. For our purposes, assume $J$ is convex, with unique global optimum $\theta^{*}$.

There are cases where we may not have direct information of $g$, only estimates $\hat{g}$. In which case we may consider the iterative optimization algorithm

$$
\hat{\theta}^{(k+1)} = \hat{\theta}^{(k)} + \alpha^{(k)} \hat{g}(\hat{\theta}^{(k)})
$$

(3.27)
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The key to solving such a recursion is the estimation of \( \hat{g}(\hat{\theta}^{(k)}) \).

One of the best known techniques for gradient estimation is Finite Difference SA (FDSA). FDSA has its roots in the definition of the gradient as a vector of \( p \) partial derivatives where the control parameter \( \theta \in \mathbb{R}^p \). The two-sided Kiefer-Wolfowitz FDSA[20] involves the measurements \( J(\hat{\theta}^{(k)} \pm \text{perturbation}) \) with

\[
\hat{g}(\hat{\theta}^{(k)}) = \begin{bmatrix}
\frac{J(\hat{\theta}^{(k)}+c^{(k)}\xi_1)-J(\hat{\theta}^{(k)}-c^{(k)}\xi_1)}{2c^{(k)}} \\
\vdots \\
\frac{J(\hat{\theta}^{(k)}+c^{(k)}\xi_p)-J(\hat{\theta}^{(k)}-c^{(k)}\xi_p)}{2c^{(k)}}
\end{bmatrix}
\]

(3.28)

where \( \xi_i \) denotes a 1 in the \( i \)th component and 0 everywhere else and \( c^{(k)} > 0 \) denotes the difference magnitude. Standard conditions on the gain sequences to guarantee convergence are: \( \alpha^{(k)} > 0, c^{(k)} > 0, \alpha^{(k)} \rightarrow 0, c^{(k)} \rightarrow 0, \sum_{k=0}^{\infty} \alpha^{(k)} = \infty \) and \( \sum_{k=0}^{\infty} \alpha^{(k)^2}/c^{(k)^2} < \infty \). The selection of optimal gain sequences is dependent on the specific problem being solved. In general a mix of heuristic, analytic and trail-and-error numerical experimentation will yield satisfactory gains.

One drawback of the FDSA method is the approximation of sensitivities for problems with high dimensionality \( p \). The FDSA techniques requires \( 2p \) loss function measurements to generate the two-sided estimate \( \hat{g}(\hat{\theta}^{(k)}) \). As \( p \) increases it may no longer be practically feasible to approximate the gradient.

Another approach, first presented by Spall [34, 35, 33], is the so called Simultaneous Perturbation Stochastic Approximation. In SPSA all elements of the test vector \( \hat{\theta}^{(k)} \) are perturbed by the random vector \( \Delta^{(k)} \) to produce two measurements
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$y(\hat{\theta}^{(k)} \pm c^{(k)} \Delta^{(k)})$ of the loss function. For the two sided case we have

$$\hat{g}(\hat{\theta}^{(k)}) = \begin{bmatrix}
\frac{J(\hat{\theta}^{(k)} + c^{(k)} \Delta^{(k)}) - J(\hat{\theta}^{(k)} - c^{(k)} \Delta^{(k)})}{2c^{(k)} \Delta^{(k)}} \\
\vdots \\
\frac{J(\hat{\theta}^{(k)} + c^{(k)} \Delta^{(k)}) - J(\hat{\theta}^{(k)} - c^{(k)} \Delta^{(k)})}{2c^{(k)} \Delta^{(k)}}
\end{bmatrix}$$

(3.29)

where the vector $\Delta$ is zero mean. The elements of $\Delta_i^{(k)}$ are independent for all $k$ and $i$, identically distributed for all $i$ at each $k$, symmetrically distributed about zero and uniformly bounded in magnitude. In addition there is an important condition on the inverse moments namely

$$E\left(\left|\frac{1}{\Delta_i^{(k)}}\right|^{2+2\tau}\right) \leq C$$

(3.30)

for some $\tau > 0$ and $C > 0$. This condition is needed to control the variation of the elements of $\hat{g}(\hat{\theta}^{(k)})$. A specific distribution which satisfies the conditions is the symmetric Bernoulli $\{\pm 1\}$ distribution.

Due to the fact that SPSA has all components of the test vector $\hat{\theta}^{(k)}$ randomly perturbed, only two loss measurements are required to form gradient estimates independent of $p$. This gives SPSA potential for large savings in the overall cost of optimization. This potential is realized when the number of iterations needed for effective converge to $\theta^*$ does not increase so as to cancel the savings gained through measurement savings. Under reasonably general conditions, SPSA and FDSA achieve the same level of statistical accuracy for a given number of iterations considering the measurement savings afforded by the SPSA approach.

We know turn our attention to the conditions under which SPSA iterates converge. [34] rigourously details proofs of convergence for the SPSA algorithm. The conditions
place restrictions on the selection of gain sequences and properties of the cost function under investigation. We have the following restrictions on \( a \) and \( c \); \( \alpha^{(k)} > 0, c^{(k)} > 0, \alpha^{(k)} \to 0, c^{(k)} \to 0, \sum_{k=0}^{\infty} \alpha^{(k)} = \infty \) and \( \sum_{k=0}^{\infty} \alpha^{(k)2}/c^{(k)2} < \infty \). The standard form of the gain sequences is given as

\[
\alpha^{(k)} = \frac{\alpha}{(k + 1 + A)^a}
\]

and

\[
c^{(k)} = \frac{c}{(k + 1)^\gamma}
\]

with \( a, \alpha, c, \) and \( \gamma \) selected in accordance to the specific problem. Selection of optimal gain coefficients is a heuristic task and one of the drawbacks of SPSA. Experimentation is needed to tune the gain coefficients and find suitable parameters.
Chapter 4

Current Research Work in Adaptive Modulation

In this chapter we discuss the current approaches to adaptive modulation design. Most research work has looked into deterministic state optimization where the input/output characteristics of the communications system are algebraically modeled. We present the problem formulation as well as how solutions were gained through this approach.

4.1 Theory of Adaptive Modulation

The goal of adaptive modulation system design is to determine the optimal policy of rate, power and BER adaptation to maximize spectral efficiency subject to rate, power and quality of service constraints. For any channel state, in this case the channel state is received SNR $\gamma$, what is the best choice for rate and power when aiming to satisfy a target BER constraint. In continuous adaptation this boils down
to finding a function that maps SNR $\gamma$ to the associated rate/power. For the discrete rate case, we must map discrete regions of $\gamma$ to a particular rate. The set of all possible SNR values is divided into $N$ intervals, $[\gamma_i, \gamma_{i+1}) \ni (0 \leq i \leq N - 1)$. When the instantaneous SNR falls into one of these regions we select the corresponding rate.

As the system operates we may observe the performance as a function of the rate region threshold boundaries. The optimal rate region boundaries are those that optimize the performance of the system. Rate region boundaries that are aggressive yet still able to maintain constraint conditions.

The major approach used in solution of the optimization problem if presented in the first section with other very powerful methods discussed below.

### 4.1.1 Closed-form Optimization

There has been much work in the areas of adaptive modulation dedicated to analytic modeling of the performance of the system as a function of modulation constellation, error correction coding and channel quality. The approaches generally look at modeling observed data with closed form approximation that closely match the data. Given the closed form expression, algebraic optimization algorithms can be applied to find optimal modulation policies. In this section we outline some of the major works in this area.

**Degrees of Freedom in Adaptive Modulation [9]**

The authors investigate adaptive modulation techniques with the aim being to optimize spectral efficiency. The parameters of control are data rate and transmit power. The constraints are average power, average/instantaneous BER. We begin
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by discussing the system model used by the authors and then present cost function formulation and solution approach.

A discrete time channel model with time varying gain $\sqrt{g[i]}$, additive white Gaussian noise $n[i]$ with variance $\sigma^2$ is used. Let $\bar{S}$ be the average transmit power, $B$ be the received signal bandwidth and $\bar{g}$ be the average channel power gain. Assume that the feedback path is instantaneous and error free.

For constant transmit power $\bar{S}$ the instantaneous received SNR is

$$\gamma[i] = \frac{\bar{g}[i]}{\sigma^2}. \quad (4.1)$$

$S(\gamma[i])$ is the transmit power at time $i$ an a function of SNR and the received SNR at time $i$ is

$$\gamma[i] = \frac{S(\gamma[i])}{\bar{g}}. \quad (4.2)$$

This equation represents the ratio of instantaneous power, $S$, to the average power, $\bar{S}$. Using this scheme a scaled version of SNR is measured. Finally, let $p(\gamma)$ be the probability distribution of $\gamma[i]$. Note that $\gamma$ is a stationary stochastic process and therefore $p(\gamma)$ is independent of $i$. Assume ideal coherent phase detection.

Spectral efficiency equals the average data rate per unit bandwidth. When we send $k(\gamma) = \log_2(M(\gamma))$ bits/symbol, the instantaneous data rate is $k(\gamma)/T_s$ bps, where $T_s$ is symbol time. For continuous rate adaptation

$$\frac{R}{B} = E[\text{spectral efficiency}] \quad (4.3)$$

$$= E[k(\gamma) \frac{1}{T_s} \frac{1}{B}] \text{ bps/Hz} \quad (4.4)$$

$$= \int_0^\infty k(\gamma)p(\gamma)d\gamma \text{ bps/Hz} \quad (4.5)$$
For discrete rate adaptation we have

\[
\frac{R}{B} = \sum_{t=0}^{N-1} k_t \int_{\gamma_t}^{\gamma_{t+1}} p(\gamma) d\gamma \text{ bps/Hz.} \tag{4.6}
\]

These equations are our cost/reward functions. The following average power constraint is used

\[
\int_{0}^{\infty} S(\gamma) p(\gamma) d\gamma \leq S \tag{4.7}
\]

The average BER constraint can be expressed as

\[
BER(\gamma) = \frac{E(\text{number of error bits per transmission})}{E(\text{number of bits per transmission})} \tag{4.8}
\]

\[
= \frac{\int_{0}^{\infty} BER(\gamma) k(\gamma) p(\gamma) d\gamma}{R/B} \tag{4.9}
\]

The next step is to derive an equation for the BER as a function of the rate and power for a series of non-binary modulation schemes. The technique is to approximate the true BER expression, which can be very complicated, with simpler expressions. These expressions can be inverted and differentiated with respect to the variable of interest. For example the true BER of MQAM is approximated with

\[
BER_{MQAM}(\gamma) \approx .2 \exp \left[ -1.6 \frac{S(\gamma)}{8} \right] \tag{4.10}
\]

The same technique is used to model MPSK. For all non-binary modulation schemes the authors have developed a generic BER approximation.

\[
BER(\gamma) \approx c_1 \exp \left[ -c_2 \frac{S(\gamma)}{f(k(\gamma))} \right] \tag{4.11}
\]
where

\[ f(k(\gamma)) = 2^{c_3 k(\gamma)} - c_4 \]  \hspace{2cm} (4.12)

The method of Lagrange optimization is used to solve the optimization problem. Four scenarios are considered:

- Constant rate, average BER
- Constant rate, instantaneous BER
- Discrete rate, average BER
- Discrete rate, instantaneous BER

Although continuous rate adaptation is not practically feasible it provides an upper bound to the performance derived from discrete transmission modes. We are particularly interested in the discrete case where the task is to find the optimal rate region boundaries with average error rate constraint.

The performance function is given as

\[
J(\gamma_1, \gamma_2, \ldots, \gamma_N, S(\gamma)) = \sum_{0 \leq i \leq N-1} k_i \int_{\gamma_i}^{\gamma_{i+1}} p(\gamma) d\gamma \\
+ \lambda_1 \left[ \sum_{0 \leq i \leq N-1} k_i \int_{\gamma_i}^{\gamma_{i+1}} (BER(\gamma) - \overline{BER}) p(\gamma) d\gamma \right] \\
+ \lambda_2 \left[ \int_{\gamma_0}^{\infty} S(\gamma) p(\gamma) d\gamma - \overline{S} \right] \hspace{2cm} (4.13)
\]

A suboptimal policy is given in the paper. It is shown that, although suboptimal, the policy works quite well.
As an important note, the paper shows us that near optimal performance can be obtained by varying either parameter. Therefore, it is best to vary the parameters dictated by implementation issues.

Variable-Rate Variable-Power MQAM for Fading Channels [12]

In this paper the authors consider adaptive modulation by varying rate and power in MQAM systems, much like the authors previous work. They also consider the effect of errors in channel estimation and feedback delay.

The authors touch upon some very important practical considerations common to all adaptive systems. If the channel changes faster than it can be estimated and fed back to the transmitter, adaptive techniques will not perform well. For example, for a target BER of $10^{-6}$, the BER remains at its target level as long as the total delay of the channel estimator and feedback path is less than $0.001 \lambda / v$, where $v$ is the vehicle speed. For a 900 MHz signal, at pedestrian speeds of 3.6 km/h the total delay should not exceed 0.3 ms, and at vehicle speed of 90 km/h, 13.3 $\mu s$. This short of a delay can be problematic. A higher BER loosens the constraints. The paper also discusses the rate of adaptation. There are constraints as to how fast we can adapt the transmit parameters.

The system model is the same as in [13] [9]. We have channel gain $\sqrt{g[i]}$, additive white gaussian noise $n[i]$ with noise density $N_0/2$, average transmit power $\bar{S}$, signal bandwidth $B$, average channel gain $\bar{g}$. For constant transmit power $\bar{S}$, the instantaneous received SNR is $\gamma[i] = \bar{S}(g[i])/(N_0B)$. Suppose we adapt the transmit power at time $i$ based on channel estimate $\hat{g}[i]$ or equivalently $\hat{\gamma}[i] = \bar{S}\hat{g}[i]/(N_0B)$. Denote the transmit power with the adaptive scheme as $S(\hat{\gamma}[i])$ and the received
power at time $i$ as $\gamma[i]S(\tilde{\gamma}[i])/\bar{S}$. $\gamma[i]$ has distribution $p(\gamma)$ which is independent of $i$. The estimate $\hat{\gamma}[i]$ is available at the receiver after a delay of $\tau$ seconds, this incorporates both estimation and feedback delay. The estimation error is defined as $e[i] = \hat{\gamma}[i]/\gamma[i] = \tilde{\gamma}[i]/\gamma[i]$. The rate of channel variation will dictate how often the transmitter must adapt its rate/power and will also affect the BER due to estimation error and delay. For Rayleigh fading we use the Jakes model for the autocorrelation of the channel power gain over time $A_\phi(\tau) = J_0^2(2\pi\nu\tau/\lambda)$ where $\nu$ is the velocity.

For comparison the authors consider two established power control schemes; channel inversion and truncated channel inversion. The authors show in this paper that their uncoded MQAM scheme has an effective power loss of $K$ with respect to the optimal transmission scheme, independent of the fading distribution. Equivalently, $K$ is the maximum coding gain for their system.

To this point there was no restriction placed on the constellation size. For practical systems we must restrict the constellation size to a finite set. The authors study the effects of this on their system.

**Cross-Layer Combining of Queuing with Adaptive Modulation and Coding over Wireless Links [22]**

In this work the authors tackle to task of adaptive modulation design for packet based communications. Their approach to designing the adaptive modulator is based on analytic model fitting of experimental packet error rate curves. For example, The
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HIPERLAN/2 standard has published sets of packet error rate models of the form

\[
PER_n(\gamma) \approx \begin{cases} 
1, & \text{if } 0 < \gamma < \gamma_{pn} \\
\alpha_n \exp(-g_n\gamma) & \text{if } \gamma \geq \gamma_{pn}
\end{cases}
\] (4.14)

where \( n \) denotes the mode index, \( \gamma \) is the received SNR and \( \alpha_n, g_n \) and \( \gamma_{pn} \) are mode dependent parameters calculated by fitting the exponential curve to experimental data.

Adaptive Coded Modulation for Fading Channels [13]

This paper aims to develop a technique of joint adaptive error coding/modulation over flat fading channels. Coset codes are used as a coding scheme and laid on top of the underlying adaptive modulation scheme. The coded Modulation scheme exhibits a coding gain over standard adaptive modulation.

The system model used is the same as in [9]. A binary encoder operates on \( k \) uncoded message bits to produce \( k + r = n \) coded bits, and then the coset (subset) selector uses the coded bits to choose one of the \( 2^n \) cosets from the partition of the signal constellation. During a given symbol periods \( T(\gamma) \) the size of each coset is limited to \( 2^{n(\gamma) - k} \) where \( n(\gamma) \) and \( T(\gamma) \) are function of the channel SNR. A signal point in the selected coset is chosen using \( n(\gamma) - k = r \) uncoded data bits. The selected point in the selected coset is one of \( M(\gamma) = 2^{n(\gamma) + r} \) points in the transmit signal constellation [e.g. MQAM, MPSK]. The idea being that by varying \( M(\gamma) \), \( S(\gamma) \) and \( T(\gamma) \) we can maintain a fixed distance between points in the received signal constellation.
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The average rate of the adaptive coded scheme is given by

\[ R = \int_{\gamma_0}^{\infty} \frac{1}{T(\gamma)} (\log_2 M(\gamma) - r)p(\gamma)d\gamma \]  

(4.15)

where \( \gamma_0 \) is the minimum cutoff SNR threshold.

In the remainder of the paper the authors develop a detailed implementation of an adaptive trellis coded MQAM scheme. Numerical search techniques are used to solve the optimization problem. There is a coding gain in the neighborhood of 3 dB however the tradeoff is complexity. The authors have also pointed towards adaptive turbo coded modulation as an area of promise.

4.1.2 Statistical Approaches to Adaptive Modulation Design

Adaptive Modulation and Coding in 3G Wireless Systems [43]

This work provides another analysis of adaptive modulation. The authors model the channel variations as a Markov chain and attempt to maximize the expected throughput of the system. In the "threshold" decision rule method of [9], the received SNR's are divide into rate regions where each region is assigned a specific modulation scheme. Then the boundary of the rate regions is optimized to maximize spectral efficiency. The authors present a statistical decision making approach.

The authors use a first-order Markov chain to represent the time variations of the average channel SNR. The channel is modeled with flat-fading and log-normal shadowing. The states represent the SNR of a frame uniformly quantized with a given step size \( \delta \) and they form a set \( S = \{S_0, S_1, \ldots, S_{m-1}\} \) of \( m \) states. The strategy is to assign a modulation scheme to each of the states so as to maximize expected
throughput. The transition probabilities are found by Monte Carlo simulation of the channel. After simulation, we can calculate the transition probabilities from the data. The transition probabilities tell us the probability of the received SNR going from state $i$ to state $j$ quantized in time over one frame duration. The transition probabilities are denoted $P = \{p_{ij}, 0 < i, j < m - 1\}$. The stationary distribution of the MC is $\Pi = \{\pi_j, 0 < j < m - 1\}$.

The expected throughput $T_{ij}$ of the $i$th scheme, $M_i$, in state $j$ is

$$T_{ij} = \sum_{k=0}^{m-1} N_i p_{jk} (1 - F_{ik}) = E[N_i (1 - F_{ik})]$$  \hspace{1cm} (4.16)

where $N_i$ is the number of information bits in the current frame and $(1 - F_{ik})$ is the probability of correct transmission of the $i$th scheme when channel is in state $k$. $T$ forms a matrix where each row corresponds to a particular modulation scheme and the column corresponds to the channel state. Generally there will be many more channel states than modulation schemes. The calculation of each entry requires the evaluation of (4.16). Each entry is the expected value of the expected number of bits transmitted in the frame with the expectation taken with respect to the row of the transition probability matrix corresponding to the current state $j$.

Now for each state we assign the scheme, $M_i$, that has the highest expected throughput and select this scheme for the next frame if the channel SNR falls into this state. In other words, assign $M_i$ to $S_j$ if

$$T_{ij} \geq T_{kj}, \forall k \neq i.$$  \hspace{1cm} (4.17)

The expected throughput in state $j$ is $\bar{T}_j$. The expected throughput over all states is
\[ T = \sum_{j=0}^{m-1} \pi_j \tilde{T}_j. \]

One of the weaknesses of the model is the need to simulate the transition probabilities. The full-scale system can be difficult to train on the fly if conditions change. The amount of computation required to find the transition probabilities is quite high. To help alleviate the problem the authors look to reduce the complexity of their algorithm by introducing a number of simplifications. As time goes on the performance of the system will get worse and worse until we can update the transition probability matrix.

### 4.2 Adaptive Learning Approaches

Tang et al. [37, 36] have looked into the application of stochastic automata to the adaptive modulation design process. Stochastic automatons are structures which learn adaptive policies by interaction with their environment. They act by adjusting the probabilities associated with a randomized policy by assessing output performance. The Authors have shown that the learning automaton techniques was able to converge to the desired throughput.

The authors have also looked into the application of this techniques to adaptive modulation in Orthogonal Frequency Division Multiplexing [38]. In addition, the author's work has looked at the case of multiple radios and mutual interference problems. The interaction and competition of multiple devices is a central idea in the development of Cognitive Radios.

Bose et al have looked at the problem of designing adaptive modulation protocols for SDR [5]. The authors have consider a flexible SDR device that has the capabilities
to adjust physical layer properties on a per packet basis. The solution proposed is to assess the various constraints on communications parameters and at each instant pick from a set of coding and modulation options. The problem is that of a discrete optimization.
Chapter 5

Stochastic Optimization Algorithms for Adaptive Modulation

In this chapter we present the application of stochastic learning algorithms to the design of adaptive modulation systems. We begin by presenting the system model for adaptive modulation. Next we present stochastic models as well as analysis of various costs functions and their convexity properties. We also present the optimization problem in the context of the stochastic models given.
5.1 Stochastic Dynamical Model for Adaptive Modulation

Consider the single-transmit single-receive antenna communication system with adaptive modulation shown in Figure 5.1. The system consists of three main stages; transmitter, channel, and receiver.

**Transmitter:** The user transmits a packet of data, $a_k$ at time instant $k$. The data is modulated and encoded using scheme $i_k$ to produce the passband signal $x_k$. We assume that $a_k$ is independently and identically distributed Bernoulli random vector taking values in the set $\mathcal{A} = \{0, 1\}^L$ where $L$ is the number of information bits per packet and $p$ represents the probability of an individual component taking value 1. We also define $i_k \in \mathcal{I}$, where $\mathcal{I}$ is a discrete set of available transmission modes. The resulting signal, $x_k \in \mathcal{X}$, is transmitted over the channel where $\mathcal{X}$ is the set of all
possible modulated waveforms.

We consider a transmission scheme with variable rates, where forward error correction (FEC) and M-ary Quadrature Amplitude Modulation (MQAM) is employed with a total of $R$ possible rates. Each packet has a fixed number of symbols and the modulation scheme used is fixed within a packet. We assume that each packet contains cyclic redundancy check (CRC) information that will allow the receiver to ascertain the success of transmission.

Packet based transmission is an important feature of the presented model. Much research into future wireless standards have been focussed on packet based wireless communications systems especially as data communications has become a essential aspect of user connectivity [11].

Channel: The channel is modeled as a slowly varying, flat Rayleigh fading channel with channel gain $h_k \in H$ and autocorrelation $R_h[\tau] = J_0(2\pi f_d T_s \tau)$ where; $f_d T_s$ is the normalized Doppler spread; $J_0$ is the Bessel function of the first kind; and $\tau$ is the time offset. The received signal is impaired by zero-mean additive white Gaussian noise (AWGN) $w_k$ with variance $\sigma_w^2$. For the learning based adaptive modulation algorithm we approximate the fading coefficient by a first order Markov chain such that

$$h_k = \alpha h_{k-1} + v_k, \quad |\alpha| < 1 \quad (5.1)$$

where $v_k$ is zero-mean Gaussian noise with variance $\sigma_v^2$ independent of $h_{k-1}$ [2] [40] [41]. It should be noted that, for the results presented in Section 6.2.1, the fading realizations were generated using the modified Jakes method of [44].

The simulation of correlated Rayleigh variates is an important step in generating meaningful simulations of physical layer effects in wireless communications systems.
In [44], the authors propose a modified method based on Smith's method [32]. The Rayleigh distributed realization is formed by taking the magnitude of a zero-mean complex Gaussian sequence, the real and imaginary parts of which are i.i.d.

\[
\mathcal{A}(k), \mathcal{B}(k) \quad \text{N.I.I.D. Zero-Mean Gaussian Variates,} \\
N = 1, \ldots, N - 1 \\
\text{Multiply by Filter Sequence } F[k], \\
\text{N-point Complex Inverse DFT} \\
\mathcal{X}(n), \mathcal{Z}(n) \\
\text{Baseband Rayleigh Fading Sequence,} \\
\mathcal{F}(k) \\
\text{Filter Sequence } F. \\
\]

Figure 5.2: Rayleigh fading realization simulation block diagram [44]

Figure 5.2 outlines the process of generating the realizations. \( A \) and \( B \) are sequences of Gaussian variates. The authors specify the filter sequence \( F \). This particular implementation is more efficient than Smith's original method. As well it offers superior computational efficiency and accuracy as compared to other well-established methods (i.e., filtering of Gaussian noise, Monte Carlo sum of sinusoids).

We also consider a block fading model such as [4] where the fading remains constant over the packet interval.

The output of the channel in the discrete time baseband formulation is given by

\[
y_k = h_k x_k + w_k \quad \text{with } y_k \in \mathcal{Y}. \\
\]

The instantaneous signal to noise ratio (SNR), \( \gamma_k \), is

\[
\gamma_k = \frac{\bar{P}|h_k|^2}{\sigma_w^2}. \quad (5.2)
\]

where \( \bar{P} \) is the average transmit power.
The receiver outputs the detected data, $\hat{a}_k$, and calculates the performance function. The performance function is an empirically measured quantity that reflects the success of transmission. For example, as transmission progresses, an average packet error rate (PER) can be measured. We do not consider packet re-transmission for error correction.

The receiver attempts to decode the received packet. The detected data, $\hat{a}_k$ is output. In terms of error detection and correction no restriction is placed on the algorithm used to decode the received data. The specific implementation is left to our grey box modeling and handled by the learning algorithm given that the decoding algorithm meets certain conditions outlined in Section 5.1.3.

To enable adaptive transmission the receiver transmits channel state information (CSI) to the transmitter in order to select a new modulation and coding scheme (MCS) via a feedback path. We assume ideal channel estimation and an error free, instantaneous feedback path.

The MCS used to encode $x_k$, is selected by the modulation policy $Q_\theta$, which maps the measured channel quality at the receiver to a new modulation and coding scheme, $i_k \in \mathcal{I}$, at the transmitter. Each $i_k$ is associated with a particular rate $r_k$ in bits per symbol.

![Figure 5.3: Rate region thresholds](image)

$\gamma$ is partitioned into $R$ rate regions, each region is assigned a rate in increasing
order, $r_0 < r_1 < \ldots < r_{R-1}$, as Figure 5.3.

The rate region thresholds are parameterized by $\theta \in \Theta$ where $\Theta$ is the set \{\$R_{+}^{R-1}$ such that $\theta_1 < \theta_2 < \ldots < \theta_{R-1}\$.

As the system operates, the transmitter is feedback empirical packet error rate information which is used to update $Q_\theta$ and drive the system to maximum performance. As we have discussed, devices such as SDR could possess the ability to update $Q_\theta$ in real-time [5]. This opens many possibilities for online optimization and control of adaptive modulation processes.

5.1.1 Markovian Dynamical Formulation of Adaptive Modulation Problem

With the system model in place we turn our attention to the statistical dynamics of the time evolution of the system. The overall system dynamics are given by

\[ y_k = h_k x_k + w_k \]  \hspace{1cm} (5.3)

\[ x_k = a_k \odot Q_{\theta} \left[ \gamma_{k-1} \right] \]  \hspace{1cm} (5.4)

In (5.4), ‘$\odot$’ denotes the error coding and modulation of the user data $a_k$ with the selected modulation scheme $i_k$. 
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Proposition 1. The stochastic process \( \{Z_k\} \) defined by

\[
Z_k = \begin{pmatrix}
y_k \\
h_k \\
x_k \\
a_k
\end{pmatrix}
\]

on state space \( \mathcal{Z} = \{Y \times \mathcal{H} \times \mathcal{X} \times A\} \) is Markovian with transition kernel

\[
p_\theta(z_k|z_{k-1}) = \frac{p^T}{2\pi \sigma_w \sigma_v} \exp \left( -\frac{1}{2\sigma_v^2} (y_k - h_k x_k)^2 \right) \cdot \exp \left( -\frac{1}{2\sigma_v^2} (h_k - \alpha h_{k-1})^2 \right) \cdot \delta \left( x_k - a_k \odot Q_\theta \left[ \frac{P|h_{k-1}|^2}{\sigma_w^2} \right] \right)
\]

where \( \delta \) denotes the Dirac delta function. Moreover, the Markov process \( \{Z_k\} \) is geometrically ergodic with unique invariant distribution \( \pi_\theta \)

Proof. We are interested in the conditional probability of \( z_k \) given the entire history \( z_{k-1}, z_{k-2}, \ldots, z_0 \) which is

\[
p(y_k, h_k, x_k, a_k|y_{k-1}, h_{k-1}, x_{k-1}, a_{k-1}, \ldots, y_0, h_0, x_0, a_0) = p(y_k|h_k, x_k, a_k)p(h_k|h_{k-1})p(x_k|a_k, h_{k-1})p(a_k)
\]

Therefore

\[
p(z_k|z_{k-1}, z_{k-2}, \ldots, z_0) = p(z_k|z_{k-1})
\]

Using the fact that \( |\alpha| < 1 \), \( v_k \) and \( w_k \) are finite variance, and that \( a_k \) is i.i.d., it
follows from [23] that $z_k$ is positively Harris recurrent. Hence, it possesses a unique invariant distribution $\pi_\theta$.

Remark: The above proposition states that the state distribution of $z_k$ converges geometrically fast in $k$ to $\pi_\theta$. Geometric ergodicity is required for the stochastic optimization algorithm given in the paper to converge.

Given the structure derived, we now model our cost functions as expectations with respect to the unique invariant distribution $\pi_\theta$ with the goal of applying Markov Chain Monte Carlo estimation.

### 5.1.2 Constrained and Unconstrained Performance Metrics for Adaptive Modulation

The goal of adaptive modulation is to find the optimal modulation policy $Q_\theta$ so as to maximize a given performance metric. For this study we are interested in two cases; Problem 1: Optimization of the average throughput, Problem 2: Optimization of average throughput under average packet error constraint.

In this study, we consider variable rate, fixed power transmission schemes. It has been shown that the gain achieved in spectral efficiency for joint variable rate/power adaptation is marginal compared to fixed power, variable rate transmission [9]. We show that under some empirical assumptions a unique global optimum exists for the optimization problem.

**Definition 1. Unconstrained Throughput Optimization.** Define the instantaneous throughput as

$$F(z_k) = r[z_k](1 - P_e(z_k))$$

(5.9)
where \( r(z_k) \) and \( P_e(z_k) = P_e(\gamma_k) \) represent instantaneous rate and packet error respectively, as a function of the state vector \( z \). The mean system throughput is

\[
f(\theta) = E_{\pi_\theta}[F(z_k)] = \sum_{i=0}^{R-1} r_i \int_{\theta_i}^{\theta_{i+1}} (1 - P_{e,r_i}(\gamma))p(\gamma)d\gamma \tag{5.10}
\]

where, \( \gamma \) is received SNR with probability distribution \( p(\gamma) \). \( \theta_0 = 0, \theta_R = \infty \) are fixed with \( \theta_i < \theta_{i+1} \) and \( r_i < r_{i+1} \) for \( i = 1, 2 \ldots R - 1 \). \( P_{e,r_i}(\gamma) \) represents the packet error rate under transmission rate \( r_i \) as a function of received SNR \( \gamma \).

Aim: Compute the optimal threshold vector \( \theta^* \) where

\[
\theta^* = \arg \max_{\theta \in \Theta} f(\theta) \tag{5.11}
\]

Remark: Since \( \theta \) is compact and \( f(\theta) \) is continuous (see (5.10)) the maximum is well defined.

Definition 2. Throughput Optimization with Packet Error Rate Constraint. Denote the instantaneous packet error rate as \( P_e[k] \). The mean PER is given by

\[
h(\theta) = E_{\pi_\theta}[P_e(z_k)] \tag{5.12}
\]

Aim: Compute the optimal threshold vector \( \theta^* \) as the solution for the constrained stochastic optimization problem

\[
\begin{align*}
\max & \quad f(\theta) \\
\text{s.t.} & \quad h(\theta) - \psi \leq 0
\end{align*}
\tag{5.13}
\]
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where $\psi$ is the target packet error rate. In the constrained case for $R$ possible rates we require $\theta \in \mathbb{R}_+^R$ due to no transmission below threshold $\theta_1$.

Remark: Problems 1 and 2 are stochastic optimization problems because we do not explicitly know $\pi_\theta$. We can only observe $F(z_k)$ and $P_e[k]$ and our aim is to solve the optimization problems of (5.11) and (5.13).

5.1.3 Convexity of Throughput and Quasiconvexity of Error Rate Constraint

We begin by making certain assumptions on the structure of the packet error rate functions, $P_{e,r}(\gamma)$.

A1) $P_\gamma$ is an exponentially decreasing function of received SNR $\gamma$

A2) For a given SNR $P_{\gamma,r_i}(\gamma) < P_{\gamma,r_{i+1}}(\gamma)$

Assumption A1 has been studied by [22] as an effective means for approximating packet error rates as a function of channel SNR. In addition, [9, 1] have similar studies for bit error rate. [19] has investigated adaptive modulation properties with general approximating expressions for throughput. A2 and is empirically valid. For example, the approximations to packet error rate curves in used in HIPERLAN/2 system design exhibit this property [22]. For our purposes the specific numerical approximations to the packet error rate curves are not needed, only that the assumptions outlined hold.

Proposition 2. The function $f(\theta)$, defined by (5.10), is locally convex on the feasible set $\Theta$ and $h(\theta)$, defined by (5.12), is quasi-convex with respect to the control variable $\theta$. 
Proof. The gradient of \( f \) is given by

\[
\frac{\partial f}{\partial \theta_i} = -r_i(1 - P_{e,\theta_i}(\theta_i))p(\theta_i) + r_{i-1}(1 - P_{e,\theta_{i-1}}(\theta_i))p(\theta_i)
\]  

(5.14)

Given assumptions A1 and A2 the bounded solution \( \theta^* \) to \( \frac{\partial f}{\partial \theta_i} = 0 \) is unique. The gradient of \( f \) also attains zero magnitude at the unbounded endpoints. The Hessian matrix of dimension \( \mathbb{R}^{(R-1)\times (R-1)} \) follows as, \( \frac{\partial^2 f}{\partial \theta_i \partial \theta_j} = 0 \) for \( i \neq j \), else

\[
\frac{\partial^2 f}{\partial \theta_i^2} = \left[ r_i \frac{\partial P_{e,\theta_i}(\theta_i)}{\partial \theta_i} - r_{i-1} \frac{\partial P_{e,\theta_{i-1}}(\theta_i)}{\partial \theta_i} \right] p(\gamma) \\
+ \frac{\partial p(\theta_i)}{\partial \theta_i} \left[ -r_i(1 - P_{e,\theta_i}(\theta_i)) + r_{i-1}(1 - P_{e,\theta_{i-1}}(\theta_i)) \right]
\]  

(5.15)

By assumption A1, A2 and the fact that \( r_i > r_{i-1} \) we have that \( \frac{\partial^2 h}{\partial \theta_i^2} \leq 0 \) at \( \theta^* \). Therefore \( f(\theta) \) is locally convex around \( \theta^* \). We restrict the feasible region to the set \( \hat{\Theta} \) which defines the locally convex region around \( \theta^* \).

For \( h \), consider a two rate transmission scheme for simplicity, \( h(\theta) \) is given by

\[
h(\theta) = P_{e,r_1}(\theta)p(\gamma < \theta) + P_{e,r_2}(\mu)(1 - p(\gamma < \theta))
\]  

(5.16)

where \( p \) is the probability distribution of received SNR \( \gamma \) with \( E_p(\gamma) = \mu \). From assumption A2 we see have that \( P_{e,r_1} < P_{e,r_2} \).

Remark Note that \( f \) possesses a unique global maximum, however \( f \) is not convex on the entire domain \( \Theta \). We must restrict the feasible set to \( \hat{\Theta} \) to ensure convexity of the objective function and therefore strong duality of the primal-dual problem. It is an open research question to determine if the quasi-convex optimization problem can
be shown to have strong duality on the entire parameter space \( \Theta \). If so the restriction of defining the locally convex region \( \tilde{\Theta} \) can be relaxed.

**Theorem 1.** Given that the objective function, \( f \) and constraint function, \( h \), are convex and quasi-convex on the set \( \tilde{\Theta} \) respectively, the Lagrange dual formulation

\[
\max_{\theta} \quad f(\theta) + \lambda(h(\theta) - \psi)
\]

\[
s.t. \quad \lambda \leq 0
\]

is convex.

**Proof.** Noting that quasi-convex constraint function can always be expressed as equivalent convex constraint function [6], the Lagrangian \( L : \mathbb{R}^2 \to \mathbb{R} \) given by

\[
L(\theta, \lambda) = f(\theta) + \lambda(h(\theta) - \psi)
\]

is the linear combination of convex functions and hence convex. \( \square \)

**Theorem 2** (KKT Conditions). Let the set \( \mathcal{K} \), where

\[
\mathcal{K} = \{ \theta^* \in \Theta, \exists \lambda^* \leq 0, \nabla_\theta f + \lambda^* \nabla_\theta h = 0, \lambda^* \nabla_\theta h = 0 \} \quad (5.19)
\]

define the Karush-Kuhn-Tucker points. Given Theorem 1 and assuming \( f \) and \( h \) are twice differentiable, the point \((\theta^*, \lambda^*) \in \mathcal{K}\) is unique. Moreover, \( \theta^* \) meets the second order sufficient condition

\[
\nabla_\theta^2 f(\theta^*) + \lambda^* \nabla_\theta^2 h(\theta^*) = 0 \quad (5.20)
\]
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Proof. This theorem follows directly from the findings of optimization theory, see Boyd [6]. Given that the functions $f$ and $h$ are convex strong duality holds. Suppose $\lambda^*$ is a dual optimal solution then any primal optimal point is a maximizer of $\mathcal{L}(\theta, \lambda^*)$ (see (5.18)). The maximizer of $\mathcal{L}(\theta, \lambda^*)$ is unique given the convexity of $f$ and $h$.

Since $\theta$ maximizes $\mathcal{L}(\theta, \lambda^*)$, its gradient with respect to $\theta$ disappears at $\theta^*$. This implies that the KKT conditions are met, hence necessary and sufficient condition for optimality are met. 

5.2 Primal Dual Stochastic Gradient Approximation for Adaptive Modulation

![Figure 5.4: Effective system model for stochastic learning algorithm](image)

We now outline simulation based optimization algorithms for solving 5.17. The learning algorithms work on the effective system diagram of Figure 5.4. As the system operates the performance is measured and fed back to the transmitter. Using
this information, stochastic estimates to the gradient of the cost function may be computed based on sample path information. In this section we frame the problem as an iterative stochastic optimization and present stochastic approximation techniques for sample path gradient estimation.

For the constrained case, if \( \hat{\theta}_n, \hat{\lambda}_n, \hat{\nabla} f_n \) and \( \hat{\nabla} h_n \) represents estimates of \( \theta, \lambda, \nabla f_n \) and \( \nabla h_n \) respectively at iteration \( n \), we have

\[
\hat{\theta}_{n+1} = \hat{\theta}_n + \epsilon_n [\hat{\nabla}_\theta g_n(\hat{\theta}_n) + \hat{\lambda}_n \hat{\nabla}_\theta h_n(\hat{\theta}_n)]
\]

(5.21)

\[
\hat{\lambda}_{n+1} = \min\{\hat{\lambda}_n - \epsilon_n (h_n(\hat{\theta}_n) - \psi), 0\}
\]

(5.22)

where \( \epsilon_n \) is a decreasing step size sequence of the form \( \epsilon/n \), where \( \epsilon \) is a constant greater than zero.

5.2.1 Gradient Estimation and SPSA Algorithm

One method to estimate \( \nabla_\theta f_n \) is to compute a finite difference stochastic approximation (FDSA) [34]. In FDSA, each component of \( \theta \) is perturbed individually and the associated objective function measurement for each of the \( R - 1 \) new \( \theta \)s is obtained. This is the standard Kiefer-Wolfowitz procedure for gradient approximation. The motivation is the definition of the gradient as a vector of \( n \) partial derivatives. The drawback of this approach is that the number of measurements needed to compute an approximation to the gradient grows linearly with the length of \( \theta \). Therefore it may be time consuming and inefficient in high dimensional problems.

Simultaneous Perturbation Stochastic Approximation [34] (SPSA) is another method
for gradient approximation. In SPSA an approximation of $\nabla_{\theta} \hat{f}(\theta)$ can be obtained using only two experimental measurements of $f(\theta)$, denoted by $\hat{f}(\theta)$. $\hat{f}$ may be empirically measured at the receiver after $N$ packets have been transmitted by

$$\hat{f}(\theta) = \sum_{i=1}^{N} r[k](1 - P_e[k])$$  \hspace{1cm} (5.23)$$

where $r[k]$ and $P_e[k]$ represent the instantaneous rate and packet error. $h$ (see (5.12)) may be estimated in a similar fashion. As the system operates empirical PER information is stored and feedback to the transmitter in order to facilitate optimization.

The SPSA approach has all components of the vector $\theta$ randomly perturbed simultaneously with a random vector $\Delta$. The two-sided gradient approximation relies on the measurements $\hat{f}(\theta_n \pm b_n \Delta_n)$. The SPSA gradient estimate is given by

$$\hat{\nabla} \hat{f}(\theta_n) = \begin{bmatrix}
\frac{\hat{f}(\theta_n + b_n \Delta_n) - \hat{f}(\theta_n - b_n \Delta_n)}{2b_n \Delta_{n,l}} \\
\vdots \\
\frac{\hat{f}(\theta_n + b_n \Delta_n) - \hat{f}(\theta_n - b_n \Delta_n)}{2b_n \Delta_{n,R}}
\end{bmatrix}$$  \hspace{1cm} (5.24)$$

where $\Delta_n$ is a multivariate Bernoulli random vector with each element taking on values $\{\pm 1\}$ with equal probability. The constants $b_n$ and $e_n$ are appropriately selected according to [35]. A similar expression holds for $\hat{\nabla} h(\theta_n)$.

Apart from finite difference methods there are 3 other methods for gradient estimation; pathwise (IPA), score function or weak derivatives. For a Markovian process score function methods have large variance and are not suitable. The weak derivative approach is a topic of future research.

**Theorem 3.** The primal dual SPSA algorithm (5.21), (5.22) and (5.24) converges
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\textit{strongly to the global optimum \((\theta^*, \lambda^*)\), i.e.}

\[
(\hat{\theta}_n, \hat{\lambda}_n) \rightarrow (\theta^*, \lambda^*) \text{ with probability } 1
\]  

\textit{For fixed step size the algorithm will converge weakly to the optimum.}

\textit{Proof.} \(|\hat{\nabla}_\theta f_n|, |\hat{\nabla}_\theta h_n| < M\) are bounded which implies uniform integrability. The gain sequences used in the application of the SPSA algorithm are selected in accordance with [35].

We assume that \(f(\theta)\) is thrice differentiable for all values of \(\theta\). Further details about sufficient conditions and proof of convergence can be found in [34].

5.2.2 System Initialization

When applying this algorithm in simulation we we must find the bounds which define the feasible set and select an initial starting point for the simulation. Due to the decoupled nature of the optimal values this reduces to a set of \(R\) individual bound estimates. We perform this as a pre-processing step. We must test the channel at several threshold levels and estimate the boundaries of the locally convex set defined by \(\tilde{\Theta}\) of Section 5.1.3. Once this is established we may proceed with the simulation.

The pre-processing aids in the selection of an initial state for the threshold vector thus reducing initial settling times. The drawback is that there is a large amount of pre-processing that is required before the algorithm can be run.
Chapter 6

Results and Simulation Techniques

Through the evolution of the research project our aim was to divide the entire adaptive modulation system into smaller parts and test them successively. With each part adding more and more sophistication. In this way we were able to observe the performance of the algorithms and also implement them in a step by step way. This section outlines the progressive, iterative design of the adaptive modulation system. We present results of testing on progressively more sophisticated system models and communications techniques. The performance and the system is compared to analytical analysis and Monte Carlo simulations.

6.1 Packet Level Simulation

To begin our testing of the proposed algorithm we make simplifying assumption on the model of the system to test the effectiveness of the algorithm. The rationale behind this decision was to test the algorithm on a considerably simplified system to see whether to not the proposed algorithm was indeed able to learn optimal transmission
policies.

We first consider the successful transmission of a packet modeled as a Gilbert Elliot channel model. The Gilbert-Elliot channel models the quality of the channel as a two state Markov chain. The possible channel state are 'good' and 'bad'. For the purposes of simulation, in each of the states the probability of packet error set. As the system operates an average packet error rate may be measured.

6.1.1 Performance Results

![Graph showing increase in average throughput for Gilbert-Elliot Channel](image.png)

Figure 6.1: Increase in average throughput for Gilbert-Elliot Channel
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Figures 6.1 and 6.2 show the learning characteristics of the packet level simulation. Given initial values for probability of packet error in good and bad channel conditions as well as channel switching probability re-enforcement learning was used to optimize the throughput. Each iteration represents transmission of 200 packets. The results indicate that the approach is feasible. Given that the simplifications made to the system are substantial we see that the algorithm is able to perform adequately and optimize the system.
6.2 Bit Level Simulation

6.2.1 Simulation results

In this section, we present Monte Carlo simulations that were conducted to test the effectiveness of the stochastic learning algorithms in the presence and absence of error correction coding. Our aim is to consider the SDR system model given and apply (5.21), (5.22) and (5.24) to three different situations; uncoded, convolutionally coded and turbo coded transmission. For each scenario we consider unconstrained and average packet error rate constrained transmission. In addition, we investigate the tracking capabilities of the stochastic optimization. For all experiments the channel is modeled as a slowly varying Rayleigh fading channel. The channel is simulated using the modified Jakes method of [44]. For algorithm implementation we assume an ideal SDR where the modulation process is fully controlled in software and that general purpose hardware is available for computation. Full software control of the modulation process will allow wireless devices to adapt spectrum to usage to a wide variety of influences such as user needs, application demands or network demands.

6.2.2 Uncoded Transmission

We begin by considering MQAM transmission without error correction coding. Figure 6.3 shows the average throughput performance versus average received SNR. We see the performance of fixed rate transmission schemes (dashed lines) as well as the performance of the adaptive modulation system (solid line). The channel is simulated using the powerful modified Jakes method of [44].

Figure 6.4 shows the average throughput under 1% PER constraint. The dashed
Figure 6.3: Average throughput versus SNR for fixed and adaptive modulation policies without coding

lines represent the throughput for each of the fixed transmission modes. The dash-dotted lines represent the average packet error rate for each transmission mode respectively. The solid line displays the throughput achievable using under a 1% packet error rate constraint.

Figure 6.5 shows the tracking ability of the algorithm as the PER constraint is adjusted from 1% to 8% PER. The system is initialized with a heuristically decided initial $\theta$ point. During the first 40 iterations learns the optimal throughput settings. At iteration 100 the PER constraint is adjusted to 8%. Each iteration represents the
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Figure 6.4: Average throughput versus SNR for fixed and adaptive modulation policies with no coding in Rayleigh fading with packet error rate constraint transmission of 500 packets.

Analytic Analysis

For uncoded transmission it is also possible to formulate a tight approximation for the packet error rate for MQAM transmission. For MQAM modulation an approximation of the symbol error rate ($P_s$) as a function of received SNR is [26]

$$P_s(e) = \frac{4B}{\pi} \int_0^{\pi/2} \frac{\sin^2 \beta}{\sin^2 \beta + g_{\gamma S}} d\beta - \frac{4B^2}{\pi} \int_0^{\pi/4} \frac{\sin^2 \beta}{\sin^2 \beta + g_{\gamma S}} d\beta$$ (6.1)
where \( g = 3/[2(M - 1)] \), \( B = 1 - 1/M^{1/2} \) and \( M \) refers to the MQAM constellation size.

The PER may be approximated by

\[
P_{e,MQAM}(\gamma) \approx (1 - SER_{MQAM}(\gamma))^L
\]

where \( L \) denotes the number of symbols per packet and \( \log M \) denotes the bit per symbol. From this finding and (5.11) we arrive at the analytical solution, \( \theta^* = \)
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[15.8, 22.5]dB. The adaptively trained optimum value was found to be \( \theta^* = [16.0, 23.1] \) dB. The values are consistent considering the assumptions made in deriving the analytic solution.

6.2.3 Convolutional Coding

We now consider convolutionally encoded transmission. Figure 6.6 shows the average throughput performance versus received SNR for unconstrained optimization. We employ a convolutional code with constraint length 7, generator polyno-
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![Graph showing average throughput versus SNR of adaptive modulation learning process under convolutional coding with 10dB average received SNR and constrained PER of 1%](image)

The transmission modes are; (o) code rate=1/2 16QAM , (o) code rate=1/2 256QAM and (+) code rate=3/4 256QAM. As we see there is strong adherence to the optimal transmission mode in each rate region. Figure 6.7 shows the average throughput performance where the PER is constrained to be 1%. Figure 6.8 shows the tracking capabilities of the learning algorithm as the PER constraint is relaxed.
Figure 6.8: Tracking of adaptive modulation system under 16dB average SNR where PER constraint is adjusted at iteration 75 from 1% to 5%

### 6.2.4 Turbo Coding

Similar tests were conducted using Turbo Codes. In [21] the authors outline a technique whereby turbo codes may be used in conjunction with high spectral efficiency modulation constellations such as high order MQAM.

Figure 6.9 shows the average throughput performance versus received SNR. We consider turbo codes with constraint length 5 in the constituent convolutional encoders. The transmission modes are: (o) code rate=1/2 16QAM, (o) code rate=1/2 256QAM and (+) code rate=3/4 256QAM. As we see there is strong adherence to
Figure 6.9: Average throughput versus SNR for fixed and adaptive modulation policies with turbo coding in Rayleigh fading

the optimal transmission mode in each rate region. Figure 6.10 shows the learning properties of the algorithm.
Figure 6.10: Average throughput versus iteration number of adaptive modulation training under turbo coding with 15dB average received SNR.
In this thesis we have presented stochastic optimization algorithms for the design of adaptive modulation. Built upon the flexibility offered by SDR technology, our aim was to develop real-time optimization and tracking algorithms that could be applied independently of modulation constellation or error correction coding used.

Adaptive modulation has traditionally been solved as an analytical problem closed form problem where input/output models of system performance have been used to optimize performance. However these approaches have been limited to a class of communications systems that can be algebraically modeled or approximated. This may not be true for classes of communications systems that employ certain error correction codes or desire real-time adaptability.

We have applied stochastic optimization algorithms to the design of adaptive modulation systems. The time evolution of the system was modeled by a general state space Markov chain parameterized by the control vector. We proved the recurrence of the Markov chain and the existence of the unique invariant distribution. Perfor-
mance functions were modeled as expectation of the state variable with respect to the invariant distribution. We considered unconstrained and constrained throughput performance metrics. In addition, given some assumptions, the performance metrics were shown to be convex with the constraint function being quasiconvex.

To perform the optimization stochastic approximation algorithms were applied to help perform simulation-based optimization. Stochastic estimates of the gradient of the performance functions were used in an iterative optimization algorithm. We proved the convergence of such algorithms as well as present simulation results of the algorithms presented. We were able to show that the stochastic optimization design was able to converge to optimal throughput conditions for various error correction coding schemes employed.

Future work is needed to model the interaction of multiple SDR radios in competition and cooperation for resources. In the future vision of Cognitive Radio, radio devices will be able to make their own decisions about spectrum usage. Future research would look at modeling the cross-coupled interactions of multiple devices as they each attempt to optimize throughput while meeting performance constraints and limiting interference effects.
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