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Abstract

New generation wireless networks are designed not only to carry voice but also to support

data-intensive and multimedia applications. Broadband wireless networks offer high band-

width necessary to support these applications. However, without proper resource allocation

schemes, increased bandwidth is not sufficient to meet diverse application quality of service

(QoS) requirements. In designing or deploying a resource allocation scheme, it is crucial

to understand the inter-relationship of the resource allocation scheme and important system

parameters with resulting QoS performance. Analytical models provide an opportunity to

derive these relationships in an accurate and readily verifiable way.

In this thesis, we develop novel analytical models for radio resource allocation schemes

in emerging broadband wireless access networks. These models are then adopted for in-

depth analysis of QoS performance of the modeled schemes and in devising new solutions

based on the models to either improve upon or complement those schemes. Our work pri-

marily deals with Medium Access Control layer; however, in most of our contributions,

we also consider cross-layer issues. First, we develop a queueing model for a downlink

packet scheduling policy in IEEE 802.16e mobile broadband systems and propose a re-

source allocation framework based on this model. Compared to existing schemes, proposed

framework offers a simple yet more effective way to provide QoS to a heterogeneous mix of
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applications. Second, we develop a cross-layer model for a prominent multiuser scheduling

scheme in multi-antenna-based broadband cellular systems. It captures cross-layer effects

of important parameters of the multi-antenna physical layer. The model output is shown

to have important applications in QoS provisioning. Next, we perform queueing analysis

of controlled channel access mechanism in IEEE 802.11e-based Wireless Local Area Net-

works. Using the insight gained, we propose a novel channel access scheduling mechanism

that achieves very robust performance in meeting QoS guarantees. Finally, we focus on a

promising new technology called Cognitive Radio (CR), which can greatly improve spec-

trum utilization in next generation broadband systems. We develop a queueing model to

analyze the performance of an opportunistic spectrum access mechanism in CR networks.

The model has important applications including cross-layer analysis and admission control

in CR-based broadband networks.
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Chapter 1

Introduction

With the explosive growth of Internet and widespread deployment of multimedia appli-

cations, the role of wireless networks has altered significantly. Current wireless com-

munications networks are designed not only to carry voice but also to support data and

multimedia applications. Broadband wireless access networks such as WiFi (Wireless Fi-

delity), WiMAX (Worldwide Interoperability for Microwave Access), beyond 3G (Third

Generation) systems offer high bandwidth necessary to support these new applications and

services. However, these multimedia and other data-intensive applications come with their

own stringent Quality of Service (QoS) requirements for their smooth operation. For ex-

ample, live video streams need to meet certain latency requirements to avoid choppy video

sequences at the viewers’ ends; VoIP communications need to fulfil certain latency and

packet loss requirement for the involved parties to continue a meaningful conversation.

Fulfilling these QoS requirements still remain challenging in broadband wireless systems

despite the fact that they are able to offer much higher bandwidth and data rate than those in

traditional wireless systems. Many research problems remain open–especially in the area
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of radio resource allocation. Studying the relevant issues and challenges and developing

solutions to these open problems are therefore very crucial for successful deployment of

these emerging broadband wireless systems.

As broadband wireless communications is a recent phenomenon, systems offering broad-

band wireless access are still undergoing very active research and development stage. IEEE

802.11 standard [1] was finalized for Wireless Local Area Networks (WLAN), which even-

tually have become the most successful and widely deployed broadband wireless access

networks across the globe. The technology for IEEE 802.11 WLANs, also referred as

WiFi, is aimed at providing broadband access in the range of 100 meters–typically cover-

ing university campuses, hospitals, home and business complexes. Although WiFi technol-

ogy supports a very limited mobility, it has been mainly targeted towards fixed broadbnad

access within a small geographic area. For mobile users, the cellular technologies before

the introduction of third generation (3G) cellular systems were designed mainly to carry

voice. By offering the capability to simultaneously carry voice and data services, 3G cel-

lular systems have significantly altered mobile wireless access. Personal mobile phones

could now be used not only for regular phone conversations but also for accessing email,

browsing internet and accessing other data services. However, the data transmission speed

offered by this technology was still not enough to offer true broadband quality. 3G+ came

into picture as a natural evolution of 3G networks to offer mobile broadband services with

much faster speed than 3G using High Speed Packet Access (HSPA) technology. Recently,

Multiple Input Multiple Output (MIMO) technology has dramatically increased the data

rate and throughput of 3G+ systems by employing multiple transmit and/or receive anten-

nas. Although 3G+ is a significant advance towards realizing wireless broadband access,

the technology still remains relatively costly and suffers from a number of limitations in
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terms of QoS support and spectral efficiency. WiMAX is another emerging technology

that has revolutionalized broadband wireless access. Compared to 3G/3G+, it offers sim-

pler, faster and more cost-effective broadband access. Using mostly cellular architecture,

WiMAX can offer such access in the range of few kilometers, typically capable of covering

large metropolitan, suburban, or rural areas. The technology is IP-based, comes with QoS

support and high spectral efficiency. Although the initial IEEE standard 802.16 [2] was

finalized by IEEE in 2001, WiMAX networks are at the early stage of deployment. In spite

of all these advancements, underutilization of radio spectrum remains a critical issue be-

cause of the static allotment of spectrum among wireless service providers. Cognitive radio

(CR) technology [3] has been introduced to implement a new dynamic spectrum sharing

paradigm that can dramatically improve spectrum utilization across different broadband

access networks. With this technology, valuable spectrums that might remain unused oth-

erwise (such as TV-bands during off-peak hours), can also be harnessed to enhance the

performance, capacity and coverage of broadband wireless networks. A new IEEE stan-

dard, named IEEE 802.22 [4], is now in development that aims to offer cognitive radio

support for broadband wireless access.

The abundance of raw bandwidth that these networks offer by using new transmission

technologies, however, itself is not sufficient to support the QoS requirements of the new

applications. In these multiuser systems, applications and services associated with dif-

ferent user-ends compete for a common pool of radio resource to meet a diverse set of

QoS requirements. The improvement in the raw data rate can be easily squandered if this

shared resource is poorly managed and inefficiently allocated among competing users. Be-

sides, the diversity in QoS requirements of different applications necessitates QoS-aware

resource allocation schemes. The resource allocation schemes determine how the available
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radio resource will be allocated to competing users or services over time. A common de-

sign goal for these schemes is to improve utilization of the broadband quality bandwidth

by increasing the number of users that can be supported by the system while fulfilling QoS

pledges.

1.1 Scope, Motivation and Objective of the Thesis

A common thread in this thesis is the development of novel analytical models for radio re-

source allocation techniques in a number of emerging broadband wireless access networks.

These models are then adopted to achieve two main objectives: in-depth analysis of QoS

performance of the modeled radio resource allocation techniques and devising new solu-

tions based on these models to either improve upon existing schemes or to complement the

operations of those schemes.

In designing or deploying a resource allocation scheme, it is crucial to understand the

intricate inter–relationship among different system parameters, the dynamics of the re-

source allocation scheme and resulting system performance. Analytical models provide

the opportunity to derive these relationships in an accurate and readily verifiable way.

These models also allow the system engineers to analyze their choice of design param-

eters quickly and efficiently without first developing comprehensive simulation programs

that might take considerably long time to develop and may be extremely costly as well.

The models offer excellent opportunity for optimizing the parameter selection so that those

system parameters can be selected that can optimize some performance measures given re-

source constraints and QoS requirements. For example, some service providers may want

to ensure that audio/video over their networks are served within some delay constraints and

at the same time wants to maximize the number of users to optimize their revenue poten-
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tial. The analytical models can also greatly assist system engineers in capacity planning for

their wireless networks by offering time-efficient means for gauging the QoS effects of the

number of admitted users in the system. In summary, such analytical models offer more

accurate, timely and efficient analysis compared to detailed simulation studies for resource

allocation schemes and can greatly expedite the design and optimization of these systems.

This remains the primary motivation for our work.

The analytical models, however, need to be designed carefully to consider a number

of important factors. For example, the analysis of physical layer performance such as bit-

error-rate (BER) itself may not provide meaningful QoS information at user ends because

many MAC layer factors such as scheduling and admission control affect the performance

experienced by users. On the other hand, performance model of a scheduling algorithm that

runs in the MAC layer will be much more accurate and realistic if important physical layer

parameters such as channel fading are considered. Although many cross-layer analysis

have been done in literature, the researchers vary widely on what to consider as cross-layer.

Many researchers have limited their cross-layer analysis to the rate and power adaptation

in the wireless links in response to varying channel conditions. However, such analysis

fails to cover important MAC layer dynamics and are not truly cross-layer in nature. Other

important factors to consider in developing the analytical models include realistic traffic

modeling and proper selection of performance measures to analyze. Most of the existing

MAC layer-specific or cross-layer analytical models for the wireless systems that we con-

sider in this thesis have assumed unrealistic traffic models and/or buffer dynamics (e.g.

infinite buffer space), and have derived performance measures that are often inadequate as

QoS measure for many multimedia services. Besides, application of these analytical mod-

els have not been well-addressed in these works. These limitations in the existing works
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have also motivated us to better address these factors in this thesis.

The scope of this thesis encompasses resource allocation techniques in a number of

emerging broadband wireless technologies: IEEE 802.16e WiMAX, IEEE 802.11e WLAN,

3G+ MIMO cellular and CR networks. We mainly focus on the Medium Access Control

(MAC) layer because it is responsible for coordinating communication access over the

shared wireless medium and hence, plays the pivotal role in resource allocation techniques.

Therefore, our work primarily deals with MAC layer techniques such as channel access

scheduling, packet scheduling and admission control. In most of our contributions, we also

consider cross-layer effects of important physical layer parameters on these MAC layer

techniques. However, we do not model or propose power and rate allocation techniques that

are usually performed at the physical layer. Instead, in the cross-layer models or schemes

proposed in this thesis, we consider certain rate allocation mechanisms implemented in the

physical layer and aim to incorporate their effects in the modeling.

The broad objectives of this thesis are to investigate QoS performance of certain re-

source allocation techniques in emerging broadband wireless systems through analytical

modeling and to derive improved or complementary solutions using outputs from these an-

alytical models. In the following, we list very briefly the specific objectives of this thesis:

1. To develop an analytical model for a downlink packet scheduling policy in IEEE

802.16e mobile WiMAX systems, and to design a novel downlink resource allocation

scheme based on this analytical model. In designing the proposed scheme, we try to

achieve better QoS performance than existing downlink resource allocation schemes

for mobile WiMAX systems.

2. To develop an analytical model of a prominent multiuser scheduling scheme for

MIMO downlink transmissions in 3G+ cellular systems (e.g. HSDPA) employing
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spatial multiplexing and then to show the application of the model in a number of

system engineering purposes that include cross-layer analysis and QoS provisioning.

3. To analyze the performance of the resource allocation mechanism for guaranteed

QoS provisioning in the IEEE 802.11e WLAN standard through a queueing analyti-

cal model and then to apply the insight gained from the model in designing a better

channel access scheduling scheme.

4. To analyze opportunistic spectrum access scheduling in cognitive radio based broad-

band wireless systems through a queueing analytical model and to show how this

model can be applied for cross-layer analysis and model-based admission control in

CR-based broadband wireless access systems

1.2 Background and Literature Review

In this thesis, we address the resource allocation problem with special emphasis on QoS

provisioning in a number of emerging broadband wireless networks. This sections overviews

the underlying standards and/or technologies and provides a literature review of related

works on resource allocation and QoS provisioning in these broadband systems.

1.2.1 IEEE 802.16e Mobile WiMAX Systems

The first IEEE standard for WiMAX systems was completed in October 2001 and publsihed

in April 2002. This initial standard, also known as IEEE 802.16-2001 [2], was proposed

for fixed wireless broadband access over a Wireless Metropolitan Area Network (WMAN).

The core IEEE 802.16 standard defined the physical layer (PHY) for the 10-66GHz range

of (licensed) spectrum. With single carrier quadrature amplitude modulation (QAM) in
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the PHY layer, the core IEEE 802.16 system is referred to as WirelessMAN-SC. Non-

line-of-sight (NLOS) operation is infeasible in this frequency range. IEEE 802.16a then

extended the PHY layer specification to support the 2-11GHz band of licensed and unli-

censed spectrum. The standard also removed the requirement for LOS operation. To take

into account the effects multipath in a NLOS environment, orthogonal frequency division

multiplexing (OFDM) was added to the specification as modulation scheme. The release

of 802.16-2004 [5] superseded the earlier 802.16 documents for fixed wireless broadband

access. The IEEE 802.16e standard was introduced in 2005 as an amendment to IEEE

802.16-2004 to address user mobility. As such, it is also known as the standard for mobile

WiMAX systems. Similar to the core IEEE 802.16 standard, the IEEE 802.16e only defines

the architecture, air interface, MAC protocol specifications and a QoS infrastructure.

The Architecture and Air Interface

The IEEE 802.16 standard specifies two modes for sharing the wireless medium: point-

to-multipoint (PMP) and mesh (optional). With PMP, the base station (BS) serves a set of

stations (SSs) within the same antenna sector in a broadcast manner. Transmissions from

SSs are directed to and centrally coordinated by the BS. On the other hand, in mesh mode,

traffic can be routed through other SSs and can occur directly among SSs. In this thesis,

we focus mainly on the PMP mode. In IEEE 802.16e, the architectures remain similar;

however, an SS in the network is now refereed as a mobile station (MS) to account for

potential user mobility.

The IEEE 802.16e air interface uses Orthogonal Frequency-Division Multiple Access

(OFDMA) as its core technology. The communication over the air interface is frame-based,

where a frame is constituted from a number of OFDMA slots that serve as the basic resource
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allocation units. Each OFDMA slot combines a certain number of OFDMA symbols allo-

cated in the time domain and subcarriers grouped in subchannels in the frequency domain.

How many symbols and subchannels will be used to form an OFDMA slot depends on

the subchannelization mechanism, which can be either diversity-based or contiguous. With

OFDMA-TDD, an IEEE 802.16e frame is further divided into a downlink (DL)-subframe

and an uplink (UL)-subframe. Control information for all connections scheduled in the DL

and UL subframes is carried by DL- and UL-submaps that are broadcast as part of a DL-

submap. The DL-and UL-MAPs are composed of smaller elements known as information

elements (IEs). Each IE describes an MS’s allocation and provides information, such as

the Modulation and Coding Scheme (MCS), resource size, location of the allocation in the

frame.

MAC Layer Specification and QoS Infrastructure

MAC layer in an IEEE 802.16e systems performs several important functions including

resource allocation, link adaptation, error recovery, network entry, mobility management

as well as security and authentication. The MAC layer of WiMAX systems is connection-

oriented, where a transport connection serves as a context for data communications over

a service flow between the BS and an MS. For QoS management, the concept of service

flow was introduced, which defines the QoS parameters for a unidirectional flow of pack-

ets. A service flow is created and its QoS parameters are defined through Dynamic Service

Addition (DSA) messages that are exchanged between the BS and the MS associated with

the service flow. The service flow and its QoS parameters can subsequently be updated

through Dynamic Service Change (DSC) messages. Upon admission into the system, an

active service flow is associated with a transport connection–identified by a unique connec-
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tion ID (CID). For applications needing bidirectional communication, two service flows

and correspondingly, two transport connections are created–one for each direction.

Another concept relevant to QoS support in WiMAX systems is scheduling service,

which essentially refers to the data handling mechanism associated with a connection. The

IEEE 802.16 restricted all service flows, both in downlink and uplink, to four scheduling

services: Unsolicited Grant Services (UGS), Real-time Polling Services (rtPS), Non-real-

time Polling Services (nrtPS) and Best Effort (BE). UGS is designed to support real-time

applications (with strict delay requirements) that generate fixed-size data packets at peri-

odic intervals. Uplink grants are granted by the BS regardless of the current estimation of

backlog; hence, UGS connections use the unsolicited granting bandwidth-request mecha-

nism (i.e., UGS connections never request bandwidth). rtPS is designed to support real-time

applications (with less stringent delay requirements) that generate variable-size data pack-

ets at periodic intervals, such as MPEG video and VoIP with silence suppression. Unlike

UGS and rtPS, nrtPS and BE are designed for applications that do not have any specific

delay requirement. The main difference between the two is that nrtPS connections are re-

served a minimum amount of bandwidth (by means of the minimum reserved traffic rate

parameter), which can boost performance of bandwidth-intensive applications (e.g. FTP).

IEEE 802.16e introduced major changes to the definition and scope of scheduling ser-

vices (section 6.3.5 of IEEE 802.16e-2005 [6]). Although the underlying concept remains

similar, association of service flows in the downlink need not confine to a mandatory list

of scheduling services. The standard suggests but does not mandate a number of QoS pa-

rameters that would provide scheduling service for different types of applications such as

real-time and non real-time VBR video, VoIP. In essence, incorporating a flexible interpre-

tation of scheduling services, IEEE 802.16e allows scheduling services of a service flow to
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be defined by its stated QoS parameters. Besides the parameters already defined in the stan-

dard, these QoS parameters can also include vendor defined parameters. In the uplink, the

scheduling services are renamed as scheduling types and every service flow in the uplink

needs to define its scheduling type from a set of five predefined types: UGS, rtPS, nrtPS,

Extended Real-time Polling Service (ertPS) and BE. The scheduling type determines the

bandwidth request/grant mechanism for uplink connections.

Resource Allocation Schemes

Overall, from the resourc allocation perspective, the IEEE 802.16e defines the necessary

infrastructure, signaling and messaging mechanism, but leaves open the designs of the re-

source allocation schemes. Previous work on resource allocation on WiMAX systems has

evolved over time as the standardization activities have matured. Previous work on resource

allocation on WiMAX systems has evolved over time as the standardization activities have

matured. For the basic 802.16 standard, which was introduced with single-carrier PHY,

the resource allocation problem, however, is very similar to that in TDMA-based cellular

systems. This also applies to OFDM PHY, as with IEEE 802.16d, where all subcarriers are

allocated as a whole to a particular MS during a frame either in the uplink or the down-

link direction. Many of the earlier resource allocation solutions were proposed assuming

time division multipexing without focusing on any specific PHY. They are often packet

scheduling schemes based on traditional time-domain radio resource scheduling solutions

and are customized to make compatible with the scheduling service classes defined in the

802.16 standard. Some of these schemes are designed for specific traffic types such as

video, VoIP and targets the relevant service classes. For delay sensitive applications that

use rtPS scheduling service, EDF and Modified Largest Weighted Delay First (MLWDF)
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were evaluated in previous research. Classical wired network schedulers such as Weighted

Round Robin (WRR), WFQ and their variants were also proposed and evaluated for both

delay-sensitive rtPS and throughput-guaranteed nrtPS applications. Wongthavarawat and

Ganz [7] proposed a hierarchical scheduling scheme where EDF and WFQ are used for

intra-calss scheduling of rtPS and nrtPS connections respectively, and a simple priority

based scheme is adopted for allocating resource among different service classes. Other

notable solutions include a hierarchical scheme proposed by Wang and Dittman in [8], a

cross-layer scheme proposed by Liu et al. [9], a joint queueing and optimization based

scheme by Niyato and Hossain [10] and a fuzzy logic based approach proposed by Chen et

al. [11]

Resource allocation schemes specifically proposed for OFDMA-based WiMAX sys-

tems, however, follow two main avenues of research. The first avenue of research con-

siders subcarrier/subchannel assignment along with rate and power adaptation across users

mainly to improve system level performance such as capacity and throughput. These solu-

tions have basic similarity with those for OFDMA resource allocation problem in general.

Examples of such solutions are [12, 13, 14, 15] and their main limitation is that the goal

is to improve system performance but not necessarily to provide specific QoS to applica-

tions and service. The second category of solutions involve frame-by-frame scheduling

of OFDMA subchannels or slots among admitted service flows or connections. Yahiya

et al. [16] proposed a cross-layer scheduling mechanism that assigns priorities to UGS,

rtPS and nrtPS connections for each available subchannel. In [17], Mehrjoo et al. pro-

posed a queue- and channel-aware schedular, called opportunistic stable queue scheduling

for WiMAX downlink. The scheduler, however, aimed to improve overall throughput and

packet dropping probability experienced by MSs in the system. In [18], Ali et al. proposed
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a cross-layer scheme where the scheduling priorities of different connections are calcu-

lated using channel quality, service class and QoS requirements of the connections. Wan

et al. took a similar approach in [19], but resorted to priority-based scheduling to avoid

complexity of an optimized solution.

1.2.2 Multiuser MIMO for Cellular Broadband Access

After MIMO technology was introduced, extensive research has been done by many re-

searchers to devise schemes to reach its promised capacity. In traditional single-user point

to point MIMO systems, the extra spatial degree of freedom offered by multiple antennas

is utilized by advanced transmission schemes such as Space-Time Block Coding (STBC)

and advanced receiver techniques to boost signal quality at the receiver and better combat

channel errors. In such systems, the MIMO technology can be viewed primarily as a way

to boost the physical layer performance. Although the MAC layer and upper layer pro-

tocols can benefit from this increased physical layer performance without being aware of

the available MIMO capability, the true potential of MIMO cannot be be realized this way.

More recent advances in MIMO, therefore, have been more focused on multiuser MIMO,

which essentially takes a coordinated design approach between the MAC layer shcedul-

ing/resource allocation and the availability of a MIMO physical layer [20] . Information

theoretic results in this field have shown that such coordinated design approach is necessary

for optimal system performance [21]. In fact, an uncoordinated approach can cause severe

performance degradation as can be seen when both layers attempt to extract diversity (e.g.

use of channel-hardening [22] single-user space-time codes at the PHY combined with

multiuser diversity scheduling at the MAC). Multiuser MIMO provides lot of advantages

such as providing multiuser diversity in addition to antenna diversity and user multiplexing

13



in addition to stream multiplexing. Multiuser MIMO, however, introduces its own set of

problems–especially in resource allocation.

Resource Allocation in Multiuser MIMO Systems

Resource allocation problems arise in multiuser MIMO systems in both downlink and up-

link. In the downlink, which is often referred as MIMO broadcast channel (BC), the objec-

tive is often to reach as close as possible to the information-theoretic capacity limit of the

MIMO BC. A concept known as dirty paper coding (DPC) has been shown to make reach-

ing this limit possible–at least in theory [23]. Despite significant theoretical interest, this

type of scheme is impractical because of its sheer extremely complex and need for codes

that are incompatible with existing communication systems and protocols [24].

A simpler and popular scheme is called spatial multiplexing, which is a suboptimal

scheme where BS equipped with multiple antennas sends parallel data streams across its

transmit antennas. Each user’s data is encoded independently of the others, allowing the

use of traditional modulation and coding schemes. One of the most prominent spatial

multiplexing systems is known as Vertical-Bell Labs Layered Space-Time (V-BLAST) sys-

tem [25, 26], which was proposed by Bell Laboratories as an extremely efficient scheme for

high capacity communications in wireless environments. Spatial multiplexing, however,

requires the interference produced by the transmitter to be mitigated or balanced among

all of the users in order to meet their QoS requirements [24]. To this end, a number of re-

ceiver architectures, such as the zero-forcing (ZF) receiver, the minimum mean square error

(MMSE) receiver and the successive interference canceller (SIC), have been investigated to

decode the spatially multiplexed signals over the multiuser MIMO downlink [27]. With a

ZF receiver, the basic idea is to drive inter-user interference to zero and the design offers an

14



attractive low-complexity solution. Moreover, ZF receivers in conjunction with multiuser

diversity have been shown to scale identically to optimal DPC strategy when number of

users approaches infinity [28, 29]. However, the assumption of infinite user population for

such optimal performance is not applicable in practical MIMO systems.

Developing scheduling strategies to best exploit multiuser diversity in multiuser MIMO

systems with finite number of users and evaluating the capacity limit achieved by those

strategies remain an active area of research. To this end, Shao et. al. proposed opportunis-

tic beamforming where resources are allocated to only one user who has the best equivalent

channel created by the multiple antennas and beamforming. In [30], a random beamform-

ing technique was proposed, where the best single user is selected in communication based

on the limited feedback information from the users. In [31] the authors studied multiuser

diversity gain by selecting a single user or selecting multiple users simultaneously commu-

nicating in downlink.

In the multiuser MIMO uplink, the resource allocation is a multiple access problem,

which is often referred as space-division multiple access (SDMA). A nearly optimal trans-

mission strategy would be to group a number of users with SDMA within each group and

to implement orthogonal multiple access between the groups [32]. Combination of these

user subsets can vary over time and in a SDMA/TDMA system a challenge is to determine

how users belonging to same subset have to be time-multiplexed as well. There have been

numerous proposals [33, 34, 35] mainly on how to select suitably small user subset for si-

multaneous transmission (multi-user scheduling) in system potentially with a large number

of users. Similar to downlink, multiuser diversity is also considered in user selection in

uplink scheduling in multiuser MIMO systems [36].
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Cross-layer Performance Analysis of Multiuser MIMO Systems

Performance analysis of resource allocation in multiuser MIMO systems has been an ac-

tive area of research. Heath Jr. et al. in [31] have presented simulation analysis on various

ways to exploit the multiuser diversity in multiuser MIMO systems and their effects on the

spectral efficiency of the system. Airy et al., on the other hand, have presented analytical

models in [37] to compare two opportunistic scheduling techniques in this context. Other

notable works on this topic are [38, 39, 40, 41, 42, 43]. In most of the research works,

however, the focus has been mainly on the capacity, throughput and/or outage probability

achievable at the physical layer. The performance measures are the raw bit rate achievable

from the system and the average delays experienced by fixed sized files served from differ-

ent users. Developing a truly cross-layer analytical model that captures the layered aspect

of the system design, derives more comprehensive performance measures such as packet

delay statistics, packet throughput and loss rate, and relates these performance to important

physical layer, link layer and traffic parameters has not been addresses in the literature.

One of our contributions is on such cross-layer modeling.

1.2.3 IEEE 802.11e based WLANs

After its introduction in 1999, the IEEE 802.11 standard became the de facto standard

for the deployment of WLANs. In subsequent years, it has gone through a number of

amendments to address limitations and to incorporate new features and capabilities such as

QoS support. In this thesis, we focus mainly on QoS aspects of these networks, which are

addressed in the IEEE 802.11e [44] amendment. In this subsection, we therefore start with

the basic IEEE 802.11 standard and then gravitate towards the IEEE 802.11e standard.
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The Architecture and Air Interface

A basic service set (BSS) is the fundamental building block of the architecture. It is com-

prised of a group of wireless stations (STAs) encompassing a geographical area called Basic

Service Area (BSA). BSA is a similar concept to a cell in a cellular wireless network. Ac-

cording to IEEE 802.11 standard, a WLAN can be configured in two modes, either as an

infrastructure network or an ad-hoc network. In infrastructure networking, all STAs are

connected directly to an Access Point (AP) which is connected to a wired network. Com-

munication between devices inside a BSS goes through the AP. An AP can also work as an

integration point between multiple BSSs, thus forming an extended service set (ESS). In

this situation, an AP connects to a distribution system (DS) that integrates multiple BSSs.

The DS can be thought of as a backbone network and it could even be wired. In an ad-hoc

mode, there is no AP and STAs can form a network “on the fly”. The STAs communicate

directly with each other. The network topology changes dynamically as mobile nodes come

in and out of the network.

For the physical layer, three different alternatives were proposed: infrared PHY (never

implemented widely), frequency hopping spread spectrum (FHSS) PHY and direct se-

quence spread spectrum (DSSS) PHY. The PHY specification, however, was superseded

by three revisions namely 802.11b, 802.11g and 802.11a. The 802.11b uses DSSS in the

PHY and offers a maximum data rate of 11 Mbps in the unlicensed 2.4GHz radio band.

On the other hand, 802.11g and 802.11a both use OFDM in the PHY and support upto 54

Mbps data rate in the unlicensed radio band of 2.4 GHz and 5 GHz respectively.

The IEEE 802.11e standard developed by 802.11 Task Group E proposes to enable the

much needed QoS support , which is absent in the basic 802.11 standard. The BSS is now

called QBSS with QoS access point (QAP) and QoS stations (QSTAs).
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MAC Layer Specification and Functionalities

The IEEE 802.11 standard specifies two MAC protocols: Distributed Coordination Func-

tion (DCF) and the optional Point Coordination Function (PCF). An interval between two

successive beacon frames consists of an optional Contention Free Period (CFP) followed by

a Contention Period (CP). CFP occurs only if PCF is enabled. DCF is a distributed access

control protocol based on the carrier sensing multiple access with collision avoidance (CS-

MA/CA). The centrally-coordinated access mechanism of the IEEE 802.11 MAC, called

the PCF, adopts a poll-and-response protocol to control the access to the shared wireless

medium and eliminate contention among wireless stations.

The IEEE 802.11e introduces QoS support through the introduction of Hybrid Coordi-

nation Function (HCF). HCF offers channel access through two MAC schemes: Enhanced

Distributed Channel Access (EDCA) for prioritized QoS and HCF Controlled Channel Ac-

cess (HCCA) for parameterized QoS provisioning. One main feature of HCF is to introduce

four access category (AC) queues and eight traffic stream (TS) queues at MAC layer. An-

other main feature of the HCF is the concept of transmission opportunity (TXOP), the time

interval permitted for a particular STA to transmit packets. During the TXOP, there can

be a series of frames transmitted by an STA separated by short interframe space (SIFS).

EDCA is aimed at service differentiation which is achieved by using different IFS sizes

and allocating different CW sizes for different ACs. HCCA improves over the Point Co-

ordination Function (PCF) of legacy 802.11 MAC. Similar to PCF, HCCA is a polling

based mechanism where the access to the medium is arbitrated centrally. However, it re-

solves the limitation of PCF by eliminating the unpredictability of beacon delays arising

from incompatible cooperation between Contention Period (CP) and Contention Free Pe-

riod (CFP) [45].
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Resource Allocation Schemes for IEEE 802.11e WLANs

A few research efforts have addressed the scheduler and admission controller design in the

context of IEEE 802.11e WLANs. The scheduler design is relevant to HCCA and is not

necessary for EDCA, which itself is designed to schedule medium access for competing

traffic.

Ni et al. proposed a fair scheduling algorithm named fair HCF (FHCF) in [46]. A

QAP scheduler estimates the queue length for each QSTA before the next SI. Based on

these estimated queue lengths, the QAP adapts the computation of TXOPs accordingly.

A node scheduler then redistribute the unused time among its different traffic streams.

For EDCA, schemes proposed in [47, 48] are examples of measurement-based admis-

sion control schemes. In [47], a threshold-based admission controller for EDCA has been

proposed. The QSTAs monitor the wireless link for traffic conditions and take individ-

ual admission/rejection decisions based on the measured relative occupied bandwidth or

average collision rates. Although the scheme is simple to implement, setting the proper

threshold values or optimizing them is very difficult. Xiao and Li [48] have proposed a

mechanism, what they call global parameter control, to achieve performance protection for

video and audio applications from data services. Measurement based schemes, however,

suffer from performance oscillations. Among model based schemes for EDCA, Pong and

Moors in [49] propose an admission controller for EDCA using a Markov Chain Analy-

sis. In [50], Gao and Cai propose an admission control scheme called Physical-Rate-Based

Admission Control (PRBAC) for HCCA. The idea is to consider the variance of physical

rates of the wireless channels due to background noise, pathloss, multipath effects instead

of a fixed physical rate when admitting new flows. The scheme works for CBR traffic

and have the same limitations with VBR traffic as those with the reference admission con-
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troller. In the admission control scheme proposed for VBR traffic in [51], the key idea is

to introduce a new variable, effective TXOP (Te), to replace TXOP. Te is defined as the

necessary TXOPs which can statistically guarantee that the packet loss probability is less

than a threshold.

1.2.4 Cognitive Radio for Broadband Wireless Access

Cognitive radio is a recent development which aims to achieve high spectrum efficiency–

very essential for broadband wireless access, given the scarcity and high cost of available

radio spectrum. Massive underutilization of radio spectrum is well documented under tra-

ditional static spectrum allocation policy [52, 53] and is a major hurdle in achieving wide-

spread deployment of broadband wireless access. Cognitive radio shifts the spectrum allo-

cation paradigm from static to dynamic by allowing unlicensed secondary users (SUs) to

opportunistically access frequency bands originally licensed to some primary users (PUs).

A CR network is thus formed by a number of SUs that use sophisticated spectrum sensing

and dynamic access techniques to utilize resource holes from PU networks. Research inter-

est in CR technology has grown tremendously off late and a reasonable number of ensuing

research efforts have dealt with resource allocation issues and performance analysis of CR

systems.

Opportunistic Spectrum Access and Performance Modeling

In a CR network, the availability of radio spectrum for CR users depends mainly on the

activity of primary users. On the other hand, since wireless channel quality of CR users is

time-varying in nature, communication resource available to CR users is highly dynamic.

How the secondary users can access the opportunistically available spectrum most effec-

tively in such dynamic scenarios with minimal interference to the primary users is a chal-
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lenging problem. The access schemes not only have implications for interference to pri-

mary users, but also can drastically affect the QoS experienced by applications running

at the secondary user ends. The primary users have the preemptive right to reoccupy the

spectrum opportunistically accessed by secondary users and therefore, can reoccupy the

channels accessed by secondary user anytime; such preemptions would mean potential

throughput degradation, increased packet loss and connection dropping. The opportunistic

spectrum access in CR networks, therefore, demands careful design considerations and has

received considerable attention from wireless communications researchers. For a detailed

surevey on the spectrum access solutions for CR networks, we refer to [54]. Since MAC

layer controls access to the available spectrum, designing MAC schemes adapted for op-

portunistic spectrum access has also been investigated in CR literature. A number of MAC

protocols for CR networks have been proposed in literature. An in-depth survey of the

MAC schemes for CR networks can be found in [55].

Besides spectrum access schemes design, performance modeling of CR networks is also

a very active area of research. In most of the cases, however, the focus of the performance

analysis has been on the capacity, throughput and/or outage probability achievable at the

physical layer (PHY). In [56], Devroye et al. presented an information theoretic analysis

to derive the capacity regions of a cognitive radio channel. Information theoretic limit of

throughput in cognitive networks was also analyzed in [57] and [58] assuming different

cooperative behaviors between primary and CR users. Game theoretic models have also

been used to analyze CR networks. Ji and Liu provided a review of theses game theoretic

models in [59]. These models are useful to analyze achievable payoffs and associated

fairness of service among CR users resulting from different spectrum sharing policies in

CR networks.
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For CR networks, cross-layer performance modeling is especially important because

of networking functionalities in these networks directly depend on the properties of the

spectrum band in use and the activity of primary users in those bands. The MAC layer

protocols in a CR network should be able to adapt to this very dynamic availability of the

communication resources. An adaptive MAC layer, which efficiently uses communication

resources given the QoS requirements, is an important component for an adaptive wire-

less access system based on CR technology. Among the notable research works done on

such cross-layer modeling, Simeone et al. [60] studied MAC layer throughput for a CR

user over a cognitive link given a certain throughput at the primary user end. The system

model, however, is very simplistic with a single CR user opportunistically sharing the cog-

nitive link with a single primary user. The queueing model assumes infinite transmission

queues and does not study delay or packet loss performance measures. In [61], an M/G/1

queueing model was used to analyze the transmission performance of multiple CR users on

an aggregate basis considering both PHY and MAC layer parameters. Analytical models

were developed in [62] for cognitive MAC protocols with dedicated control channel and

with embedded control channel. Call-level QoS performance (e.g., blocking performance)

for CR users was analyzed in [63] based on a G/M/N queueing model. In a similar spirit,

call-level performances for both primary users and CR users were analyzed in [64] using a

two-dimensional Markov chain. A cross-layer design methodology for CR networks based

on fuzzy logic was presented in [65].

1.3 Thesis Outline

In chapter 2, we address the resource allocation problem in the downlink of a mobile

WiMAX system and propose a novel mode-based resource allocation framework to meet
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QoS guarantees for both real-time and non-real-time applications. At first, we develop

a queueing model to link important performance measures of downlink service flows to

a set of tunable parameters. We show how these parameters could be set to appropriate

values to meet the QoS performances sought by the admitted service flows. We then intro-

duce a resource allocation scheme that uses these parameter values for scheduling packets

among these service flows. Inside the proposed queue- and channel-aware scheme, the

queue-length-based packet scheduler is complemented by a cross-layer OFDMA slot al-

location mechanism that adapts to channel conditions at the destination mobile stations

(MSs). Compared to existing schemes, our model-based approach offers a simple yet more

effective way to provide QoS to a heterogenous mix of applications. It also offers greater

flexibility to service providers by allowing probabilistic delay guarantees to time-critical

multimedia applications. Besides, unlike many existing schemes, our proposed solution

is designed to be compatible with the updated definition of some key resource allocation

concepts in IEEE 802.16e. The cross-layer aspect of the scheme ensures efficient resource

utilization in presence of link adaptations due to mobility and channel fading. We also

present our simulation results to show performance benefits of the proposed scheme in pro-

viding QoS support for both real-time and non-real-time applications in mobile WiMAX

systems.

In chapter 3, we develop a queuing analytic model for cross-layer analysis of a down-

link resource allocation scheme that exploits multiuser diversity in a V-BLAST MIMO-

based cellular broadband system. The queuing model is developed considering the system

dynamics resulting from the prominent resource allocation scheme, fading in the MIMO

channel, and the traffic arrival process. The transmit antenna correlation in the base station

and the possibility of bursty traffic arrival are also factored into the model. The queuing
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model is then shown to have important applications in the QoS provisioning framework

for a V-BLAST MIMO system as the model output can be used in admission control, QoS

negotiation and setting proper values for QoS relevant parameters.

In chapter 4, we formulate an analytical model of the controlled channel access mech-

anism, also called HCCA, of 802.11e based WLANs considering VBR traffic applications.

The model enables us to derive important performance measures in terms of the parameters

used in the reference scheduler and admission controller. It also shows the underlying cause

of the critical weakness of the reference scheduler in providing QoS for VBR applications.

Using the insights gained from the model, we then develop a novel channel access sched-

uler for IEEE 802.11e WLANs. By simulation analysis, we then show that the proposed

scheme, referred as PRO-HCCA scheduler, achieves very robust and stable performance in

meeting the QoS guarantees for different type of VBR traffic applications

In chapter 5, we develop a queueing analytical model to study the performance of op-

portunistic spectrum access by CR users in a dynamic spectrum access network. For re-

source allocation, a channel-quality-based opportunistic scheduling scheme is considered.

In formulating the analytical model, we performed stochastic modeling of primary users’

activity and CR users’ channel quality variation over time. The proposed model is shown

to have important applications including cross-layer analysis and design for system engi-

neering, and model-based admission control in CR based broadband systems.

In chapter 6, we summarize our contributions, conclude the thesis and highlight poten-

tial future research directions.
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Chapter 2

A Model-Based Downlink Resource

Allocation Scheme for IEEE 802.16e

Mobile WiMAX Systems1

2.1 Introduction

WiMAX is an emerging broadband wireless technology that holds the promise of dramat-

ically expanding the reach of broadband Internet services while eliminating huge deploy-

ment costs associated with last-mile wired connections to client ends. The technology,

first standardized in the IEEE 802.16 standard [1], can offer broadband quality data rate

necessary to support wide range of multimedia applications and services that are currently

generating perhaps the major portion of traffic carried over the Internet. After its introduc-

tion, the IEEE 802.16 standard has gone through several amendments and enhancements.

1A version of this chapter has been submitted for publication. Rashid, M.M. and Bhargava, V.K. (2009)
A Model-Based Downlink Resource Allocation Scheme for IEEE 802.16e Mobile WiMAX Systems.
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The initial IEEE 802.16 standard was designed for fixed broadband services. WiMAX then

ventured into the mobile broadband service though the introduction of IEEE 802.16e [2],

which has introduced many advanced features to better handle user mobility. Among them,

the OFDMA-based air interface offers better robustness against multipath fading experi-

enced by mobile users and enables efficient resource multiplexing in a multiuser system.

From its onset, the IEEE 802.16 standard came with a Quality of Service (QoS) sup-

port framework. This is especially important for WiMAX systems as they are expected

to support wide range of multimedia applications such as Voice over IP (VoIP), streaming

video, network gaming that require certain levels of QoS for their smooth operation. Be-

sides, WiMAX service providers would also like to offer different levels of QoS support

to their clients according to their subscriptions. With IEEE 802.16e, the basic QoS frame-

work remains intact, but new resource allocation issues have emerged with OFDMA at the

air interface and for the need to support QoS in presence of user mobility. The standard,

however, only defines the QoS infrastructure and the basic signaling mechanisms to sup-

port QoS, but leaves open the designs of necessary resource management functionalities

such as packet scheduling, OFDMA resource allocation and admission control. The IEEE

802.16e standard also adds a number of amendments to the specifications of QoS classes

and their associated scheduling services, especially for downlink transmissions.

In this chapter, we focus on a resource allocation framework that comprises of packet

scheduling and OFDMA resource allocation with the goal of QoS provisioning in IEEE

802.16e systems. We design the framework to deal with various types of QoS-constrained

multimedia and data applications. Most of these applications generate variable-bit-rate

(VBR) traffic and require their diverse QoS requirements to be met in presence of other

competing VBR as well as constant-bit-rate (CBR) applications. Due to their dynamic traf-
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fic characteristics, VBR applications are more challenging to provide QoS for than their

CBR counterpart. Hence, we aim to provide a framework that is primarily designed for

QoS support of VBR applications, but can also be configured with ease to handle CBR

applications. The QoS framework in IEEE 802.16e provides QoS on a per-service-flow

basis, where a service flow defines a unidirectional flow of packets usually generated by a

single application or service. The signaling mechanism allows to specify traffic parameters

as well as QoS requirements of individual service flows seeking admission into the system.

Each admitted service flow is then assigned to a transport connection and is allocated re-

source inside WiMAX frames, which are comprised of a limited number of OFDMA slots.

In our proposed resource allocation framework, a joint packet scheduling and OFDMA

slot allocation scheme determines how many packets have to be scheduled for each back-

logged connection during a frame time and how the available OFDMA slots need to be

allocated to each connection for transmitting those scheduled packets. The objective is to

meet QoS guarantees for the admitted service flows and the constraint is the limited num-

ber of OFDMA slots that are available in the WiMAX frames. How many slots should be

allocated in a frame to different connections also depends on the link quality of the destina-

tion mobile station (MS) and the signaling overhead involved in transmitting the allocation

information. Therefore, a cross-layer adaptive resource allocation scheme is desirable and

pursued.

More specifically, we propose a model-based resource allocation framework that builds

on the queueing model of a simple queue-length-based packet scheduling policy. First, we

develop the queueing model that links important performance measures of a particular ser-

vice flow to the value of a model parameter associated with its connection. Each downlink

connection transporting a QoS-constrained service flow is associated with a model param-
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eter. We then propose a method that utilizes this queueing model to set appropriate values

for these model parameters, given the QoS requirements and arrival statistics of the ad-

mitted service flows. Finally, we propose the resource allocation scheme that adopts these

model parameter values along with the signaling overhead and channel quality feedbacks in

scheduling packets and allocating OFDMA slots to these QoS connections in the downlink.

Compared to existing WiMAX resource allocation schemes, which we overview in

section 2.7, our model-based approach has several advantages. Instead of complexities

involved with installing separate scheduling schemes within the same resource allocation

framework for real-time and non-real-time traffic, the model-based approach offers an effi-

cient unified way to handle both types of traffics and their diverse QoS requirements. Many

of the existing schemes for IEEE 802.16e continue to assume that a number of predeter-

mined service classes are mandatory and aims to provide intra-class or inter-class downlink

resource allocation to provide QoS specific to those service classes. Some researchers have

proposed hierarchical designs that combine both intra- and inter-class resource allocation;

the inter-class component is usually priority-based that might cause applications belong-

ing to a lower- priority service class to lack enough resource to fulfil QoS requirements.

Besides, the hierarchical solutions can significantly increase implementation complexity

of the resource allocation module. We note that the IEEE 802.16e standard no longer has

provisions for mandatory service classes for the downlink and offers much more flexible

specifications of traffic and QoS parameters. Therefore, the existing solutions might be in-

compatible and inefficient for IEEE 802.16e mobile WiMAX systems. We, in contrast, de-

sign our proposed scheme according to the flexible interpretation of service classes in IEEE

802.16e. The scheme also offers flexibility to service providers by allowing different prob-

abilistic guarantees to be made for delay experienced by packets belonging to connections
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serving different customer classes (e.g. platinum, gold, silver). Besides, the cross-layer

design of the resource allocation scheme ensures robustness and efficient resource utiliza-

tion in presence of user mobility and channel fading. In addition, our proposed scheme

is designed to meet QoS of individual applications and is more comprehensive than some

existing resource allocation schemes that focus mainly on improving overall system per-

formance of OFDMA-based WiMAX systems.

The rest of the chapter is organized as follows. In section 2.2, we provide a brief

overview of IEEE 802.16e standard focusing mainly on the air interface and QoS archi-

tecture. We discuss the system model and assumptions in section 2.3. We introduce a

queue-length-based scheduling policy and its queueing analytical model in section 2.4,

which forms the basis of our proposed resource allocation scheme. We describe our pro-

posed resource allocation scheme in section 2.5. Next, we present and discuss performance

evaluation results of our proposed scheme in section 4.5. A brief summary of related work

is provided in Section 2.7. Section 6 concludes the chapter.

2.2 IEEE 802.16e and Its QoS Architecture

2.2.1 Overview of IEEE 802.16e Air Interface

The IEEE 802.16e air interface is OFDMA-based, where OFDMA symbols are allocated in

the time domain and subcarriers grouped in subchannels are alocated in the frequency do-

main. Combination of certain number of symbols and subchannels constitutes an OFDMA

slot. How many symbols and subchannels will be used to form an OFDMA slot depends

on the subchannelization mechanism, which can be either diversity-based or contiguous.

Among the subchannelization schemes, Partial Usage of Subchannels (PUSC) and Full
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Figure 2.1: IEEE 802.16e frame structure

Usage of Subchannels (FUSC) are diversity-based and Adaptive Modulation and Coding

(AMC) is contiguous subchanelization. In PUSC, which is mandatory for both downlink

and uplink, logical subchannels are formed from randomly chosen subcarriers across the

OFDM spectrum. A slot is constructed using two OFDMA symbols across one subchannel

in PUSC and using one symbol across two subchannels in FUSC. On the other hand, AMC

forms subchannels by grouping contiguous subcarriers and offers the opportunity for utiliz-

ing multiuser diversity. In general, AMC is desired for limited mobility or fixed WiMAX

systems and PUSC/FUSC is recommended for mobile WiMAX.

Frame Structure

The IEEE 802.16e OFDMA air interface communication is frame-based. With OFDMA-

TDD, an IEEE 802.16e frame is divided into a downlink (DL)-subframe and an uplink

(UL)-subframe. The DL-subframe consists of a preamble followed by DL- and UL-MAPs

respectively as shown in Fig. 2.1. The DL- and UL-MAPs are broadcast MAC management

messages that specify the control information for all connections scheduled in the DL and

UL subframes. The MAP is received and parsed by all MSs so that they can determine
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the parameters associated with their allocations. The minimum unit of allocation is a slot

and each MS’s allocation is assigned an integral number of slots. The number of slots or

resource size needed for an MS’s allocation depends on its modulation and coding scheme

(MCS) and the number of bits in the packets scheduled for transmission. The DL-and

UL-MAPs are composed of smaller elements known as information elements (IEs). Each

IE describes an MS’s allocation and provides information such as the MCS, resource size,

location of the allocation in the frame. A separate IE is usually required for each individual

allocation in the frame.

2.2.2 MAC Layer and QoS Framework

The MAC layer of WiMAX systems is connection-oriented. For QoS management, the

concept of service flow was introduced, which defines the QoS parameters for a unidirec-

tional flow of packets. A service flow is created and its QoS parameters are defined through

Dynamic Service Addition (DSA) messages that are exchanged between the BS and the MS

associated with the service flow. The service flow and its QoS parameters can subsequently

be updated through Dynamic Service Change (DSC) messages. Creation of a service flow

may be initiated by an MS or the BS using a DSA-REQ message, which includes the pa-

rameters for the service flow. The MS-initiated service flow requests have to go through an

admission control process. Upon admission into the system, an active service flow is asso-

ciated with a transport connection–identified by a unique connection ID (CID). In essence,

a transport connection serves as a context for data communications between the BS and an

MS, whereas the associated service flow defines the connection’s QoS requirements. For

applications needing bidirectional communication, two service flows and correspondingly,

two transport connections are created–one for each direction. In the rest of the chapter, the
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terms “service flow” and “connection” will be used interchangeably.

Another concept relevant to QoS support in WiMAX systems is scheduling service,

which essentially refers to the data handling mechanism associated with a connection. The

IEEE 802.16 restricted all service flows, both in downlink and uplink, to four scheduling

services: Unsolicited Grant Services (UGS), Real-time Polling Services (rtPS), Non-real-

time Polling Services (nrtPS) and Best Effort (BE). Each of these scheduling services ex-

cept BE has a mandatory set of QoS parameters; therefore, any service flow must declare

the scheduling service that it wants to be handled with and as such must define the QoS

parameters for that scheduling service.

IEEE 802.16e introduced major changes to the definition and scope of scheduling ser-

vices (section 6.3.5 of IEEE 802.16e-2005 [2]). Although the underlying concept remains

similar, association of service flows in the downlink need not confine to a mandatory list

of scheduling services. The standard suggests but does not mandate a number of QoS pa-

rameters that would provide scheduling service for different types of applications such as

real-time and non real-time VBR video, VoIP. In essence, incorporating a flexible interpre-

tation of scheduling services, IEEE 802.16e allows scheduling services of a service flow to

be defined by its stated QoS parameters. Besides the parameters already defined in the stan-

dard, these QoS parameters can also include vendor defined parameters. In the uplink, the

scheduling services are renamed as scheduling types and every service flow in the uplink

needs to define its scheduling type from a set of five predefined types: UGS, rtPS, nrtPS,

Extended Real-time Polling Service (ertPS) and BE. The scheduling type determines the

bandwidth request/grant mechanism for uplink connections.

41



Packet scheduler
OFDMA slot allocator

MS2MS1

WiMAX BS

Downlink connection queues

MSm
Figure 2.2: A simplified view of the system model

2.3 System Model and Related Assumptions

We consider a single cell in an IEEE 802.16e mobile WiMAX system operating in point-to-

multipoint (PMP) mode, where a single BS communicates with a number of MSs located

within a geographic area. We assume that TDD is used for multiplexing uplink and down-

link connections. In this chapter, we focus on the resource allocation for admitted service

flows in the system. Therefore, we do not propose any design for the admission control

process, but assume that the service flows considered in the resource allocation process

have successfully gone through such process. After being admitted, each of the service

flows destined from the BS to an MS is assigned a downlink connection. Fig. 2.2 presents

a simplified overview of the system model in consideration. We assume that a separate

queue is maintained at the BS for each downlink connection and the packets belonging to
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a downlink connection are served on an FCFS basis. The packets may arrive in variable

intervals and may have variable packet size. Allocation decisions regarding the number

of packets and the necessary number of slots to communicate these packets from each

connection are made by the BS at the beginning of each frame. The packet scheduler is

responsible for determining the number of packets to be scheduled from each downlink

connection and can use the information from OFDMA slot allocator on available number

of OFDMA slots in the physical layer (PHY). On the other hand, the OFDMA slot alloca-

tor, in coordination with the packet scheduler, determines how many slots will be allocated

to the scheduled connections and in which order the connections will be allocated the slots.

The DL-MAP is then constructed to indicate which connection is assigned which slots in

the DL-subframe.

We also assume PUSC subchannelization in the downlink, therefore for a particular MS,

all the subchannels offer similar fading dynamics. The MCS chosen by the BS to transmit

to an MS depends on the channel quality information (CQI) feedback sent by the MS.

A link adaptation process selects MCS levels for different MSs to maintain a target error

performance in response to change in channel fading conditions. We assume that channel

quality remains static over the length of a frame, so the MCS choice for a particular MS

does not change within a frame time. The chosen MCS has the effect in the slot allocation

scheme as it will be used in calculating how many slots need to be allocated for transmitting

a certain number of packets from the BS to the MS.

Compared to IEEE 802.16 or its IEEE 802.16d amendment (later named 802.16-2004 [3]),

the IEEE 802.16e standard has an updated scope for scheduling services in defining QoS re-

quirement of service flows. The scheduling service of a service flow is no longer limited to

four predefined classes namely UGS, rtPS, nrtPS, and BE. IEEE 802.16 and 802.16d also
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specified a mandatory list of QoS parameters for each of these four scheduling services.

IEEE 802.16e does not have such mandatory lists of QoS parameters; instead, the schedul-

ing service for a service flow is now defined through its specified traffic characteristics and

QoS parameters. Unlike many of the related works, we conform to these updates and do

not assume four mandatory scheduling services. We also assume that three important QoS

measures can be included in the scheduling service specification for a service flow: delay,

packet loss rate and throughput. The maximum latency and minimum reserved traffic rate

parameters defined in the standard can be used to specify delay and throughput require-

ments respectively. For delay performance, we allow tolerable delay limit to be specified

probabilistically. Many service providers offer a number of QoS classes (e.g. platinum,

gold, silver) and corresponding pricing policies for their customers; such providers can

use probabilistic delay guarantees to differentiate the levels of service offered to customers

belonging to different QoS classes. Therefore, we assume that the delay requirement of

a service flow is specified by a maximum packet delay and a probability that the packets

belonging to the service flow will be transmitted within this target delay. This probability

measure and the packet loss rate are assumed to be specified through vendor specific QoS

parameters, which the standard allows the vendors to define for QoS measures not covered

by the predefined QoS parameters in the standard.

2.4 A Queue-Length-Based Packet Scheduling Policy and
Its Queueing Analysis

A queue-length-based packet scheduling policy serves as the key to determining a set of

tunable parameters in our proposed resource allocation scheme. In this section, we describe

the scheduling policy and its queueing model that is used to calculate these parameters for
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admitted service flows. Note that the packet scheduling policy described and analyzed in

this section is not directly adopted in our proposed resource allocation scheme described

later; rather, its queueing model is used to determine important parameters affecting the

packet scheduler’s operation in that scheme.

In this packet scheduling policy, the BS evaluates the number of packets in each back-

logged downlink connection queue at the beginning of a frame and decides to schedule

some fraction of the backlog at each queue in the current frame. More specifically, if

queue-length of connection i at the beginning of frame n is denoted by q
(n)
i , then the num-

ber of packets, w(n)
i that will be scheduled for the connection in the current frame is given

by

w
(n)
i =


⌈
xiq

(n)
i

⌉
, if 0 < q

(n)
i ≤ L

0, if q
(n)
i = 0,

(2.1)

where L is the maximum limit on the queue size in number of packets and xi (0 < xi < 1)

is a model parameter associated with connection i. The ceiling function in this expression

is needed to convert any fractional values for the number of packets to the nearest integer

and also to make sure that each non-empty queue gets to transmit at least one packet during

each frame so that a queue does not remain without service for an extended period of time

due to low traffic intensity.

The value of xi for connection i is determined through a queueing analytical model

when the associated service flow is admitted and its QoS parameters are known to the

BS. The following subsection is devoted to formulating the queueing analytical model that

relates the value of xi with the QoS performance of connection i, given its traffic arrival

statistics. If there are m admitted connections that have QoS requirements to fulfil, the

analytical model will enable us to find the values for a set of m such model parameters.
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Note that, if a service flow does not put forward any QoS requirement, it will be treated

as BE traffic. Connections associated with BE traffic will be treated differently than those

with QoS traffic and will not need association with a model parameter.

2.4.1 Queueing Analytical Model for the Packet Scheduling Policy

We develop the queueing analytical model from the perspective of the queue associated

with a tagged downlink QoS connection. Without loss of generality, in the analysis, we can

omit the CID of the tagged connection. Therefore, the model parameter for the connection

will be denoted simply by x, and other parameters specific to the tagged connection will

be used without any index referring to the CID. In developing the model, we consider

the packet arrival process of the service flow associated with the connection and assume a

given value for parameter x. The idea is to map the dynamics of this downlink queue to

a discrete-time Markov chain (DTMC) and then solve the Markov chain for performance

measures. The output of the queueing model will be the values for a set of performance

measures given a particular value of x.

Packet Arrival Process

We model the packet arrival process to the downlink queue by a Markov Modulated Pois-

son process (MMPP), where the rate of arrivals varies depending on the current state of a

finite-state Markov chain. MMPP has been extensively used by many researchers to model

wide range of multimedia and IP traffic because of its ability to effectively model important

properties of these traffic applications [4]. For example, it can closely match the observed

autocovariance function and the marginal distribution associated with the packet arrival

process. Besides, it offers excellent modeling for long-range dependence, burstiness and

self-similar behavior observed in multimedia traffic [5]. Along with these desirable prop-
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erties, it offers analytical tractability in modeling complex system dynamics.

In this chapter, we resort to a discrete-time analysis and therefore, we use a discrete-

time equivalent of the MMPP arrival process, also known as d-MMPP. In general, a N -state

d-MMPP is described by the transition probability matrix of a N -state Markov chain and a

diagonal matrix containing the arrival rates associated with the various states of the Markov

chain [6]:

S =



1−
∑
i ̸=1

s1i s12 . . . s1N

s21 1−
∑
i̸=2

s2i · · · s2N

...
...

...
...

sN1 sN2 · · · 1−
∑
i ̸=N

sNi


, δ = diag(r1, r2, · · · , rN).

Now, assuming that the maximum number of packets that can arrive during a single

time slot is M , we can form M transition probability matrices:

U (h) = β(h)S, where 0 ≤ h ≤M, β(h) = diag(e−r1rh1/h!, e
−r2rh2/h!, · · · , e−rN rhN/h!).

Here, matrix U (h) corresponds to state transitions that happen after a batch of h packets

arrives during a time slot. The value of M is chosen such that

max
1≤l≤N

∞∑
i=M+1

e−rlril/i! < ϵ, (2.2)

where the value of ϵ is chosen to be very small to limit modeling error.

Assuming that matrix S is time-independent, the steady state probability vector ψ of
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the arrival process can be found from

ψ = ψS; ψ1 = 1, (2.3)

where 1 is a column matrix of ones with appropriate dimension The mean packet arrival

rate λ can be found from

λ = ψδ1. (2.4)

Although the MMPP arrival process is typically used to model VBR multimedia applica-

tions, modeling CBR traffic with MMPP is also possible by appropriate selection of state

space and transition probability matrix. For example, a CBR application that periodically

generates a packet after every t time slots can be modeled by U =

 0(t−1)×1 It−1

1 01×(t−1)

,

β(0) = diag(11×(t−1), 0) and β(1) = diag(01×(t−1), 1). Here, 0(t−1)×1 and 01×(t−1) are col-

umn and row vectors of zeros respectively with dimension t − 1. Similarly, 11×(t−1) is a

row vector of ones with dimension t− 1 and It−1 is an identity matrix of dimension t− 1.

Also, VoIP applications with silence suppression are often modeled by an Interrupted Pois-

son Process (IPP), which is essentially a 2-state MMPP characterized by an arrival rate of

0 associated with one of the states.

Markov Chain Analysis

For this discrete-time analysis, we assume that the time slot is equal to the frame duration

of the IEEE 802.16e WiMAX system. Note that a time slot in the context of the discrete-

time queueing model in this analysis is different from an OFDMA slot in the WiMAX

frame. To avoid further confusion, from hereon we will use the term frame to mean both

the WiMAX frame and the time slot of the discrete-time queueing model. We proceed by
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defining a process with state space X(n) , {(q(n), a(n))|0 ≤ q(n) ≤ L; a(n) = 1, 2, · · · , N},

where q(n) is the number of packets in the queue and a(n) is the state of the arrival process

at the beginning of frame n. Assuming the transition among the states occur at frame

boundaries and as the state variables assume discrete values only, it can be proven that the

process X(n) is a DTMC. We write the transition probability matrix P of the DTMC in the

following form:

P =



A0→0 A0→1 · · · A0→L

A1→0 A1→1 · · · A1→L

...
... · · · ...

AL→0 AL→1 · · · AL→L


.

Here, block submatrices Ak→l (0 ≤ k ≤ L, 0 ≤ l ≤ L) denote transition probabilities

associated with the events when queue length of the connection changes from k in frame n

to l in frame n+ 1. These block submatrices can be derived as follows:

A0→l =

 U (l), 0 ≤ l ≤M

0, M < l ≤ L
(2.5)

Ak→l =

 U (l−k+⌈kx⌉), if l ≤M + k − ⌈kx⌉

0, otherwise

for 0 < k < l < L

(2.6)

Ak→l =

 U (l−k+⌈kx⌉), if k − ⌈kx⌉ ≤ l ≤ min (M + k − ⌈kx⌉ , k − 1)

0, otherwise

for 0 < l < k < L

(2.7)
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Ak→L =


M∑

h=L−k+⌈kx⌉
U (h), if k ≥ L−M + ⌈kx⌉

0, otherwise

for 1 < k < L

(2.8)

Ak→k =

 U (⌈kx⌉), if ⌈kx⌉ ≤M

0, if ⌈kx⌉ > M

for 1 < k < L

(2.9)

AL→L =


M∑

h=⌈Lx⌉
U (h), if ⌈Lx⌉ ≤M

0, if ⌈Lx⌉ > M,

(2.10)

where 0 denotes a zero matrix with appropriate dimensions.

Once the block submatrices are derived, we can find the steady state probability vector

π for the Markov chain by solving the set of linear equations given by π = πP ; π1 = 1.

By reblocking the entries in π according to the associated queue lengths, we can write the

steady state probability vector as π , [π0,π1,π2, · · · ,πL], where πh stands for steady

state vector associated with a queue length of h (0 ≤ h ≤ L).

Derivation of Performance Measures

In this subsection, we will derive a number of performance measures using the steady state

probability vector achieved from the Markov chain analysis. These measures include delay,

packet loss rate and throughput—three important performance measures that often consti-

tute the QoS requirements of most multimedia and data intensive applications. In analyzing

the delay performance, many researchers limit their analysis to computing average delay

only. In contrast, we derive delay distribution because it offers a more meaningful perfor-
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mance measure, especially for delay-sensitive multimedia applications. Individual packets

belonging to these applications need to be delivered within a delay limit to maintain QoS;

computing the average delay of these packets is, therefore, not very useful. The delay dis-

tribution of these packets, on the other hand, provides adequate information to determine

how well the packets are served within the delay limit.

Delay Distribution We use an absorbing Markov chain to find the delay distribution for a

packet in the tagged queue. In order to construct the state space of this Markov chain, we

tag an arbitrary packet in the queue and consider the number of packets that are in front of

it waiting to be served and the number of packets waiting behind it in the queue. The chain

initializes from one of the possible states corresponding to the tagged packet’s arrival at

the corresponding queue and gets absorbed when the tagged packet reaches the top of the

queue regardless of the number of packets waiting behind it. Let the state space Θ of this

Markov chain be defined as follows:

Θ , {(u, v, w)|0 ≤ u ≤ L− 1; 0 ≤ v ≤ L− u− 1; 1 ≤ w ≤ N},

where u and v are the number of packets waiting in front and behind the tagged packet re-

spectively and w is the MMPP state of the arrival process. Absorption of the chain occurs

whenever any of the states in {(0, v, w)|0 ≤ v ≤ L − 1; 1 ≤ w ≤ N} is reached. Let us

denote the transition probability matrix of the absorbing Markov chain by Q and reblock it

with block submatrices B(i1,j1)→(i2,j2) that contain transition probabilities from states rep-

resenting i1 (0 ≤ i1 ≤ L− 1) packets in front and j1 (0 ≤ j1 ≤ L− i1− 1) packets behind

to states representing i2 (0 ≤ i2 ≤ L − 1) packets in front and j2 (0 ≤ j2 ≤ L − i2 − 1)

packets behind the tagged packet. We now find these block submatrices of the absorbing
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chain as follows:

B(0,j1)→(i2,j2) =

 I, if j1 = j2, i2 = 0

0, otherwise

for 0 ≤ j1 ≤ L− 1, 0 ≤ i2 ≤ L− 1, 0 ≤ j2 ≤ L− i2 − 1

(2.11)

B(i1,j1)→(i2,j2) =

 U (j2−j1), if i2 = i1 − ⌈(i1 + j1 + 1)x⌉ , j2 ≤ j1 +M

0, otherwise

for 1 ≤ i1 ≤ L− 1, 0 ≤ i2 ≤ L− 1, 0 ≤ j1 ≤ L− i1 − 1, 0 ≤ j2 < L− i2 − 1

(2.12)

B(i1,j1)→(i2,L−i2−1) =


M∑

h=L−i2−j1−1

U (h), if i2 = i1 − ⌈(i1 + j1 + 1)x⌉ , j1 ≥ L−M − i2 − 1

0, otherwise

for 1 ≤ i1 ≤ L− 1, 0 ≤ i2 ≤ L− 1, 0 ≤ j1 ≤ L− i1 − 1

(2.13)

where I and 0 denote identity matrix and zero matrix respectively of appropriate dimen-

sions.

We then determine the initial probability vector for this absorbing Markov chain as the

next step for finding the delay distribution. To this end, we first consider the probability

vector associated with the number of packets in front and behind as seen by an arriving

packet. Note that, the arriving packet might see packets behind because packet arrival may

occur in bursts in a given frame and the arriving packet can be at any of the positions in

that burst. Let us denote the probability vector by ξ(0). By reblocking the vector in terms

of packets seen in front by the arriving packet, we can write it in an expanded form as

ξ(0) ,
[
ξ
(0)
0 , ξ

(0)
1 , · · · , ξ(0)L+M−1

]
, where, ξ(0)i (0 ≤ i ≤ L+M −1) is the probability vector

associated with i packets in front as seen by the arriving packet. We can further reblock
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the probability vector ξ(0)i as ξ(0)i ,
[
ξ
(0)
(i,0), · · · , ξ

(0)
(i,min(M−1,L+M−i−1))

]
on the basis of the

number of packets behind the arriving packet that sees i packets in front of itself. These

probability vectors can be derived as follows:

ξ
(0)
(i,j) =



1
(1−α0)(j+1)

π0 +
∑

y:1≤y≤L,
y=⌈yx⌉

πy

U (j+1), i = 0, 0 ≤ j ≤M − 1

1
1−α0

min(M−j−1,i)∑
h=0

1
j+h+1

∑
y:i−h<y≤L,
y−⌈yx⌉=i−h

πyU
(j+h+1), 1 ≤ i ≤ L, 0 ≤ j ≤M − 1

1
1−α0

M−j−1∑
h=i−L+1

1
j+h+1

∑
y:i−h<y≤L,
y−⌈yx⌉=i−h

πyU
(j+h+1), L+ 1 ≤ i ≤ L+M − 1, 0 ≤ j ≤ L+M − i− 1,

(2.14)

where α0 denotes the probability associated with no packet arrivals during a frame and can

be derived from α0 = ψβ
(0)1.

Note that the packets which find their destination queues full upon arrival are not admit-

ted into the system. The probability po that a buffer overflow event will occur upon arrival

of a packet can be found from:

po =
M−1∑
i=0

ξ
(0)
L+i1+

M−1∑
i=1

M−1∑
j=i

ξ
(0)
(L−i,j)1. (2.15)

Since we consider the delay experienced by the admitted packets only, the initial proba-

bility vectorω(0) ,
[
ω

(0)
(0,0), · · ·ω

(0)
(0,L−1), · · · ,ω

(0)
(i,j) · · · ,ω

(0)
(L−1,0)

]
of the absorbing Markov
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chain is derived from the above probability vector as follows:

ω
(0)
(i,j) =


ξ
(0)
(i,j)

1−po
, if 0 ≤ j ≤ min(M − 1, L− i− 1)

0, otherwise

for 0 ≤ i ≤ L− 1, 0 ≤ j ≤ L− i− 1,

(2.16)

which is due to the fact that packets that cannot enter the queue due to overflow are not

considered in the state space of the absorbing Markov chain. After d frames, the state

probability vector of the absorbing chain can be written as

ω(d) = ω(0)Qd, (2.17)

where Qd is derived by multiplying the transition probability matrix Q of the absorbing

Markov chain with itself d times. The cumulative distribution function (CDF) of packet

delay D in frame times, not including the arrival frame, is given by:

FD(d) = Pr(D ≤ d) =
L−1∑
j=0

ω
(d)
(0,j)1. (2.18)

Packet Loss Rate and Average Throughput A packet loss occurs at the downlink queue

when a packet finds the queue full upon arrival. The packet loss rate, ploss at the queue can

be written as

ploss =
M−1∑
i=0

ξ
(0)
L+i1. (2.19)

Note that packets lost at the receiver side due to reception errors are not considered in the

above expression. Assuming no error recovery protocol is used, the average throughput η
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in packets per frame time can then be calculated as:

η = λ(1− ploss)(1− PER), (2.20)

where PER is the average packet error rate.

Queue Length Distribution and Average Delay The marginal probability distribution of

queue length L can be written as:

fL(l) = Pr(L = l) = πl1, 1 ≤ l ≤ L. (2.21)

Subsequently, the average queue length L̄ and average delay D̄ can be found as

L̄ =
L∑
l=1

lπl1, D̄ =
L̄
λ
, (2.22)

where the calculation of average delay follows from Little’s law.

2.5 Model-Based and Channel-Aware Downlink
Resource Allocation

In this section, we describe our proposed resource allocation scheme that utilizes the out-

put from the analytical model developed in the preceding section. When a new downlink

service flow, represented by connection i is admitted into the system, its QoS requirements

are evaluated and the value of the model parameter xi is computed. The outline of the

computation procedure is listed in Algorithm 1 . The range of values of xi is 0 < xi < 1,

but searching over the entire range will be infeasible. Therefore, a step-size is selected and
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Algorithm 1 Compute model parameter xi for connection i

Input: Ti: Pkt. Arrival statistics for connection i; ∆ : Step size; Q(i)
req: QoS requirement

for connection i
Output: Model parameter xi

1: xi ← 0
2: repeat
3: xi ← xi +∆
4: Q(i)

out ⇐ QueuingModel (xi, Ti)

5: until Q(i)
out meets QoS requirements Q(i)

req of connection i

the value of xi is incremented by this step size in iterations. In the simulation experiments,

for example, we choose a step size of 0.05; however, vendors’ choice for its value could

be flexible depending on the available computational resource. During each iteration, the

updated value of xi is fed into the queueing model along with the queue-length information

and the parameters of the packet arrival process. Increasing the value of model parameter

xi will allow more packets to be transmitted on average from the queue associated with

connection i and hence, improve its QoS performance. The process continues until the set

of performance measures, denoted by Q(i)
out in Algorithm 1, calculated from the output of

the queueing model satisfies the QoS requirement of connection i.

The value of the model parameter xi is used in our resource allocation scheme to de-

termine the minimum number of packets that need to be scheduled from connection i at

each frame time. However, the actual number of packets that are scheduled is determined

through a number of steps in the allocation procedure listed in Algorithm 2, which also

shows how the available OFDMA slots are allocated once the number of packets to be

scheduled for each admitted downlik service flows is determined

At the beginning of each frame, some important information become available to the re-

source allocation module at the BS: the backlog at the queues of the downlink connections
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Algorithm 2 Schedule packets, allocate slots for downlink connections in the current frame

1: Nrem ← # of slots in the DL-subframe − slots allocated to DL-subframe overhead;
2: m ← # of downlink QoS connections; [h1, · · · , hm] ← CIDs of downlink QoS con-

nections;
3: for i← 1 · · ·m do
4: Khi

← 0; // initialize slots allocated for each QoS connections to 0
5: θhi

← byte per slot with MCS selected for hi;
6: Mhi

← θhi
× backlog (bytes) at connection hi; //MetricM associated with hi

7: end for
8: Sort QoS connections according to their M values in descending order. Let

[c1, c2, · · · , cm] be the sorted list and [qc1 , qc2 , · · · , qcm ] be the corresponding queue-
lengths

9: G ⇐ ∅; // list of scheduled connections
10: repeat
11: for i← 1 · · ·m do
12: p← ⌈xci×qci⌉; //# of packets selected based on queue-length & model parameter

xci

13: b← number of bytes in top p packets in the queue of ci;
14: a← ⌈ b

θci
⌉; // # of slots necessary to transmit p packets over connection ci

15: if ci /∈ G then
16: a← a+IE overhead (slots); //IE added if not previously added for connection

ci
17: end if
18: if Nrem ≥ a then
19: Nrem ← Nrem − a;
20: if ci /∈ G then
21: G ⇐ G ∪ {ci}; // ci added to list of scheduled connections
22: end if
23: qci ← qci − p; // queue length of ci updated
24: Kci ← Kci + a; // update slots allocated to ci
25: end if
26: end for
27: until (Nrem = 0) or (no new allocation or allocation update happened in this iteration)
28: Allocate Nrem among BE connections
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and the channel quality feedbacks for different subchannels at different MSs. At first, the

list of active downlink QoS connections is sorted in descending order based on a metricM.

The value of M for a connection is calculated by multiplying the amount of backlog (in

bytes) in its queue with the number of bytes that a single OFDMA slot will be able to trans-

mit on the connection in the current frame. MCS selected for a connection is dependent on

the CQI and will in turn determine the number of bytes an OFDMA slot can carry for the

connection in the current frame. The metric affects the ordering of the connections while

allocating available OFDMA slots. Note that such ordering becomes important when there

are not enough OFDMA slots available to accommodate the minimum number of packets

(as determined by model parameters) from all the backlogged downlink connections. If

two connections have the same amount of backlog, then the connection that can transmit

more bytes per slot will be given preference for the remaining slots. This cross-layer adap-

tive ordering is designed to improve resource utilization as the connection with the better

channel quality will likely need less number of slots to clear the same amount of backlog.

On the other hand, we also want connections with large backlogs to have better opportunity

to transmit their packets. Therefore, among two connections with the same MCS level, the

connection with larger backlog will be given preference in the ordering.

The scheduler then goes over the sorted list to determine how many packets to schedule

in the current frame for each connection. Let us assume that connection with CID c1 is the at

the top of the sorted list. In the first iteration, it starts by selecting the top ⌈xc1×qc1⌉ packets

for connection c1, where qc1 is the number of backlogged packets in the connection’s queue

and xc1 is the associated model parameter. The number of slots necessary to transmit

those packets is then calculated. If a new IE needs to be created in the DL-submap to

carry the allocation information, the necessary overhead is added while calculating the
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number of slots required. The other factor in this calculation is the transmission rate which

corresponds to the selected MCS for the destination MS of connection c1. If there is enough

space left in the DL-subframe to accommodate the calculated number of slots, these packets

are marked as selected for transmission in the current frame. The amount of available space

is also updated by deducting the number of slots selected for the connection. The next

connection in the sorted list is then considered and the above process is applied to choose

the minimum number of packets and corresponding number of required OFDMA slots. The

first iteration continues until all the connections in the list [c1, c2, · · · cm] are considered for

the above step or all the DL-subframe space is used up.

After the first iteration, if more space is left in the DL-subframe and some QoS con-

nections in [c1, c2, · · · cm] still have backlogged packets not selected yet for transmission

in the current frame, the allocation module enters into more iterations. The aim of these

subsequent iterations is to avoid wasting any empty space in the DL-subframe. In these

iterations, the initial sorted order of connections is maintained, but the packets are selected

by considering backlog containing those packets that have not been selected in previous

rounds of iterations. The process is repeated until it is determined that further iterations

will not allocate any more space to the QoS connections. The allocation module then con-

siders BE connections if more space is left in the DL-subframe.

The selected packets for each connection are then scheduled to transmit in the current

DL-subframe. A single IE with the allocation information is constructed in the DL-MAP

for each scheduled connection, and slots allocated to the connection are chosen to be con-

tiguous.
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2.6 Results

In this section, we report numerical and simulation results for our proposed queueing model

and the model-based resource allocation scheme. For the queueing model, we tag an arbi-

trary downlink service flow and analyze the sensitivity of the model outputs to the model

parameter associated with its connection. From these results, we discuss how the appro-

priate value of the model parameter can be chosen for the connection so that the QoS

requirement of the service flow can be met. The simulation results are then presented to

show the performance of the proposed model-based resource allocation scheme in meeting

QoS requirements of both real-time and non-real-time service flows.

2.6.1 Numerical Results

To derive the numerical results, we coded in Matlab the steps involved in the queueing

model developed in section 2.4. For the packet arrival process, we use a 3-state MMPP

model with the following parameters:

P =


0.0005 0.9751 0.0244

0.2438 0.7245 0.0317

0.1463 0.0024 0.8513

 ; δ = diag(0.62, 2.75, 4.95).

The maximum capacity of the downlink queue was set to 25 packets. Since numerical

results are derived for a single connection, its model parameter is referred simply by x,

without any subscript.

Fig. 2.3 shows the CDF of delay experienced by the packets transmitted over the tagged

service flow for various values of model parameter x. As the value of x is increased, the

delay CDF improves, albeit by different amount at different ranges of values of x. In the
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Figure 2.3: CDF of packet delay for various values of model parameter x
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Figure 2.4: Model parameter x vs. packet loss rate

figure, the improvement is quite substantial as we increase x from 0.05 to 0.1 and then to

0.15. The gain then starts to level off when we increase x further. Although this trend

should remain similar in general, the exact effects are likely to vary for different ranges

of values for x, depending on the packet arrival statistics. Now let us assume that the

tagged service flow has been provided a probabilistic guarantee that with 95% probability

its packets will be served within 50 ms. Assuming a frame duration of 5 ms, we can see
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from the figure that x = 0.05 will not be sufficient to meet this guarantee. If we only

consider the values of x having an interval ∆ = 0.05, it is apparent that the delay guarantee

could be met with x = 0.1. As we will see in the next paragraph, other QoS constraints,

however, might demand the value of x to be raised further.

In Fig. 2.4, we show the effect of parameter x on the packet loss rate experienced by the

tagged service flow. The interval ∆ associated with the values of x is again set to 0.05. The

effect of x on packet loss rate seems very pronounced when the value of x is changed inside

the range 0.05 to 0.15. With x higher than 0.2, the probability of buffer overflow becomes

negligible. Now if we assume that the service flow has been guaranteed a maximum packet

loss rate of 1%, this obligation clearly cannot be met with x = 0.1 or x = 0.15, which

incur a packet loss rate of 9.44% and 2.49% respectively. With x = 0.2, the packet loss

rate comes down to 0.5%, which is below the allowed packet loss rate. Although x = 0.1

was sufficient to meet the delay guarantee mentioned in the previous paragraph, x = 0.2 is

required instead if this packet loss target needs to be met at the same time.

2.6.2 Simulation Results

We have also performed extensive simulations to evaluate the performance of the proposed

resource allocation framework. To this end, we have developed a MATLAB-based WiMAX

System Level Simulator (SLS) that includes a resource allocation module implementing

our proposed scheme. We have also implemented Earliest Deadline First (EDF), Weighted

Deficit Round Robin (WDRR) and a hierarchical scheme in our SLS, which allows to se-

lectively run these schemes to compare the performance of these schemes with that of our

proposed scheme. The EDF is a well known scheme designed for providing QoS for delay-

sensitive multimedia applications in many wired and wireless systems including WiMAX.
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At each scheduling instant, priority is given to packets that have earlier deadlines. WDRR

is a modified version of Deficit Round Robin (DRR) [7], which essentially is a O(1) approx-

imation of Weighted Fair Queueing (WFQ) [8]. In [9], WFQ was proposed and evaluated

for intra-class scheduling of throughput guaranteed nrtPS connections. However, due to the

frame-based transmissions in mobile WiMAX systems, where multiple connections can be

scheduled within a frame time, WFQ does not perform significantly better than round-robin

based schemes [10]. The high complexity involved in implementing WFQ is thus no longer

justified; rather DRR becomes a better alternative due its low-complexity. DRR was also

selected by Cicconetti et al. in [11] for downlink scheduling . The WDRR scheme pro-

posed by Lakkakorpi et al. in [12] further modifies the standard DRR to allow dynamic

adjustment of the quantum parameter for each connection according to the connection’s

channel quality. The authors also found that, in a mobile WiMAX system, the channel-

adaptive design of WDRR offers better performance over the standard DRR. We therefore

compare our proposed scheme to WDRR instead of the standard DRR.

Simulation Setup and Parameters

We have simulated a single IEEE 802.16e WiMAX cell with PMP architecture, in which a

single BS communicates with multiple MSs. The MSs are assumed to be distributed uni-

formly across the cell. To model the link adaptations due to mobility and channel variations,

we have used the results reported in [13] from the Mobile WiMAX link-level simulations

carried out at Intel’s Wireless Standards and Technology Laboratory. The IEEE 802.16e

link-level simulator assumed the following mix of mobility profiles [14] for the MSs served

by the network: 60% ITU Pedestrian B 3 Km/h, 30% ITU Vehicular A 60 km/h and 10%

ITU Vehicular A 120 km/h. It also assumed a 2×2 MIMO model in the DL with two trans-
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Table 2.1: System parameters

Parameters Value
PHY OFDMA

Duplexing method TDD
Frame duration 5 ms

Bandwidth 10 MHZ
DL:UL ratio 26:21

Number of DL subchannels 30
Number of DL symbols per slot 2

Number of Symbols in DL-subframe 26
DL subchannelization scheme PUSC
Number of antennas (TX:RX) 2:2

FFT size 1024
Compressed MAP enabled

MAP MCS QPSK (1/2)
HARQ scheme disabled

Queue size limit (in packets) 50
Fragmentation/packing OFF

Mobility model 60% ITU PB3, 30% VA30, 10% VA120

Table 2.2: Modulation and coding schemes (MCS) used in the simulation

Level Bytes per slot
(without SMX/with SMX MCS (without SMX/with SMX)

1/- QPSK 1/12 1/-
2/- QPSK 1/8 1.5/-
3/- QPSK 1/4 3/-

4/12 QPSK 1/2 6/12
5/13 QPSK 3/4 9/18
6/14 16-QAM 1/2 12/24
7/15 16-QAM 3/4 18 /36
8/16 64-QAM 1/2 18/36
9/17 64-QAM 2/3 24/48

10/18 64-QAM 3/4 27/54
11/19 64-QAM 5/6 30/60
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mit antennas at the BS and two receive antennas at each MS. The assumed MCS levels and

their corresponding per-slot data capacities are listed in Table 2.2. MCS levels 1, 2 and 3

employ QPSK 1/2 with repetition 6, 4 and 2 respectively. MIMO mode for MCS levels

4 to 11 is space-time block coding (STBC), whereas MCS levels 12 to 19 adopt spatial

multiplexing (SMX). We select the MCS level for each MS during each WiMAX frame ac-

cording to the reported MCS distribtion in Fig. 3 (for 1.4 km BS-BS separation) of [13]. We

list selected values for important simulation parameters involving the OFDMA-based air

interface in Table 2.1, other physical layer specific parameters were chosen in accordance

with [13]. We simulated 11000 WiMAX frames for each of the simulation experiments and

took average from several runs to smooth out the results.

QoS Support for Non-Real-Time Service Flows

Non-real-time applications can tolerate delays, but demand a limited level of packet loss.

Our first set of simulations is aimed at evaluating the effectiveness of our proposed scheme

in providing QoS for such applications. We use a non-real-time application modeled by the

following set of MMPP parameters:

S =

 0.975 0.025

0.05 0.95

 , δ = diag (0.5, 2.0).

These MMPP parameters can be derived considering a peak rate of 2 packets/frame, min-

imum rate of 0.5 packets/frame and mean rate of 1 packets/frame, which are equivalent

to 747 Kbps, 187 Kbps and 373 Kbps respectively, considering the following packet size

distribution: truncated pareto with shape paramter a =1.1, minimum packet size of 81

bytes and maximum packet size of 1500 bytes. The truncated pareto distribution is often
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Figure 2.5: System-wide packet loss rate for non-real-time services

used to model size of the packets carried by Internet data traffic. For evaluating WiMAX

MAC layer performance, same parameter values as above were also used in [10] to model

packet size distribution of non-real-time data traffic. The packet loss performance results in

Fig. 2.5 are obtained for a homogenous traffic scenario where each of the MSs is associated

with a downlink service flow transporting traffic modeled by above listed parameters. The

maximum tolerated packet loss rate for each of the service flows is set to 1%. QoS for non-

real-time services are also often sought in terms of required throughput and our scheme is

capable of handling such requirement too. However, we note that, for a given PER and

the offered load on a service flow, throughput and packet loss rate measures of the service

flow can be calculated directly from each other. We, therefore, consider packet loss rate

only in our simulation analysis. The results for WDRR are also shown for comparison. We

can clearly see that, compared to WDRR, our proposed scheme significantly improves the

system-wide packet loss performance. The packet loss rates drawn in Fig. 2.5, however, is

averaged over all connections. Nevertheless, the results show that the proposed scheme’s

pro-active management of backlogs at the connection queues is very effective in reducing
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Figure 2.6: Number of supported non-real-time service flows vs. their arrival intensi-
ties

unwanted packet losses.

In Fig. 2.6, we show the number of service flows that can be supported without violat-

ing the target packet loss rate of 1% for any of the service flows. To show how different

levels of traffic load affect the performance, we plot the capacity values against intensity of

the packet arrival process. We use the same traffic parameters as described in the previous

paragraph, except that the rate matrix is now specified as δ = ρ × diag (0.5, 2.0), where ρ

is the intensity parameter. We vary the value of ρ by 0.25 from 0.75 to 2.0, which translates

to an average data rate of 280 Kbps to 747 Kbps. We can see that our proposed scheme

significantly outperforms WDRR in a wide range of arrival intensities. Unlike WDRR, our

proposed scheme is queue-aware and therefore, better adapts to backlog buildups at the

connection queues. Thanks to the model-based approach, our scheme also has the advan-

tage of having the precise information on the minimum amount of backlog that needs to

be transmitted from each backlogged QoS connection during every frame. The proposed

scheme can, therefore, make more-informed scheduling decisions and is more successful
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in avoiding under-allocation of resources to the scheduled connections. These factors con-

tribute positively to the performance benefit of our proposed scheme over WDRR in terms

of the number of supported non-real-time service flows in the downlink.

QoS Support for Real-Time Service Flows

In the next set of simulations, we evaluate how effectively our model-based resource al-

location scheme can meet QoS guarantees for real-time multimedia applications such as

streaming video, audio/video conferencing, VoIP. These delay-sensitive applications need

their packets to be transmitted within a certain delay limit and can tolerate only a very lim-

ited amount of packet losses. In our analysis, we assume a homogeneous traffic scenario,

where each MS is associated with a real-time service flow characterized by identical traffic

parameters. We use the following 3-state MMPP model mapped to the real traffic trace of

a VBR MPEG-4 coded live video stream:

P =


0.9475 0.0525 0

0.1042 0.0750 0.8208

0 0.8333 0.1667

 ; δ = diag(0.58, 1.37, 4.65).

The parameters associated with the three states of this MMPP model were derived by

matching the arrival and frame size statistics of I, P and B frames in the traffic trace [15].

To avoid confusion, we will refer to the video frames as packets in our analysis. The aver-

age bit rate of the VBR video stream is 256 Kbps. For each of these connections, packet

delay limit is set to 50 ms with 95% probability level and the maximum allowable packet

loss rate is set to 1%.

Fig. 2.7 compares our proposed scheme with EDF in terms of system-wide packet de-
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Figure 2.7: System-wide packet delay violation probability for real-time services
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Figure 2.8: System-wide packet loss rate for real-time services
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lay violation probabilities with various number of service flows in the system. To find the

system-wide delay violation probability, we compute the delay experienced by each trans-

mitted packet and then determine how many of these packets have failed to transmit within

the guaranteed delay limit. We then divide the number of packets exceeding delay limit

by the total number of transmitted packets. The figure clearly shows that the delay viola-

tion probability with EDF starts to rise much earlier than that with our proposed scheme.

With increasing number of service flows, the limited number of slots in the DL-subframe

gradually raises the earliest deadline that the EDF can serve during a frame time. After

the number of service flows increases to a certain value, the earliest deadline the EDF can

serve during a frame time crosses the maximum packet delay limit of all the backlogged

connections. This can explain the sharp rise of packet delay violation probability with EDF

when the number of service flows in Fig. 2.7 increases beyond 27. Our proposed scheme,

on the other hand, pro-actively manages the backlogs at the connection queues and is tar-

geted towards meeting the packet delay guarantees in contrast to EDF’s goal of minimizing

overall packet delay in the system. It can thereby achieve a lower system-wide packet delay

violation probability for more number of service flows, as evident in Fig. 2.7. The delay

violation probability starts to rise when the number of service flows is more than 36; the

rate of this increase, however, declines considerably with more than 45 service flows. Note

that we consider the delay experienced by admitted packets only. Therefore, this gradual

decline means the packet loss rate is also on the rise with more than 45 service flows, as

the scheme is working to keep delay violation probability of admitted packets in check.

In Fig. 2.8, we compare the packet loss performances achieved by EDF and our pro-

posed scheme. Until the number of service flows in the system reaches 28, the system wide

packet loss rates of both EDF and our proposed scheme remain insignificant. The packet
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Figure 2.9: Number of supported service flows (real-time video streams) vs. their bit
rates

loss rate with EDF then starts rising pretty rapidly. With our proposed scheme, on the other

hand, we can increase the number of service flows to 45 without incurring any significant

packet loss. Note that, the model parameters used in our resource allocation scheme were

derived to keep packet loss rate at individual service flows within 1%. The packet loss

rates drawn in Fig. 2.8, however, is averaged across all the real-time service flows in the

downlink. Nevertheless, the results show that our scheme is more effective in preventing

unwanted packet losses by better controlling the backlog buildups at the connection queues

associated with the service flows.

Although the results presented in Figs. 2.7-2.8 clearly shows that our proposed scheme

achieves significant improvement of both delay and packet loss performances across the

system, we further investigate how the individual service flows are affected. Fig. 2.9 shows

how many service flows can be served without violating the delay and packet loss guaran-

tees for any of the service flows. We vary the bit rate of the video connection associated
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Figure 2.10: Number of supported non-real-time and real-time service flows compet-
ing simultaneously

with each downlink service flow. To vary the bit rate, we modify the video frame sizes

by multiplying them by a common factor; I,P and B frames are equally affected. For each

service flow, the maximum packet delay is guaranteed to be 50 ms with 95% probability

level and maximum allowable packet loss rate is set to 1%. We compare the performances

of the proposed scheme and the EDF. As can be seen, our proposed scheme can serve more

service flows with the specified QoS support. The performance advantage of our scheme

remains superior on a wide range of offered loads on the video connections. The results

show that, with our proposed scheme, the WiMAX BS can admit significantly more number

of MSs that are seeking service for real-time applications.

QoS Support for a Heterogenous Traffic Mix

The above results are indicative of the performance benefits of our proposed scheme in

providing QoS for both real-time and non-real-time services. We further our analysis to

heterogeneous traffic scenarios where both real-time and non-real-time applications are
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supported simultaneously in the system. To this end, we attach real-time traffic service

flows with downlink connections to a given number of MSs and configure the rest of the

MSs in the system as the receiving ends of non-real-time service flows. We attach one ser-

vice flow only to each MS. We vary the number of real-time service flows in the system and

determine how many non-real-time service flows can be supported simultaneously without

violating the QoS requirements of any of the real-time or non-real-time service flows. The

traffic stream for the real-time service flows are generated from the same MMPP model

as was used in the previous set of set of simulations. The bit rate of the real-time video

stream was set to 256 Kbps. For the non-real-time traffic, we adopt the 2-MMPP model

used before and set its intensity parameter ρ = 1. We compare the performance of our

proposed scheme with a hierarchical resource allocation scheme. The design of the hier-

archical scheme is similar to [9], which assigned higher priority to rtPS class over nrtPS

class and proposed EDF and WFQ for the intra-class scheduling for these service classes

respectively. Accordingly, the hierarchical scheme implemented in our simulation assigns

higher priority to real-time service flows over non-real-time service flows. Given the ben-

efits of WDRR over WFQ as discussed earlier, the scheme implements WDRR instead of

WFQ for allocating resource among non-real-time service flows, whereas EDF is retained

for resource allocation among real-time service flows.

Fig. 2.10 presents the number of non-real-time service flows that can be supported

simultaneously with different number of real-time service flows. The QoS requirement

for the non-real-time service flows is set to a maximum packet loss rate of 1%, whereas

the real-time service flows are guaranteed a maximum packet delay of 50 ms with 95%

probability and a maximum packet loss rate of 1%. We can see that, compared to the

hierarchical scheme, our proposed scheme can provide QoS for more number of service
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flows when both real-time and non-real-time applications are competing for service. With

the hierarchical scheme, the queues attached to non-real-time traffic are serviced only after

the queues of real-time traffic are exhausted. As a result, some non-real-time traffic queues

might not receive adequate resource to meet their QoS or might even starve while the real-

time traffic queues are allocated more than enough resource. Our proposed scheme, on the

other hand, does not need such priority-based mechanism to protect the QoS of real-time

service flows; individual service flows are allocated resource according to their QoS needs

regardless of their service classes. The benefit of such isolation of service compared to

a priority-based hierarchical scheme is evident in the results plotted in Fig. 2.10. These

findings confirm that our proposed scheme not only excels in providing QoS for individual

application types but also better protects their QoS from each other in a heterogeneous

traffic scenario.

2.7 Related Work

Previous work on resource allocation on WiMAX systems has evolved over time as the

standardization activities have matured. In the uplink, the resource allocation problem is

often jointly addressed with bandwidth request/grant mechanisms as a WiMAX BS does

not have direct access to queues located at individual MSs. In this work, we focus on down-

link resource allocation problem, and for a survey on uplink resource allocation schemes,

we refer readers to [16].

For the basic 802.16 standard, which was introduced with single-carrier PHY, the re-

source allocation problem, however, is very similar to that in TDMA-based cellular sys-

tems. This also applies to OFDM PHY, as with IEEE 802.16d, where all subcarriers are

allocated as a whole to a particular MS during a frame either in the uplink or the downlink
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direction. Many of the earlier resource allocation solutions were proposed assuming time

division multipexing without focusing on any specific PHY. They are often packet schedul-

ing schemes based on traditional time-domain radio resource scheduling solutions and are

customized to make compatible with the scheduling service classes defined in the 802.16

standard. Some of these schemes are designed for specific traffic types such as video,

VoIP and targets the relevant service classes. For delay sensitive applications that use

rtPS scheduling service, EDF and Modified Largest Weighted Delay First (MLWDF) [17]

were evaluated in previous research. Classical wired network schedulers such as Weighted

Round Robin (WRR), WFQ and their variants were also proposed and evaluated for both

delay-sensitive rtPS and throughput-guaranteed nrtPS applications. Wongthavarawat and

Ganz [9] proposed a hierarchical scheduling scheme where EDF and WFQ are used for

intra-calss scheduling of rtPS and nrtPS connections respectively, and a simple priority

based scheme is adopted for allocating resource among different service classes. The solu-

tion proposed by Wang and Dittman in [18] is another example of hierarchical scheduling

scheme. Among other solutions, Niyato and Hossain [20] proposed a scheduling mech-

anism that distributes the available bandwidth of the WiMAX channel to the connections

belonging to different service classes by using a joint queueing and optimization model; the

aim was to maximize the utility which is dependent on the average throughput and delay

performance achieved by connections belonging to different QoS classes. In [19], Liu et al.

proposed a cross-layer scheduling scheme that assigns a fixed amount of bandwidth to UGS

connections and then uses a priority function to determine the connection to be scheduled

for the remaining bandwidth in a frame. The priority function for each connection is cal-

culated using the channel quality, service status and QoS requirments. Only one non-UGS

connection is scheduled in a frame, which might result in inefficient resource usage. Lera
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et al. proposed a schemer that tweaked the WF2Q+ algorithm in [21] to work for per-class

queues rather than per-flow queues that WF2Q is originally designed for. Chen et al. in [22]

introduced a fuzzy logic based scheduling algorithm to provide intra-class QoS guarantees

while maintaining intra- and inter-class fairness. The online computation requirement with

the scheme, however, could be prohibitively high.

Resource allocation schemes specifically proposed for OFDMA-based WiMAX sys-

tems, however, follow two main avenues of research. The first avenue of research con-

siders subcarrier/subchannel assignment along with rate and power adaptation across users

mainly to improve system level performance such as capacity and throughput. These solu-

tions have basic similarity with those for OFDMA resource allocation problem in general.

Examples of such solutions are [23, 24, 25, 26] and their main limitation is that the goal

is to improve system performance but not necessarily to provide specific QoS to applica-

tions and service. The second category of solutions involve frame-by-frame scheduling

of OFDMA subchannels or slots among admitted service flows or connections. Yahiya et

al. [27] proposed a cross-layer scheduling mechanism that assigns priorities to UGS, rtPS

and nrtPS connections for each available subchannel. The scheme, however, has the lim-

itation of assuming an AWGN channel model and of possible starvation of applications

that have low traffic intensity. Performance results only showed average system throughput

and packet loss probability achieved for different number of users. In [28], Mehrjoo et al.

proposed a queue- and channel-aware schedular, called opportunistic stable queue schedul-

ing for WiMAX downlink. The scheduler, however, aimed to improve overall throughput

and packet dropping probability experienced by MSs in the system and did not provide

mechanism to meet QoS guarantees for individual connections. In [29], Ali et al. proposed

a cross-layer scheme where the scheduling priorities of different connections are calcu-
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lated using channel quality, service class and QoS requirements of the connections. The

optimization-based solution is likely to suffer from very high implementation complexity.

The average delay and throughput performances achieved by different service classes over

time were presented, but how well QoS guarantees for individual connections could be met

was not shown in the simulation results. Wan et al. took a similar approach in [30], but

resorted to priority-based scheduling to avoid complexity of an optimized solution. Aver-

age system throughput, average rtPS packet loss rate and average nrtPS packet delay were

presented against different channel SNR. Effectiveness in meeting QoS guarantees for in-

dividual connections was not presented.

2.8 Conclusion

In this chapter, we have proposed a novel resource allocation framework for downlink

service flows in IEEE 802.16e mobile WiMAX systems. At first, we have developed a

queueing analytical model that relates important performance measures of an admitted ser-

vice flow to its packet arrival statistics and a parameter in the packet scheduling scheme.

Referring to this parameter as the model parameter for the service flow, we have demon-

strated how the output from the queueing model can be utilized to set the appropriate value

for this model parameter. This value of the model parameter essentially allows to compute

the minimum number of packets that need to be scheduled from the queue of the service

flow in order to meet its QoS requirement. Each admitted service flow is associated with a

model parameter. Next, we have proposed a cross-layer adaptive and queue-aware resource

allocation scheme that utilizes these parameter values along with the channel quality and

backlog information to schedule packets and allocate OFDMA slots among downlink QoS

connections. The proposed model-based approach offers simplicity of design for the on-
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line component, flexibility to the service providers in defining QoS parameters and better

compatibility to the IEEE 802.16e standard. Instead of complexities involved with in-

stalling separate scheduling schemes within the same resource allocation framework for

real-time and non-real-time traffic, our model-based approach offers an efficient unified

way to handle both types of traffics and their diverse QoS requirements. We have run

simulation experiments to evaluate the performance of our proposed scheme in providing

QoS for VBR real-time and non-real-time multimedia and data services. Compared to EDF

scheduling, which is specialized for allocating resource to delay-sensitive applications, our

proposed scheme significantly reduces delay violation probability and packet loss rate for

real-time services. As a result, the number of real-time service flows that can be supported

by the system is also improved considerably. For non-real-time services, our proposed

scheme achieves much better packet loss rate performance and can support significantly

more service flows compared to throughput conscious WDRR scheduling. We have also

shown that, even without priority-based or complex hierarchical approach, our proposed

scheme can successfully protect QoS of individual service flows in a heterogenous traffic

scenario involving both real-time and non-real-time services.
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Chapter 3

Cross-Layer Analysis of Downlink

V-BLAST MIMO Transmission

Exploiting Multiuser Diversity1

3.1 Introduction

Ever increasing demand for high data rate transmission over wireless systems has opened

many new avenues of research in wireless communication. Multiple Input Multiple Out-

put (MIMO) wireless technology is receiving profound attention in this respect because

it can enhance spectral efficiency significantly in rich scattering wireless environment [1].

Besides increased data rate, a major goal of future wireless systems design is to provide

proper Quality of Service (QoS) in terms of performance measures such as delay, packet

loss, packet throughput to both data and time intensive applications that are increasingly

1A version of this chapter has been published. Rashid, M.M., Hossain, E. and Bhargava V.K. (2009)
Cross-Layer Analysis of Downlink V-BLAST MIMO Transmission Exploiting Multiuser Diversity. IEEE
Trans. on Wireless Commun. 8(9):4568–4579.
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being deployed on wireless systems. Although improving physical layer data rate is a major

step toward this objective, this will often not be enough. This is especially true for mul-

tiuser systems where many users have to compete for the limited available radio resource.

A cross-layer design approach is a more viable approach that would take into consideration

both physical and Medium Access Control (MAC) layer aspects of the communication as

well as the traffic characteristics and QoS requirement of the applications. Studying the

cross-layer effects on the QoS experienced by the users in such systems is an important

step towards this objective.

Among many signal processing techniques available for MIMO wireless systems, V-

BLAST [2] is well known for its ability to offer excellent performance-complexity tradeoff.

The V-BLAST aims to achieve MIMO potential by employing spatial multiplexing, which

can theoretically offer a nearly linear increase in system capacity with increasing number

of transmit antennas–provided thatthe number of receive antennas is greater than or equal

to the number of transmit antennas. In a multiuser scenario, how well this improved ca-

pacity can be utilized also depends on how transmissions are scheduled among the users.

Exploiting multiuser diversity in the scheduling process has been shown to achieve optimal

system throughput for Single Input Single Output (SISO) systems [3]. Multiuser diversity

can also be exploited to the efficient utilization of the increased system capacity in MIMO

systems [4]. In fact, simple zero-forcing (ZF) receivers in conjunction with multiuser di-

versity have been shown to achieve a large portion of MIMO downlink capacity [5, 6, 7].

By considering the linear ZF receiver with the V-BLAST transmission model, the MIMO

channel can be decoupled into parallel independent subchannels. The transmit antennas

have a one-to-one association with these subchannels, which can now transmit indepen-

dent streams or substreams [4]. In a multiuser scenario, multiuser diversity can be exploited
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further by utilizing this extra dimension to opportunistically assign different transmit an-

tennas to different users over time. The independent stream scheduler proposed by Heath

Jr. et al. in [4] is designed based on this idea. As a generalization of the throughput op-

timal scheduling for multiuser diversity in SISO systems, it is expected to offer excellent

throughput performance for the multiuser MIMO systems considered in this chapter.

In this chapter, we consider the independent stream scheduler in the downlink to exploit

multiuser diversity in a V-BLAST MIMO wireless system and develop a queuing analytic

model to determine the cross-layer effects on important QoS measures. We model the

independent subchannels associated with each of the transmit antennas by a Finite State

Markov chain (FSMC) and consider Adaptive Modulation and Coding (AMC) employed

in the physical layer to achieve a predefined packet error rate. From the queuing model, we

derive important performance measures at the MAC layer. From the model output, these

performance measures can be related to the physical layer parameters and traffic arrival

statistics. Example applications of the queuing model are also outlined which include a

model based admission control scheme.

Although many related research efforts have dealt with performance analysis (e.g. [8,

9, 5, 10, 11]) and performance enhancement (e.g. [12, 13, 14, 15]) of multiuser MIMO

systems, their focus in most cases has been on the capacity, throughput and/or outage prob-

ability achievable at the physical layer. We, in contrast, propose a very elaborate cross-layer

analytical model to relate the physical layer parameters with the MAC layer performance

measures in presence of multiuser diversity exploited in the resource scheduling process.

As in multiuser SISO systems, multiuser diversity has been shown to have a great potential

in improving system performance in multiuser MIMO systems as well. Heath Jr. et al.

in [4] have presented simulation analysis on various ways to exploit the multiuser diver-
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sity in multiuser MIMO systems and their effects on the spectral efficiency of the system.

Airy et al., on the other hand, have presented analytical models in [16] to compare two

opportunistic scheduling techniques in this context. The performance measures are the raw

bit rate achievable from the system and the average delays experienced by fixed sized files

served from different users. The results from these two research works have motivated us

to choose the particular scheduling scheme assumed in our chapter. However, unlike the

authors in these works, we develop a cross-layer analytical model that captures the layered

aspect of the system design, derives more comprehensive performance measures such as

packet delay statistics, packet throughput and loss rate, and relates these performance to

important physical layer and traffic parameters for better system design. Our work also

considers more realistic traffic model that captures the potential burstiness in the arrival

process.

The rest of the chapter is organized as follows. In section 5.2, we describe the MIMO

system model and multiuser diversity scheme that we are considering in this chapter, and

discuss relevant assumptions. We formulate the queuing model and derive important per-

formance measures from the model in section 3.3. In section 5.4, we present some se-

lected numerical results derived from the queuing model. Some example applications of

the model are presented in section 5.5. Section 6 concludes the chapter with some future

research directions.

3.2 System Model and Assumptions

We consider a MIMO wireless system comprising of a number of users covered by a single

base station. The model presented in this chapter focuses on downlink scheduling. There-

fore, the transmission buffers for the users are assumed to be located at the MAC layer in
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the base station. We consider limited space in these transmission buffers and assume that

downlink traffic arrive at these transmission buffers following some stochastic traffic arrival

process. The MIMO system consists of V-BLAST transmission model with a ZF detector

at the receiver side.

Similar to the MAC layer model used in [17], packets arrive from the higher layers to

the MAC layer where they are grouped into MAC layer frames. The system is assumed

to be time slotted with the slot size equal to the duration of a frame transmission. This

duration, Tf is fixed although the size (in bits) of a frame might vary from frame to frame

due to the AMC used to adaptively adjust the transmission rate at different transmit an-

tennas. Considering a slowly varying fading environment, we assume that the channel

remains static over a frame duration.Assuming a fixed packet size, the number of packets

transmitted in a frame duration will vary accordingly. The MIMO transmission model al-

lows independent streams to be transmitted through different transmit antennas, which are

located at the base station for downlink transmission. The V-BLAST MIMO transmission

model and the receiver architecture are briefly described in the next subsection.

3.2.1 MIMO Transmission Model and Receiver Architecture

We consider V-BLAST transmission model with t transmit antennas and r receive antennas

(r ≥ t). If s = [s1, s2, · · · , st]T is the vector of symbols transmitted from the t transmit

antennas during a symbol time and H is the t× r channel matrix at that time instant, then

the received signal vector v = [v1, v2, · · · , vr]T can be expressed as

v = sH+w, (3.1)
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where w = [w1, w2, · · · , wr]
T is the noise vector. We assume that the elements of this

noise vector are zero mean i.i.d Gaussian random variables with variance equal to N0.

For the detection of the symbol vector from the V-BLAST transmitter, several detec-

tion algorithms including minimum mean square error (MMSE), successive interference

cancellation (SIC) and ZF have been proposed for the MIMO receiver [2]. Choice of a re-

ceiver algorithm, in general, is a tradeoff between performance and implementation cost/-

complexity. ZF is simple and offers low cost implementation, but is known to suffer from

the effect of noise enhancement. MMSE is more complex than ZF, but offers better noise

suppression. In contrast, with much higher complexity, SIC-based receiver could poten-

tially achieve the full capacity gain of the MIMO system [5, 18]. However, in a multiuser

scheduling system, multiuser diversity can offer a natural way to mitigate the drawback

of poor noise performance by ZF; in fact, it has been shown that the combination of mul-

tiuser diversity with zero forcing can lead to a low-cost and effective way for achieving a

large portion of MIMO downlink capacity [5, 6, 7]. Besides these, the fact that the post-

detection SNR distribution for ZF receiver is known allows for nice analytical tractability

for our cross-layer queueing analysis.

In ZF detection, the receiver, which is assumed to have the perfect knowledge of the

channel, multiplies the signal vector received during a symbol time by the pseudo-inverse

H† of the channel matrix at that time instant. Assuming a transmission power of Es per

transmit antenna, the post-detection SNR associated with the ith transmit antenna i.e. the

post-detection SNR at the ith subchannel can be expressed as [19]

γi =
Es

N0[H∗H]−1
ii

=
γ0

[H∗H]−1
ii

, i = 1, 2, · · · , t, (3.2)
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where H∗ is the Hermitian transpose of H and γ0 = Es/N0. Due to this MIMO system

model, t independent streams can be fed into t transmit antennas. However, a single data

stream can be divided into t independent substreams for transmission as well.

3.2.2 Modeling the MIMO Channel

We assume a point-to-point Rayleigh flat fading channel with transmit antenna correlation,

but without any receive antenna correlation. In cellular mobile systems, in general there

are several local scatterers around the receiver or hand set. Due to the effect of these

local scatterers, fading of the received signals are more likely to be uncorrelated across the

receiver antennas. However, at the base stations trasmit antennas are often mounted on top

of high buildings or towers. Local scatterers are not usually present around these transmit

antennas and therefore, the signal fading across these antennas tends to be correlated. With

this assumption, the probability density function (pdf) of the post-detection SNR associated

with the ith subchannel can be shown to be Gamma distributed as follows due to [19]:

f(γi) =
γr−t
i

(γ0/σ2
i )

r−t+1
Γ(r − t+ 1)

exp

(
− γi
γ0/σ2

i

)
, (3.3)

where σ2
i is the ith diagonal entry of the inverse of the transmit correlation matrix.

We assume that the post detection SNR of each subchannel is quantized into a number

of discrete values which are fed back to the transmitter to adjust the modulation level.

These discrete values essentially represent the subchannel states. If Z + 2 thresholds

{ϕ0, ϕ1, · · · , ϕZ+1} are used to quantize a subchannel, the subchannel will have Z + 1

states C = {0, 1, · · · , Z} and it will be in state j when the post-detection SNR is within the

range (ϕj, ϕj+1]. Here it is assumed that the SNR thresholds satisfy the following inequal-

ity: 0 = ϕ0 ≤ . . . ≤ ϕj ≤ . . . ≤ ϕZ+1 =∞.
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Assuming correlated block fading, we model the variation in each subchannel over

time using an FSMC, which is a well accepted channel model for slowly varying environ-

ment [20]. For a given doppler spread, the transition probabilities between the states of the

FSMC can be found from the post-detection SNR distribution following few steps as de-

scribed, for example, in [17]. In the transmitter, for each of the transmit antennas, AMC is

applied to map a unique transmission rate to each of the states of the associated subchannel.

When the subchannel is in state j, ζj packets can be transmitted per frame time through this

subchannel using transmission mode j. These transmission modes are selected such that a

prescribed average packet error rate PER can be maintained at each subchannel state.

3.2.3 Multiuser Diversity Scheme

The objective of downlink multiuser diversity systems is to maximize long run average sys-

tem throughput. The opportunistic scheduling scheme proposed in [3] for SISO systems

has been shown to achieve this objective by assigning the time slot in consideration to the

user that has the best channel quality at that time instant. Heath Jr. et al. in [4] have pro-

posed generalization of this scheme for MIMO systems where the MIMO channel can be

modeled as a series of parallel SISO equivalent channels. The scheduler is called indepen-

dent stream scheduler which assigns each transmit antenna at each time slot independently

to the user who has the highest state in the subchannel associated with the transmit antenna.

If more than one users exhibit the highest state for that subchannel, then one of those users

is picked up randomly to be assigned to that transmit antenna. As a result, a single user

may be assigned zero, one or more than one transmit antennas at any time instant.

Note that optimality results similar to [3] is not possible for MIMO multiuser diversity

systems due to the dependence of throughput not only on the received SNR but also on
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the subspace structure of the channel matrix and the receiver [4]. The independent stream

scheduler considered in this chapter is thus not a provably optimal MIMO multiuser di-

versity scheme. However, as a generalization of the throughput optimal SISO multiuser

diversity scheme, it is expected to offer excellent throughput performance for the multiuser

MIMO systems considered in this chapter.

3.3 Queueing Model and Analysis

We consider a system where all the users have the same number of receive antennas and

have similar channel fading characteristics. These assumptions of a homogeneous system

allow us to model the system from the perspective of a tagged user. Without loss of gener-

ality, the following analysis is done considering user 1 as the tagged user and therefore, the

user number index for user 1 is omitted. Also note that the time slot duration in the discrete

time queuing model is equal to a MAC layer frame transmission time, Tf .

We assume that packets arrive in the buffer following a Batch Bernoulli arrival process.

We also assume that packets arriving during time interval n − 1 cannot be served until

time interval n at the earliest. This arrival process can be described by a vector α =

[α0, α1, · · · , αN ], where N is the maximum batch size, the maximum number of packets

that can arrive during a time slot. In our model, α0 is the probability that no packets arrives

and αi(1 ≤ i ≤ N) is the probability that i packets arrive in a time slot. The average arrival

rate λ can be calculated as follows:

λ =
N∑
i=1

iαi. (3.4)

The assumed Batch Bernoulli arrival model is very general which can capture different
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level of burstiness in the traffic arrival process. The waiting packets in the queue are served

in a first-come first-served manner. Besides, packet transmissions in a time slot are assumed

to finish before arriving packets enter the queue.

As we have seen in previous section, due to the MIMO transmission model and the

detection scheme we consider, the allocation of a transmit antenna to a user is equivalent

to allocating the associated subchannel to that user. In the following, the term subcannel,

when used, should be interpreted as such. Let the random variable m
(i)
n ∈ {1, 0} repre-

sent whether ith subchannel is assigned to the tagged user or not at time slot n due to the

multiuser diversity scheme. Let m(i)
n = 1 denote that the ith subchannel is assigned to the

tagged user at time slot n. Similarly c
(i)
n ∈ C denotes the state of the ith subchannel at

time slot n at tagged user’s end. Therefore, for the ith subchannel, the joint state indicating

whether it is assigned to the tagged user and its state at time slot n at tagged user’s end,

is a vector denoted as (m(i)
n , c

(i)
n ). We can write the state transition matrix for vector states

(m
(i)
n , c

(i)
n ) as follows:

M(i) =

 M(i)
0→0 M(i)

0→1

M(i)
1→0 M(i)

1→1

 , (3.5)

where M(i)
k→l is the Z × Z matrix whose elements are defined as follows:

M(i)
k→l(f, g) = Pr (m(i)

n+1 = l, c
(i)
n+1 = g|m(i)

n = k, c(i)n = f). (3.6)

The probability in (3.6) can be expressed as

Pr(m(i)
n+1, c

(i)
n+1|m(i)

n , c(i)n ) = Pr(m(i)
n+1|c

(i)
n+1,m

(i)
n , cin)× Pr(c(i)n+1|c(i)n ), (3.7)

where we have used the fact that Pr(c(i)n+1|m
(i)
n , c

(i)
n ) = Pr(c(i)n+1|c

(i)
n ). Also, Pr(c(i)n+1|c

(i)
n )
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can be determined from the transition probability matrix of the FSMC associated with the

subchannel as Pr(c(i)n+1 = g|c(i)n = f) is the probability that the ith subchannel transits from

state f to g. In addition, Pr(m(i)
n+1|c

(i)
n+1,m

(i)
n , c

(i)
n ) can be written as :

Pr(m(i)
n+1|c

(i)
n+1,m

(i)
n , c(i)n ) =

Pr(m(i)
n+1,m

(i)
n |c(i)n+1, c

(i)
n )

Pr(m(i)
n |c(i)n )

, (3.8)

where we used the fact that Pr(m(i)
n |c(i)n+1, c

(i)
n ) = Pr(m(i)

n |c(i)n ). We show the computa-

tion process for these probabilities in the following. Since m
(i)
n+1 can be either 0 or 1, we

can write Pr(m(i)
n+1 = 0|c(i)n+1,m

(i)
n , c

(i)
n ) = 1 − Pr(m(i)

n+1 = 1|c(i)n+1,m
(i)
n , c

(i)
n ). Therefore,

showing the derivations for m(i)
n+1 = 1 will be sufficient.

Let us express the state of subchannel i at user h(1 ≤ h ≤ S) at time slot n as c
(i,h)
n ,

where S is the total number of users in the system. Now, to find the denominator of the

right side expression in (3.8), we can write

Pr(m(i)
n = 1|c(i)n = f) =

Z∑
c
(i,2)
n =0

· · ·
Z∑

c
(i,S)
n =0

Pr(m(i)
n = 1, c(i,2)n , · · · , c(i,S)n |c(i)n = f), (3.9)

in which the inner probability expression of the right side can be derived as follows:

Pr(m(i)
n = 1, c(i,2)n , · · · , c(i,S)n |c(i)n = f) =


0, if ∃h(2 ≤ h ≤ S) s.t. c

(i,h)
n > f

1
u

S∏
h=2

Pr(c
(i,h)
n ), otherwise

,

(3.10)

where u is the number of users that have the same state as that of the tagged user (user

1) on subchanne i at time slot n. Probabilities Pr(c
(i)
n ) can be found from steady state

probabilities of FSMC for subchannel i. We can also derive Pr(m(i)
n = 0|c(i)n = f) as
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Pr(m(i)
n = 0|c(i)n = f) = 1− Pr(m(i)

n = 1|c(i)n = f).

Now, let us derive the numerator of the right side expression of (3.8) for m(i)
n+1 = 1. We

can rewrite the expression as

Pr(m(i)
n+1 = 1,m

(i)
n |c(i)n+1, c

(i)
n )

=
Z∑

c
(i,2)
n+1=0

· · ·
Z∑

c
(i,S)
n+1 =0

Z∑
c
(i,2)
n =0

· · ·
Z∑

c
(i,S)
n =0

Pr(m
(i)
n+1 = 1,m

(i)
n , c

(i,2)
n+1, · · · , c

(i,S)
n+1 , c

(i,2)
n , · · · , c(i,S)n |c(i)n+1, c

(i)
n ),

(3.11)

in which the inner probability expression in the right side can be derived as follows for

Pr(m(i)
n+1 = 1,m

(i)
n = 1|c(i)n+1 = g, c

(i)
n = f) at the left side:

Pr(m
(i)
n+1 = 1,m

(i)
n = 1, c

(i,2)
n+1, · · · , c

(i,S)
n+1 , c

(i,2)
n , · · · , c(i,S)n |c(i)n+1 = g, c

(i)
n = f)

=


0, if ∃h(2 ≤ h ≤ S) s.t. (c

(i,h)
n > f or c

(i,h)
n+1 > g)

1
uv

S∏
h=2

Pr(c
(i)
n+1, c

(i)
n ), otherwise

, (3.12)

where v is the number of users that have same state for subchannel i as that of the tagged

user (user 1) at time slot n + 1. The probabilities Pr(c
(i)
n+1, c

(i)
n ) can be derived from

the FSMC of subchannel i as Pr(c
(i)
n+1, c

(i)
n ) = Pr(c

(i)
n+1|c

(i)
n ) × Pr(c

(i)
n ). Similarly, for

Pr(m(i)
n+1 = 1,m

(i)
n = 0|c(i)n+1 = g, c

(i)
n = f) at the left side of (3.11), we can derive the

inner probability expression in the right side as

Pr(m
(i)
n+1 = 1,m

(i)
n = 0, c

(i,2)
n+1, · · · , c

(i,S)
n+1 , c

(i,2)
n , · · · , c(i,S)n |c(i)n+1 = g, c

(i)
n = f)

=


0, if (∃h(2 ≤ h ≤ S) s.t. c

(i,h)
n+1 > g) or (∀h(2 ≤ h ≤ S) c

(i,h)
n < f)

1
v

S∏
h=2

Pr(c
(i)
n+1, c

(i)
n ), if ∃h(2 ≤ h ≤ S) s.t. c

(i,h)
n > f

u−1
uv

S∏
h=2

Pr(c
(i)
n+1, c

(i)
n ), otherwise

(3.13)

95



Now considering all the transmit antennas or the associated subchannels, the process de-

fined by state space Wn , {(m(1)
n , c

(1)
n , · · · ,m(t)

n , c
(t)
n )|∀i∈{1,2,···t}m(i)

n ∈ {0, 1}, c(i)n ∈ C}

is a discrete-time Markov Chain (DTMC), whose transition matrix W can be written as

W = M(1) ⊗M(2) ⊗ · · · ⊗M(t). Its steady state probability distribution φ can be found

from solving the set of linear equations: φW = φ and φ1 = 1, where 1 stands for a

column matrix containing 1 only in each entry.

3.3.1 Formulation as a Quasi-Birth-and-Death Process

Assuming a finite buffer size of Q, let us define a process Pn , {(xn, an)|0 ≤ xn ≤ Q, 0 ≤

an ≤ L}, where state variable xn is the number of packets at the tagged user’s queue at

the beginning of time slot n, state variable an is the maximum number of packets that can

be transmitted from that queue at time slot n and L = tζZ . Assuming that state transition

occurs only at the slot boundaries and noting the fact that the state variables are designed

to assume discrete values only, we can model the system process Pn using a DTMC. To

derive the transition probability matrix of the DTMC, we consider the system dynamics as

it evolves over one frame to the next frame. With an infinite buffer space (Q = ∞), the

state transition probability matrix for the DTMC describing the system can be written as

P =



A
(0)
0 A

(0)

1+ · · · · · · A0
N+

A
(1)

1− A
(1)
0 A

(1)

1+ · · · · · · A
(1)

N+

...
... . . .

A
(L−N+1)

(L−N+1)−
A

(L−N+1)

(L−N)−
· · · · · · · · · · · · A

(L−N+1)

1− A0
(L−N+1) A

(L−N+1)

1+ · · · A
(L−N+1)

(N−1)+ AN+

...
... . . . ...

... . . .

A
(L)

L− A
(L)

(L−1)−
· · · · · · · · · · · · · · · · · · · · · A

(L)

1− A0
(L) A1+ · · · · · · AN+

AL− · · · . . . · · · · · · · · · · · · · · · · · · A1− A0 A1+ · · · · · · AN+

. . . ...
... . . .

AL− · · · · · · · · · · · · · · · · · · A(L−N+1)− A(L−N)− · · · · · · · · · · · · A1− A0 A1+ · · · A(N−1)+ AN+

. . . ...
... . . . ...

... . . .

AL− A(L−1)− · · · · · · · · · · · · · · · · · · · · · A1− A0 A1+ · · · AN+

. . . . . . . . .



.

(3.14)
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By constructing blocks of submatrices as shown in (3.14), we can obtain a quasi-birth-and-

death (QBD) process with a transition matrix as follows:

Pinf =



B E

C D G0

G2 G1 G0

G2 G1 G0

. . . . . . . . .


. (3.15)

However, we are interested in finding performance measures for systems with finite buffer

space, which is more realistic. Setting K = ⌊Q/L⌋, we can write the transition matrix in

the following form:

P =

0

1

2

3

...

K − 1

K



B E

C D G0

G2 G1 G0

G2 G1 G0

. . . . . . . . .

G2 G1 G′
0

G′
2 G′

1



. (3.16)

The next step in the model involves deriving the submatrices inside P. We proceed by

considering a process defined by the state space Vn , {an|0 ≤ an ≤ L}. Now let bk

denote the set of states from state space Wn resulting in an = k, where 0 ≤ k ≤ L.

With Wh→h′ denoting the transition probability from state h to h′, where both h and h′ are

elements of state spaceWn, we can construct the transition probability matrix V for state
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space Vn as Vi→j =

∑
h∈bi

∑
h′∈bj

φhWh→h′∑
h∈bi

φh
, where Vi→j denotes the transition probability from

state i to state j.

Now, let us define a number of (L+ 1)× (L+ 1) matrices as follows

U(g) = εg+1V, 0 ≤ g ≤ L,

where εg+1 is a row vector of size L + 1, in which all the elements are 0 except a 1 at

position g + 1. With these matrices defined, we can derive the inner submatrices of P in

(3.14) as follows:

A
(0)
0 = α0V; A

(0)

d+ = αdV, 1 ≤ d ≤ N (3.17)

A
(e)

d− =



α0

L∑
j=e

U(j), d = e

e−d−1∑
j=0

αjU
(j+d) + αe−d

L∑
j=e

U(j), e−N ≤ d ≤ e− 1

N∑
j=0

αjU
(j+d), 1 ≤ d < e−N,

for 1 ≤ e ≤ L− 1

(3.18)

A
(e)

d+ =
d+e−1∑
j=d

αjU
(j−d) + αd+e

L∑
j=e

U(j), 1 ≤ d ≤ N, 1 ≤ e ≤ L− 1 (3.19)

A
(e)
0 =


e−1∑
j=0

αjU
(j) + αe

L∑
j=e

U(j), 1 ≤ e ≤ N

N∑
j=0

αjU
(j), N < e ≤ L

(3.20)
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Ad− =
N∑
j=0

αjU
(j+d), 1 ≤ d ≤ L (3.21)

Ad+ =
N∑
j=d

αjU
(j−d), 1 ≤ d ≤ N (3.22)

A0 =
N∑
j=0

αjU
(j) (3.23)

G′
0 =

[
G0 0L2×K′L

]
(3.24)

G′
1 =



A0 A1+ · · · AN+

A1− A0 A1+ · · · AN+

... . . . . . .

A(L−N+K′)− · · · · · · · · · A′
(N−1)+

... . . . ...

AL− · · · · · · · · · · · · A′
(K′−1)+

. . . . . . ...

AL− · · · · · · · · · A′
1+

AL− · · · · · · A′
0



(3.25)
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A′
k+ = U(0)αk +

N∑
j=k+1

αj

[
U(j−k) +U(0)

]
, 1 ≤ k ≤ N − 1 (3.26)

G′
2 =

 G2

0K′L×L2

 , (3.27)

where K ′ = Q− ⌊Q/L⌋.

3.3.2 Matrix-Analytic Solution for Steady State Distributions

With the system described by a QBD type Markov chain whose block matrices are derived

in the previous subsection, we can now apply matrix-analytic method [21] to find its steady

state distributions. From these steady state probability distributions, we can derive the

steady state probability vectors π = [π0,π1,π2, · · · ,πQ] for queue lengths in the buffer.

For the detailed procedure to calculate π, we refer readers to [21].

3.3.3 Derivation of Performance Measures

After obtaining the state vector, we can determine the performance measures of interest.

We are mainly interested in the following four important performance measures: queue

length distribution, packet loss rate, average throughput, and the distribution of access delay

for packets belonging to the target queue. We denote by access delay the time between

the moment a packet arrives at the queue and the moment the packet gets access into the

medium for transmission. All these performance measures are assumed to be obtainable at

the MAC layer.
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Queue Length Distribution

The marginal probability p(ℓ) of finding ℓ packets in the queue at an arbitrary time instant

can be written as:

p(ℓ) = πℓ1, 1 ≤ ℓ ≤ Q. (3.28)

Delay Distribution

The delay distribution for a packet belonging to the tagged user queue is derived by con-

sidering an absorbing Markov chain. The chain initializes from the state when a packet

arrives the corresponding queue and gets absorbed in the states associated with the trans-

mission of the packet. Note that, in this case, there is no arrival in that particular queue

while the process moves towards the absorbing state. Therefore, the transition matrix Pabs

of the chain can be constructed by setting α0 = 1 and αi = 0 (1 ≤ i ≤ N). The

next step for finding the delay distribution is to determine the initial probability vector for

this absorbing Markov chain. To this end, we first consider the probability vector asso-

ciated with the number of packets including the arriving packet and the packets waiting

ahead of it in the queue for service as seen by the arriving packet. This probability vector

ξ(0) =
[
ξ
(0)
0 , ξ

(0)
1 , · · · , ξ(0)Q+N

]
can be derived as:
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ξ
(0)
h =



0, h = 0

1
1−α0

[
h∑

i=1

i∑
j=1

L∑
k=0

αi

i
πh−j+kU

(k) +
N∑

i=h+1

h∑
j=1

L∑
k=0

αi

i
πh−j+kU

(k)

]
, 1 ≤ h ≤ N

1
1−α0

[
N∑
i=1

i∑
j=1

L∑
k=0

αi

i
πh−j+kU

(k)

]
, N < h ≤ Q− L+ 1

1
1−α0

[
N∑
i=1

i∑
j=1

Q−h+j∑
k=0

αi

i
πh−j+kU

(k)

]
, Q− L+ 1 < h ≤ Q

1
1−α0

[
N∑

i=h−Q

i∑
j=h−Q

Q−h+j∑
k=0

αi

i
πh−j+kU

(k)

]
, Q < h ≤ Q+N

(3.29)

Note that the packets which find their destination queues full upon arrival are not admit-

ted into the system. The probability that an arriving packet finds the corresponding queue

full can be written as

pfull =
N∑
i=1

ξ
(0)
Q+i. (3.30)

Since we consider the delay experienced by the admitted packets only and since an ar-

riving packet seeing a full queue will be dropped, the initial probability vector ω(0) =[
ω

(0)
0 ,ω

(0)
1 , · · · ,ω(0)

Q

]
of the absorbing Markov chain is derived from the above probability

vectors as follows:

ω
(0)
i =

ξ
(0)
i

1− pfull
, 0 ≤ i ≤ Q. (3.31)
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After d time slots the state vector of the absorbing chain is

ω(d) = ω(0)P<d>
abs (3.32)

where P<d>
abs is the transition matrix derived by multiplying Pabs with itself d times.

We can then write the cumulative distribution function (cdf) of the packet delay D as

FD(d) = ω
(d)
0 1 (3.33)

Packet Loss Rate and Average Throughput

A packet loss occurs when a packet finds the queue full upon arrival or when a packet is

received in error in the receiver. Assuming that no error recovery protocol (e.g., ARQ) is

used, the packet loss rate, ploss can be found as follows:

ploss = 1− (1− pfull)(1− PER). (3.34)

Once the packet loss rate is derived as above, the average throughput η in packets per

time slot can be calculated as follows:

η = λ(1− ploss). (3.35)

3.4 Numerical Results and Discussions

The main objective of the analytical model developed in this chapter is to facilitate a better

cross-layer system design. Two types of system parameters can be involved in the design
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process. The operating environment such as fading conditions may determine the values

for a number of system parameters. On the other hand, some system parameters such as

number of admitted users can be tunable to obtain different levels of performance from the

system. To this end, we run the model to obtain numerical results relating the obtainable

QoS measures to different values of system parameters, both pre-determined and tunable,

for the MIMO system in consideration. Since our primary interest lies in the cross-layer

aspects of the system design, the performance measures of interest were mainly relevant

to the MAC layer whereas the system parameters were mainly chosen from the physical

layer. For the sake of completeness, we also consider traffic model parameters as well as

the number of users in the system in our analysis.

Since we assume a homogeneous system, we tag one of the users in the system and

evaluate the performance measures from its perspective. The frame duration, packet size

and target packet error rate are assumed to be Tf = 2 ms, Lp = 1080 bits, and PER = 1%

respectively. We assume a four-state FSMC model for the subchannels associated with the

transmit antennas. In addition, the following parameter values are assumed in general, but

are changed when their individual effects are evaluated. Number of transmit and receive

antennas are assumed to be t = 2 and r = 2 respectively. The average transmit SNR at

each transmit antenna, transmit antenna correlation coefficient and Doppler spread are set

to γ0 = 10 dB, ρ = 0.1 and fd = 15 Hz respectively. A mix of five homogeneous users

in the system with a packet arrival probability given by α = [0.4, 0.4, 0.1, 0.1] and a buffer

size of Q = 50 packets are assumed. The values of other important parameters are listed in

the relevant subsections below. We used MATLAB to code and execute the different steps

in the development of the queuing model. The numerical results are discussed below.
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Figure 3.1: Packet delay distribution for different number of transmit and receive an-
tennas (fd = 15 Hz, γ0 = 10 dB, 5 users, Q = 50, α = [0.4, 0.4, 0.1, 0.1])

Table 3.1: Throughput and packet loss performance for different number of trans-
mit and receive antennas (fd = 15 Hz, γ0 = 10 dB, 5 users, Q = 50,
α = [0.4, 0.4, 0.1, 0.1])

Rx Antennas Tx Antennas Avg. Throughput Packet Loss (%)
(pkts/slot)

4 1 0.5 43.93
4 2 0.879 0.95
4 4 0.89 0.11
3 2 0.883 1.45
2 2 0.79 5.93

3.4.1 Effect of Number of Transmit and Receive Antennas

The number of transmit antennas directly affects the multiplexing gain from a V-BLAST

MIMO system. On the other hand, the number of transmit and receive antennas both affect

the achievable diversity in a V-BLAST system. Both the multiplexing and receiver diversity

gain are likely to effect how fast a user device can transmit or receive data. We vary the
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number of transmit antennas in the base station and the number of received antennas at the

user end to see the effect of the number of transmit and receive antennas on MAC layer

performance measures.

Fig. 3.1 shows the effect on the delay distribution when the number of transmit and

receive antennas are varied. The effect on packet loss rate and throughput is shown in Ta-

ble 3.1. We observe that the delay performance improves significantly when we increase

the number of transmit antennas from one to two keeping the number of receive antennas

fixed at four. With only a single transmit antenna at the base station, the downlink queue of

a particular user shows poor packet loss rate and throughput performance as well. This ob-

servation suggests that the probability of the transmit antenna being assigned to the tagged

user is much less than sufficient to clear the backlogs created in the queue. Two transmit

antennas, at the base station means the user will have access to data transfer when any of

these antennas is assigned to it. This greatly improves the downlink queue’s chance of get-

ting access to transmission at a given time slot. The packet loss rate drops sharply to only

0.95% with two transmit antennas, which indicates that the access probability is almost suf-

ficient to clear the backlog at the downlink queue. The improvement in the throughput and

delay performance can be similarly explained. Although increasing the number of transmit

antennas from two to four shows better performance, the improvement is less pronounced.

Similar observations can be made for throughput and packet loss rate experienced by the

user. This simply indicates that the QoS improvement in the MAC is not linear with the

increasing number of transmit antennas.

We also vary the number of receive antennas keeping the number of transmit anten-

nas fixed at two. We see a moderate level of performance improvement in terms of delay,

packet loss rate and throughput when the number of receive antennas are increased from
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two to three. The performance gain can be seen to diminish significantly when the number

of receive antennas is increased from three to four. We can conclude that increase in per-

formance by the addition of further receive antennas is markedly less for each additional

antenna.

For a given system setup and for specific system parameter values, the above observa-

tions imply that going beyond a certain number of transmit or receive antennas may not

be beneficial from the QoS perspective. Moreover, antennas are expensive to deploy and

increasing their numbers can come with a steep price tag. The queuing model thus offers an

objective way to find a tradeoff between the cost associated with the increased number an-

tennas and the improvement achievable in the MAC layer performance for a given system

setup.

3.4.2 Effect of Transmit Antenna Correlation

From (3.3), we see that the transmit antenna correlation coefficients are factored into the

received SNR from the independent subchannels associated with the transmit antennas.

Transmit antenna correlation reduces available multiplexing gain; in equation (3.3) the ef-

fect is reflected in the reduction of received SNR at the subchannel associated with each

transmit antenna. On the other hand, the independent stream scheduler is designed to allo-

cate the antennas based on the received SNR levels. Therefore, it should be interesting to

see how the performance measures are affected by the transmit antenna correlation when

paired with the scheduling scheme. In Figs. 3.2, 3.3, and 3.4, we consider two transmit

antennas at the base station and vary their correlation to see the effect on packet delay

distribution, loss rate, and throughput respectively. We can see that increasing transmit

antenna correlation negatively affects all three performance measures. The performance
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Figure 3.2: Packet delay distribution for different transmit antenna correlation (fd =
15 Hz, t = 2, r = 2, γ0 = 10 dB, 5 users, Q = 50, α = [0.4, 0.4, 0.1, 0.1])
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Figure 3.3: Effect of Tx antenna correlation on packet loss rate (fd = 15 Hz, t = 2,
r = 2, γ0 = 10 dB, 5 users, Q = 50, α = [0.4, 0.4, 0.1, 0.1])

108



0 0.15 0.3 0.45 0.6 0.75 0.9
0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

ρ

A
ve

ra
g
e

th
ro

u
g
h
p
u
t

(p
ac

ke
ts

/s
lo

t)

Figure 3.4: Average throughput for different levels of antenna correlation (fd = 15
Hz, t = 2, r = 2, γ0 = 10 dB, 5 users, Q = 50, α = [0.4, 0.4, 0.1, 0.1])

degradation, however, is not linear with the antenna correlation. We see in the figures that

the rate at which the performances degrade also increases with increased correlation. In

fact, the effect remains rather subdued until certain level of transmit correlation is present

and then picks up very fast. This is consistent with how the average received SNR at re-

ceiver changes with varying transmit antenna correlation. When the correlation co-efficient

reaches near 1.0, the high correlation causes extreme loss in received SNR resulting in a

very poor transmission rates at all the subchannels. Consequently, packets take long time

to transmit and create large backlogs in the queues. As a result, very high delay and packets

loss rates are observed along with a severe throughput degradation.
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Figure 3.5: Packet delay distribution for various Doppler spread (t = 2, r = 2, ρ =
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Figure 3.6: Packet loss rate for various fading rates (t = 2, r = 2, ρ = 0.1, γ0 = 10
dB, 5 users, Q = 50, α = [0.4, 0.4, 0.1, 0.1])
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Figure 3.7: Average throughput for various fading rates (t = 2, r = 2, ρ = 0.1,
γ0 = 10 dB, 5 users, Q = 50, α = [0.4, 0.4, 0.1, 0.1])

3.4.3 Effect of Doppler Spread

Doppler spread has been shown to have significant performance implications in single an-

tenna wireless systems exploiting multiuser diversity. Therefore, it is imperative to ex-

amine this relationship in the MIMO system in our consideration. The Doppler spread is

primarily governed by the relative motion of the base station and the user mobile device.

Fig. 3.5 shows that the delay distribution improves when the Doppler spread increases. A

higher Doppler spread means less correlation over time in the subchannel associated with

a particular transmit antenna. As a result, the state of the subchannel at any particular user

will change more rapidly over time. This phenomenon in conjunction with the scheduling

scheme will make it less likely that a particular user can monopolize the subchannel for

a long time. Our tagged user will thus have more probability of access to the subchannel.

The same conclusion can be drawn for other subchannels as well. Consequently, the tagged
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user will have more opportunities to reduce the backlog in its queue. A reduced backlog in

the queue implies less delay for the incoming packets. Moreover, with the less probability

of queue size reaching the buffer limit, the packet loss rate drops and subsequently, the

average throughput is also improved (see Figs. 3.6-3.7)

3.4.4 Effect of Buffer Size, Traffic Intensity, and Number of Users

The queuing model also allows us to investigate quantitatively the effects of buffer size,

traffic characteristics as well as the number of users on the system performance. Three

different traffic arrival patterns AP1, AP2, and AP3 were characterized by the packet arrival

probability vectors as below:

αAP1 = [0.7, 0.3]

αAP2 = [0.3, 0.7]

αAP3 = [0.3, 0.5, 0.2]

AP1 represents an arrival pattern that has very low packet arrival probability and is non-

bursty in nature. AP2 is also non-bursty, but has higher packet arrival probability in a given

time. On the other hand, although AP3 has the same packet arrival probability as that of

AP2, it introduces burstiness into the traffic.

Fig. 3.8 shows the delay distribution curves for different values of buffer size and these

traffic arrival profiles. For a given traffic profile, we should see increased packet delay

when a larger buffer size is chosen because the backlogs in the queues can grow larger. For

AP2 and AP3, we can easily observe this behavior. For AP1, however, the effect of buffer

size is observed to be very insignificant. The packet arrival probability in AP1 is very low,

and therefore, the backlog tends to remain short even with a large buffer space. On the
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Figure 3.8: Delay distribution for different buffer size and traffic arrival profiles (AP)
(fd = 15 Hz, t = 2, r = 2, ρ = 0.1, γ0 = 10 dB, 5 users)
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Figure 3.9: Effect of the number of users on packet delay distribution (fd = 15 Hz,
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Figure 3.10: MAC layer throughput for different number of users (fd = 15 Hz, Q =
50, t = 2, r = 2, γ0 = 10 dB, ρ = 0.1, Arrival profile = AP1 )
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Figure 3.11: Effect of the number of competing users on packet loss rate (fd = 15
Hz, Q = 50, t = 2, r = 2, γ0 = 10 dB, ρ = 0.1, Arrival profile = AP1 )
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other hand, with a fixed buffer size, traffic profile AP1 shows the best delay performance

among the three traffic profiles. As expected, the delay increases with higher packet arrival

probabilities associated with AP2 and AP3. However, if we compare the delay distribution

curves for AP2 and AP3, it also becomes apparent how burstiness in case of AP3 con-

tributes to the increased packet delay. Bursty packet arrivals can give rise to sudden rise

in queue length, which can take time to clear. Consequently, delay performance is more

likely to suffer.

We also investigate the effect of the number of users in the V-BLAST system in con-

sideration. We consider four receive antennas and four transmit antennas with no antenna

correlation. Fig. 3.9 shows how the number of users affects the delay distribution. As

expected, more users in the system create more competition, and therefore, longer packet

delays are experienced. Similar observations can be made for the throughput and packet

loss rate performance (see Figs. 3.10-3.11).

3.4.5 Validation of the Queueing Model

We also developed a discrete-event simulator to validate the correctness of the proposed

queueing model. At each of the downlink queue that is simulated for each admitted user in

the system, packets are generated following a Batch Bernouli distribution. The V-BLAST

MIMO downlink to each of these users is simulated by t (t is the number of transmit an-

tennas at the base station) parallel subchannels, each of which is modeled by an FSMC

parameterized by a transition probability matrix. All the parameter values related to the

traffic arrival process and FSMC channel model are chosen to be identical to the values

used for the corresponding numerical analysis. In each time slot, the state for each sub-

channel is randomly generated according to the FSMC transition probability matrix. The
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simulated independent stream scheduler then considers these subchannel states for all users

to determine which transmit antenna will be assigned to which user in the current time slot.

Once the user selection and antenna assignment are done, the total number of packets

that will be transmitted from the downlink queue associated with each user is determined

through the same AMC scheme as assumed in the queueing model. We keep the statistics

on the number of packets that arrived, dropped and transmitted at each of the downlink

queue over the entire simulation time. We also record the arrival and departure times of

each of the transmitted packets at all the downlink queues. We simulate 100000 time slots

for each simulation run. We present two representative sets of simulation results along with

analytical results in Fig. 3.9 and Fig. 3.11, where the delay statistics and packet loss rate

performances achieved from simulation and analytical model are compared for a tagged

user (user 1). As can be seen, the simulation and numerical results match very closely,

thereby validating the correctness of our proposed queueing model.

3.5 Application of the Queueing Model

The queuing model developed in this chapter can be used for system engineering through

cross-layer design in a multiuser V-BLAST MIMO system. Some of the example applica-

tions are as follows:

• The model essentially draws a relationship between different system specific param-

eters mainly at the physical layer and the obtainable QoS at the MAC layer. It thus

can give the operating points for these system parameters to achieve a specific QoS

level. Resource limitations or operating environments can put constraints on the val-

ues of these parameters. For example, with the given parameter values used to find

the relationship between the delay distribution and the number of transmit/receive
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antennas in Fig. 3.1, two transmit and two receive antennas are sufficient to keep the

packet delay within a target delay bound of 80 ms with a 90% probability. There-

fore, the model gives a design guideline on the number of antennas that should be

deployed under given resource constraints.

• The model allows to gauge beforehand the level of QoS the system can entertain for

a new incoming request given the resource constraints and operating environments.

Therefore, the model output can also be used by base stations in QoS negotiation for

new connections or service flows. The QoS negotiation usually involves a counter

offer on the level of service that the base station can offer when a new service flow

puts forward its desired QoS level when seeking entry into the system. The base

station can make use of the output from the queuing model to furnish counter offers.

• The queuing model can be utilized in a model based admission controller design as

well. When a user wants to establish a new request for an application or service, the

admission controller can use the queuing model to determine whether the required

QoS of the new and existing applications or services can be met given the number

of users with active connection already in the system. If the QoS of the requested

and existing applications or services cannot be met, the connection request may be

refused or can be accepted otherwise. For example, in Fig. 3.11, with the given pa-

rameter values used to find the relationship between packet loss rate and the number

of users in the system, only 14 users can be served with a target packet loss rate of

5%. If the system is already serving 14 active users at some point in time, the admis-

sion controller could refuse admission of a connection from a new user on the basis

of the achievable packet loss rate measure determined by the queuing model output.
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3.6 Conclusions

We have developed a queuing analytic model for cross-layer analysis of downlink resource

allocation in a V-BLAST MIMO system exploiting multiuser diversity. The MIMO chan-

nel in the V-BLAST system is decomposed into subchannels associated with the transmit

antennas and the users are then allocated the transmit antennas opportunistically based on

the received SNR on the associated subchannels. The queuing model is developed consid-

ering the system dynamics resulting from the scheduling mechanism, fading in the MIMO

channel, and the traffic arrival process. The transmit antenna correlation in the base station

and the possibility of bursty traffic arrival are also factored into the model. After devel-

oping the queuing model, we elaborate the steps to compute important QoS performance

measures including the delay distribution, throughput, and packet loss performance at the

MAC layer. We also present selected numerical results that show cross-layer effects of

the physical layer parameters as well as the effects of the traffic arrival statistics and the

number of users in the system on the MAC layer performance. The queuing model has

important applications in the QoS provisioning framework for a V-BLAST MIMO system

as the model output can be used in admission control, QoS negotiation and setting proper

values for QoS relevant parameters.
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Chapter 4

Controlled Channel Access Scheduling

for Guaranteed QoS in 802.11e-Based

WLANs1

4.1 Introduction

Wireless Local Area Network (WLAN) technology offers a simple, cost effective, and

flexible solution to ubiquitous wireless access in homes, offices, campuses, hospitals etc.

With the surging popularity of WLANs, multimedia applications such as voice, streaming

audio/video, network gaming, teleconferencing are going to be widely deployed and sup-

ported in WLANs. These applications require certain Quality of Service (QoS) support for

their smooth operation. However, the current WLAN technology standardized in the IEEE

802.11 standard lacks this QoS support. The IEEE 802.11e standard [1] aims to offer this

1A version of this chapter has been published. Rashid, M.M., Hossain, E. and Bhargava V.K. (2008) Con-
trolled Channel Access Scheduling for Guaranteed QoS in 802.11e-Based WLANs. IEEE Trans. Wireless
Commun., 7(4):1287–1297
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QoS support to the 802.11-based WLANs. The 802.11e introduces the Hybrid Coordina-

tion Function (HCF) that offers two medium access control (MAC) mechanisms, namely,

Enhanced Distributed Channel Access (EDCA) for prioritized QoS and HCF Controlled

Channel Access (HCCA) for parameterized/guaranteed QoS.

Most of the multimedia applications require hard QoS requirements that could only be

provided through the HCCA mechanism instead of EDCA which is able to only provide a

“soft” or “relative” QoS. HCCA is a polling based mechanism in which the Hybrid Con-

troller (HC) collocated with Access Point (AP) grants the transmission opportunities to

the contending traffic streams generated from these applications. However, the HC has to

properly schedule the granting of the transmission opportunities in order to provide these

applications with their pledged QoS. Moreover, the HC should not grant admission to those

traffic streams for which it cannot provide the required QoS. The standard provides a refer-

ence scheduler design along with the design of an admission controller unit to complement

the HCCA scheme. Many multimedia applications such as real-time multimedia stream-

ing, videoconferencing, and network gaming produce Variable Bit Rate (VBR) traffic. The

packets are generated in variable intervals with fluctuating packet sizes. This type of traffic

poses significant challenge to the HCCA scheduler due to their time-varying nature. Al-

though the transmission opportunities could be granted according to the expected bit rate

and required service intervals, the traffic might be generated at much higher or lower rates

at times.

In this chapter, first, we develop a queueing model to analyze the performance of the

reference scheduler in HCCA that captures the traffic dynamics from a VBR multimedia

source. We model the system as a vacation queue with general arrival and service pro-

cesses. Then matrix-analytic method [2] is applied to solve the queueing model and derive
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the performance measures of interest including the access delay statistics. Although EDCA

has been the focus of a number of analytical studies (e.g. [3, 4, 5]), there has been no ana-

lytical framework proposed in the literature so far for HCCA. The analytical model in this

chapter reveals some interesting performance behaviors that point out the problems with

the reference HCCA scheduler. Then, based on the insights obtained from the performance

analysis, we design the prediction and optimization-based HCCA (PRO-HCCA) scheduler

which can solve these performance problems and enable HCCA to meet the desired QoS

guarantees.

The rest of the chapter is organized as follows. Section II provides background on the

IEEE 802.11e standard and the HCCA mechanism along with the reference HCCA sched-

uler design. We develop and analyze a queueing model for the HCCA reference scheduler

in Section III. Section IV presents the proposed PRO-HCCA scheduling algorithm and its

implementation aspects in a IEEE 802.11e network. The performance evaluation results for

the PRO-HCCA scheduler in a simulated IEEE 802.11e WLAN are presented in Section V.

Section VI states the conclusions.

4.2 Background

4.2.1 Overview of HCCA

The HCCA mechanism, which improves over the Point Coordination Function (PCF) of

legacy 802.11 MAC, is a polling based mechanism where the access to the medium is

arbitrated centrally. However, it resolves the limitation of PCF by eliminating the unpre-

dictability of beacon delays arising from incompatible cooperation between Contention

Period (CP) and Contention Free Period (CFP) [6]. Note that, since PCF is unable to guar-
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antee the transmission times of the polled stations, it is not a viable solution for QoS support

in 802.11-based WLANs.

IEEE 802.11e introduces the concept of Traffic Stream (TS) which can be thought of

as a set of data units (MSDU) that has to be delivered conforming to a corresponding

Traffic Specification (TSPEC). A TSPEC characterizes the traffic streams and its QoS re-

quirements. A TSPEC negotiation takes place between a QoS Station (QSTA) and the

HC collocated with the QoS Access Point (QAP) before a TS can be served through the

HCCA. The TSPEC parameters which are considered during the negotiation include nomi-

nal MSDU size in octets, mean data rate in bps, Maximum Service Interval (MaxSI) which

is the maximum interval in micro seconds (µs) between two successive polls for the stream,

minimum PHY rate in bps, and delay bound in µs. Once the TSPEC negotiation is suc-

cessful, the TS is admitted and offered transmission opportunities (TXOPs) by the HC in

each polling cycle. The length of the TXOPs offered to the stream is decided through a

scheduling scheme. The periods in which the HC has the exclusive control of the chan-

nel for data transmission are called Controlled Access Periods (CAPs). The HC polls the

QSTAs during these CAPs and offers TXOPs to the admitted streams.

4.2.2 Reference HCCA Scheduler Design

The scheduler first determines a Scheduled Service Interval (SI), which is the time interval

used by the QAP to periodically poll each non-AP QSTA that has one or more streams

admitted by the admission controller. The SI is calculated as a number which is smaller

than all the MaxSIs of the admitted streams and a submultiple of the beacon interval. Any

admitted stream will be able to get a TXOP at the end of each SI. The idea is to provide

even the most QoS constrained stream with at least one TXOP within its MaxSI time limit.
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Figure 4.1: Timing diagram for the reference HCCA scheduler showing different tim-
ing periods and their relationships within a beacon interval having two SI peri-
ods.

The scheduler then determines the TXOP duration needed for each stream by considering

the number of packets that may arrive within an SI. The TXOP for an admitted TS i in a

QSTA is calculated as follows:

TXOPi = max(
Gi × Si

R
+X,

Z

R
+X) (4.1)

where Gi is the number of MSDUs arrived in the QSTA at mean data rate λi during the

SI and can be calculated from Gi = ⌈SI×λi

Si
⌉, Si is the nominal MSDU size, R is the

physical transmission rate, Z is the maximum allowable size of MSDU, and X denotes the

overhead (which includes inter-frame spaces, acknowledgements and polling frames) in

time unit. Fig. 4.1 shows the channel timing diagram encompassing a beacon period in an

HCCA enabled 802.11e WLAN with the reference HCCA scheduler in operation, where k

in the figure is number of scheduled stream.

4.3 Queueing Model and Analysis for the Reference
HCCA Scheduler

In this section, we develop and analyze a queueing model for the IEEE 802.11e HCCA

when coupled with the reference HCCA scheduler. We analyze the QoS performance of
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the admitted traffic streams which would enable us to see the effectiveness of the HCCA

reference scheduler in providing guaranteed QoS in a IEEE 802.11e WLAN. We assume

that each stream is queued in a buffer that can accommodate a limited number of packets.

4.3.1 Formulation of the Queueing Model

The QAP maintains separate queues for the downlink traffic streams, whereas each of the

QSTAs maintains separate queues for its uplink traffic streams. Through the scheduling

operation, each of these TS queues are assigned a TXOP in each SI. The HC polls the

queues during these TXOPs when queued packets are transmitted to their destinations.

From the perspective of any of these queues, the HC acts like a server that serves the queue

for a preassigned TXOP time with the service rate proportional to the channel data rate

and then goes for a vacation before serving it again. The duration of the vacation is the SI

period calculated during the scheduling process. In the analysis, without loss of generality,

we focus on a particular VBR traffic stream and consider its queue as the target queue.

Pleas note that we develop a discrete-time queueing model and therefore, assume that

time is slotted with a pre-defined slot duration. In rest of the analysis, the time-related

parameters such as TXOP, SI should thus be interpreted in terms of this slot duration.

Arrival and Service Processes

In order to model packet arrivals into the target queue, we consider the VBR nature of

the traffic source. Unlike a CBR source, packets are generated from a VBR source at

random intervals. However, the distribution of these packet inter-arrival times depends

on the characteristics and parameters associated with the traffic source (video, audio etc.).

To generalize the arrival process, we use a discrete phase-type distribution [2] to model

the inter-arrival times. The phase-type distribution for inter-arrival time is represented by
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(α,U,M1), where M1 is the number of transient phases of the absorbing Markov chain

describing the distribution, α is the initial probability vector of order M1, and U is the

transition matrix among the transient phases. The mean inter-arrival time is 1
λ
=α(IM1 −

U)−1eM1 , where λ is the rate of packet arrival, Ij represents an identity matrix of order

j, and ej is a column vector of order j containing only 1s. The column vector for the

transitions to absorption phase is Ũ = eM1 −UeM1 .

To model the service process, we follow a similar approach. The variable-length pack-

ets generated from a VBR source when added with fixed length headers form variable

length MAC layer frames. Once the opportunity to transmit arrives, a MAC frame is trans-

mitted at the channel using a fixed data rate. We assume that rate adaptation algorithms

such as auto rate fall back [7] are not implemented. The 802.11e protocol requires that

there be a SIFS time gap between the reception of a poll or acknowledgement (ACK) and

the start of the next packet transmission. Therefore, a SIFS period and an ACK duration

of TACK have to be added to the packet transmission time. Let us denote the length of

a packet as LP . For a typical video transmission over UDP, the MAC layer header con-

sists of RTP, UDP, IP, MAC protocol headers, whose lengths are denoted by LRTP , LUDP ,

LIP , LMAC , respectively. Moreover, a PLCP header transmission time TPLCP is added by

the physical layer. Therefore, the total transmission time of the packet can be written as

Ttotal =
LP+Llayer

R
+TPLCP +SIFS+TACK , where Llayer = LRTP +LUDP +LIP +LMAC

and R is the channel data rate. Assuming that the header size, channel data rate, the SIFS,

PLCP, and ACK durations are fixed, the transmission time is a random variable which

varies with the length of the packet.

The distribution of the transmission time of a packet (i.e., service time) is modeled

as a phase-type distribution. It is represented by (β,S,M2 ), where M2 is the number of
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transient phases of the absorbing Markov chain describing the distribution, β is the initial

probability vector of order M2, and S is the transition matrix among the transient phases.

The column vector for the transitions to absorption phase is S̃ = eM2 − SeM2 .

Mapping into a Vacation Queue Model

From the perspective of the target queue, the system can be modeled as a time-limited

Ph/Ph/1 vacation queueing system, where “Ph” stands for phase-type distribution, the time

limit is the TXOP duration and the vacation period is the SI period. T Note that in the

rest of our analysis, we use the term “server” as an abstraction of HC with a service rate

proportional to the channel data rate and the term “service completion” of a packet as the

end of transmission of the packet in the channel.

Although the server has the maximum limit of TXOP allowed to serve the queue in

one round, it can leave the queue before TXOP if the queue becomes empty. In such

scenarios, the HC will poll the next TS in its polling list. The duration of the vacation is

the SI period and the system is of multiple vacation types. We represent the deterministic

vacation period SI by a phase-type distribution (δ,V, SI), where δ = [1, 0, 0, · · · , 0︸ ︷︷ ︸
SI

] and

V =

 0 ISI−1

0 0

. The phase-type distributions for the inter-arrival and the service

processes can be fitted from their known distributions or the traces of inter-arrival times

and the lengths of the incoming packets.

4.3.2 Markov Chain Analysis

We analyze the Markov chain describing the queueing model above by adopting a matrix-

analytic method [8]. Let θj(i) denote the ith column of Ij and θ′j(i) denote the transpose
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of θj(i). Let e (when used without a subscript) represent a column vector of appropriate

order (equal to the number of columns of the matrix that it is multiplied with) consisting of

only 1s, Hk represent

 0 Ik−1

0 0

, and ⊗ denote the Kronecker product.

The discrete-time Markov chain (DTMC) describing the model has state space Ψ =

ΨV ∪ ΨS , where ΨV is the state space of the system when the server is in vacation and

ΨS is the state space when the server is serving the target queue. The state space ΨV and

ΨS can further be described by considering the number of packets in the queue, the time

elapsed in the current visit of the server, the phase of the arrival process, and the phase of

the service when the server is serving or the phase of the vacation when the server is in

vacation i.e. serving other queues. We can write

ΨV = {(xn, an, vn)|0 ≤ xn ≤ q, 1 ≤ an ≤M1, 1 ≤ vn ≤ SI}

ΨS = {(xn, yn, an, sn)|0 ≤ xn ≤ q, 1 ≤ yn ≤ TXOP, 1 ≤ an ≤M1, 1 ≤ sn ≤M2}
,

where xn is the number of packets in the queue, q is the buffer size in number of packets,

yn is the time elapsed during the current visit of the server and sn is the phase of the service

if the server is serving the queue, an is the phase of the arrival process, vn is the phase of

the vacation if the server is in vacation at time n.

Let P denote the transition matrix of the DTMC. Since more than one arrival or service

completion cannot take place in a single time slot, it is straightforward to see that the

transition matrix P will have the following structure of a quasi-birth-and-death (QBD)

131



process

P =



B0 B1

B2 A1 A0

A2 A1 A0

. . . . . . . . .

A2 A1 A0

A2 A1q


. (4.2)

By considering the possible state transitions when the queue is empty, the block matri-

ces B0 and B1 can be written as

B0 = U⊗ (V + Ṽδ) (4.3)

B1 =

[
(Ũα)⊗V θ′txop(1)⊗ (Ũα)⊗ (Ṽδ)

]
(4.4)

Block matrix B2 represents transitions in which number of packets in the queue changes

from 1 to 0. The server goes for vacation if the queue becomes empty regardless of the time

spent in the current visit. We, therefore, can write

B2 =

 0

etxop ⊗U⊗ δ ⊗ S̃

 . (4.5)

On the other hand, block matrix A2 contains the transitions corresponding to the reduc-

tion in the number of packets in the queue by 1. If the time spent in the current visit to the

queue has reached the TXOP allocated for the queue, the server leaves the queue for other
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queues i.e. the server enters another vacation period. Consequently,

A2 =

 0 0

θtxop(txop)⊗U⊗ δ ⊗ S̃ Htxop ⊗U⊗
(
S̃β

)
 . (4.6)

When no service completion or arrival occurs in a time slot, the number of packets in the

queue will not change. However, the phase of service may change for the packet currently

in service (if the server is currently serving the queue) or the phase of server in vacation

may change (if the server is in vacation). In addition, the server will go to vacation if TXOP

time has already elapsed in the current visit. Block matrix A1 contains these transitions and

thus can be written as

A1 =

 U⊗V θ′txop(1)⊗U⊗ (Ṽβ)

Asv
1 Ass

1

 (4.7)

where Asv
1 = θtxop(txop) ⊗ (U ⊗ δ ⊗ eM2 + (Ũα) ⊗ δ ⊗ S̃) and Ass

1 = Htxop ⊗ (U ⊗

S+ (Ũα)⊗ (S̃β)).

The boundary block matrix A1q can be found out by replacing U by U + Ũα in A1.

This is because when the buffer is full, a new packet arrival will not increase the buffer

length (i.e. the new packet will be dropped).

Since there cannot be more than one arrival or service completion within a time slot,

the number of packets in the queue can only increase if there is a new arrival and no service

completion in the time slot. Considering the possible transitions, we can write A0 as

A0 =


(
Ũα

)
⊗V θ′txop(1)⊗ (Ũα)⊗

(
Ṽβ

)
Asv

0 Htxop ⊗
(
Ũα

)
⊗ S

 (4.8)
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where Asv
0 = θtxop(txop)⊗ (Ũα)⊗ δ ⊗ eM2 .

4.3.3 Matrix-Analytic Solution for Steady State Distributions

With the system described by a QBD type chain whose block matrices are derived in the

previous subsection, we can now apply matrix-analytic method [2] to find its steady state

distributions. The distributions are represented by a steady state vectorπ = [π0,π1,π1, · · · ,πq],

which satisfies πP = π and
∑q

i=0 πie = 1. We can use the boundary and the normaliza-

tion conditions to find the vectors π0,π1, · · · ,πq. For the detailed procedure to calculate

π, please see [2].

4.3.4 Performance Measures

The performance measures including queue length distribution at the end of a TXOP, packet

loss rate, and distribution of access delay for the packets from the VBR traffic source can be

determined based on the state vector. We assume that the steady state vector πi, 0 ≤ i ≤ q

is partitioned as [πv
i ,π

s
i,1,π

s
i,2, · · · ,πs

i,txop].

Queue Length Distribution

The objective of the reference scheduler for HCCA is to leave a queue empty at the end of

every visit to the queue. Therefore, it is interesting to find out the distribution of the queue

length at the end of a TXOP to see how successful the scheduler is to meet this objective.

The marginal probability of finding l packets in the queue at the end of a TXOP can be

written as fLtxop(ltxop) = πl,txope, 0 ≤ ltxop ≤ q, where fLtxop(ltxop) is the pmf of queue

length at the end of a TXOP.
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Packet Loss Rate

When a packet arrives at the queue which has reached its limit, the newly arrived packet

will be lost in two scenarios. In the first scenario, the server is in vacation. In the second

scenario, the server is serving the queue but no service completion occurs with the new

arrival. Therefore, packet loss rate Ploss can be written as follows:

Ploss =
1
λ

[(
πv

q((Ũα)⊗V)
)
e+

(
πs

q,txop((Ũα)⊗ δ ⊗ eM2)
)
e+

(
txop−1∑
i=1

πs
q,i((Ũα)⊗ S)

)
e

]
.

(4.9)

Access Delay Distribution

Access delay is the time between the moment a packet arrives at a station and the moment

the packet gets access into the medium for transmission. The access delay distribution for

a packet from the target stream is derived by considering an absorbing Markov chain. The

chain initializes from the state when the packet arrives at the corresponding queue and gets

absorbed when the packet reaches the head of the queue. Note that, in this case, there is

no arrival in that particular queue while the process moves towards the absorbing state.

Therefore, the transition matrix Pabs of the chain can be constructed by setting U = 1

and Ũα = 0. The next step for finding the delay distribution is to determine the initial

probability vector for this absorbing Markov chain. This vector γ = [γ0,γ1,γ2, · · · ,γq]

can be found by considering the steady state vector of the system as seen by an arriving

packet and then summing up the probabilities due to the phases of any new arrival. We can

partition vector γi, 0 ≤ i ≤ q as γi = [γv
i ,γ

s
i,1,γ

s
i,2, · · · ,γs

i,TXOP ], which can be computed

as follows:
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γv
0 =

1
λ

[
πv

0((Ũα)⊗ (V + Ṽδ))+
TXOP∑
y=1

πs
1,y((Ũα)⊗ (S̃β))

]
(eM1 ⊗ ISI)

(4.10)

γv
i =

1
λ

[
πv

i ((Ũα)⊗V) + πs
i,TXOP ((Ũα)⊗ δ ⊗ eM2) + π

s
i+1,TXOP ((Ũα)⊗ δ ⊗ S)

]
(eM1 ⊗ ISI)

(4.11)

γs
i,1 =

1
λ

[
πv

i ((Ũα)⊗ (Ṽβ))
]
(eM1 ⊗ IM2) (4.12)

γs
i,y =

1
λ

[
πs

i,y((Ũα)⊗ S)+ πs
i+1,y−1((Ũα)⊗ (S̃β))

]
(eM2 ⊗ ISI). (4.13)

After d time slots the state vector of the absorbing chain is γ(d) = γPd
abs. Assuming

that γ(d) can be partitioned as γ(d) = [γ
(d)
0 ,γ

(d)
1 ,γ

(d)
2 , · · · ], we can write the Cumulative

Distribution Function (CDF) of the access delay D as

FD(d) = Pr{D ≤ d} = γ(d)
0 e. (4.14)

Figs. 4.2 and 4.3 show typical numerical results obtained from the analytical model

using real VBR traffic traces. We consider a video traffic stream admitted in a QSTA of a

802.11e WLAN. The real traffic trace was collected using VIC videoconferencing tool [9]

and H.261 coding in QCIF format. The mean sending rate, average packet size, and mean
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Figure 4.2: Cumulative distribution function of access delay (ms) derived from the
analytical model.
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Figure 4.3: Cumulative distribution function (derived from the analytical model) of
queue length at the end of a TXOP.
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packet inter-arrival time computed from the trace are 200 kbps, 687 bytes, and 26 ms,

respectively. The maximum service interval, delay bound, and mean data rate in the QoS

specification are set to be 50 ms, 100 ms, and 20 kbps, respectively. The physical layer con-

forms to the 802.11a standard. We selected 36 Mbps as the PHY data rate (802.11a offers

data rates: 6, 9, 12, 18, 24, 36, 48, or 54 Mbps). For the analysis, we assume that the SI pe-

riod after considering the maximum service intervals needed by the admitted traffic streams

is 50 ms. The TXOP duration is then calculated by using (4.1). We collect the inter-arrival

and the packet size information from the VBR traffic trace. The individual packet sizes

are then converted to corresponding transmission times (i.e. service times) considering the

different header sizes and the physical layer transmission rate. The inter-arrival and service

times are then fitted to discrete phase-type distributions using the PhFit [10] program. We

then run our analysis using Matlab.

The CDF of access delay for the VBR video traffic is plotted in Fig. 4.2. It shows

that the access delay fails to remain under the delay requirement (100 ms) for 50% of the

packets. Moreover, there remains a significant chance of some packets’ suffering excessive

delays (over 500 ms).

The observations suggest that a large number of packets remain in the queue for a

duration much longer than the MaxSI time interval. In an ideal scenario, the queue of the

VBR stream should become empty at the end of TXOPs, because the scheduler is designed

to allocate enough TXOP to transmit all the packets within the scheduled SI. However,

Fig. 4.3 shows for the VBR stream the probability that the queue is empty at the end of

the TXOPs is rather very low (about 15% only). The packets remaining in the queue after

a TXOP must have to wait another one or more scheduled SIs. This accumulated backlog

might further add to the delay of the packets arriving during the next SIs in addition to the
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delays caused by the insufficient TXOPs. The backlog eases up when packets arrive at a

rate lower than the expected rate for some period of time. However, a significant number

of packets eventually end up experiencing high access delays due to the queue buildup.

Now let us assume that a similar stream is generated from the same traffic trace and

is simultaneously admitted through another QSTA. The stream, however, demands a less

stricter access delay bound of 300 ms and a maximum service interval of 150 ms. Due

to the presence of lower MaxSI values of other admitted streams the SI period remains

50 ms. Obviously, the plot of the CDF of access delay will be the same as in Fig. 4.2.

However, it also means that percentage of packets failing to meet the access delay bound

has reduced from 50% to 40%; the former is the percentage of packets failing to meet

the deadline for the same stream with a stricter delay bound of 100 ms. This observation

can be explained if we consider that the reference scheduler treats the admitted streams

similarly by serving them with similar urgencies in equal intervals. Consequently, streams

with stricter delay bounds are penalized more when backlogs buildup at the end of TXOPs

and higher percentage of their packets fail to meet the delay requirement.

4.4 The Prediction and Optimization-Based HCCA
(PRO-HCCA) Scheduler

The PRO-HCCA scheduler avoids the reference scheduler’s problem of unduely penalizing

the more delay constrained packets. This is due to the fact that the reference scheduler

treats the streams having different delay requirements with equal priority. Therefore, in

the PRO-HCCA scheduler we introduce an accounting mechanism to treat packets from

different streams according to their urgencies for service. Another idea here is to minimize

the backlog that contributes to unwanted delay at the end of TXOPs. This is achieved in

139



PRO-HCCA scheduler by using a proper prediction mechanism to account for the dynamic

intensity of VBR traffic and then finding an optimal allocation of available transmission

time among the competing traffic streams. The optimal allocation strives to strike a balance

between the urgencies of services for different traffic streams and the available medium

time. To further reduce unnecessary backlogs in the queues, we take into consideration the

fact that after certain queuing delay a packet would become useless and should be dropped.

4.4.1 Accounting for Different Delay Bounds

In the design of PRO-HCCA scheduler, we keep the computation of SI similar to that in

the reference scheduler. This interval is fixed for a given traffic mix until a new stream

is admitted or one or more of the existing streams finish transmission. Having a dynamic

service interval is likely to result in significant complexity in the scheduling process without

offering benefits when compared to an optimization-based fixed service interval scheduling.

For each admitted TS i, the QAP will maintain a partition list PLi with entry j contain-

ing the amount of traffic backlogged for time period between (j−1)∗SI and j ∗SI , where

0 < j ≤ ⌈Di

SI
⌉ and Di is the delay bound of the stream. We refer to this backlogged traffic

recorded in the jth entry of the list as the jth partition of the corresponding TS queue and

denote it by PLij . The index j literally represents the degree of urgency for service. This

list will be updated at each scheduling instant. A pseudo code for the updating procedure

is provided in Algorithm 1, where N is the number of admitted streams, QLi is the queue

length (in bits) of TS i, X is overhead in time units, and 0 in the superscript stands for the

previous value of the variable.

Let us consider the traffic amount in the (j − 1)th partition at the previous scheduling

instant. When the current scheduling instant arrives, this traffic amount has been either
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Algorithm 1: Updating the partition list PL

1. for i := 1 to N
2. for j := ⌈Di

SI
⌉ downto 3

3. PLij := PL0
i(j−1) − (t0i(j−1) −X) ∗R

4. endfor
5. PLi2 := AR0

i ∗ SI − (t0i1 −X) ∗R
6. if i is a downlink stream

7. PLi1 := QLi −
⌈Di

SI ⌉∑
j=2

PLij

8. else PLi1 := PRi ∗ SI
9. endif
10. endfor

fully or partially transmitted. The transmitted traffic amount can be determined from the

transmission time ti(j−1) that was computed for the partition in the optimization process

(described in Subsection 4.4.3) during the previous scheduling instant. The rest of the

traffic in the partition has been backlogged for another SI period. Therefore, this remaining

amount of traffic should be set as the value of PLij in the current scheduling instant. This

update method is applied to all the partitions except partition 1 and 2. Therefore, we choose

3 as the end value of the loop in line 2 of the pseudo code listed in Algorithm 1. The

updating method for PLi1 is different because this is the amount of traffic that has arrived

only after the last scheduling instant. On the other hand, since PLi1 may contain the

predicted amount of traffic instead of the actual amount, it cannot be used to calculate the

new value of PLi2.

Regarding the calculation of PLi1, the uplink streams have to be considered differently

than the downlink streams. The traffic queue of an uplink stream is located at the QSTA
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where the stream is attached. Since the queue is not at the QAP, the scheduler does not

know the amount of traffic that has arrived to that traffic queue during the last SI period.

The scheduler, therefore, has to predict this amount for an uplink TS i by multiplying a

predicted traffic intensity PRi with the value of SI. On the other hand, the instantaneous

queue lengths of downlink streams are known to the scheduler since the downlink queues

are collocated with the scheduler at the QAP. The value of PLi1 of a downlink stream is,

therefore, easily obtainable by considering its queue length and the rest of the partitions of

its queue.

To update PLi2, the actual amount of TS i traffic that arrived during the SI period pre-

ceding the previous scheduling instant has to be considered. This amount can be calculated

from traffic arrival intensity ARi of TS i during that SI period. For downlink streams, the

calculation is straightforward. In subsection 4.4.2 we will discuss how ARi can be calcu-

lated for uplink streams. To get the updated value of PLi2, the amount of traffic that has

been transmitted by the transmission time allocated for partition 1 of TS i during the last

SI period is deducted from the amount of traffic that arrived during the SI period preceding

the previous scheduling instant.

4.4.2 Predicting VBR Traffic Intensities

From the previous subsection, we can see that the first entry in the PL list of an uplink

stream cannot be determined like the other entries in the list. To determine this entry the

scheduler has to know the amount of traffic that has arrived within the SI period since

the start of the last service to the corresponding TS. The downlink traffic volumes can be

determined from the downlink queues, which are collocated with the QAP. However, since

the arrivals occur at the QSTAs, the actual information on the newly arrived uplink traffic
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volume is not available to the QAP when it makes the scheduling decision. Due to the

potentially VBR nature of the traffic, the QAP needs to make predictions. The predicted

traffic intensities will be used to estimate the amount of newly arrived traffic for each TS.

The prediction mechanism should meet some requirements. Due to the limited memory

and computational power available in the WLAN routers, the scheme has to be simple.

On the other hand, it should be able to deal with the short term and long term correlation

between traffic intensities over time. It is well known that VBR video and audio traffic show

this property. The least mean square (LMS) predictor is a simple prediction mechanism and

has been shown to predict VBR traffic reasonably well [11].

However, the performance of the LMS filter largely depends on the eigenvalue spread

of the input data. A large spread in the eigenvalue badly affects the performance of the

LMS predictor. As a result, the LMS predictor can perform poorly if the time series shows

strong correlation property. This limitation can be largely overcome by using transform

domain LMS predictors [12]. Wavelet domain LMS prediction could be an ideal choice

due to its simplicity and its ability to smooth out the effect of large correlation among the

input data.

Wavelet transform is a powerful signal processing technique. The idea behind wavelet

transform-based predictor is to decompose the original data series into a different series that

will offer better stability and convergence. As shown in [12], the eigenvalue spread of the

input data is reduced substantially when they are decomposed using wavelet transform. The

discrete transform gives a wavelet co-efficient vector of the same length as that of the input

vector. The wavelet transform-based LMS predictor can be described by the following set
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of equations [12]:

z(n) = DWT (x(n− 1), x(n− 2), · · · , x(n−K))

x̂(n) = ww(n)·z(n)

e(n) = x(n)− x̂(n)

ww(n+ 1) = ww(n) + 2µe(n)Γ−1
z (n)z(n)

(4.15)

where DWT stands for Discrete Wavelet Transform, ww(n) is the filter co-efficient vec-

tor, x̂(n) is the predicted and x(n) is the real signal value at the nth time step, K is

the order of the prediction, Γz is the input correlation matrix in the DWT domain. The

condition of convergence is 0 < µ < 1. Considering a self-orthogonalizing WLMS,

the Γz matrix can be approximated following the methods proposed in [13] as Γ̂z(n) =

diag(ζ̂n,1, ζ̂n,2, · · · , ζ̂n,K), in which ζ̂n,m = φζ̂n−1,m+(1−φ)z2m(n), 1 ≤ m ≤ K where

φ is an adjustable parameter (0 ≤ φ ≤ 1) that can be adjusted for better convergence.

To predict the traffic intensity over the next SI period, the PRO-HCCA scheduler entity

in the QAP keeps record of the K observations in the recent past over the last K SIs for

each admitted stream i. Here, K is the order of the WLMS predictor. By substituting

these K past observations into the variables x(n− 1) to x(n−K) of the WLMS predictor

equations, the predicted traffic intensity PRi can be calculated as x̂(n).

For the adaptation step of the predictor, the actual intensity of traffic that have arrived

during the last SI has to be computed. The IEEE 802.11e specification allows that after a

QSTA is done with its transmission opportunity in a scheduling interval, the QSTA informs

the QAP about the queue length information of the TSs attached to itself. This information

usually is piggybacked with the last packet transmitted within that transmission opportu-

nity. Let the queue length of a TS i attached to a particular QSTA at this time instant be
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denoted as QLtxopi (in bits). If QL0
txopi

denotes this value at the end of TXOP during the

previous SI then the QAP can calculate the actual intensity ARi of traffic arrival for TS i

as follows:

ARi =
QLtxopi −QL0

txopi
+ (TXOPi −X) ∗R
SI

. (4.16)

This value of ARi is then used as x(n) in the above mentioned WLMS equations.

4.4.3 Optimizing TXOP Allocation

At each scheduling instant that will occur after each SI interval, the QAP has to distribute

(in the form of TXOPs) a constrained amount of medium time Tavail (0 ≤ Tavail ≤ SI)

among the admitted traffic streams. We formulate this allocation as an optimization prob-

lem. Thanks to the accounting and prediction mechanism described in Subsections 4.4.1

and 4.4.2, respectively, the scheduler entity inside the QAP has a picture on the urgencies

of service for different portions of the TS queues. We propose to use a utility function to

take into account these urgencies and to formulate an optimization model accordingly. The

utility received from transmitting data belonging to partition PLij for a single time unit (in

slot time) is Uij =
1

⌈Di
SI

⌉−j+1
.

The constraint on the available medium time for HCCA within each scheduling interval

is described by two parameters. The first parameter ρhcca is the fraction of medium time

allocated for HCCA. If T and TCP denote the beacon interval and the time used by EDCA

traffic within a beacon interval, respectively, then ρhcca = T−TCP

T
. The second parameter

is the 802.11e dot11CAPlimit, which is set during the WLAN setup. Therefore, Tavail =

max(ρhcca ∗ SI, dot11CAPlimit).

The output from the optimization procedure will be the transmission times allocated for

different partitions of the TS queues. For TS queue i, let us denote by tij the transmission
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time allocated for the jth partition. The optimization model can be described mathemati-

cally as follows:

maximize
tij

Ω =
N∑
i=1

⌈
Di

SI

⌉∑
j=1

Uij.tij

s.t. :
N∑
i=1

⌈
Di

SI

⌉∑
j=1

tij ≤ Tavail

0 ≤ tij ≤
(
PLij

R
+X

)
,

i = 1, 2, · · · , N ; j = 1, 2, · · · ,
⌈
Di

SI

⌉
(4.17)

A closer inspection into the formulation of the optimization reveals that it can be

mapped into the classical fractional Knapsack problem [14] which can be solved efficiently

with a greedy algorithm in an online fashion. From different TSs, we can combine those

transmission time units which have the same utility. Since we only have discrete values

for utility, there will be a discrete set of transmission time units. Let us denote the set as

G = [g1, g2, · · · , gp], where p is the number of distinct values of per transmission time

unit utilities at the scheduling instant. The scheduler at the QAP maintains the information

about which TSs are contributing how much to the value of each element in the set. For

each element, an entire amount or a fraction will be selected by the solution [14] of the

fractional Knapsack problem.

If gh (1 ≤ h ≤ p) is selected as a whole, then from each TS the entire amount contribut-

ing to gh is selected for service. When a fraction is selected, the amounts for different TSs

are selected in proportion to their contributions to gh. The outcome of the procedure will
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be the tij values which are the variables in the optimization problem. Note that, for a given

TS, the transmission times will be allocated such that partition j+1 will be able to transmit

completely before partition j gets the opportunity to transmit. This is simply due to the fact

that transmitting a data unit from partition j+1 will yield higher utility than transmitting a

data unit from partition j and that the optimization is aimed at maximizing the total utility.

With the tij values determined as above, the TXOPs for the TSs are calculated as follows:

TXOPi =

⌈
Di

SI

⌉∑
j

tij, i = 1, 2, · · · , N (4.18)

Once the TXOP values for the admitted streams have been calculated as above during the

scheduling instant, the QAP broadcasts these allocations to the QSTAs.

4.5 Performance Evaluation of the PRO-HCCA
Scheduler

4.5.1 Simulation Setup and Parameters

We simulate IEEE 802.11e HCCA using a discrete-event simulator written in Parsec [15].

We code the reference scheduler and the proposed PRO-HCCA scheduler in the simulator.

Simulations can be run with either of the scheduler enabled. In the WLMS predictor, we

use Daubechie-4 as the mother wavelet to perform wavelet transforms. The physical layer

of the WLAN conforms to 802.11a specification with a physical rate of 36 Mbps. The PHY

and MAC parameters are listed in Table 4.1.

The WLAN topology consists of 3 QSTAs each generating a traffic stream. The mix

of the streams consists of VBR VoIP and video streams. Two types of video streams are
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Table 4.1: Packet overhead and MAC parameters

Parameter Value
RTP header size 12 bytes
UDP header size 8 bytes

IP header size 20 bytes
MAC header size 36 bytes
PLCP header size 3 bytes

SIFS interval 16 µsec
ACK size 14 bytes

PHY data rate 36 Mbps
Minimum data rate 6 Mbps

Slot time 9 µsec
Beacon period 500 ms

IFQ Length 50

Table 4.2: Properties and QoS requirements of the scheduled streams

TS No. Type TSPEC Parameters Attached QSTA
Nominal MSDU Size Mean Data Rate MaxSI Delay Bound

1 Interactive video 1000 bytes 210 kbps 50 ms 100 ms 1
2 Non-Interactive video 920 bytes 180 kbps 100 ms 200 ms 2
3 VoIP 160 bytes 22.4 kbps 25 ms 50 ms 3

used: interactive and non-interactive. QSTA 1 generates the interactive video whose traffic

trace is collected from the lecture room cam trace (high quality MPEG-4) available at [16].

A non-interactive or streaming video stream is generated from real traffic trace and is at-

tached to QSTA 2. The stream is generated from the medium quality MPEG-4 trace of the

movie Mr. Bean. This trace is also collected from [16]. A VBR VoIP stream with silence

suppression is simulated and attached to QSTA 3. The stream has exponentially distributed

ON and OFF state times with the average state duration of 352 ms and 650 ms, respec-

tively. Table 4.2 summarizes the properties and QoS requirements of the streams used in

the simulation. The amount of time simulated is 300 seconds.

148



0 20 40 60 80 100 120 140 160
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

d (ms)

P
r

(d
el

ay
≤

d
)

 

 

PRO−HCCA Scheduler
Reference HCCA Scheduler

Figure 4.4: Cumulative distribution function of delay (ms) experienced by packets
generated from the interactive video stream.

4.5.2 Simulation Results and Discussions

Fig. 4.4 shows the CDF of the delays experienced by packets belonging to the interactive

video stream. The packet delay includes the access delay and the transmission time of the

packet itself. We can observe that the reference scheduler performs very badly in terms

of meeting the delay bound. Only 43% of the packets could be served within the pledged

delay bound. On the other hand, the PRO-HCCA scheduler clearly shows its ability to

meet the delay guarantee. All the packets generated by the stream are served within the

guaranteed delay although the interactive video requires a very stringent delay bound of

100 ms. Table 4.3 also shows that this delay performance is achieved with no packet loss

at all. Note that the PRO-HCCA is designed to drop any packet that fails to meet the delay

bound. The reference scheduler does not have such provisioning. Even with this extra

passage for packet dropping, the PRO-HCCA scheduler achieves 0% packet loss, which is
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Figure 4.5: Cumulative distribution function of delay (ms) experienced by packets
generated from the non-interactive video stream.

quite remarkable. On the other hand, the reference scheduler drops a significant percentage

(almost 19%) of packets.

Fig. 4.5 shows the CDF of delays experienced by packets belonging to the non-interactive

or streaming video traffic. Compared to the interactive video stream, this stream has bet-

ter delay tolerance with a delay bound of 200 ms. The figure shows that the reference

scheduler still performs very badly. Although the percentage of packets meeting the delay

bound improves to nearly 65% because of the less strict delay bound, the performance is

still unacceptable. In contrast, the proposed PRO-HCCA scheduler excels in performance

in terms of meeting the delay bound. The figure clearly shows that 100% of the packets

belonging to the stream are served with latencies comfortably within the delay guarantee.

For the reference scheduler, the packet drop rate (2.5%) for the non-interactive stream is

not as bad as it is with the interactive video stream. This improvement can be attributed to

the lower intensity of the traffic arrival (since the video is of a medium quality) and also
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Figure 4.6: Cumulative distribution function of delay (ms) experienced by packets
generated from the VBR VoIP stream.

to the less strict delay bound. On the other hand, the PRO-HCCA scheduler maintains 0%

packet loss with the stream as well.

Finally, the CDF of packet delays for the VoIP stream is shown in Fig. 4.6. Although

this stream has the most stringent delay bound of 50 ms, with the PRO-HCCA scheduler,

all the packets of the stream are served within this delay bound. As is evident from the

figure, the reference scheduler performs the worst in terms of meeting delay guarantees for

the stream out of the three streams served. This also confirms that the reference scheduler

penalizes more the streams with stricter delay bounds. On the other hand, the PRO-HCCA

scheduler treats the streams fairly and can provide delay guarantees irrespective of the

strictness of the delay bound. As shown in Table 4.3, the reference scheduler does not

drop packet for the considered VBR VoIP stream because of the very low traffic arrival

intensity of the stream. The proposed PRO-HCCA scheduler also exhibits no packet loss

for the stream. The packet loss performance of the reference scheduler is highly sensitive
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Table 4.3: Summary of the results

Stream Packets served within delay bound Packet loss
Type Reference HCCA PRO-HCCA Reference HCCA Scheduler PRO-HCCA Scheduler

Scheduler Scheduler Scheduler Scheduler
Interactive video 43% 100% 19% 0%

Non-Interactive video 65% 100% 2.5% 0%
VBR VoIP 17% 100% 0% 0%

to the traffic intensity of the relevant stream, whereas the PRO-HCCA scheduler shows

stable performance irrespective of the traffic intensity. A summary of the numerical results

is listed in Table 4.3.

Overall, the simulation results show the effectiveness of the PRO-HCCA scheduler in

adapting to various multimedia traffic scenarios while delivering necessary QoS require-

ments. Although the results are shown for a WLAN with three QSTAs, the performance of

PRO-HCCA is expected to show its effectiveness in much larger sized WLAN deployment.

Due to the low computational complexity of the prediction mechanism used for the sched-

uler, the QAP will be able to handle the VBR traffic prediction with acceptable accuracy

for a reasonable number of traffic streams. The optimization module is designed to achieve

the maximum utilization of the available medium time and bandwidth. If the number of

scheduled streams grows, the delays experienced by the streams are expected to grow to-

wards their delay bounds. However, since the packets needing the most urgent service are

serviced with the most priority, the delay guarantees will be met as much as possible with

the available resource constraint. Moreover, the PRO-HCCA scheduler is designed to not

schedule the packets that have already missed their deadlines. Therefore, meeting delay

guarantees will enjoy higher priority over packet loss if the available medium time cannot

accommodate the instantaneousness demand. Multimedia applications typically can toler-

ate some level of packet loss. By continuing to meet the delay guarantees at the expense of
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some packet loss could be the worst case scenario if the number of streams and their aggre-

gate QoS demand exceeds the available resource in the system. However, we assume that

the HCCA admission controller will complement the operation of the scheduler to restrict

the number of admitted streams so that aggregate QoS demand remains within the available

resource in the WLAN system. We conjecture that the PRO-HCCA scheduler will be able

to meet the QoS guarantees of increased number of multimedia streams from increased

number of WLAN stations so long as the admission controller can effectively regulate the

admission of traffic streams based on the QoS demands and the system capacity.

4.6 Conclusions

We have formulated an analytical model for the controlled channel access mechanism (also

called HCCA) in IEEE 802.11e based WLANs considering VBR traffic applications. The

model enables us to derive important performance measures in terms of the parameters used

in the reference scheduler. The results obtained from the analytical model have shown that

the QoS guarantees for VBR traffic cannot be met without dynamically adapting the trans-

mission opportunities to variable traffic intensities and to urgencies for service of compet-

ing connections. Using the insights gained into the cause of the problems in the reference

scheduler, we have developed a novel HCCA scheduler for IEEE 802.11e WLANs. The

proposed scheduler adapts dynamically with dynamic traffic intensities that may arise from

multimedia applications. The proposed PRO-HCCA scheduler utilizes simple but smart

prediction mechanism along with an efficient online optimization process. The urgency of

service for different parts of the backlogged queues is considered in the optimization step.

Simulation experiments have shown that the PRO-HCCA scheduler achieves very robust

and stable performance in meeting QoS guarantees for various VBR traffic applications.
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Chapter 5

Opportunistic Spectrum Scheduling for

Multiuser Cognitive Radio: A Queueing

Analysis1

5.1 Introduction

Widespread deployment of broadband wireless access systems have dramatically increased

the demand for radio spectrum. This is expected because such systems require certain

amount of bandwidth to offer broadband quality data rates. However, radio spectrum is one

of the most scarce and valuable resources for wireless communications. As the available

radio spectrum is limited, improving its utilization has gained renewed interest with the pro-

liferation of broadband wireless technologies. New insights into the use of radio spectrum

have challenged the traditional static spectrum allocation policy. Actual measurements

1A version of this chapter has been published. Rashid, M.M., Hossain, M.J., Hossain, E. and Bhargava
V.K. (2009) Opportunistic Spectrum Scheduling for Multiuser Cognitive Radio: A Queueing Analysis. IEEE
Trans. on Wireless Commun. 8(10):5259–5269.
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have shown that most of the allocated spectrum is largely underutilized [1]. Similar views

on the underutilization of allocated spectrum were reported by the Spectrum-Policy Task

Force appointed by Federal Communications Commissions (FCC) [2]. Spectral efficiency

can be increased significantly by giving opportunistic access of the frequency bands to un-

licensed users. Cognitive radio (CR) has been proposed as a way to improve spectrum effi-

ciency by exploiting the unused spectrum in dynamically changing environments [3]. The

CR technology is based on an innovative radio design philosophy which involves smartly

sensing the swaths of radio spectrum and then determining the transmission characteristics

(e.g., symbol rate, power, bandwidth) for cognitive radio users (CR users) based on the

perceived behavior of the primary users (i.e., users who are licensed for the spectrum in

consideration).

Although opportunistic spectrum access would allow CR users to identify and access

available spectrum resources, one of the main concerns is to utilize the available spectrum

resources efficiently. As such CR users’ quality-of-service (QoS) requirements are met

without violating the priority right of primary users. In a CR network, the availability of

radio spectrum for CR users depends mainly on the activity of primary users. On the other

hand, since wireless channel quality of CR users is time-varying in nature, communication

resource available to CR users is highly dynamic. The medium access control (MAC) layer

protocols in a CR network should be able to adapt to the availability of the communication

resources. An adaptive MAC layer, which efficiently uses communication resources given

the QoS requirements, is an important component for an adaptive wireless access system

based on CR technology. In order to design smart radio resource management schemes for

this adaptive system, the system engineers have to determine how important system and

operating parameters affect important performance measures relevant to the design. These
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parameters are most likely to encompass different layers of the protocol stack. Therefore,

a cross-layer analytical model will be very useful for efficient design, analysis, and opti-

mization of resource management schemes such as scheduling and admission control.

Research interest on CR technology has grown tremendously off late and a reasonable

number of ensuing research efforts have dealt with performance analysis of CR systems. In

most of the cases, the focus of the performance analysis has been on the capacity, through-

put and/or outage probability achievable at the physical layer (PHY). In [4], Devroye et

al. presented an information theoretic analysis to derive the capacity regions of a cogni-

tive radio channel. Information theoretic limit of throughput in cognitive networks was

also analyzed in [5] and [6] assuming different cooperative behaviors between primary and

CR users. Game theoretic models have also been used to analyze CR networks. Ji and

Liu provided a review of theses game theoretic models in [7]. These models are useful

to analyze achievable payoffs and associated fairness of service among CR users result-

ing from different spectrum sharing policies in CR networks. The problem of efficient

spectrum sensing and spectrum access in CR networks was addressed in [8]-[10]. While

[11] and [12] studied the spectrum access problem in a single-user scenario, [13] and [10]

considered a multi-user scenario. A framework for medium access control (MAC) protocol

adaptation in a dynamic spectrum access scenario was proposed in [14]. Simeone et al. [15]

studied MAC layer throughput for a CR user over a cognitive link given a certain through-

put at the primary user end. The system model, however, is very simplistic with a single CR

user opportunistically sharing the cognitive link with a single primary user. The queueing

model assumes infinite transmission queues and does not study delay or packet loss perfor-

mance measures. In [16], an M/G/1 queueing model was used to analyze the transmission

performance of multiple CR users on an aggregate basis considering both PHY and MAC
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layer parameters. Analytical models were developed in [17] for cognitive MAC protocols

with dedicated control channel and with embedded control channel. Call-level QoS perfor-

mance (e.g., blocking performance) for CR users was analyzed in [18] based on a G/M/N

queueing model. In a similar spirit, call-level performances for both primary users and CR

users were analyzed in [19] using a two-dimensional Markov chain. A survey of the MAC

schemes for CR networks can be found in [20]. A cross-layer design methodology for CR

networks based on fuzzy logic was presented in [21].

Different from the above works, we develop a cross-layer (MAC layer and PHY) queue-

ing model that considers multiple CR users competing for spectrum opportunities, and ex-

ploitation of multiuser diversity for allocating spectrum opportunities among the CR users.

We consider a spectrum overlay scenario in an infrastructure-based dynamic spectrum ac-

cess environment where the CR controller or the cognitive radio base station (BS) allocates

the available spectrum opportunities among CR users. The cognitive radio BS uses an op-

portunistic scheduling scheme based on channel quality to allocate the spectrum resources

among CR users, because such a scheduling scheme offers throughput gain with increased

number of users in a wireless system [22]. For the queueing analysis, we model the activity

of primary users in a channel as a two state Markov chain and the channel fading in the

link between the cognitive radio BS and a CR user as a finite-state Markov chain (FSMC).

The model also considers realistic traffic model that captures the potential burstiness in the

arrival process. The queueing analysis enables use to relate the packet-level QoS perfor-

mance measures at the MAC layer with a number of important system and PHY parameters.

Therefore, this will facilitate cross-layer (MAC layer and PHY) design of CR networks.

Also, the analysis facilitates the design of a model-based admission controller in order to

provide the required QoS for the CR users. Selected numerical results are presented to show
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the effect of important system and traffic parameters on the performance measures of inter-

est including the delay distribution, packet loss rate, and throughput. The matrix-analytic

method used in this chapter has a nice algorithmic approach, which is much more elegant

than traditional queueing analysis methods that usually involve complex Laplace-Stieltjes

Transforms (LST). Being free from LST, our method allows to numerically compute the

delay and queue length distributions with much greater ease.

The rest of the chapter is organized as follows. In Section 5.2, we describe the system

model which includes details of primary users’ activity level modeling, wireless channel

modeling, and the spectrum scheduling scheme. We develop the queueing analytic model

in Section 5.3 and present some selected numerical results in Section 5.4. Example appli-

cations of the model are presented in Section 5.5. Section 6 concludes the chapter.

5.2 The System Model and Assumptions

5.2.1 Network Model

We consider an infrastructure-based CR system consisting a cognitive radio BS and multi-

ple CR users which opportunistically utilize the spectrum licensed to some primary users

(Fig. 5.1). The cognitive radio BS controls transmissions to/from the CR users in its cov-

erage area. For downlink transmission, the packet queues for the CR users will be located

at the cognitive radio BS. In case of uplink transmission, the location of the packet queues

will be at the CR users. The analytical model presented later in the chapter will be valid

for both the cases.

Following the cross-layer model in [23], we assume that packets arriving from the

higher layers are buffered and scheduled at the MAC layer and then transmitted on air
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Figure 5.1: Infrastructure-based cognitive radio network architecture (CR = Cogni-
tive radio; PU = Primary user; BS = Base station).

one or more at a time inside physical layer frames. The system is assumed to be time

slotted with the slot size fixed to the duration (Tf ) of a frame transmission. Adaptive mod-

ulation and coding (AMC) is used to adjust the PHY transmission mode for each radio

channel between a CR user and the cognitive radio BS. Therefore, the size (in bits) of a

frame might vary from frame to frame due to AMC and the number of channels assigned

to the user. Assuming a fixed packet size, the number of packets transmitted in a frame

duration will vary accordingly. Note that in the rest of the chapter, the term time slot will

be used synonymously for the frame duration Tf .

Let the total bandwidth available for communication be WT[Hz] which is licensed to a

group of primary users. We assume that the total bandwidth is divided into M channels.

Portions of the spectrum i.e., channels licensed to the primary users may remain unused
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and thus be available to the CR users. The spectrum sensing technique implemented in

the cognitive radio BS will enable it to discover these spectrum opportunities at each time

slot n2. We assume that if a channel is not used by primary users at the beginning of

a time slot n, it remains unoccupied by primary users during that slot and the cognitive

radio BS can assign this channel to a CR user under its coverage. The availability of

spectrum opportunities for CR users will vary over time depending on the activity level

and pattern of the usage by the primary users. The wireless channel quality of CR users is

also time-varying in nature. Since in a given time slot, a number of CR users may demand

for the spectrum resource, a scheduling method will be required to allocate the spectrum

opportunities among CR users.

5.2.2 Primary User Activity

We assume that the channel occupancy by primary users for ith (1 ≤ i ≤ M) channel is a

two-state time-homogenous first-order Markov Process, and the process is independent and

identical from one channel to another. Similar channel occupancy model was used in [11].

Let O denote the Markov process representing the channel occupancy by primary users and

PO denote its transition probability matrix. In this chapter, we refer PO as the occupancy

matrix and define it as follows:

PO =

 1− p0→1 p0→1

p1→0 1− p1→0

 (5.1)

where p0→1 denotes the probability that the channel is occupied in time n and will be

released in the next time slot n + 1. Similarly, p1→0 denotes the probability that an unoc-

2Spectrum sensing can be performed through separate sensing devices installed by the cognitive radio
service provider [24].
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cupied channel will be occupied by a primary user in the next time slot. The activity factor

of primary users in a given channel can be defined as the probability that the channel will

be occupied in a given time slot. This probability can be obtained by finding the steady

state probabilities of the state transition matrix in (5.1). We assume that theses transition

probabilities are known at the cognitive radio BS. We also assume a perfect channel sens-

ing scheme in the CR network in consideration, and therefore, ignore any channel sensing

error when estimating primary user activity.

5.2.3 Channel Model and Adaptive Modulation

The power gain for channel fading of CR user j at channel i, γi,j is assumed to be slowly

varying with Gamma distribution which corresponds to the Nakagami-m distribution [25]

for fading amplitude variation. The channel fading process can be modeled as an FSMC

[26], for which, γi,j maps to a channel state in set C = {0, 1, . . . , Z} with a total of Z +

1 states. In a time slot, let the state of channel i for CR user j be k if σk ≤ γi,j <

σk+1. The power gain thresholds satisfy the following inequality: 0 = σ0 ≤ . . . ≤ σk ≤

. . . ≤ σZ+1 = ∞. A set of AMC schemes are chosen as transmission modes according

to a one-to-one relationship with these channel states. The following relationship between

packet transmission rates and transmission modes is also assumed: ξk = bk, 1 ≤ k ≤ Z,

where ξk denotes the number of packets that can be transmitted during a time slot when

transmission mode k (which corresponds to channel state k) is selected, b is an integer

which depends on time slot duration and modulation parameters. Channel state 0 simply

represents that there will be no transmission in the channel when the fading SNR remains

below σ1. The thresholds σk (1 ≤ k ≤ Z) can be obtained to meet the average packet error

rate (PER) target for for each of these transmission modes [23]. For a given Doppler shift,
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the transition probabilities between the channel states of the FSMC can be obtained as in

[26]. Note that, in our model, a channel can change from one frame to the next, and the

dynamics of such changes is captured through the FSMC channel model. A session, on the

other hand, usually contains many frame times and therefore, signal strength of a channel

can change many times during a session. The assumption made in our model only restricts

a channel state to remain unchanged over a frame time, which is usually in the range of

few milliseconds. However, we allow the possibility that a channel can change many times

during a session, which is usually in the order of many seconds.

5.2.4 Opportunistic Spectrum Scheduling

For wireless networks, opportunistic scheduling, which exploits multiuser diversity, has

been proved to maximize system throughput [27]. Due to the inherent gain from multiuser

diversity, we also assume an opportunistic spectrum scheduling scheme. In this scheme,

an empty channel is assigned to a CR user for whom the highest transmission rate can be

supported in that channel. The spectrum scheduling scheme can be summarized as follows:

• At time slot n, the cognitive radio BS identifies the set of unoccupied channels, L(n).

• From the list L(n), a channel is picked up and the channel state for each CR user

is checked for this channel. It is assigned to the CR user with the highest channel

state. If there are more than one CR users with the highest state, a user is selected

randomly. The channel is assigned to this user and removed from the list.

• This procedure is repeated until all the channels in L(n) are assigned to the CR users

According to the above spectrum scheduling scheme, a CR user may be allocated more

than one channel in a given time slot. Also, multiple CR users could be allocated spectrum
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opportunities in the same time slot. For this, we assume that a hybrid FDMA/TDMA

mechanism is employed at the cognitive radio BS.

Note that the channel fading information for the CR users need to be made available

at the scheduler through some Channel Quality Information (CQI) feedback mechanism

implemented at the BS. The main cost of such feedback is the extra uplink radio resource

necessary to carry the CQI. How to minimize the amount of radio resources necessary for

the CQI feedback method is itself a very active research area and in our analysis, we do not

assume any particular scheme to obtain channel fading information. For the system model

analyzed in our chapter, the possible CQI (i.e. SNR) values are divided into a predefined

number of channel states; therefore, for a particular channel, a user can report the channel

state instead of reporting the exact SNR. As a result, a CR user can forgo sending CQI to

the cognitive radio BS for a channel when channel fading in the current frame does not

differ from that in the previous frame to warrant a transition in channel states. Therefore,

we conjecture that the cost of getting the channel fading information would be reasonably

low. Since there may not be any common control channel available for periodic feedback of

channel state information from the CR users to the cognitive radio BS, a predictive scheme

can be used [28].

5.3 Formulation of the Queueing Model

5.3.1 Packet Arrival Process

Assuming a homogenous system, we develop the queueing model from the perspective of

a tagged CR user. We assume that packet arrivals for a CR user follow a Batch Bernoulli

process which can be described by a vector α = [α0, α1, · · · , αN ], where N is the maxi-
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mum number of packets that can arrive during a time slot. Here, α0 is the probability of no

packet arrival and αi (1 ≤ i ≤ N) is the probability that i packets arrive in a time slot.

The average arrival rate λ (in packets/slot) can be calculated as λ =
N∑
i=1

iαi.

The assumed Batch Bernoulli arrival model is very general which can capture different

level of burstiness in the traffic arrival process. We also assume that packets arriving during

time slot n − 1 cannot be served until time slot n at the earliest. The packets in the queue

are served in a first-come first-served manner and packet transmissions in a time slot are

assumed to finish before arriving packets enter the queue.

5.3.2 Joint System State Considering Primary User Activity, Channel
State, and Opportunistic Scheduling

Let random variable m
(i)
n ∈ {1, 0} represent whether ith channel is assigned to the tagged

user (CR user 1) or not at time slot n. We assume that m(i)
n = 1 denotes that CR user 1 is

assigned to ith channel at time slot n. Similarly c
(i)
n ∈ C denotes the channel state of ith

channel at time slot n. Therefore, the joint state for the ith channel at time slot n can be

denoted as (m(i)
n , c

(i)
n ). The corresponding state transition probability matrix M(i) can be

determined as follows:

M(i) =

 M(i)
0→0 M(i)

0→1

M(i)
1→0 M(i)

1→1

 (5.2)

where M(i)
k→l is a (Z +1)× (Z +1) matrix whose element at row y and column z denoted

here by M(i)
k→l(y, z) is defined as M(i)

k→l(y, z) = Pr (m(i)
n+1 = l, c

(i)
n+1 = z|m(i)

n = k, c
(i)
n =

y). These probabilities can be obtained using similar equations as (3.6)-(3.13) of Chapter 3.

For brevity, we do not include the details of the procedure here. Also note that these

transition probabilities are calculated for a specific number of users inside the network.
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When any CR user moves in and out of the CR network, these transition probabilities can

be recalculated with the updated number of CR users in the system.

However, assignment of a given channel to a CR user does not guarantee that the user

will be able to access the channel since it can be occupied by a primary user. Therefore,

we introduce another random variable o
(i)
n ∈ {1, 0} to denote the occupancy state of ith

channel by primary users at time slot n. Specifically, o(i)n = 0 means ith channel is occupied

by primary users and o
(i)
n = 1 represents that the channel is available to the CR user at

time slot n. In the previous section, we have also introduced the occupancy matrix PO to

describe the Markov process assumed for channel occupancy by primary users. Therefore,

for ith channel, the joint state considering the spectrum scheduling scheme and primary

user activity can be denoted as

Φ(i) ,
{(

o(i)n ,m(i)
n , c(i)n

)
|0 ≤ o(i)n ≤ 1, 0 ≤ m(i)

n ≤ 1, 0 ≤ c(i)n ≤ Z
}
.

The transition probabilities among the states in Φ(i) can be expressed using matrix H(i) as:

H(i) = PO

⊗
M(i), where

⊗
represents the Kronecker product.

Let us now define a new state variable sn(M) calculated as: sn(M) =
∑

1≤i≤M

o
(i)
n m

(i)
n c

(i)
n

and construct a state space Θ(M) , {sn(M)|0 ≤ sn(M) ≤ MZ}. Next, we describe a

procedure to calculate the transition probability matrix S(M) for state space Θ(M).

Let us consider channels 1 and 2 first and start by constructing a joint state space

Ω(2) ,
{(

o(1)n ,m(1)
n , c(1)n , o(2)n ,m(2)

n , c(2)n

)
|0 ≤ o(1)n , o(2)n ≤ 1; 0 ≤ m(1)

n ,m(2)
n ≤ 1; 0 ≤ c(1)n , c(2)n ≤ Z

}
.

The transition probabilities among these states can be represented by matrix ℜ(2) as: ℜ(2) =

H(1)
⊗

H(2).
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The steady state probability vector τ (2) for the state space Ω(2) can be derived by solv-

ing the following set of linear equations: τ (2)ℜ(2) = τ (2) and τ (2)1 = 1, where 1 stands

for a column matrix containing 1 only in each entry.

With sn(2) = o
(1)
n m

(1)
n c

(1)
n + o

(2)
n m

(2)
n c

(2)
n , let yt (yt ⊂ Ω(2)) denote the set of states that

result in sn(2) = t, where 0 ≤ t ≤ 2Z. With ℜ(2)
h→h′ denoting the transition probability

from state h to h′, where both h and h′ are elements of state space Ω(2), we can construct

the transition probability matrix S(2) for state space ϕ(2) as follows:

Sk→k′(2) =

∑
h∈yk

∑
h′∈yk′

τ
(2)
h ℜ(2)

h→h′∑
h∈yk

τ
(2)
h

(5.3)

where Sk→k′(2) denotes the transition probability from state k to state k′, where 0 ≤ k, k′ ≤

2Z.

We now describe a generalized procedure to recursively calculate transition probability

matrix S(M) for M ≥ 3. We combine state variables o(M)
n ,m

(M)
n , and c

(M)
n for channel M

with state variable sn(M − 1) to construct the joint state space

Ω(M) ,
{(

sn(M − 1), o(M)
n ,m(M)

n , c(M)
n

)
|0 ≤ o(i)n ≤ 1; 0 ≤ m(i)

n ≤ 1; 0 ≤ c(i)n ≤ Z
}
,

whose transition probability matrix ℜ(M) can be derived, assuming S(M − 1) has been

calculated in the previous iteration of the recursion, as ℜ(M) = S(M − 1)
⊗

H(M).

From definition of sn(M), we can also write sn(M) = sn(M − 1) + o
(M)
n m

(M)
n c

(M)
n .

Therefore, the transition probability matrix S(M) for M channels can be derived similarly

as was done for the two channel case by grouping states having same sn(M) values from

state space Ω(M).
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Now, let rn(M) denote the sum rate (in packets/time slot) available to the tagged CR

user due to M channels at time slot n. Since at any time slot n, the number of packets

that can be transmitted over a single channel is bcn when the channel’s state is cn, it is

straightforward to show that rn(M) = bsn(M). For the sake of clarity in mathematical

expressions, we will omit the index M from sn(M) and S(M) in the rest of the analysis.

5.3.3 Quasi-Birth-and-Death Process Formulation and Analysis

The system can be viewed as a time-slotted system where transitions among the states occur

at the slot boundaries. In addition, the state variables assume discrete values only. There-

fore, we can model the system using a discrete-time Markov chain (DTMC). To derive the

transition probability matrix of the DTMC, we consider the system dynamics as it evolves

from one time slot to the next time slot. With a finite buffer size of Q packets, the state

space of the system can be written as follows:

Ψ , {(xn, sn) |0 ≤ xn ≤ Q; 0 ≤ sn ≤MZ},

where xn is the queue length in number of packets at time slot n.

Once the transition probabilities in (5.2) are calculated, assuming an infinite buffer

space (Q = ∞) and setting L = bMZ, the state transition matrix for the DTMC can be
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written as

P =



A
(0)
0 A

(0)

1+ · · · · · · A0
N+

A
(1)

1− A
(1)
0 A

(1)

1+ · · · · · · A
(1)

N+

...
... . . .

A
(L−N+1)

(L−N+1)−
A

(L−N+1)

(L−N)−
· · · · · · · · · · · · A

(L−N+1)

1− A0 A
(L−N+1)

1+ · · · A
(L−N+1)

(N−1)+ AN+

...
... . . . ...

... . . .

A
(L)

L− A
(L)

(L−1)−
· · · · · · · · · · · · · · · · · · · · · A

(L)

1− A0 A1+ · · · · · · AN+

AL− · · · . . . · · · · · · · · · · · · · · · · · · A1− A0 A1+ · · · · · · AN+

. . . ...
... . . .

AL− · · · · · · · · · · · · · · · · · · A(L−N+1)− A(L−N)− · · · · · · · · · · · · A1− A0 A1+ · · · A(N−1)+ AN+

. . . ...
... . . . ...

... . . .

AL− A(L−1)− · · · · · · · · · · · · · · · · · · · · · A1− A0 A1+ · · · AN+

. . . . . . . . .



.

(5.4)

By constructing blocks of submatrices as shown in (3.14), we can obtain a quasi-birth-

and-death (QBD) process with a transition matrix of following form:

Pinf =



B E

C D G0

G2 G1 G0

G2 G1 G0

. . . . . . . . .


. (5.5)

However, we are interested in finding performance measures for systems with finite buffer

space, which is more realistic. Assuming a finite buffer size of Q and setting K = ⌊Q/L⌋,

we can write the transition matrix in the following form:
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P =

0

1

2

3

...

K − 1

K



B E

C D G0

G2 G1 G0

G2 G1 G0

. . . . . . . . .

G2 G1 G′
0

G′
2 G′

1



. (5.6)

To proceed further, let us define a set of matrices U(k)(0 ≤ k ≤MZ) as follows:

U
(k)
i,j =

 Si,j if i = k

0, if i ̸= k

where 0 ≤ i, j ≤MZ.

With these matrices defined, we can derive the inner submatrices of P in (3.14) as

follows:

A
(0)
0 = α0S; A

(0)

d+ = αdS, 1 ≤ d ≤ N (5.7)

A
(e)

d− =



α0

∑
⌈e/b⌉≤j≤MZ

U(j), if d = e

∑
0≤j≤e−d−1;

(j+d) mod b=0

αjU
( j+d

b ) + αe−d

∑
⌈e/b⌉≤j≤MZ

U(j), if e−N ≤ d ≤ e− 1

∑
0≤j≤N ;

(j+d) mod b=0

αjU
( j+d

b ), if 1 ≤ d < e−N,

for 1 ≤ e ≤ L− 1.

(5.8)
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A
(e)

d+ =
∑

d≤j≤d+e−1;
(j−d) mod b=0

αjU
( j−d

b
) + αd+e

∑
⌈e/b⌉≤j≤MZ

U(j), 1 ≤ d ≤ N, 1 ≤ e ≤ L− 1 (5.9)

A
(e)
0 =


∑

0≤j≤e−1;
j mod b=0

αjU
( j
b) + αe

∑
⌈e/b⌉≤j≤MZ

U(j), if 1 ≤ e ≤ N

∑
0≤j≤N ;

j mod b=0

αjU
( j
b), if N < e ≤ L

(5.10)

Ad− =



∑
0≤j≤N ;

(j+d) mod b=0

αjU
( j+d

b ), if 1 ≤ d < L−N

∑
0≤j≤L−d;

(j+d) mod b=0

αjU
( j+d

b ), if L−N ≤ d < L

(5.11)

Ad− =
∑

0≤j≤N ;
(j+d) mod b=0

αjU
( j+d

b ), 1 ≤ d ≤ L (5.12)

Ad+ =
∑

d≤j≤N ;
(j−d) mod b=0

αjU
( j−d

b ), 1 ≤ d ≤ N

(5.13)
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A0 =
∑

0≤j≤N ;
j mod b=0

αjU
( j
b); G′

0 =

[
G0 0LMZ×K′MZ

]
(5.14)

G′
1 =



A0 A1+ · · · AN+

A1− A0 A1+ · · · AN+

... . . . . . .

A(L−N+K′)− · · · · · · · · · A′
(N−1)+

... . . . ...

AL− · · · · · · · · · · · · A′
(K′−1)+

. . . . . . ...

AL− · · · · · · · · · A′
1+

AL− · · · · · · A′
0



(5.15)

A′
0 =

∑
0≤j≤N

∑
0≤h≤j;
h mod b=0

αjU
(h

b ) (5.16)

A′
k+ =

∑
k≤j≤N

∑
0≤h≤j−k;
h mod b=0

αjU
(h

b ), 1 ≤ k ≤ N − 1 (5.17)
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G′
2 =

 G2

0K′MZ×LMZ

 , (5.18)

where K ′ = Q− ⌊Q/L⌋.

5.3.4 Matrix-Analytic Solution for Steady State Distributions

With the system described by a QBD type Markov chain whose block matrices are derived

in the previous subsection, we can now apply matrix-analytic method [29] to find its steady

state probability vector π. For the detailed procedure to calculate π, we refer the readers

to [29]. By blocking the entries in π according to the associated queue lengths, we can

write the steady state probability vector as π , [π0,π1,π2, · · · ,πQ], where πi stands for

steady state probability vector associated with a queue length of i (0 ≤ i ≤ Q).

5.3.5 Derivation of Performance Measures

After obtaining the steady state probability vector for queue length, we can determine a

number of performance measures of interest at the MAC layer. We are mainly interested in

the following three important performance measures: packet loss rate, average throughput,

and the distribution of access delay for packets in the tagged queue. We denote by access

delay the time between the moment a packet arrives at the queue and the moment the packet

gets access into the medium for transmission.

Delay Distribution

The delay distribution for a packet in the tagged user queue is derived by considering an

absorbing Markov chain. The chain initializes from the state when a packet arrives at the
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corresponding queue and gets absorbed in the states associated with the transmission of the

packet. Note that, in this case, there is no arrival in that particular queue while the process

moves towards the absorbing state. Therefore, the transition matrix Pabs of the chain can

be constructed by setting α0 = 1 and αi = 0 (1 ≤ i ≤ N). The next step for finding the

delay distribution is to determine the initial probability vector for this absorbing Markov

chain. To this end, we first consider the probability vector associated with the number of

packets including the arriving packet, and the packets ahead of it as seen by the arriving

packet. This probability vector ξ(0) =
[
ξ
(0)
0 , ξ

(0)
1 , · · · , ξ(0)Q+N

]
can be derived as:

ξ
(0)
h =



0, if h = 0

1
1−α0

[
h∑

i=1

i∑
j=1

MZ∑
k=0

αi

i
πh−j+bkU

(k) +
N∑

i=h+1

h∑
j=1

MZ∑
k=0

αi

i
πh−j+bkU

(k)

]
, if 1 ≤ h ≤ N

1
1−α0

[
N∑
i=1

i∑
j=1

MZ∑
k=0

αi

i
πh−j+bkU

(k)

]
, if N < h ≤ Q− L+ 1

1
1−α0

 N∑
i=1

i∑
j=1

∑
0≤k≤Q−h+j;
k mod b=0

αi

i
πh−j+kU

( k
b )

 , if Q− L+ 1 < h ≤ Q

1
1−α0

 N∑
i=h−Q

i∑
j=h−Q

∑
0≤k≤Q−h+j;
k mod b=0

αi

i
πh−j+kU

( k
b )

 , if Q < h ≤ Q+N

(5.19)

Note that the packets which find their destination queues full upon arrival are not admit-

ted into the system. The probability that an arriving packet finds the corresponding queue

full can be written as: pfull =
N∑
i=1

ξ
(0)
Q+i.

Since we consider the delay experienced by the admitted packets only, the initial prob-
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ability vector ω(0) ,
[
ω

(0)
0 ,ω

(0)
1 , · · · ,ω(0)

Q

]
of the absorbing Markov chain is derived from

the above probability vectors as follows:

ω
(0)
i =

ξ
(0)
i

1− pfull
, 0 ≤ i ≤ Q (5.20)

which is due to the fact that an arriving packet seeing a full queue will be dropped and

consequently, will not be considered in the delay calculation. After d time slots the state

vector of the absorbing chain isω(d) = ω(0)Pd
abs, where Pd

abs is the transition matrix derived

by multiplying Pabs with itself d times. The cumulative distribution function (cdf) of packet

delay D is given by: FD(d) = ω
(d)
0 1.

Packet Loss Rate and Average Throughput

A packet loss occurs when a packet finds the queue full upon arrival or when a packet is

received in error in the receiver. Assuming that no error recovery protocol is used, the

packet loss rate, ploss can be found as: ploss = 1 − (1 − pfull)(1 − PER). The average

throughput η in packets per time slot can then be calculated as: η = λ(1− ploss).

5.4 Numerical Results and Discussions

Using the queueing analytical model, the MAC layer QoS performance measures for a

tagged CR user are obtained considering PHY as well as some other system parameters

(e.g., primary users’ activity level, number of radio channels, number of CR users). Unless

otherwise specified in the following subsections, we also assume the parameter values listed

below:

• Duration of a time slot, Tf = 2ms, packet size, Lp = 1080 bits
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• Doppler spread, fd = 15 Hz, average SNR = 15 dB, Nakagami fading parameter,

m = 1.1

• Number of channels, M = 12, number of CR users = 10, buffer size, Q = 30 packets

• Packet arrival probability vector, α = [0.0, 0.3, 0.4, 0.3], primary user activity factor,

θ = 0.5

Each of the channels are modeled by an FSMC derived for target PER = 1%; all the chan-

nels are assumed to be homogeneous in terms of their fading characteristics. We use MAT-

LAB to code and execute the different steps in the development of the queueing model.

5.4.1 Primary User Activity Level

We capture the activity level of primary users by occupancy matrix derived from two pa-

rameters: θ and the average occupancy duration t of primary users on a given channel. For

example, with an activity factor θ = 0.6 and average occupancy duration of t = 5 time

slots, the occupancy matrix Po will be

 0.8 0.2

0.3 0.7

.

Fig. 5.2 shows the effect of primary user activity level on packet delay distribution of

the CR user. As expected, the delay performance deteriorates when the primary users’

activity factor or the average occupancy duration increases. The effect of the average oc-

cupancy duration, however, is not very prominent in the figure when θ = 0.4 and becomes

much more significant with θ = 0.8 than with θ = 0.6. Therefore, the average occupancy

duration tends to affect the delay performance more when the activity factor is higher.

Fig. 5.3 shows the relationship between packet loss rate at the CR user end and the activity

level of the primary users. The packet loss rate increases rapidly with increasing value of
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Figure 5.2: Effect of primary user activity level on packet delay distribution of CR
users.

θ. There is also a positive correlation between packet loss rate and the average occupancy

time. However, the effect is much less significant than that of the activity factor.

5.4.2 Number of Channels Available for CR Users

Figs. 5.4-5.5 show the delay and packet loss performances, respectively, with varying num-

ber of available channels. As expected, given the primary users’ activity level and other

system parameters remain unchanged, both delay and packet loss performance improve

with increasing number of channels. The effect on packet loss rate, however, diminishes

gradually once the number of channels becomes high enough to provide adequate radio

resource to serve the waiting packets without causing any buffer overflow.
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Figure 5.3: Effect of primary user activity level on packet loss rate of CR users.

5.4.3 Channel Fading

The analytical model enables use to demonstrate the effect of channel fading on MAC

layer performance. Fig. 5.6 and Table 5.1 show how the delay distribution and packet loss

rate vary with Doppler spread and average SNR. At higher Doppler spread, the channel

state for a CR user will change more rapidly over time. This phenomenon in conjunction

with the scheduling scheme will make it less likely that a particular user can monopolize

the channel for a long time. The tagged user will thus have more probability of access to

the channel. Consequently, it will have more opportunities to reduce its queue backlog.

A reduced backlog implies smaller delay for the incoming packets. Moreover, with the

less probability of queue size reaching the buffer limit, the packet loss rate drops, and

subsequently, the average throughput improves.
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Figure 5.4: Effect of number of cognitive channels on packet delay distribution of CR
users.

Table 5.1: Effect of channel fading on the packet loss rate of CR users.

Doppler spread Average SNR Packet loss rate
15 Hz 10 dB 12.3%
15 Hz 15 dB 4.7%
30 Hz 10 dB 9%
30 Hz 15 dB 1.9%

The effect of the Doppler spread in the CR network, however, is less profound than

its expected effect in a traditional (i.e. not cognitive) cellular network that uses multiuser

diversity for opportunistic scheduling. This observation can be explained as follows. The

primary user occupancy in a channel that is currently assigned to a CR user makes the

channel unavailable to the CR user for some time slots. As a result, the correlation in
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Figure 5.5: Effect of number of cognitive channels on packet loss rate of CR users.

the channel fading diminishes by the time the channel is assigned back to the same CR

user. The fading correlation remains effective for the CR user as long as the channel is

not reoccupied by some primary user. The average SNR of the homogenous channels has

more direct effect on the delay and packet loss performances, both of which improve with

increasing SNR.

5.4.4 Number of Admitted CR Users

The queueing model also allows us to investigate quantitatively the effects of the number

of admitted users in the CR network on the QoS experienced by our tagged user. Fig. 5.7

shows how the delay distribution varies with different number of users admitted to the sys-
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Figure 5.6: Effect of channel fading on the packet delay distribution of CR users

tem, given the system and traffic parameters stated earlier in the section. As expected, more

users in the system create more competition, and therefore, longer packet delays are expe-

rienced. Similar observations can be made for the packet loss rate as shown in Fig. 5.8.

Such relationships, however, can be drawn using our model for different values of system

parameters such as primary user occupancy, number of available CR channels, channel fad-

ing, the characteristics of the packet arrival process of the applications requesting service.

This can be very useful in deciding how many users could be supported for a given system

condition and traffic parameters.
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Figure 5.7: Packet delay distribution for different number of CR users in the cognitive
radio network.

5.4.5 Queueing Model Validation

To validate our analytical model, we developed a discrete-event simulator using Matlab. At

each time slot, the availability and channel state for each cognitive channel are generated

randomly according to a channel occupancy matrix and FSMC transition probability ma-

trix respectively. These matrices and the parameters for packet arrival process at each user

queue are selected to be same as those used in obtaining the numerical results. The AMC

scheme used to link channel states with the maximum number of packet transmission over

a channel during a time slot is also selected to be identical to the one adopted in the ana-

lytical model. For the purpose of comparison, we have included two representative sets of
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Figure 5.8: Packet loss rate for different number of CR users in the cognitive radio
network.

simulation results in Fig. 5.7 and 5.8 beside the analytical results for a tagged user. Clearly,

the presented simulation results match very closely with the corresponding analytical find-

ings. We are, therefore, very confident about the validity of the analytical model presented

in this chapter.

5.5 Application of the Queueing Model

The queueing model has important applications for system engineering in CR networks.

Two example applications of the model are as follows:

• The model allows to gauge beforehand the level of QoS the system can entertain for a

new incoming connection given the resource constraints and operating environments.
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Therefore, the model output can also be used by the cognitive radio BS in QoS nego-

tiation for new connections arriving from the CR users. The QoS negotiation usually

involves a counter offer by the BS in response to the QoS level demanded by an in-

coming connection request. The BS can make use of the output from the queueing

model to furnish the counter offer.

• The queueing model can be utilized in a model-based admission controller design.

When a CR user wants to establish a new connection for an application or service,

the admission controller at the BS can be assisted by the output from the queueing

model to make an admission decision. The model output can determine whether the

required QoS of the new and existing users can be met given the number of active

users in the system. If the QoS of the requested and existing users cannot be met, the

connection request may be refused, or can be accepted otherwise. For example, in

Fig. 5.8, with the given parameter values used to find the relationship between packet

loss rate and the number of users in the system, only 10 CR users can be served with a

target packet loss rate of 5%. If the system is already serving 10 active users at some

point in time, the admission controller could refuse admission of a new connection

on the basis of the achievable packet loss rate determined by the queueing model.

5.6 Conclusions

In this chapter, we have developed a queueing analytic framework to study the performance

of opportunistic spectrum access by CR users in a dynamic spectrum access network. We

have derived important QoS measures by modeling primary users’ activity as a two state

Markov chain and CR users’ channel quality variation as a finite state Markov chain. In

order to allocate available spectrum opportunities among the CR users, a channel-quality-
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based opportunistic scheduling scheme has been considered. The proposed framework has

important applications including cross-layer analysis and design for system engineering,

and model-based admission control in CR-based broadband wireless access networks. A

number of practical issues could be considered in extending the model presented in this

chapter. Examples of such issues include more practical modeling of primary user activity,

considering heterogeneous channel characteristics across users, and modeling for different

multiuser diversity and channel access scheduling schemes.
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Chapter 6

Conclusions and Future Research

Directions

6.1 Conclusions

In this thesis, we have developed a number of useful analytical models for resource al-

location schemes in emerging broadband wireless access networks. The models not only

provide insight into the intricate relationship between the system as well as traffic param-

eters and the achievable QoS at user ends, but also provide framework for new resource

allocation solutions for these networks. In particular, we have made following four major

contributions in this thesis.

First, we have proposed a novel model-based resource allocation framework for down-

link service flows in IEEE 802.16e mobile WiMAX systems. At first, we have developed

a queueing analytical model that relates important performance measures of an admitted

service flow to its packet arrival statistics and a parameter in the packet scheduling scheme.

Referring to this parameter as the model parameter for the service flow, we have demon-
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strated how the output from the queueing model can be utilized to set the appropriate value

for this model parameter. This value of the model parameter essentially allows to compute

the minimum number of packets that need to be scheduled from the queue of the service

flow in order to meet its QoS requirement. Each admitted service flow is associated with a

model parameter. Next, we have proposed a cross-layer adaptive and queue-aware resource

allocation scheme that utilizes these parameter values along with the channel quality and

backlog information to schedule packets and allocate OFDMA slots among downlink QoS

connections. The proposed model-based approach offers simplicity of design for the on-

line component, flexibility to the service providers in defining QoS parameters and better

compatibility to the IEEE 802.16e standard. Instead of complexities involved with in-

stalling separate scheduling schemes within the same resource allocation framework for

real-time and non-real-time traffic, our model-based approach offers an efficient unified

way to handle both types of traffics and their diverse QoS requirements. We have run

simulation experiments to evaluate the performance of our proposed scheme in providing

QoS for VBR real-time and non-real-time multimedia and data services. Compared to EDF

scheduling, which is specialized for allocating resource to delay-sensitive applications, our

proposed scheme significantly reduces delay violation probability and packet loss rate for

real-time services. As a result, the number of real-time service flows that can be supported

by the system is also improved considerably. For non-real-time services, our proposed

scheme achieves much better packet loss rate performance and can support significantly

more service flows compared to throughput conscious WDRR scheduling. We have also

shown that, even without priority-based or complex hierarchical approach, our proposed

scheme can successfully protect QoS of individual service flows in a heterogenous traffic

scenario involving both real-time and non-real-time services. The work has been submitted
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for publication [1].

Second, we have developed a queuing analytic model for cross-layer analysis of down-

link transmissions in a V-BLAST MIMO system exploiting multiuser diversity. The MIMO

channel in the V-BLAST system is decomposed into subchannels associated with the trans-

mit antennas and the users are then allocated the transmit antennas opportunistically based

on the received SNR on the associated subchannels. The queuing model is developed

considering the system dynamics resulting from the scheduling mechanism, fading in the

MIMO channel, and the traffic arrival process. The transmit antenna correlation in the base

station and the possibility of bursty traffic arrival are also factored into the model. After

developing the queuing model, we elaborate the steps to compute important QoS perfor-

mance measures including the delay distribution, throughput, and packet loss performance

at the MAC layer. We also present selected numerical results that show cross-layer effects

of the physical layer parameters as well as the effects of the traffic arrival statistics and the

number of users in the system on the MAC layer performance. The queuing model has

important applications in the QoS provisioning framework for a V-BLAST MIMO system

as the model output can be used in admission control, QoS negotiation and setting proper

values for QoS relevant parameters. This work has been published in [2].

Third, we have formulated an analytical model for the controlled channel access mech-

anism (also called HCCA) in IEEE 802.11e based WLANs considering VBR traffic ap-

plications. The model enables us to derive important performance measures in terms of

the parameters used in the reference scheduler. The results obtained from the analytical

model have shown that the QoS guarantees for VBR traffic cannot be met without adapting

the transmission opportunities properly. Using the insights gained into the cause of the

problems in the reference scheduler, we have developed a novel HCCA scheduler for IEEE
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802.11e WLANs. The proposed scheduler adapts dynamically with dynamic traffic inten-

sities that may arise from multimedia applications. The proposed PRO-HCCA scheduler

utilizes simple but smart prediction mechanism along with an efficient online optimization

process. Simulation experiments have shown that the PRO-HCCA scheduler achieves ex-

tremely robust and stable performance in meeting the QoS guarantees for VBR traffic. For

related publications to this work, please refer to [3, 4, 5].

In the final contribution of this thesis, we expanded our analytical modeling to cognitive

radio technology that has the potential to significantly increase spectrum utilization in wire-

less broadband access networks. The cross-layer analytic model captures dynamic resource

availability due to opportunistic access of radio spectrum by cognitive users in presence of

primary users activity in the spectrum. It allows to relate channel characteristics, traffic

parameters and other important system parameters with the achievable QoS performance

for cognitive users. Later, we show a number of application of the model including cross-

layer system engineering and model-based admission control. For publications related to

this work, please refer to [6, 7].

6.2 Future Research

The analytical models and resource allocation solutions developed in this thesis not only

have far reaching important applications for system designers of emerging broadband wire-

less services, but also open up interesting possibilities of future research. In the following,

we list some important future research directions that can follow from this thesis.
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6.2.1 Models for End-to-End QoS in Multihop Wireless Broadband
Networks

In this thesis, we focused on single-hop wireless broadband systems; a natural extension

would be to consider multihop architectures. An interesting future research will be to

extend our analytical models to wireless mesh networks [8], which can form broadband

wireless access with radio nodes organized in a mesh topology. Such networks can be built

with various broadband wireless technology including 802.11, 802.16, cellular or combi-

nations of more than one type. Another very widespread scenario of multihop broadbnad

wireless access networks would be where WMAN will be used to bring broadband service

to a premise where WLAN will be the technology used for distributing the access across

the premise. In such systems, a multihop modeling for end-to-end QoS will be required.

One idea would be to use tandem queue modeling in which output process from the queue

representing one hop is modeled as the input process to the queue representing the next hop

in the route connecting the communicating nodes [9]. Besides providing important inputs

in designing resource allocation schemes for these multihop systems, these models can

be useful in assessing the performance and selecting paramer values of the interoperation

modules in heterogeneous systems. Besides, the models can be utilized to design novel

model–based schemes to map QoS parameters between one part of the multihop network

to the other part that implementing a different broadband wireless technology. The ultimate

goal will be devise better resource managment schemes for providing end-to-end QoS in

multihop broadband wireless access networks.
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6.2.2 Cross-Layer Models for Various Multiuser MIMO Systems

In Chapter 3, we analyzed a multiuser V-BLAST MIMO system with the assumption of

a zero-forcing receiver, that offered several benefits in terms of performance in multiuser

schduling as well as in our analytical modeling. As an extension to this work, we plan

to consider other receiver schemes such as MMSE and SIC-based detection in our cross-

layer analytical model. One of the challenges will be the fact that there is no closed-

form expression available for post detection SNR for these receiver schemes. We will

investigate how we can address this issue in our modeling. In the transmitter side, it will

also be interesting to explore the effect of power control instead of adaptive modulation and

coding. This is because power control is more widely employed in many practical wireless

systems. Aside from these, we plan to explore other multiuser scheduling and antenna

assignment schemes than the independent stream scheduler assumed in the analysis done

in Chapter 3. Besides the V-BLAST system considered in our work, there is opportunity

for analyzing other multiuser MIMO systems employing various transmitter and receiver

techniques. Therefore, the work presented in this thesis on V-BLAST MIMO systems may

serve as a good starting point for many exciting avenues for future research.

6.2.3 Analyzing Effects of CQI Feedback Issues

In this thesis, we have assumed perfect CQI and zero feedback delay in the queueing mod-

els. Such assumptions have very limited impact in slow fading and/or slow mobility scenar-

ios. However, the effects of imperfect CQI and feedback delay may become pronounced in

high mobility or fast fading scenarios [10] and need to be considered in the model. To min-

imize potential negative effects, many feedback mechanism and link adaptation schemes

have been developed [11]. An exciting future research will be to analyze the cross-layer
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effects of imperfect CQI and delayed feedback on these schemes and to use the findings to

improve their designs as well as to develop better schemes. Another interesting research

issue to consider would be to analyze the effects of CQI feedback overhead on potential

throughput degradation in different broadband wireless access networks and to utilize the

findings to design low-overhead CQI feedback mechanisms.

6.2.4 Enhanced Queueing and Game Theoretical Models for
Spectrum Sharing in CR-based Wireless Broadband Systems

Sharing of spectrum resources by primary user networks with cognitive users is often dic-

tated by perceived utility from such sharing. From a cognitive users’ perspective, the more

spectrum that it can opportunistically access, the more it has the potential to improve the

QoS of its applications. However, for primary user networks, although allowing more ac-

cess might mean more potential revenue (if cognitive access is given for a price), increased

interference to primary users might lead to user dissatisfaction and lost revenue. In such

situations, where the primary user network and cognitive users are not likely to be centrally

controlled by a single entity, game theoretic models can be useful to devise new spectrum

sharing strategies. In devising these strategies, the queueing model developed in this thesis

could be useful at the CR network end as the derivation of perceived utility can utilize the

model output on performance measures. In this thesis, however, we developed the queue-

ing model from the perspective of cognitive users only. Another avenue of research would

be to develop queuing models from PU network perspective, where the effect of spectrum

sharing with secondary users can be analyzed given certain access behaviour of cognitive

users. These models, in turn, can be used in game theoretic analysis.
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