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Abstract

In this thesis, molecular dynamics and ab initio density functional theory/non-
equilibrium Green’s function simulations are used to study the interaction
between carbon nanotubes and amino acids. Firstly, rules for the proper
choice of the parameters used in these simulations are established. It is
demonstrated how the improper choice of these parameters (particularly
the basis set used in ab initio simulations) can lead to quantitatively and
qualitatively erroneous conclusions regarding the bandgap of the nanotubes.
It is then shown that the major forces responsible for amino-acid adsorp-
tion on carbon nanotubes are van der Waals forces, and that hydrophobic
interactions may accelerate the adsorption process, but are not necessary
for it to occur. The mechanisms of interaction between carbon nanotubes
and amino acids are elucidated. It is found that geometrical deformations
do not play a major role in the sensing process, and that electrostatic inter-
actions represent the major interaction mechanism between the tubes and
amino acids. Fully metallic armchair tubes are found to be insensitive to
various amino acids, while small-radius nanotubes are shown to be inade-
quate for sensing in aqueous media, as their response to the motion of the
atoms resulting from the immersion in water is comparable to that of an-
alyte adsorption. Short semi-metallic tubes are revealed to be sensitive to
charged amino acids, and it is demonstrated that the conductance changes
induced by the adsorption of the analyte in such tubes in a two-terminal
configuration are bias-dependent. The effects of the length of the tube and
adsorption-site position on the conductance of the tube are discussed. In ad-
dition, the adsorption near metallic electrodes is shown to have a negligible
effect on the conductance of the tube due to the metal-induced gap states
injected from the metal electrodes into the tube. Finally, the results are
used to provide general guidelines for the design of carbon-nanotube-based
biosensors, as well as to help explaining previously published experimental
results.
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Chapter 1

Introduction

The detection of biomaterials is of central importance to the diagnosis and
treatment of genetic diseases, to the detection of infectious agents, drug
discovery, or warning against bio-warfare agents [1]. Therefore, the devel-
opment of accurate and fast biosensors has become an indispensable need
in today’s medicine. Carbon nanotubes (CNTs) have a high potential to
offer specific advantages in the field of biosensing. Firstly, their size is in
the nanometer range, which is compatible with the size of proteins, DNA
chains and living cells, making them more suitable as implantable sensors
than the larger (and more power-consuming) MEMS sensors [2]. Secondly,
in a CNT-field-effect transistor (CNTFET) the current flows on the surface
of the nanotube, which is in direct contact with the environment. This, in
addition to the high surface-to-volume ratio, gives CNTFET sensors an in-
herently higher sensitivity than silicon-based sensors [1]. Furthermore, the
excellent conducting properties of CNTs and the fact that they can catalyze
many electrochemical reactions, allow them to play a vital role in enhanc-
ing oxidation-reduction processes that are used in the detection of some
biomaterials, e.g., glucose [3]. There is experimental evidence for changes
in the conductance of carbon nanotubes upon adsorption of biomolecules
(proteins, DNA, glucose), as will be presented in the following section. The
exact mechanisms of adsorption and change in conductance are not well
understood. This research aims to understand the physical mechanisms of
the adsorption of biomolecules on carbon nanotubes as well as the physical
mechanisms involved in the change in conductance.

In the following sections, a brief description of the carbon nanotube-
based biosensors (CNT-biosensors) presented in the research literature will
be presented, and the objectives of the thesis and the methodology used in
the research will be outlined.

1.1 Device Architectures

CNT-based biosensors that have been reported in the literature can be
broadly divided into two categories: electrode-type sensors and FET-type

1



1.1. Device Architectures

sensors.

1.1.1 Electrode-Type Sensors

There are two subcategories for electrode-type sensors:

• Electrodes modified by carbon nanotubes (glassy carbon electrodes
(GCE) or metal electrodes). Sensing in this type usually relies on
the detection of a certain oxidation process, typically through cyclic,
differential-pulse voltammograms or amperometric measurements [4–
8]. Bare electrodes suffer from poor sensitivity, low-stability, low-
reproducibility, and large response time [3]. CNTs can enhance the
electron transfer rate and thus decrease the response time and increase
the sensitivity. This type is suitable for glucose detection through the
oxidation of glucose in the presence of glucose oxidase [9]. It can also
be used to detect DNA via the oxidation of guanine [10, 11]. The
guanine on a bare GCE could not be oxidized but electron transfer
occurred in the presence of a single-walled nanotube (SWNT) coating.

• CNT-based electrodes, either bare or modified by metallic nanoparti-
cles [3]. The metallic nanoparticles are highly catalytic and can in-
crease the sensitivity to a specific analyte. The carbon nanotubes are
used as electrodes to benefit from their excellent conductive proper-
ties. This type has been specifically used to sense hydrogen peroxide,
which is the product of some oxidation processes such as the oxidation
of glucose in the presence of the enzyme glucose oxidase [12–14], and
can thus be used to detect glucose. In some cases the glucose was
directly oxidized by the metal nanoparticle [15].

1.1.2 FET-Type Sensors

This type also can be subdivided into two subcategories [1]:

• Single-tube sensors. In this type a single nanotube connects the source
to the drain. This type is highly sensitive, but suffers from substantial
variation during fabrication between different devices due to the still
poor control over the fabrication process of carbon nanotubes [16].

• Tube-array sensors. In this type the devices have a random array of
nanotubes functioning as the conducting channel. This type is less
sensitive than the single nanotube type but offers better reproducibil-
ity. The FET devices can be alternatively categorized according to

2



1.2. Sensing Mechanisms

Figure 1.1: FET-type sensors: a) Back-gated, b) Liquid-gated [1] ( c© Re-
produced with permission from Springer Science + Business Media).

their “gating”. One configuration is back gating, where gating is ac-
complished through a silicon back gate, and the other configuration is
liquid gating where gating is accomplished by immersing an electrode
in the conducting liquid that surrounds the network and the source
and drain electrodes. It has to be noted that in the latter configura-
tion the pH of the biological buffer affects the device characteristics.
Both configurations are shown in Figure 1.1.

1.2 Sensing Mechanisms

The main sensing mechanism for the electrode-type sensors is proposed to
be the detection of an oxidation-reduction process. For example, as men-
tioned above, cyclic, differential pulse voltammograms, and amperometric
measurements of the oxidation currents are used to detect the oxidation of
glucose in the presence of glucose oxidase. An example of the results of such
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a measurement is shown in Figure 1.2. The CNTs in this type act as molecu-
lar wires to allow electrical communication between the underlying electrode
and a redox enzyme to catalyze the redox process [17]. In other words, this
type does not exploit changes in the CNT properties due to interaction with
the analytes. As for CNTFETs, the mechanism is in general the detec-
tion of a change in a device characteristic, most often a change in the I-V
characteristics. This change can be induced by either the direct interaction
between the target biomolecule and the CNT (as in the case of proteins), or
by indirect interaction. An example of the latter is the detection of DNA
through hybridization: the nanotube is functionalized by a single-stranded
DNA (ssDNA), and when this one hybridizes with its complement to form
a double-stranded DNA (dsDNA) a change in the I-V characteristics is ob-
served [18]. Broadly speaking, the I-V characteristics can be altered in two
different ways [1]. In one case, the characteristics are totally shifted to-
wards more positive or negative gate voltages indicating electron donation
or hole donation, respectively. In other words this shifting indicates charge
transfer between the analyte and the nanotube. However, there is some dis-
pute over this explanation. In some works in the literature, it is suggested
that the change of the Schottky-barrier height that exists at the interface
between the nanotube and metallic electrodes is the correct explanation of
this shift [18–20]. Indeed, experiments have been carried out where binding
of the target biomolecules was restricted to the source and drain electrodes
and showed similar results. These results support the explanation that the
modulation of the Schottky-barrier height is the reason behind the changes
in the characteristics. Another suggestion is that the biomolecules have an
electrostatic gating effect on the nanotube [21–23]. Some experimental re-
sults, however, contradict this explanation [20]. The I-V characteristics can
be altered in yet another way; the current can be suppressed without be-
ing shifted. This may be explained by the introduction of scattering sites
by the biomolecule, through either mechanical or electrostatic interactions.
The two ways of device-characteristics change are illustrated in Figure 1.3.
Another way of biomolecule sensing, though much less frequently mentioned
in the literature, is to detect the changes in the optical properties of carbon
nanotubes upon adsorption of biomolecules [24].
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Figure 1.2: Example of amperometric measurements upon successive ad-
ditions of 2nM of glucose to (a) CNT-based electrode, (b) Glassy carbon
electrode [4] ( c© Reproduced with permission from the Materials Research
Society).

Figure 1.3: (a) Shift of the I-V characteristics (b) Suppression of the drain
current [1] ( c© Reproduced with permission from Springer Science + Busi-
ness Media).
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Figure 1.4: Setup used in [20] for the detection of PSA ( c© Reproduced with
permission from The Japan Society of Applied Physics).

1.3 Examples of Previous Experimental Work
using Carbon Nanotubes as Biosensors

In this section, two examples will be presented of experimental work in the
literature for the use of CNTs as biosensors. As the main focus of this thesis
is the detection of proteins and their building blocks, i.e., amino acids, two
examples of protein detection will be presented: one using a liquid-gated
CNTFET, and the other using a back-gated CNTFET.

In the first example, Kojima et al. [20] demonstrated that the pig serum
albumin (PSA) could be detected using the setup shown in Figure 1.4. The
α-PSA (the antibody of PSA) was immobilized on the nanotube wall and
the change in the drain current was monitored as shown. The observed
changes in conductance and in the drain current can be seen in Figure 1.5.
The authors proposed three possibilities to explain their observations:

• Schottky-barrier height modulation.

• Introduction of scattering sites on the CNT.

• Donation of electrons to the CNT caused by the interaction of the
amine groups of the protein and the surface of the CNT.

Similar liquid-gated setups were used in other works to detect bovine
serum albumin (BSA) [25], pig serum albumin [26], and prostate-specific
antigen [27], to cite a few examples.
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Figure 1.5: Results for the PSA detection a) Time-dependent drain cur-
rent, b) Drain current vs. gate voltage, c) Drain current vs. drain volt-
age [20] ( c© Reproduced with permission from The Japan Society of Applied
Physics).
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In another work [23], the setup shown in Figure 1.6 was used. The bi-
otin is used to ensure specific binding of streptavidin (the target protein).
It is also clear that the sensitivity of the biotin-coated device is enhanced
compared to the bare one as shown in Figure 1.7. The authors suggest
that the observed change in the I-V characteristics of the bare tube is due
to a charge-transfer reaction with streptavidin donating electrons to the
nanotube upon nanotube-streptavidin binding [23]. Some other works also
support the suggestion of charge transfer between proteins and carbon nan-
otubes [21, 28–30]. The suppression of the current of the functionalized tube
upon streptavidin binding is explained primarily by the occurrence of ge-
ometric deformations due to the binding, which introduces scattering sites
on the nanotube reducing its conductance. Another possibility suggested by
the authors of [23], was the existence of electrostatic interactions leading to
the conductance modulation of the nanotube.

Other examples of back-gated CNTFETs used as biosensors include an-
tibody (anti-horseradish peroxidase) and antigen (horseradish peroxidase)
binding events detection [31], immunoglobulin-E detection [32], and ruthe-
nium complexes [33], to name a few examples. The same interaction mech-
anisms mentioned above were also suggested to explain the results in [31]
(geometric deformations) and [32] (electrostatic interactions). From the
examples above, we see that proteins do affect the conductance of the nan-
otubes considerably. It is also evident that there is no consensus about the
sensing mechanisms, highlighting the lack of a clear understanding of these
mechanisms.

1.4 Thesis Objectives

The main objectives of this research are:

• To elucidate the interaction mechanisms between carbon nanotubes
and amino acids. Amino acids are chosen as they are the fundamental
building blocks of proteins, and because understanding their interac-
tion with CNTs will help to understand how full proteins (which are
too complex to be presently simulated by the ab initio techniques used
in this thesis) interact with CNTs. The simulation approach (as op-
posed to the experimental approach) offers the ability to calculate the
electronic properties of the tube (e.g., local density of states, charge
distribution, potential-energy profile, transmission spectrum), offering
a better insight into the interaction mechanisms between the tube and
the analyte. It also allows the study of structures that are currently
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Figure 1.6: Schematic of a biotin-coated CNTFET. Biotin binds tightly
to streptavidin molecules and thus sharpens the selectivity towards strep-
tavidin [23] ( c© Reproduced with permission from the American Chemical
Society).

Figure 1.7: Results with and without streptavidin for a) biotin-coated de-
vice, b) bare device [23] ( c© Reproduced with permission from the American
Chemical Society).

9



1.5. Methodology

difficult to fabricate due to technology limitations, but that can be
implemented in the future with the advance in technology.

• To use the understanding of the interaction mechanisms to explain the
experimental results observed in the literature, and to provide general
guidelines for the design of carbon-nanotube-based biosensors.

• To establish rules for the choice of parameters used in the numeri-
cal simulations of CNT-biomolecule systems, particularly the basis set
used in ab initio simulations. This is important since the input param-
eters of the simulations may lead to non-physical output results that
are only artefacts of the poor choice of the input parameters. This will
be discussed in detail in Chapter 3, and it will be shown how the lack
of such rules has affected previous results in the literature.

1.5 Methodology

To achieve the above-mentioned objectives, molecular dynamics (MD) simu-
lations in combination with ab initio density functional theory/non-equilibrium
Green’s function theory (DFT/NEGF) simulations are used. The MD simu-
lations of the carbon nanotubes and the amino acids in an aqueous medium
are conducted to get the positions of the atoms of the carbon nanotubes
and those of the amino acids. These positions are then fed to DFT/NEGF
simulations to get the effect of the amino-acid adsorption on the electri-
cal conductance of the carbon nanotubes, as well as the relevant physical
mechanisms of interaction between the analyte and the nanotube that affect
the conductance of the latter. The procedure followed in this research is
summarized below:

• Perform classical molecular dynamics (MD) simulations of the CNT
with the biomolecules in an aqueous environment to get the coordi-
nates of the atoms of both the tube and the biomolecule in question
(i.e., the amino acid).

• Using the coordinates obtained from the MD calculations, simulations
based on the DFT/NEGF approach were performed to calculate the
changes in the current-voltage characteristics of the tube in a two-
terminal configuration, from which the changes in the conductance of
the tube can be determined.

• Comparing the bare nanotube properties (local density of states, charge
distribution, potential-energy profile, transmission spectrum) to those
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of the CNT with the adsorbed biomolecule, the possibility of using
carbon nanotubes as molecular-scale sensors can be assessed. The
simulations predict which types (metallic, semi-metallic, and semicon-
ducting), and sizes of the tube can be more sensitive, as well as the
effect of the position of the adsorption site on the detection of the
analyte.

It is worth noting that combining MD and DFT/NEGF simulations for
studying CNT-biomolecule interactions has not been performed before to
the author’s knowledge. The approach allows including the effect of water
molecules and van der Waals forces through the molecular dynamics, and
also examining the changes in the electronic properties of the tube through
the DFT/NEGF simulations. DFT studies have been performed of the inter-
actions between nanotubes and amino acids(e.g. [34, 35]), though the effect
of water molecules has not been included in these calculations.

1.6 Thesis Overview

The thesis is divided into five chapters. In the first chapter (this chapter),
an introduction to the thesis is provided and the general methodology is
explained. In Chapter 2, the simulation methods used in the thesis are
explained. In Chapter 3, the rules of the choice of the basis set used in
DFT/NEGF simulations are presented. In Chapter 4, the results of the
simulations are presented and discussed. In Chapter 5, the conclusions and
contributions made are summarized.
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Chapter 2

Simulation Methods and
Models

2.1 Molecular Dynamics

In classical molecular dynamics (MD), atoms are given initial positions and
velocities, and then forces on each particle are calculated by considering the
influence of each of its neighbours. The Newtonian equations of motion are
used to calculate the trajectories by allowing the particles to move under a
constant force for a short time interval and then by recalculating a new force
to apply for the next short time interval [36]. For a system of N interacting
particles

mi
∂2ri
∂2t

= Fi, i = 1, 2, 3, ..., N, (2.1)

where m is the mass of the particle, ri its position, Fi the force acting on
the particle, and t is the time.

The force is derived from a potential function (force field) V using

Fi = −
∂V

∂ri
. (2.2)

The general algorithm to perform MD simulations is as follows:

• Start with input positions and velocities.

• Calculate the forces from the used force field at a given time.

• Calculate the new velocities of the atoms, and deduce their new po-
sitions after a small time step (∆t) assuming the forces and velocities
are constant over ∆t.

2.1.1 Models and Parameters

All the MD simulations in this thesis were performed using the package
GROMACS [37]. The main advantage of GROMACS for the purpose of the
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work in this thesis is its ability to combine carbon-nanotube systems with
biomolecules. In addition, it allows user-defined parameters to be used for
the simulations, which is very useful in modeling carbon nanotubes.

Bonds

The bonds in the carbon nanotube were modeled using a Morse potential
following the parameters described in [38], and given as

Ubonds = Kb(exp(−γ(rij − rb))− 1)2, (2.3)

where Ubonds is the potential energy associated with the bonds, Kb is a force
constant, γ is an empirical parameter, rij is the instantaneous bond length
between atoms i and j, and rb is the equilibrium bond length. The values
of these parameters are summarized in Table 2.1. It is worth noting that,
although it can be seen from equation 2.3 that Kb may be regarded as the
dissociation energy, i.e., the energy required to break the carbon-carbon
bond, the parameter values were actually obtained by fitting to the experi-
mental lattice constants and phonon frequencies of graphite [39]. Therefore,
the value of Kb differs from the actual physical dissociation energy of carbon
bonds in fullerene systems, which is estimated to be 742.97 kJ/mol [40, 41].

Other force fields that describe carbon nanotubes include the Brenner-
Tersoff (BT) model [42, 43], the reactive empirical bond-order (REBO) po-
tential [44, 45], and the adaptive intermolecular reactive empirical bond-
order (AIREBO) [46] potential to cite a few examples. The Morse potential
(with rb = 1.39 Å) was shown to predict the tensile strength and fracture
strain in a closer agreement with the experiments than the results obtained
using the REBO potential [47], while the Brenner-Tersoff potential is known
to introduce large artificial forces if the bonds are considerably stretched be-
yond their equilibrium positions [48]. Hence, and since the Morse potential
was used during the studies by Werder et al. [38, 49, 50] to calibrate the
parameters describing the interactions between water molecules and carbon
nanotubes (which are important in the case of nanotube-biomolecule stud-
ies), this latter potential was chosen to carry out the calculations in this
thesis.

Angles

The angles in the carbon nanotubes were maintained through a harmonic
cosine potential given as
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Figure 2.1: Illustration of the Lennard-Jones potential used to describe non-
bonded interactions in the MD simulations.

Uangles = Kθ(cos(θijk)− cos(θc))
2, (2.4)

where Uangles is the potential energy associated with the angles between the
atoms, θijk is the angle between the line joining atoms i and j, and that
joining atoms j and k, Kθ is the force constant associated with the force
field. θc is the equilibrium angle, which is equal to 120o 1.

Van der Waals Interactions

The van der Waals interactions were modeled through a Lennard-Jones po-
tential as illustrated in Figure 2.1, and formulated as

ULJ = 4εcc[(
σcc
rij

)12 − (
σcc
rij

)6], (2.5)

where εcc represents the depth of the potential well shown in Figure 2.1 and
σcc is the finite distance at which the potential goes to zero.

The biomolecules (amino acids) used were modeled via the AMBER99
port [51] to GROMACS. The AMBER force field and parameters are specif-
ically parametrized for simulating biomolecules in water, and therefore were
the most suitable for this work. Since the parametrization of the AMBER99

1For tubes larger than ∼ 0.9nm, θc is equal to 120o for all angles. For smaller tubes,
however, because of warping effects due to the large curvature of the tubes, small devia-
tions from the 120o-value were observed when generating the relaxed-tube coordinates.
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Table 2.1: Parameter values used in the MD simulations.

Parameter Value

Kb 478.9 kJ/mol

rb 1.42 Å

γ 2.1867 Å−1

Kθ 562.2 kJ/mol

σcc 3.431 Å

εcc 0.4396 kJ/mol

σco 3.19 Å

εco 0.392 kJ/mol

force field was performed in combination with the TIP3P water model [52],
this latter was used to describe the water molecules throughout the simu-
lations in this thesis. The TIP3P model is a rigid water model, where the
structure of the molecule is fixed throughout the simulation; the bond length
between the oxygen and hydrogen atom is 95.84 pm and the HÔH angle is
104.45o.

The interaction between the carbon nanotube and the water followed a
Lennard-Jones potential which has the same form as in equation 2.5:

ULJ = 4εco[(
σco
rij

)12 − (
σco
rij

)6], (2.6)

with the parameters εco and σco being taken from [38, 49, 50] and shown in
Table 2.1.

Coulomb Interactions

The short-range Coulomb interaction (below a cut-off radius of 1.3 nm in
this thesis) between two charged particles i and j is modeled using

UCOUL(rij) =
qiqj

4πεrij
, (2.7)

where UCOUL is the potential associated with the Coulombic interactions,
qi and qj are the charges of the two particles, rij is the distance between the
two particles, and ε is the permittivity of the medium.

When the long-range interactions are described using Ewald summa-
tion [53] or particle-mesh Ewald [54] (used in this thesis), the short-range
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interactions are modified to ensure a smooth transition at the cut-off radius,
and are expressed as

UCOUL(rij) =
erfc(βr(ij))

4πεrij
, (2.8)

where β is a constant that determines the relative weight between the di-
rect space sum and the reciprocal space sum used in the Ewald summation
schemes.

Run Parameters

Integrator GROMACS uses the leap-frog algorithm [55] to integrate the
Newtonian equations of motion. It uses positions r at a time t and velocities
v at time (t− ∆t

2 ); it updates positions and velocities using the forces F(t)
determined by the positions at time t using

v(t+
∆t

2
) = v(t−

∆t

2
) +

F(t)

m
∆t, (2.9)

and

r(t+∆t) = r(t) + v(t+
∆t

2
)∆t. (2.10)

The leap-frog scheme is a modification of the Verlet scheme [56]. The
error in the positions calculated through the unmodified Verlet scheme is on
the order of (∆t)2, while the leap-frog scheme results in a global error of the
order (∆t)3 thus providing more accurate predictions of the positions and
velocities of the atoms for the same time step.

Time Step The time step ∆t used for integration is of critical importance
to the accuracy of MD simulations. A value of ∆t that is too large will lead
to an unstable system and a drift in the total energy of the system, while a
value that is too small will increase the time of the simulation and the size
of the output files drastically.

In principle, the time step is governed by the largest oscillation frequency
in the system. This is in general associated with the hydrogen atoms in the
system. The leap-frog integrator used in GROMACS allows a maximum
time step of 3 fs without compromising the accuracy of the simulations [57].
The time step used in the simulations presented in this thesis was 2 fs for all
simulations. To ensure the validity of this time step, time steps of smaller
values (1 fs, 0.5 fs, and 0.25 fs) were used in pilot simulations and they all
resulted in the same (within an change of less than 1%) total, potential,
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and kinetic energies as the 2 fs-simulations, as well as the same relative
coordinates of the (9,0) and (12,0) tubes and a dimer of the amino acid
arginine.

Boundary Conditions The boundary conditions used are periodic bound-
ary conditions (PBC). The advantage of such conditions is to eliminate any
artificial boundaries that may arise due to the finite simulation box. The
PBC are implemented by positioning the atoms of the system in a space-
filling box, which is surrounded by translated copies of itself. The molecules
to be simulated (the CNT and the amino acids) were separated from the
edge of the simulation box by a distance of 1 nm to minimize the interac-
tion with the nearest image. Slightly larger and slightly smaller separations
did not result in any significant change in the MD results, and therefore a
separation of 1 nm was adopted for the simulations presented in this thesis.

Temperature Coupling The temperature was kept constant in the MD
simulations presented in this thesis through a Berendsen thermostat [58].
The algorithm restores the temperature of the system T to the reference
temperature T0 according to the equation

dT

dt
=
T − T0
τ

, (2.11)

where τ is a time constant. The value of τ should be chosen to be much
greater than the integration time step ∆t for reliable results. The value of τ
used throughout the simulations was 0.1 ps, which is 50 times greater than
∆t.

2.2 Density Functional Theory/Non-Equilibrium
Green’s Function Approach

In this section, the Density functional theory/Non-equilibrium Green’s func-
tion (DFT/NEGF) approach used in this thesis to simulate the effect of
biomolecule adsorption on the nanotubes is described. First the DFT for
modeling molecular structures within the Kohn-Sham equations [59] is de-
scribed, and then the use of the NEGF to solve the DFT equations for a
molecular system coupled to external electrodes is explained. This section
is largely based on [60].
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2.2.1 Density Functional Theory

The purpose of DFT is to calculate the properties of a molecular system
based on a description of the positions and species of the individual atoms
in the system. The atoms comprise an ionic core surrounded by a cloud
of electrons that balance the charge of the ionic core. In the following, Rµ

and Zµ are used to denote the ionic positions and charges, respectively,
where µ = 1, 2, 3...N and N is the number of ions. The positions of the
electrons will be denoted ri, where i = 1, 2, 3...n with n being the number of
electrons. The nuclei are assumed to be classical stationary particles, and
their potential energy V (R1, ...,RN) is described according to the following
equation:

V (R1, ...,RN) = E0 +
1

2

N
∑

µ,µ′=1

ZµZµ′ e2
∣

∣

∣Rµ −Rµ′

∣

∣

∣

, (2.12)

where E0 is the energy of the electronic system. The electrons are described
as quantum mechanical particles, and the calculation of their energy E0 is
performed by solving Schrödinger’s equation:

Ĥ = −
n
∑

i=1

h̄2

2m
∇2

i −
n
∑

i=1

N
∑

µ=1

Zµe
2

|ri −Rµ|
+

1

2

n
∑

i,j=1

+e2

|ri − rj|
, (2.13)

where ĤΨ(r1, ...rn) = E0Ψ(r1, ...rn) is the Hamiltonian operator and Ψ is
the wavefunction of the electrons. The first term on the right-hand side
describes the kinetic energy of the electrons, the second term describes the
ion-electron electrostatic interaction, and the last one describes the electron-
electron electrostatic repulsion. The problem described above is a many-
body problem, which is very complicated to solve. The DFT transforms the
many-body problem into an effective one-electron equation. The electrons
are assumed to be non-interacting particles moving in an effective potential
set by the other electrons. The DFT equations are

Ĥ1el = −
h̄

2m
∇2 + Veff [n](r), (2.14)

Ĥ1elψα = εαψα, (2.15)

and
n(r) =

∑

|ψα(r)|
2 F (ε− µF ). (2.16)

Here, Ĥ1el is the one-electron Hamiltonian, Veff [n](r) is the effective poten-
tial of the electron as a functional of the electron density. The one-electron
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Figure 2.2: Flowchart for the DFT loop [60] ( c© Reproduced with permission
from Springer Science + Business Media).

eigenstates ψα can be determined from equation 2.15. The electron density
is then calculated through equation 2.16 where µF is the chemical poten-
tial and F (ε − µF ) is the Fermi distribution function. The DFT loop is
summarized in the flow chart shown in Figure 2.2.

The effective potential in DFT is divided into three parts, ionic potential
V ion, Hartree potential V H , and the exchange and correlation potential V xc:

Veff [n] = V ion + V H [n] + V xc[n], (2.17)

where

V ion(r) =
N
∑

µ=1

Zµe
2

|r −Rµ|
, (2.18)

∇2V H [n](r) = −4πn(r), (2.19)

and
V xc(r) = f(n(r),∇n(r),∇2n(r)). (2.20)

The ionic potential is the electrostatic potential from the ion cores. The
Hartree potential is the potential associated with the electronic charge and
is calculated from Poisson’s equation. The exchange and correlation poten-
tial can be qualitatively understood as follows: the exchange part is the
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difference in the energy of the system when two electrons swap their coor-
dinates. It means that an electron of a given spin will be surrounded by a
region where the density of electrons with the same spin is reduced (Pauli
exclusion principle) [61]. As for the correlation part, it is the difference
between the energy calculated using the Hartree-Fock approximation [62],
and the actual energy of the system. It arises from the fact that, within the
Hartree-Fock method, electrons are assumed to move independently; that
the probability of finding an electron at a certain position r1 is not affected
by the probability of finding another electron at another position r2 ex-
cept through the Pauli exclusion principle. In other words, it assumes that
electrons are not “correlated”, hence the name “correlation energy”. The
correlation energy involves corrections to both the kinetic and potential en-
ergies of the electron. There are several functionals used to describe the
exchange and correlation potential. In this thesis, the local density approx-
imation (LDA) [63] (V xc is only a functional of the density itself) is used
as it has been shown to correctly reproduce the experimental results of the
geometry, the bond lengths, energies, and electronic structures of graphitic
and sp2-like systems [64–71].

2.2.2 Open Systems

The scheme above can be solved for isolated systems (i.e., single molecules),
or periodic (bulk) structures. An electronic device is neither a single molecule,
nor a periodic structure. However, it can be divided into a molecular region,
and two electrodes which can be assumed to be semi-infinite and therefore
periodic. The molecular region can exchange particles with the semi-infinite
electrodes, hence the system is called an “open system”. The potential in the
electrodes is thus assumed to be bulk-like. The interaction region between
the two electrodes consists of the molecular device in question in addition
to a few layers of the electrodes (screening layer), where all charge non-
neutrality and band bending due to the interaction between the molecular
device and the electrodes are confined. This is referred to as the “screening
approximation”. Each electrode injects traveling states into the central re-
gion, where for each energy ε we have a right-to-left traveling wave ψkRL(ε)
and a left-to-right traveling wave ψkLR(ε) each with a crystal momentum
h̄k. These states are labeled “scattering states” because, in principle, they
exhibit scattering and reflections in the central region. The scattering states
can be calculated by determining the Bloch waves for the left and right elec-
trodes, and then using these as matching boundary conditions for the central
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region. The electron density is then determined using

n(r) =
∑

kL,kR

[|ψkLR|
2 F (εkL − µFL) + |ψkRL|

2 F (εkR − µFR)], (2.21)

where µFL and µFR are the Fermi levels in the left and right electrodes,
respectively.

The wavefunctions ψ(r) are expanded as a linear combination of basis
functions φi:ψ(r) =

∑

i aiφi(r) (a more detailed discussion of the basis sets
will be provided at the end of this chapter). Therefore, 2.15 is transformed
into

∑

j

Hijaj = ε
∑

j

Sijaj, (2.22)

where Hij =< φi
∣

∣

∣Ĥ1el

∣

∣

∣φj >, and Sij =< φi|φj >. For a finite Hamiltonian,

the solution of the above equations is possible. For an open system, however,
the Hamiltonian in general is not finite. This is the reason behind dividing
the system into three separate regions as mentioned above. For the finite
central interaction region, the Hamiltonian is obviously finite. For the two
electrodes, by assuming they are periodic, only one period is needed to be
considered, and therefore the Hamiltonian of the electrodes is also finite.
The total Hamiltonian of the system H is thus expressed in terms of the
Hamiltonians of the electrodes and the interaction region as follows:

H =







HLL HLI 0
HIL HII HIR

0 HRI HRR






. (2.23)

where HLL, HRR, and HII are the matrix elements for the left electrode,
right electrode, and the interaction region respectively, and HLI , HRI ,
HILand HIR are the matrix elements involving the interaction between the
central region and the electrodes. The bars indicate that each element is
a matrix. The scattering states described above are simply the eigenstates
of the Hamiltonian above. In the following subsection, the use of the non-
equilibrium Green’s function formalism to calculate the electron density is
explained.

2.2.3 Non-Equilibrium Green’s Function and the Electron
Density

The retarded Green’s function is defined as

Ĝ(ε) =
1

ε− Ĥ + iδ+
, (2.24)

21



2.2. Density Functional Theory/Non-Equilibrium Green’s Function Approach

where δ+ is an infinitesimal positive number. From the theory of complex
functions, we have

Im
1

x+ iδ+
= −πδ(x). (2.25)

Comparing to 2.24, we have

Im(Ĝ(ε)) = −πδ(ε − Ĥ). (2.26)

Now let us consider the electron density. If, for the sake of illustration,
we take the set of eigenstates ψα as our basis set, then the electron density
can be calculated as

n(r) =
∑

α

|ψα(r)|
2 F (εα − µF ), (2.27)

=⇒ n(r) =
∑

α

∫ ∞

−∞
|ψα(r)|

2 δ(ε − εα)F (ε− µF )dε. (2.28)

Since we have Ĥε = ψε, and |ψα(r)|
2 = ψα(r)

∗ψα(r), we have

n(r) =
∑

α

∫ ∞

−∞
ψα(r)

∗δ(ε − Ĥ)ψα(r)F (ε− µF )dε. (2.29)

By defining the spectral density operator ρ̂(ε) as

ρ̂(ε) = δ(ε− Ĥ), (2.30)

and the density matrix D̂ as

D̂ =

∫ ∞

−∞
ρ̂(ε)F (ε − µF )dε, (2.31)

we get
n(r) = TrD̂. (2.32)

From the definition of the spectral density operator, we can see that

ρ̂ = −
1

π
ImĜ(ε). (2.33)

By expanding the operators using the basis functions, 2.24, 2.30, 2.31, and
2.33 become

G = [(ε + iδ+)S −H]−1, (2.34)

ρ(ε) = −
1

π
ImG(ε), (2.35)

D =

∫ ∞

−∞
ρ(ε)F (ε − µF )dε, (2.36)

and
n(r) =

∑

i,j

Dijφ
∗
i (r)φj(r). (2.37)
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Electrodes and Self-Energy

The effect of the electrodes is accounted for through the concept of “self-
energy”. The Green’s function corresponding to the interaction region can
be shown to be [72]

GI = [(ε+ iδ+)SII −HII −Σ
L
II(ε)− Σ

R
II(ε)]

(−1), (2.38)

where Σ
L
II(ε) and Σ

R
II(ε) are the self-energies of the left and right electrodes,

respectively. Physically, these terms represent the coupling between the
electrodes and the central region and the associated energy-level broadening
in the central region. For the isolated molecular system in the central region,
electrons can exist in discrete single-valued (non-broadened) levels. When
coupled to the electrodes, however, electrons can escape from the central
region to the electrodes (as in the case of the drain of a transistor), or they
can be injected from the electrodes into the central region (as in the case
of the source of a transistor). This means that the electrons will have a
finite lifetime in the central region, as opposed to the infinite lifetime in the
isolated system. The finite lifetime of electrons in a certain energy level in
the central region implies, through Heisenberg’s uncertainty principle, an
uncertainty in the energy, thus leading to the energy-level broadening. The
self-energies can be calculated using the perturbation theory [60] according
to

Σ
L
II(ε) = [(ε + iδ+)SIL −HIL]G

0
LL(ε)[(ε + iδ+)SIL −HIL]

†, (2.39)

and

Σ
R
II(ε) = [(ε+ iδ+)SIR −HIR]G

0
RR(ε)[(ε + iδ+)SIR −HIR]

†, (2.40)

with G
0
LL and G

0
RR being the unperturbed self-energy of the left and right

electrodes, respectively.
From the above description it can be appreciated that, to calculate the

self-energies, the Green’s function of the electrodes needs to be evaluated
first. Let us take the left electrode as an example. The Hamiltonian in the
semi-infinite electrode can be written as periodic blocks with the assumption
that only neighbouring blocks can interact:

HLL =



















.
.
.
HL3L3

HL3L2

HL2L3
HL2L2

HL2L1

HL1L2
HL1L1



















. (2.41)
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The Hamiltonian of each block Hii, and the interaction Hamiltonians
Hij can be calculated from a bulk calculation of the electrode, i.e., the
calculation of an infinite, perfectly periodic electrode. Using recursion, we
obtain

G
0[0]
L1L1 = [(ε+ iδ+)SL1L1

−HL1L1
](−1),

G
0[1]
L1L1 = [(ε+ iδ+)SL1L1

−HL1L1
−HL1L2

G
0[0]
L2L2HL2L1

](−1),

G
0[2]
L1L1 = [(ε+ iδ+)SL1L1

−HL1L1
−HL1L2

G
0[1]
L2L2HL2L1

](−1),
.
.
.

(2.42)

where the superscript [n] refers to the order of the approximation. Now,
from equation 2.38, GI can be obtained, and from that the electron density
can be obtained through

n(r) =
∑

i,j

Dijφi(r)φj(j), (2.43)

where

Dij =

∫ µF

−∞
−
1

π
ImGij(ε)F (ε − µF )dε. (2.44)

Finite Bias

Now, let us consider the case where a finite non-zero bias is applied, i.e.,
the Fermi levels in the two electrodes are no longer the same, and they are
related to the applied bias Vb through

qVb = µFR − µFL. (2.45)

The carrier density can be attributed to separate contributions from the
left and right electrodes:

ρ̂ = ρ̂L(ε) + ρ̂R(ε). (2.46)

The density matrix for non-equilibrium is given by

D̂ =

∫ ∞

−∞
ρ̂L(ε)F (ε − µFL) + ρ̂R(ε)F (ε − µFR)dε. (2.47)

The partial spectral densities are calculated as [73]

ρ̂L(ε) = −Ĝ(ε)ImΣ̂L(ε)Ĝ†(ε), (2.48)
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and
ρ̂R(ε) = −Ĝ(ε)ImΣ̂R(ε)Ĝ†(ε) (2.49)

The density matrix, assuming that µFL < µFR, is thus given by

D̂ =

∫ ∞

−∞
ρ̂(ε)F (ε − µFL) + ρ̂R(ε)[F (ε − µFR)− F (ε− µFL)]dε. (2.50)

The first term of the integral is nothing other than the equilibrium density
matrix, while the second term is the non-equilibrium density matrix due to
the applied bias.

Now, knowing the carrier density, the effective potential can be calcu-
lated using equations 2.17 through 2.20. The current can then be calcu-
lated using the Landauer formula for coherent transport in a two-terminal
nanoscale device [60]

I =
2e

h

∫ ∞

−∞
T (ε)[F (ε − µFL)− F (ε− µFR)]dε. (2.51)

T (ε) is the transmission coefficient which is the sum of the net probabilities
of electrons traveling from the higher-Fermi-level electrode to the lower-
Fermi-level-electrode. It can be calculated from the NEGF theory [74] as

T (ε) = Tr
{

ImΣ̂L(ε)Ĝ
†(ε)ImΣ̂R(ε)Ĝ(ε)

}

. (2.52)

The complete loop for the DFT/NEGF scheme is illustrated in Figure 2.3.

Basis Sets

The basis sets (φi above) are one of the most important parameters in DFT
calculations. The basis sets used in the two-terminal calculations described
above need to be localized (as opposed to plane-wave basis sets) in order to
ensure reasonable time and memory requirements, specially for large systems
(∼ hundreds of atoms), as the CNT-biomolecule systems studied in this
thesis. The minimal representation of orbitals uses only one basis function
for each atomic orbital up to and including the valence orbitals. These
minimal basis sets are called “single-zeta (SZ)” basis sets. The reason for
this nomenclature is historical as the first basis set used in such calculations
were Slater-type orbitals (STO) [75] which have the form

φSTO = Nrn−1exp[−ζr]Ylm. (2.53)

Here, N is a constant, n, l, and m are the principal, azimuthal, and mag-
netic quantum numbers, respectively, Ylm are the spherical harmonics de-
scribing the angular part of the function, and ζ is the orbital exponent,
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Figure 2.3: Flowchart for the DFT-NEGF loop [60] ( c© Reproduced with
permission from Springer Science + Business Media).

hence the nomenclature. A more complete description of the basis set adds
one more function to describe each orbital, and therefore the basis sets are
called “double-zeta (DZ)” basis sets. Another addition to the basis sets in-
volves adding polarization, i.e., describing the first non-occupied orbital in
the atom (d-orbitals in carbon atoms for instance). This allows the non-
symmetry (i.e., polarization) of the orbitals around the atoms to better
describe the bonds in a molecule, as opposed to the symmetric orbitals in
an isolated atom. The STO basis sets yield difficult overlap integrals. There-
fore, Gaussian-type orbitals (GTO) are currently the common basis-set type
used in practice. The GTO’s are given as

φGTO = Nxiyjzkexp[−αr2], (2.54)

where α is the orbital exponent controlling the width of the GTO, and i,
j, and k are non-negative integers that dictate the nature of the orbital in
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2.2. Density Functional Theory/Non-Equilibrium Green’s Function Approach

a Cartesian sense. When all three of these indices are zero, the GTO has
spherical symmetry, and is called an s-type GTO. When exactly one of the
indices is one, the function has axial symmetry about a single Cartesian axis
and is called a p-type GTO, and when the sum of the indices is equal to two,
the orbital is called a d-type GTO [76]. The STO’s, however, are a closer
representation of the actual atomic orbitals. To both use the GTO’s for
their mathematical convenience and get a physically correct orbital, several
GTO’s are combined together to form a contracted Gaussian function (CGF)
that is closer to an STO than a single primitive GTO:

φCGF
τ =

A
∑

a

daτφ
GTO
a . (2.55)

Usually 3 to 6 primitive GTO’s are taken (A = 3−6). The contraction coef-
ficients daτ are chosen so that the contracted Gaussian functional resembles
as much as possible a single STO function.

Considering the fact that only the valence electrons can contribute to
the electrical current, the calculations can be simplified by using pseudopo-
tentials to describe the core electrons. The pseudopotentials are described
following [77]. The basis sets used in the DFT/NEGF simulator used in this
thesis (Atomistix [78]) are described in [79]. The SZ basis set is calculated
as the eigenfunctions of the atom in a spherical box, where the radius of the
box may be different for different orbitals. The basis functions in this case
are the numerical eigenfunctions φl(r) of the atomic potential Vl(r), for an
energy ε + δε chosen such that the first node occurs at a cut-off radius rlc
(φl(rlc) = 0):

(−
1

2r

d2

dr2
r +

l(l + 1)

2r2
+ Vl(r))φl(r) = (εl + δεl)φl(r). (2.56)

For DZ basis sets, the first-ζ basis orbitals are usually CGF’s, while the
second one is the slowest-decaying GTO of those CGF’s. Following the
same spirit, the second-ζ orbitals φ2ζl (r) in Atomistix have the same tail as

the first-ζ orbitals φ1ζl (r) outside a chosen “split-radius” (rsl ), while they are
given by a simple polynomial inside rsl :

φ2ζl (r) =

{

rl(al − blr
2) r < rsl

φ1ζl (r) r ≥ rsl
(2.57)

The constants al and bl are determined from the continuity of the wavefunc-
tion and its derivative, and rl is the orbital radius.
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Finally, the inclusion of polarization is achieved by applying a small
electric field in the z-direction and applying the first-order perturbation
theory. The complete details can be found in [79].
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Chapter 3

Basis-Set Choice for
DFT/NEGF Simulations of
Carbon Nanotubes

In this chapter, some general rules that were established during this re-
search for the choice of the basis set of DFT/NEGF simulations of carbon
nanotubes [80] are presented. The effect of the basis set on the results of ab
initio calculations of the bandgap and near-zero-bias conductance of carbon
nanotubes is discussed. The near-zero-bias conductance is used to assess
the accuracy of the basis sets for the simulation of metallic nanotubes which
have a zero-bandgap; and the bandgap is used to assess the accuracy of the
basis sets for semiconducting tubes which have a very small near-zero-bias
conductance (∼ pS - nS). Firstly, several ideal nanotubes with different chi-
ralities are studied. The effect of small displacements in the atomic positions
on the choice of the basis set is then studied. Finally, the effect of the addi-
tion of an adsorbed biomolecule on the choice of the basis set is examined.
The simulations were performed using the DFT/NEGF approach, within
the local density approximation (LDA) [63], employing the Atomistix [78]
package described in [60].

3.1 Simulated Structures

The simulations are divided into three different sets. The first set (SET I)
is for perfect nanotubes of different chiralities. The second set (SET II)
is for a (10,0) tube with the positions of its atoms having been displaced
due to immersion in water. The coordinates of the atoms are determined
from a molecular dynamics (MD) simulation of the nanotube in water using
the package GROMACS. The third set of simulations (SET III) is for a
(10,0) nanotube with an adsorbed dimer of the aromatic amino acid tyrosine,
with the coordinates of the tube and tyrosine also determined from MD
simulations in water. Tyrosine was used due to the previous knowledge that
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3.1. Simulated Structures

it does adsorb on the surface of nanotubes [34], and a dimer configuration
was chosen to simulate the existence of a peptide bond as expected in full
proteins.

For SET I, the simulated structures consisted of a central region of four
periods (eight layers of atoms) of each of the armchair tubes: (2,2), (3,3),
(4,4), and (5,5); and two periods (also eight layers of atoms) of the zigzag
tubes: (4,0), (8,0), (10,0), (11,0), (13,0), (14,0), (16,0), (17,0), (19,0), and
(20,0). The central region was sandwiched between two carbon nanotube
electrodes of the same chirality as the central region. For the (n,n) armchair
tubes the electrodes consisted each of two periods of the tube (0.4926 nm).
For the (n,0) zigzag tubes the electrodes consisted of only one period of the
tube (0.4266 nm). In DFT/NEGF simulations, each unit cell of the elec-
trodes is assumed to interact only with its nearest neighbours as explained
in Chapter 2. The length of the electrodes was thus chosen to be sufficiently
long to ensure that this is indeed the case. The simulation box itself is
also repeated in the directions transverse to the transport. The transverse
dimensions of the different simulation boxes were gradually increased until
no significant change in the results was observed. The basis sets used were
the single-zeta (SZ), the single-zeta polarized (SZP), the double-zeta (DZ),
and the double-zeta polarized (DZP) [75, 76]. The results using the DZP
basis set were taken as the reference against which all the other results were
compared: the DZP is the most complete basis set used here, and, therefore
the one that best predicts the ground state of the system [76]. To further
ensure the validity of the DZP basis set as a reference, the simulations for
the (2,2), (3,3), (4,4), (5,5), (4,0), (8,0), (10,0) and (11,0) perfect tubes were
repeated with the double-zeta double-polarized (DZDP) basis set. For the
armchair tubes and the (4,0) metallic tube the maximum difference in cal-
culating the near-zero-bias conductance was 0.1%. For the semiconducting
zigzag tubes (8,0), (10,0) and (11,0), the difference between the bandgap
calculated from the DZP and the DZDP basis sets was only about 1-2meV
(although both valence and conduction band edges shifted in the same di-
rection by a few meV’s relative to the Fermi level in all cases). This assures
that no further improvement to the accuracy of the results is likely to be
achieved for these tubes by using basis sets more complex than the DZP
set. Larger systems could not be simulated with the DZDP basis set due
to memory limitations. For Set II, five periods of a (10,0) tube were sand-
wiched between two nanotube electrodes, each consisting of one period of
the tube. The coordinates of the central region were calculated from a 2 ns
MD simulation of the central region immersed in water. The basis sets used
in the subsequent DFT/NEGF simulations were the same as in SET I. For
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SET III, again five periods of a (10,0) tube were sandwiched between two
nanotube electrodes, each consisting of one period of the tube, with the
addition of a dimer of the amino acid tyrosine adsorbed on the surface of
the central region to simulate the effect of an analyte in a carbon-nanotube-
sensor application. The coordinates of the atoms of the central region and
the atoms of the dimer were taken from an MD simulation of duration 2 ns.
The length of the central region was increased compared to SET I in order
to accommodate the adsorbed molecule. The length in SET II was chosen
to be equal to that in SET III to allow for meaningful comparisons.

3.2 SET I

The energy-dependent transmission coefficient T (E) of the (2,2) tube is
shown in Figure 3.1 for the different basis sets used. T (E) gives the fraction
of the electron wave which is transmitted from one electrode to the other [60].
The zero-reference of energy is the Fermi level. The SZ basis set predicts a
semiconducting tube with an energy gap of 0.68 eV, the DZ basis set predicts
an energy gap of 0.1 eV, while both the SZP and the DZP basis sets give
almost identical results, clearly showing a metallic behaviour of the same
tube. This result demonstrates that the inclusion of polarization for such
a small-diameter tube (0.2716 nm) is essential in order to obtain acceptable
results. This stems from the fact that polarization models the mixing of
different orbitals such as p and d orbitals in carbon [76], a mixing which
becomes more apparent as the tube diameter gets smaller. Figure 3.2 shows
contour plots for the first transmission eigenstate at an energy of 0.05 eV
above the Fermi level of the (2,2) tube, as calculated using both the DZ and
the DZP basis sets on a plane passing through the tube axis with its normal
in the x−direction (with the transport direction being the z−direction). It is
clear that the magnitude and shape of the eigenstate is different for the DZP
and DZ cases, indicating a significant influence of the mixing of d orbitals
with the p orbitals.

In addition to the mixing of p and d orbitals, it is also worth noting
that Figure 3.2 shows that the transmission eigenstate of the (2,2) tube is
asymmetric around the carbon atoms: it consists of one lobe pointing to the
exterior of the tube, in addition to a smaller lobe pointing to the interior
of the tube. In other words, the transmission eigenstate of the (2,2) tube
shows a strong ‘blend’ of σ orbitals. This is in contrast with the transmission
purely due to the π orbitals predicted by the tight-binding models, and which
applies for tubes with a diameter larger than 0.7 nm [81]. This suggests that
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Figure 3.1: Transmission coefficient vs. energy for the (2,2) tube with dif-
ferent basis sets.

in addition to the p− and d−orbitals mixing, a hybridization between the σ
and π orbitals also occurs in the (2,2) tube.

The calculated transmission coefficients for the (3,3), (4,4), (5,5), (4,0),
(8,0), (10,0), (11,0), (13,0), and the (14,0) tubes are shown in Figure 3.3
through Figure 3.11. The results for the (16,0), (17,0), (19,0), and the
(20,0) tubes are summarized in Figure 3.12 and Figure 3.13 alongside the
other semiconducting zigzag tubes.

For the (3,3) tube, the DZ basis set shows a small dip in T (E) at the
Fermi level that is not evident with the other basis sets. Though the SZ
basis set gives a result closer to the polarized sets than the DZ set, it poorly
predicts the transmission coefficient at higher energies, which, for low bias
levels should not contribute to the current. The near-zero-bias conductance
G is calculated according to the equation2:

G =
2q2

h

∫ ∞

−∞
(−
∂F

∂E
)T (E)dE, (3.1)

where q is the electronic charge, F is the Fermi-Dirac distribution func-
tion, and E is the energy. For near zero-bias calculations, µ is taken to be
zero, and T (E) is assumed not to vary considerably from the calculations
at equilibrium. The values of G are shown in Table 3.1.

2It has to be noted that the lower limit of the integral in [80] was incorrectly set to the
Fermi level of the contact with the higher potential. The conclusions in [80], however, are
not affected.
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(a)

(b)

Figure 3.2: The first transmission eigenstate calculated for the (2,2) tube in
units of Å(−3/2) at an energy 0.05 eV above the Fermi level, (a) using the
DZ basis set, (b) using the DZP basis set. The horizontal white line in the
middle denotes the axis of the tube.
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Figure 3.3: Transmission coefficient vs. energy for the (3,3) tube with dif-
ferent basis sets.
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Figure 3.4: Transmission coefficient vs. energy for the (4,4) tube with dif-
ferent basis sets.

It can be seen from Table 3.1 that for the armchair tubes, with the
exception of the (2,2) tube, all the basis sets give almost identical values of
G. From the corresponding transmission coefficient figures, we can see that
all the basis sets predict a metallic (zero-gap) tube except for the (2,2) tube.
For the (2,2) tube, the SZP and DZP give the same value of G which is much
higher than those predicted from the SZ and DZ calculations. This suggests
that the use of even a minimal SZ basis can be adequate for the simulations
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Figure 3.5: Transmission coefficient vs. energy for the (5,5) tube with dif-
ferent basis sets.
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Figure 3.6: Transmission coefficient vs. energy for the (4,0) tube with dif-
ferent basis sets.

of armchair tubes with the exception of the (2,2) tube. Table 3.2 shows the
computational resources required for the simulations of the (4,4) tube (160
atoms).

It can be seen that the DZP requires considerably longer time, more
memory size, and a much larger amount of disk storage than the other basis
sets. These requirements can be very problematic, and even prohibitive, for
longer, and/or larger-diameter armchair tubes.
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Figure 3.7: Transmission coefficient vs. energy for the (8,0) tube with dif-
ferent basis sets.
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Figure 3.8: Transmission coefficient vs. energy for the (10,0) tube with
different basis sets.

For the (4,0) tube, the value of T (E) at and near the Fermi level with
the non-polarized basis sets is significantly different from its value with the
polarized ones. For example, at the Fermi level, T (E) is equal to 5 with the
DZ basis set, compared to 3 with the polarized basis sets. The same problem
occurs with the SZ basis set at an energy just 20meV below the Fermi level.
Since the conduction in such a metallic tube is due to the electrons with en-
ergies within a few kT ’s of the Fermi level (where kT is the thermal energy),
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Figure 3.9: Transmission coefficient vs. energy for the (11,0) tube with
different basis sets.
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Figure 3.10: Transmission coefficient vs. energy for the (13,0) tube with
different basis sets.

this difference in the value of the transmission coefficient is not acceptable,
and the inclusion of polarization in the basis set is necessary. Even the SZP
basis set predicts a near-zero-bias conductance that is about 11% less than
that calculated using the DZP basis set. Therefore, a minimum of a DZP
basis set is required to accurately describe the near-zero-bias conductance
of the (4,0) tube.

It has to be noted that the metallic behaviour exhibited by the (4,0)
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Figure 3.11: Transmission coefficient vs. energy for the (14,0) tube with
different basis sets.

Table 3.1: Near-zero-bias conductance for the metallic tubes in units of
Siemens. The subscript of G designates the corresponding tube.

G(2,2) G(3,3) G(4,4) G(5,5) G(4,0)

SZ 8.62e-8 15.46e-5 15.52e-5 15.52e-5 2.75e-4

SZP 3.04-4 15.50e-5 15.52e-5 15.42e-5 2.18e-4

DZ 3.96e-5 15.24e-5 15.52e-5 15.52e-5 3.28e-4

DZP 3.04e-4 15.50e-5 15.52e-5 15.52e-5 2.25e-4

Table 3.2: Computational resources for both the DZ and DZP basis sets used
for computing the data in Figure 3.4. Parallel calculations were conducted
on a 64-bit, 8-processor (Intel(R), Xeon(TM), 2.66 GHz CPU each) Dell
machine.

Total
Memory
(GB)

CPU
time (h)

Output
file size
(MB)

SZ 2.0 0.46 4.3

SZP 2.7 1.8 18.4

DZ 2.6 1.48 14.7

DZP 4.0 4.9 37.5
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3.2. SET I

tube is in contradiction to the semiconducting behaviour predicted by sim-
ple tight-binding models. This is due to the hybridization of the σ and π
orbitals (which was also observed for the (2,2) tube as discussed above).
This hybridization becomes significant in small-radius tubes [81], and can
lead to the observed metallic behaviour of the (4,0) tube [82]. It is impor-
tant to emphasize that this hybridization is not the same as the mixing of
the p and d orbitals mentioned above since the σ and π orbitals arise from
the hybridization of the s and p orbitals in carbon. In general, tight-binding
π−bond models have been previously shown to fail for tubes with a diameter
smaller than that of the (10,0) tube [81, 83].

The T (E) of the (8,0) tube shows an energy gap indicating a semicon-
ducting tube. The SZP overestimates the bandgap by 31meV compared to
the bandgap predicted by the DZP basis set. The DZ and SZ basis sets
give values for the gap of 786meV and 987meV compared to the 543meV
calculated by the DZP set. The results again suggest the necessity of using
the DZP basis set, and the importance of the mixing of p and d orbitals in
this tube.

For the semiconducting zigzag tubes larger than the (8,0) tube, the cal-
culated bandgap is shown in Figure 3.12. The corresponding difference in
the calculated bandgap (∆EG) with respect to that calculated from the DZP
basis set (EGDZP

) is shown in Figure 3.13. This difference depends on the
exact chirality of the tube and not only on its diameter. For tubes with
n = 3p+1, where p is an integer, the DZ basis set overestimates the gap by
about 20meV for all tubes, while the SZ basis set underestimates the gap by
about 40meV for the (10,0) tube and then the difference decreases gradually
with increasing the tube diameter to reach ∼ 20meV for the (19,0) tube.
We also notice that the rate of decrease of ∆EG with respect to n decreases
with increasing n.

The SZP basis set shows a similar behaviour to the SZ basis set, though
the difference in the bandgap with respect to EGDZP

is systematically larger
than the that for the SZ basis set. For tubes with n = 3p+ 2, the DZ basis
set overestimates the gap compared to EGDZP

by 51meV for the (11,0) tube
and the difference decreases gradually to reach 26meV for the (20,0) tube.
The SZ basis set, on the other hand, overestimates the gap by about 20meV
for the (11,0) tube and then the difference decreases rapidly to about 2meV
for (17,0) and (20,0) tubes. Again the SZP set shows a similar behaviour
to the SZ set and the difference in the bandgap is larger in the case of
the SZP basis set. A similar phenomenon has been observed in [83] when
comparing the bandgap calculated using the π−bond model and using DFT
simulations with a minimal basis set. It is noteworthy from the transmission
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Figure 3.12: Bandgap for the semiconducting (n,0) tubes as calculated using
different basis sets vs. the chirality index n.
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Figure 3.13: Difference in the calculated bandgap using the SZ, DZ, and
SZP basis sets, and that calculated using the DZP basis set for the semi-
conducting (n,0) tubes vs. the chirality index n.

coefficient graphs that, at energies higher than 750meV, the non-polarized
basis sets always deviate considerably from the DZP basis set, and that at
such energies the SZP basis set produces results that most closely match
those of the DZP basis set. Therefore, if these energies are of a particular
interest, the use of a polarized basis set appears necessary.

40



3.2. SET I

The carbon nanotube band structure can be obtained from that of graphene
according to the zone-folding scheme [81]. Therefore, to explain why the re-
sults of the (n,0) tubes depend on whether n = 3p + 1 or n = 3p + 2 as
mentioned above, the band structure of graphene was calculated using the
SZ, DZ, SZP, and DZP basis sets. The lowest conduction subband and the
top valence subband are shown in Figure 3.14. The difference between the
lowest conduction subband and the top valence subband (∆E) was then
calculated at different k-points. The difference at the high-symmetry K
point was zero as expected. According to the zone folding (ZF) scheme,
only certain values of the K vector are allowed, as illustrated by the vertical
lines in Figure 3.14 for the (10,0), (11,0), (19,0), and (20,0) tubes. The
bandgap of tubes with n = 3p + 1 is obtained from the lines to the right
of the K-point, whereas the bandgap of tubes with n = 3p + 2 is obtained
from the lines to the left of the K-point. The bandgap corresponding to the
different semiconducting zigzag tubes mentioned above was then calculated
using different basis sets, and applying the ZF scheme. The difference be-
tween the bandgap calculated according to the ZF scheme using the SZ, DZ,
and SZP basis sets, and that calculated using the DZP basis set (∆EGZF

)
is shown in Figure 3.15. It can be seen from Figure 3.15 that ∆EGZF

still
exhibits a non-monotonic trend with respect to the chirality index n similar
to that shown in Figure 3.13, though the exact values are different. Thus, it
is suggested here that the trend in bandgap differences between the various
basis sets has its origin in the zone-folding scheme used to calculate the band
structure of nanotubes from that of graphene.

From the results of SET I, we conclude that for bandgap and near-zero-
bias conductance calculations of perfect carbon nanotubes, the choice of
the basis set depends on the chirality and the diameter of the tube. For
zigzag tubes smaller than the (14,0) tube, a DZP basis set is in general
necessary for accurate DFT/NEGF simulations. For the (14,0) tube and
larger zigzag tubes, if n = 3p + 1, a DZP basis set may still be necessary
for DFT/NEGF simulations, whereas if n = 3p+ 2, the SZ basis set can be
sufficient to get an estimation of the bandgap of the tube. For the armchair
tubes, a minimal basis set may be sufficient for an accurate estimation of the
near-zero-bias conductance, and for a correct qualitative description of the
metallic behaviour of these tubes. The exception is the (2,2) tube, which
requires a polarized basis set to account for the mixing of p and d orbitals,
which appears to play an important role in the properties of the (2,2) tube.
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Figure 3.14: The lowest conduction subband and the top valence subband of
the E-k band diagram of graphene calculated using different basis sets. The
G, K, and M points are the high-symmetry points Γ, K, andM , respectively.
The vertical lines are the cut-lines at which the bandgap of the (10,0), (11,0),
(19,0), and (20,0) tubes is calculated according to the zone-folding scheme.
Lines to the left of theK point correspond to (n,0) tubes with n = 3p+2, and
lines to the right of the K point correspond to (n,0) tubes with n = 3p+1.

10 11 12 13 14 15 16 17 18 19 20
−100

−50

0

50

100

150

n

E
n

e
rg

y
 (

m
e

V
)

 

 

SZ
SZP
DZ

Figure 3.15: Difference in the calculated bandgap for the same zigzag tubes
shown in Figure 3.13 using the SZ, DZ, and SZP basis sets, and that calcu-
lated using the DZP basis set, according to the zone-folding scheme.
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3.3 SET II

The calculated transmission coefficient of a (10,0) tube with atom coordi-
nates determined from an MD simulation of the tube in water is shown in
Figure 3.16. The maximum displacement of carbon atoms with respect to
the ideal case was about 0.3 Å. First, we notice that unlike the perfect tubes,
the transmission coefficient does not show a step-like behaviour. This is due
to the lack of perfect periodicity in the structure, and therefore quantum
mechanical reflections may occur at the electrode/central region interface,
and within the central region itself.

The calculated bandgap for the DZP, DZ, and SZ basis sets was exactly
the same as calculated for the perfect (10,0) tube in SET I. The bandgap
calculated by the SZP basis set was 3meV lower than its counterpart in
SET I.

Therefore, we conclude that small displacements in the carbon atom
positions need not influence the choice of the basis set, and, in general, a
DZP basis set would be recommended for such a simulation unless the system
is too large (e.g., a longer tube), in which case memory limitations and/or
time requirements may dictate the using of a lower basis set according to
the rules and observations described for SET I.
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Figure 3.16: Transmission coefficient vs. energy for the (10,0) tube after an
MD simulation, and with different basis sets.
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3.4 SET III

In this set, the effect of the existence of a physisorbed molecule on the nan-
otube surface on the choice of the basis set is investigated. A 2 ns MD
simulation of a (10,0) tube and a dimer of the amino acid tyrosine in wa-
ter showed that the dimer/nanotube-surface separation was 0.265 nm. It
was also found that the aromatic rings stack over the hexagonal rings of
the nanotube. The configuration at the end of the MD simulation is shown
in Figure 3.17. The MD simulations are necessary to obtain the relative
coordinates of the biomolecule and the nanotube since DFT optimization
alone does not account for van der Waals forces [84–88], which are impor-
tant in nanotube/biomolecule interactions [34, 89]. The maximum displace-
ment of the atoms of the tube with respect to the ideal case was about
0.3 Å as in SET II. The transmission coefficient resulting from the subse-
quent DFT/NEGF simulations is shown in Figure 3.18. The results are very
similar to those of SET II in the sense that the DZ and DZP sets exhibit
a rather good agreement in the range of energies within a few kT ’s above
the edge of the lowest conduction subband (EC), and that at higher ener-
gies the DZ and DZP results deviate from each other. At these energies
the SZP is in better agreement with the DZP basis set, indicating a more
significant effect of the polarization. The calculated bandgap was 898meV
for the SZ basis set, 867meV for the SZP basis set, 954meV for the DZ
basis set, and 932meV for the DZP basis set. Comparing these results with
the results shown in Figure 3.12, it is clear that the physisorbed biomolecule
did not have a significant effect on the calculated bandgap for all basis sets.
However, one important parameter that can be quite sensitive to the ba-
sis set is the Mulliken population [90], from which the electron density is
calculated. Set III is particularly prone to such a sensitivity due to the
presence of an adsorbed molecule and the possible orbital overlap between
the nanotube and the biomolecule. The charge transfer between the tube
and the biomolecule is an important factor in the nanotube/biomolecule
interaction. The charge transferred from the amino acid to the tube was
calculated to be 0.3057q in the case of the DZP basis set (QDZP ), 0.3306q
in the case of the DZ basis set (QDZ), 0.702q in the case of the SZP basis
set (QSZP ), and 0.8474q in the case of the SZ basis set (QSZ). The differ-
ence between QDZ and QDZP is only 0.0249q compared to 0.3963q for the
difference between QSZP and QDZP , and 0.5417q for the difference between
QSZ and QDZP . The Mulliken population calculated for each carbon atom
on the tube showed a maximum difference of less than 1% for the DZ set
compared to the DZP basis set. The SZ and SZP basis sets show higher
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3.5. Effect of the Electrode Length

relative difference compared to the DZ basis set, especially for the dimer
atoms. Although the DZ basis set also shows relatively large differences in
the Mulliken population for the dimer atoms (especially in hydrogen atoms
where a relative difference of around 20% was observed), these differences
did not have a significant impact on the total electronic charge of the amino
acid, or on the electronic density in the tube, or the transmission coefficient
of the tube. In general, a DZP basis set is required for such a simulation,
and the SZ or the SZP basis sets would not accurately predict the Mulliken
population. The resources required to perform such a simulation using the
DZP basis set and the DZ basis set are shown in Table 3.3. It is clear that
the DZP basis set requires a significantly larger amount of time and memory
resources, which may not be available. In such a case, a DZ basis set may
be adequate for the simulation. Another solution could be to use different
basis sets for different atoms, i.e., use a polarized basis set to describe the
atoms of the biomolecule and a lower basis set to describe the atoms of the
carbon nanotube. However, this should be done very carefully since using
different basis sets for different atoms can introduce the so-called ‘basis set
superposition error’ [91, 92].

Figure 3.17: Different views for the configuration of the central region of the
structure simulated in Set III following a 2 ns MD simulation. The arrows
indicate the aromatic rings of the tyrosine dimer.

3.5 Effect of the Electrode Length

In the discussion above, it was briefly mentioned that the electrodes should
be long enough so that each unit cell of the electrode interacts only with
its nearest-neighbour image (as the electrode cell is assumed to be repeated
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Figure 3.18: Transmission coefficient vs. energy for the (10,0) tube with an
adsorbed tyrosine dimer after an MD simulation, and with different basis
sets.

Table 3.3: Computational resources for both the DZ and DZP basis sets
used for computing the data in Figure 3.18. Parallel calculations were con-
ducted on a 64-bit, 8-processor (Intel(R) Xeon(TM) 2.66 GHz CPU each)
Dell machine.

Basis set Total
Memory
(GB)

CPU
time (h)

Output
file size
(MB)

DZ 16 132.97 22

DZP 24 259.02 56

infinitely to form a semi-infinite electrode as explained in Chapter 2). In this
section, the effect of the length of the electrode on the results of DFT/NEGF
simulations is illustrated, and how this may affect the choice of the basis set
is explained.

The simulations of the (5,5) tubes were repeated with an electrode length
of one unit cell (two layers of atoms), as compared to two unit cells (four
layers of atoms) in the simulations in SET I above. For each electrode
length, the simulations were repeated using the SZ basis set, and the DZ
basis set. Figure 3.19 shows the transmission coefficient for the various
sets of simulations described above. It can be seen that with the DZ basis
set, the short electrode resulted in an erroneous transmission coefficient.
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3.6. Overcompleteness

Similar results were previously attributed to the effect of the curvature of
the tube [93], while, in fact, they were artefacts of the short electrode length
that permitted the interaction between non-neighbouring electrode cells,
thus violating the assumptions detailed in Chapter 2.

The SZ basis, on the other hand, does not exhibit the same problem.
This is explained by the fact that the SZ basis set has a smaller spatial
extent than the DZ basis set. Therefore, the short length of the electrode, in
the case of SZ-basis-set simulations, was sufficient to prevent any significant
interaction between non-neighbouring electrode cells, in contrast with the
DZ-basis-set simulations.

In general, we suggest that the electrode length should be gradually
increased until no significant change in the results is observed to avoid non-
physical artefacts resulting from a poor choice of the electrode length.
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Figure 3.19: Transmission coefficient vs. energy for the (5,5) tube with
different electrode lengths, and with different basis sets.

3.6 Overcompleteness

One problem that may occur with the choice of basis sets, is to choose an
overcomplete basis set. Overcompleteness means that the basis functions
become linearly dependent, i.e., one (or more) of the basis functions can
be written as a linear combination of the others [94]. To ensure the proper
choice of the basis set, the total energy of the system should be checked.
Barring overcompleteness in the basis set, the total energy of the system
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should decrease using a more complete basis set, i.e., the total energy is
variational with the number of basis functions [95]. Therefore, if the total
energy of the system is found to increase with increasing the completeness of
the basis set, that indicates the overcompleteness of the basis set in question.
A less complete basis set is generally recommended in this case. It is worth
noting that this check was performed for the simulations described in this
chapter, and the total energy was found to be variational with the basis
set up to the DZP basis set. The DZDP basis set was also found to be
undercomplete with the exception of the (2,2) tube simulations, where the
DZDP basis set was overcomplete.

3.7 Conclusion

To sum up the results of this chapter, the effect of the basis set choice in
ab initio DFT/NEGF simulations on the transmission coefficient, near-zero-
bias conductance, and bandgap of various carbon nanotubes were performed.
The results show that for armchair tubes, a minimal basis set can be suffi-
cient to get an accurate estimation of the near-zero-bias conductance, with
the exception of the (2,2) tube, for which polarization should be included to
get the near-zero-bias conductance and to capture the metallic behaviour of
this tube. For zigzag tubes, it was found that the choice of the basis set de-
pends on both the diameter and the chirality of the tube. It was found that
small displacements in the atomic positions do not affect the choice of the
basis set, and that for systems containing both a nanotube and a physisorbed
biomolecule, a double-zeta polarized basis set is recommended for an accu-
rate Mulliken population analysis, though a double-zeta basis set predicts
the total charge in both the nanotube and the biomolecule accurately. It
was also shown that the (2,2) tube is a fully metallic tube (in contrast with
previous predictions in the literature [93, 96]), and it was demonstrated that
this is due to the hybridization between the carbon p- and d-orbitals. It was
also shown that the electrode length is closely connected to the basis-set
choice. In general, longer lengths of the electrodes are likely to be needed
for simulations using more complete basis sets.

48



Chapter 4

Simulation Results

4.1 Driving Forces for the Adsorption Process

This chapter begins with discussing the relevance of hydrophobic interac-
tions and van der Waals forces in the adsorption process of amino acids on
carbon nanotubes. The adsorption mechanisms are not well understood [97],
and an important suggested mechanism of adsorption is the hydrophobic in-
teractions [98, 99]. It is therefore important to investigate the role of such
interactions in the adsorption process.

4.1.1 Simulation Flow

MD simulations for carbon nanotubes with amino acids have been carried
out using GROMACS. Both large-diameter tubes (chirality of (12,11)) and
small-diameter tubes (chirality of (10,0)) were used, with the length of the
tubes being 8 nm in all cases. The amino acids isoleucine (ILE) (which has
a strongly hydrophobic neutral side-chain), and asparagine (ASN) (which
has a strongly hydrophilic neutral side-chain), were investigated in separate
simulations. In each case, forty dimers of the relevant amino acid were
positioned along the length of the tube at a radial distance of 1nm from the
surface of the tube. Each dimer consisted of two residues, where the residue
is the form taken by amino acids when they constitute a chain of peptides,
or comprise parts of proteins [100]. As an example, the initial positions of
the ASN dimers around a (12,11) tube are shown in Figure 4.1. A reaction
duration of 6 ns was simulated, under conditions of constant pressure (1 atm)
and temperature (300 K) using Parrinello-Rahman- and Berendsen-coupling,
respectively. The simulation was performed in an aqueous medium. The
AMBER99 force field port in GROMACS was used, and the TIP3P water
model was implemented.

49



4.1. Driving Forces for the Adsorption Process

Figure 4.1: Initial configuration of ASN dimers surrounding a (12,11) CNT
at a radial distance of 1 nm from the CNT surface. The water molecules in
which the dimers and CNT are immersed are omitted for clarity.

4.1.2 Results

The final radial positions of the dimers in each case are shown in Figure 4.2,
as calculated from GROMACS. It is clear that there is significant adsorption
of both the hydrophilic (ASN) and hydrophobic (ILE) dimers. This indicates
that some force, other than that merely related to the dimer-water inter-
action, is operative. Evidence that this force is the van der Waals (VDW)
force comes from Figure 4.3, which shows an increase, and then a tendency
towards saturation, of the magnitude of the VDW energy as the reactions
proceed and then stabilize. In the hydrophobic case the VDW potentials
settle faster than in the hydrophilic case, from which it can be inferred that,
while hydrophobicity speeds up the adsorption process, it is not essential for
its occurrence [89]. This is in agreement with previous works [101], which
have considered peptide encapsulation within nanotubes, rather than ad-
sorption on the outer surface. This suggests that, in principle, all proteins
will have a tendency to be adsorbed on the surface of the nanotube.
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Figure 4.2: Final radial distances between the dimers and the nanotube
surface after a 6 ns simulation. (a) (10,0) CNT. (b) (12,11) CNT. The dashed
line indicates the initial radial position of the dimers.
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Figure 4.3: Evolution of the VDW-associated potential energies vs. time for
ASN and ILE at an initial position of 1.0 nm distance from the tube. (a)
(10,0) CNT, (b) (12,11) CNT.
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4.2 Metallic Tubes

4.2.1 Armchair Tubes

The effect of amino-acid adsorption on several armchair tubes was tested.
The simulated structures consisted of 10 periods (2.2 nm) of the armchair
tubes (4,4), and (5,5). The electrode cells consisted each of two periods
of the corresponding nanotube to avoid second-neighbour-cell interactions.
The basis set used for the (4,4) tube was the DZP basis set while that for
the (5,5) tube it was the DZ basis set according to the rules described in
Chapter 3.

The results show that the fully-metallic armchair tubes are insensitive to
amino-acid adsorption. The I-V characteristics of these tubes did not show
any significant response to the adsorption of aromatic neutral amino acids
(tyrosine, phenylalanine, and tryptophan), or the charged amino acid argi-
nine. The negatively-charged amino acid glutamate could not be adsorbed
on the surface of the nanotubes.

4.2.2 Small-Radius Zigzag Tubes

Small-radius tubes (<0.5 nm) are metallic regardless of their chirality [102].
The (4,0) and (5,0) tubes were studied to investigate their potential as
amino-acid sensors. The simulated tubes consisted of 5 periods (2.2 nm)
of each of the tubes immersed in water. The MD simulations spanned 2 ns
for each simulations. The tubes were simulated both in the absence and in
the presence of a dimer of each of the amino acids arginine, tyrosine, pheny-
lalanine and glutamate.Glutamate failed to adsorb on the tubes (ending at a
distance of more than 2 nm from the surface of the tube) and was discarded
for further ab initio simulations. The other amino acids were adsorbed on
the tubes and were included into subsequent DFT/NEGF simulations. The
DFT/NEGF simulations showed that these tubes are sensitive to the vi-
bration of their atoms in the aqueous medium. This is likely because the
metallic nature of these tubes arises from the hybridization between the
p- and d-orbitals, which is expected to be sensitive to local changes in the
radius of the tubes. Therefore, the vibration of the carbon atoms, which
changes the instantaneous local radius of the tube, will affect the p-d hy-
bridization thus decreasing the transmission probability around the Fermi
level, as shown in Figure 4.4 for the (4,0) tube. The (5,0) tube, with a radius
larger than that of the (4,0) tube, does not exhibit the same behaviour for
the same length. However, as the length of the tube is doubled, the same
problem arises. This is because the larger the radius of the tube, the longer
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Figure 4.4: Transmission coefficient for the 2.2 nm (4,0) tube at two different
times of the MD simulation.

it must be to exhibit large oscillations in the atomic coordinates. The dis-
placement of the atoms of the (5,0) tube are shown in Figure 4.5 for both
lengths. It is clear that the displacements for the longer tube are larger, and
that they differ significantly over time. We can see from Figure 4.6 that, al-
though the 2.2 nm tube shows a clear response to the adsorption of arginine,
tyrosine, tryptophan, and phenylalanine, the 4.4 nm tube is as sensitive to
immersion in water as it is to the amino-acid adsorption. Therefore, the
detected response for such tubes cannot be conclusively attributed to the
analyte. We conclude that the small-radius tubes are not good candidates
for sensing in aqueous media. For larger-radius tubes, this problem is much
less exaggerated, as will be discussed in the next sections.

4.3 Semi-Metallic Nanotubes

In this section, the effect of amino-acid adsorption on the conductance of
single-walled carbon nanotubes in a two-probe configuration is studied [103].
Semi-metallic tubes (tubes with very small bandgaps) are chosen as they
have a higher possibility of conductance modulation in such a two-probe
configuration than either metallic tubes with zero gaps, where no change in
the current is expected, or semiconducting tubes which need a much higher
bias to cause any appreciable current at all. Amino acids are chosen as
they are the building blocks of proteins, and because understanding their
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Figure 4.5: Displacement of the (5,0)-nanotube atoms for (a) 2.2 nm tube
(b) 4.4 nm tube. The displacements in (b) are significantly larger than in
(a) and also the differences between the displacements at 1.5 ns and 2 ns in
(b) are larger than in (a), indicating larger oscillations.
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Figure 4.6: I-V characteristics of the (5,0) tube both bare and with an
adsorbed dimer of arginine for (a) 2.2 nm tube, (b) 4.4 nm tube.
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interaction with CNTs will help to understand how full proteins (which
are too complex to be presently simulated by the state-of-the-art ab initio

techniques used here) interact with CNTs as explained in Chapter 1.
Molecular dynamics (MD) simulations are used to get the relative co-

ordinates of the CNT and the adsorbed biomolecule. The results are then
used in ab initio density functional theory/non-equilibrium Green’s func-
tion (DFT/NEGF) simulations [60] within the local density approximation
(LDA) [63]. The study considers the semi-metallic (9,0), (12,0), (15,0), and
(18,0) tubes. For the amino acids, the study covers a range of amino acids of
different charge types. Dimers of the neutral aromatic amino acids tyrosine
(TYR), tryptophan (TRP), and phenylalanine (PHE) were used, as well as
dimers of the positively charged amino acid arginine (ARG), the negatively-
charged amino acids glutamate (GLU) and aspartate (ASP), and the two
neutral non-aromatic amino acids asparagine (ASN), and isoleucine (ILE).

4.3.1 Simulated Structures

The simulation flow was as follows: MD simulations of five periods (∼ 2.2 nm)
of each of the nanotubes in water, with and without the amino-acid dimers,
were first performed using the package GROMACS. The AMBER99 port [51]
and the TIP3P model [52] were used for the amino acids and the water, re-
spectively, and simulations were run for 2 ns to get the relative coordinates
of the atoms of the nanotubes and the dimers. The pressure was held at
1 atm using Parrinello-Rahman coupling [104], and the temperature was
maintained at 300K using Berendsen coupling. A Morse potential was used
to describe the bonds of the CNT and a cosine potential was used to describe
the angles as explained in Chapter 2. These parameters were previously used
in MD simulations of carbon nanotubes in the presence of biomolecules [105],
and were found to reproduce experimental results successfully, in terms of
the relative positions of the nanotube and the biomolecule, where the dif-
ference between the experimental results and the simulation results was
comparable to the uncertainty in the experimental measurement [105, 106].
Counterions were included with the charged amino acids to neutralize the
net charge (sodium ions with glutamate and aspartate, and chlorine ions
with arginine). The coordinates were then fed to the DFT/NEGF simulator
Atomistix (ATK). In ATK, two-probe simulations were performed where the
coordinates of the central region were those calculated from the MD simu-
lations as explained above. The central region was sandwiched between two
semi-infinite CNT electrodes of the same chirality as the nanotube in the
central region.
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The basis set used in the ab initio simulations can significantly affect the
results, even qualitatively, as it was previously demonstrated in Chapter 3
and in [80, 107]. Therefore, a test with the (9,0) tube was first made, where
the bare-tube simulations and the simulations with arginine were repeated
using the double-zeta (DZ), double-zeta polarized (DZP), and single-zeta-
polarized (SZP) basis sets. It was found that the DZP basis set predicts
the largest relative current change due to the adsorption of the ARG dimer,
and that the difference between the relative current changes predicted by
the DZ and the SZP basis sets is not significant in the range of bias used.
In addition, the DZ basis set predicts the total charge on the tube and the
amino acid in excellent agreement with that predicted with the DZP basis
set, whereas the predictions obtained using the SZP basis set are significantly
different, as was previously demonstrated [80]. An accurate prediction of the
total charge is particularly important for this study since charged species are
being inspected as well as neutral ones. Hence, and since larger-radius tubes
could not be simulated using the DZP basis set due to memory limitations,
the DZ basis set was used throughout the simulations described hereunder
even though this may underestimate the effect of the amino acid.

In addition, ATK uses periodic boundary conditions in the directions
transverse to the transport direction, meaning that the simulation box is
repeated indefinitely in the transverse directions. To assure that no signifi-
cant interaction occurs between the actual simulation box and its repeated
images, as was previously pointed out [108], the transverse dimensions of
the simulation box were increased for each simulation until no significant
change (∼1%) in the calculated current was observed.

Finally, a screening region is introduced in ATK to isolate the central
region from the electrodes to assure charge neutrality in the electrodes.
This is because the electrodes are assumed to be extended infinitely in the
transport direction, and the repeated images of the electrode are assumed
to have the same charge distribution as the electrode cell in the actual
simulation box. The screening-region length (SRL) was chosen as one period
(four layers of atoms) of the tube between the central region and each of
the electrodes. Then, the SRL was doubled for the (9,0) bare tube and
the (9,0) tube with the adsorbed arginine; and no observable change in the
electron density in the electrodes was found. In fact, the electron density
in the electrodes in both cases was almost identical to an infinitely-long
bare tube of the same chirality. Also, there was no significant change in the
current/voltage characteristics as will be shown in the results below. Using a
longer SRL for the larger tubes (especially the (15,0) and the (18,0) tubes)
was not possible even with the DZ basis set due to memory limitations.
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Therefore all simulations presented here were performed using a four-layer
SRL.

4.3.2 Results and Discussion

From the MD simulations, each of the dimers was adsorbed on all the dif-
ferent nanotubes, except for those of glutamate and aspartate, which failed
to be adsorbed on any of the tubes, and therefore were not considered in
the DFT/NEGF simulations. The other amino acids settled at a distance
of 0.25 nm to 0.29 nm from the surface of the tubes. The counterions settled
at a distance more than 1.5 nm away from the surface of all the tubes and
therefore were neglected in the DFT/NEGF simulations. It is worth noting
that the MD simulations showed that the amino acid lay on the edge of the
water shell around the nanotube in all cases where adsorption occurred. For
hydrophobic amino acids, this is expected since both the amino acid and
the tube are hydrophobic and will tend to aggregate together through hy-
drophobic interactions. For the hydrophilic amino acids, the results suggest
that when the amino acid is close enough to the surface of the tube, the
hydrophobic repulsion between the tube and the water molecules, combined
with the attraction forces between the tube and the amino acid disrupts the
solvation shell surrounding the amino acid.

The current (I)-voltage (V) characteristics of the (9,0) tube are shown
in Figure 4.7 for the bare tube and for the same tube with an adsorbed
dimer of each of the aromatic amino acids used. It is clear that in all the
cases the current increases with bias, then virtually saturates until V ex-
ceeds EG/q, where q is the electronic charge and EG is the bandgap of the
tube. When V exceeds EG/q, the current starts to increase again with the
applied bias. This indicates the onset of a new carrier transport mechanism
(namely, band-to-band tunneling), as will be explained below in the trans-
port mechanisms discussion. It is also clear that these adsorbed aromatic
amino acids do not have any significant effect on the conductance of the
tube. It is interesting to note that our results for the interaction between
aromatic amino acids and semiconducting tubes (not shown here) demon-
strate a clear change in the transmission coefficient of semiconducting tubes
upon amino-acid adsorption. A similar change had been observed exper-
imentally with other aromatic molecules [29], and had been attributed to
charge transfer between the tube and the aromatic molecules. Although our
calculations show that a similar charge transfer occurs between the aromatic
amino acids and the semi-metallic tubes, it does not have the same effect as
it has with the semiconducting ones. A further study is needed to explain
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the reason behind this difference in response between the two types of tube.
Figure 4.8 shows the I-V characteristics of the (9,0) tube, both bare

and with an adsorbed dimer of each of the neutral non-aromatic amino
acids isoleucine and asparagine, as well as with an adsorbed dimer of argi-
nine. Again, with the non-aromatic neutral amino acids, and the positively
charged amino acid arginine, we observe the same trend of the current with
increasing bias as mentioned above. We also notice that the effect of the
adsorbed amino acid on the current is bias-dependent. ASN and ILE ad-
sorption results in a small reduction in current when V < EG/q, while it
has no effect for higher bias levels. ARG induces a larger decrease in the
current for V < EG/q, but also causes a clear increase in the current when
V exceeds EG/q. The I-V characteristics of the (18,0) tube were also calcu-
lated in the presence of neutral amino acids (results not shown here), and
again, no significant change in the current was observed. As for ARG, Fig-
ure 4.9 shows the I-V characteristics of the various tubes with and without
an adsorbed dimer of this positively charged amino acid. It is evident that
for all the tubes, the conductance (G = I/V ) decreases upon the adsorption
of the arginine dimer compared to the corresponding bare-tube current for
V < EG/q. When V exceeds EG/q, the observed suppression of the current
upon ARG adsorption starts to decrease, and eventually the current with
the adsorbed amino acid becomes larger than the bare-tube current, indicat-
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Figure 4.7: I-V characteristics for the bare (9,0) tube and the same tube
with an adsorbed dimer of each of the aromatic amino acids TYR, TRP,
and PHE. The vertical line indicates the bias value at which V = EG/q.
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Figure 4.8: I-V characteristics for the bare (9,0) tube and the same tube
with an adsorbed dimer of each of the neutral non-aromatic amino acids
ASN and ILE, and the positively-charged amino acid ARG. The vertical
line indicates the bias value at which V = EG/q.

ing an increase in G. It is worth emphasizing here that increasing the SRL,
discussed above in section 4.3.1, had no effect on the current of the bare tube
in both bias ranges. For the tube with the adsorbed arginine, increasing the
SRL had no significant effect in the first bias range (V < EG/q), while in
the second bias range (V > EG/q), there was a small increase in the current
when the SRL was increased compared to the shorter-SRL case, as can be
seen in the bottom set of curves in Figure 4.9. Taking into account that in
this range the current for the short-SRL case is already greater than that
of the bare tube, we can see that using the shorter SRL in the simulations
gives a slightly lower estimation of the change in the current upon arginine
adsorption. We conclude that using the short SRL does not compromise the
conclusions, while permitting the study of the larger tubes as explained in
section 4.3.1.

The effect of ARG adsorption on the conductance of the various tubes
is summarized in Figure 4.10. It is clear that the change in the current
relative to the bare-tube case decreases with the increasing radius of the
tube. This may be explained by the fact that the background current (i.e.,
the current of the bare tube) is larger (at the same bias) for larger-radius
tubes due to their smaller bandgap and, therefore, higher intrinsic carrier
density. Therefore, among the semi-metallic tubes, which are expected to
have a higher possibility for conductance modulation than their semicon-
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Figure 4.9: I-V characteristics for the bare tubes and for the tubes with an
adsorbed dimer of arginine. From left to right, the vertical lines denote the
bias value at which V = EG/q for the (18,0), (15,0), (12,0), and the (9,0)
tubes, respectively.

ducting and metallic counterparts, those with smaller radii are expected to
exhibit the larger responses to amino-acid adsorption.

Transport Mechanisms

Here, Figure 4.11 is introduced to offer an explanation for the features of the
I-V characteristics. When the bias (in volts) is numerically lower than the
bandgap (in electron volts), electrons can move from the conduction band in
the left electrode to free states in the conduction band in the right electrode
creating a left-to-right current (ILR). Similarly, electrons in the conduction
band of the right electrode can move to free states in the left electrode cre-
ating a right-to-left current (IRL). IRL, however, will be smaller than ILR
due to the energy barrier (qV ) that the electrons moving from the right elec-
trode to the left electrode encounter. The net flow of electrons creates what
will be referred to as the intraband current (IIB). As the bias increases, the
energy barrier increases and therefore IRL decreases until it vanishes, lead-
ing to the eventual saturation of the net current IIB. As long as the bias is
numerically less than the bandgap, electrons in the valence band of the left
electrode cannot tunnel through to the right electrode as there are no avail-
able states at the corresponding energies on the right electrode. When the
bias numerically exceeds the bandgap, however, free states in the conduc-
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tion band of the right electrode become available for electrons in the valence
band of the left electrode to tunnel into and contribute to a band-to-band-
tunneling current (IBTB). This tunneling current is the reason behind the
sudden increase in the current when V > EG/q. This is further confirmed in
Figure 4.12, which depicts the transmission coefficient as a function of en-
ergy (T (E)) of the (9,0) tube at different bias points in the two bias regions
described above. When the bias is 0.01V (much less than EG/q), there is no
transmission probability for energies within the bandgap, which results in
a zero transmission coefficient. When the bias exceeds EG/q, on the other
hand, we can see a sizeable transmission coefficient within the bandgap,
which is associated with IBTB as explained above. The same phenomenon
is also observed for the (12,0), (15,0), and the (18,0) tubes, (the correspond-
ing transmission coefficients are not shown here). This tunneling current
may also explain the unexpectedly high current levels that were observed
previously in similar simulations [109]. It is remarked here that although a
first glance at Figure 4.12 may appear to indicate that the bandgap widens
with increasing the bias, this is not actually the case. T (E) represents the
sum of the probabilities of transmission between the two electrodes for dif-
ferent eigenchannels. Since in the absence of tunneling no transmission can
occur in the energy window between the quasi-Fermi levels of the electrodes,
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Figure 4.10: Relative change in the current compared to the current of the
bare tubes upon ARG adsorption. From left to right, the vertical lines
denote the bias value at which V = EG/q for the (18,0), (15,0), (12,0), and
the (9,0) tubes, respectively.
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the transmission coefficient in this window is essentially zero except for the
energy values at which band-to-band tunneling is possible. It is worth noting
that, in practice, fabrication of intrinsic CNTs with the Fermi level in the
middle of the gap as shown in Figure 4.11 can be achieved through the dry-
contact-transfer method [110]. For cases where the Fermi level lies inside
the conduction band, the intraband current of the bare tube is expected to
increase because of the larger number of carriers available in the conduction
band. This may lead to a decrease in the relative change caused by the
analyte before the onset of the tunneling. If the Fermi level lies inside the
valence band, the opposite is expected to occur: the bare-tube intraband
current is expected to decrease, and the effect of the analyte, in relative
terms, should be greater. The tunneling current should not be affected in
either case.

Mechanisms of Conductance Change

The changes in the current upon ARG adsorption are discussed here. When
the bias is numerically less than the bandgap of the tube, the proximity of
the charged amino acid to the nanotube disturbs the electrostatic potential
in the central region. The irregularity of the potential causes quantum
mechanical reflections that reduce the transmission probability between the
two electrodes and therefore IIB decreases.

For the range where V > EG/q, the observed increase in the current can
be understood from Figure 4.13. The charged amino acid increases the field
locally, thus decreasing the effective width through which electrons should
tunnel, as schematically shown in Figure 4.13, resulting in an increase in the
tunneling probability and hence in IBTB .

To justify the explanation above, the total current (Itot) and IIB were
calculated for the various tubes with and without ARG, as well as the IBTB

component of the total current. The results are shown in Table 4.1 for the
(9,0) and (12,0) tubes. Table 4.1 shows that the presence of ARG suppresses
IIB while enhancing IBTB . A similar behaviour was also observed for the
(15,0) and (18,0) tubes.

To further corroborate the suggested explanation, the electrostatic po-
tential VES in the central region for the simulation with the bare (9,0) tube
(CNT-bare) and the same tube with the adsorbed arginine (CNT-ARG) were
calculated. A third simulation (CNT-ARG-bare) was also performed with
the coordinates of the CNT atoms being identical to those in CNT-ARG,
but with the atoms of the amino acid being omitted in the DFT/NEGF
simulation. In other words, the amino acid atoms were included in the MD
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(a)

(b)

(c)

Figure 4.11: Schematic band diagram for the bare tube for (a) V = 0, (b)
0 < V < EG/q, and (c) V > EG/q. The dashed lines depict the Fermi level
or quasi-Fermi level in each of the contacts.
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Figure 4.12: Transmission coefficient of the bare (9,0) at two bias points:
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Figure 4.13: Schematic band diagram illustrating the effect of the adsorption
of ARG on the electrostatic potential energy in the CNT for V > EG/q.
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simulations but not in the subsequent DFT/NEGF simulations for CNT-
ARG-bare. The purpose is to examine whether the suggested irregularities
in the potential are a result of the tube deformation due to van der Waals
interaction forces with the amino acid, or whether electrostatic interactions
are the actual reason for those irregularities. Figure 4.14(b) shows the differ-
ence in VES (∆VES) between CNT-ARG and CNT-bare as well as between
CNT-ARG-bare and CNT-bare along the line directly under the adsorbed
dimer as illustrated in Figure 4.14(a). We can see that for both CNT-ARG
and CNT-ARG-bare, there is a change in the electrostatic potential. The
change in the case of CNT-ARG, however, is significantly greater near the
two extremities of the central region, and decreases near the middle of the
central region to become almost identical to that associated with CNT-ARG-
bare. This can be explained as follows: the charge on the dimer resides on
the guanidino groups on each of the arginine residues [100] as confirmed by
Mulliken population analysis at the end of the DFT/NEGF simulation. The

Table 4.1: Different components of the current for the (9,0) and (12,0) tubes
with and without the adsorbed dimer of arginine, and at the two bias points
0.01V and 0.12V. Currents less than 1 nA were considered to be exactly
zero.

Structure IIB (nA) IBTB (nA) Itot (nA)
IBTB

Itot
(%)

(9,0)-bare:
0.01V

295.77 0.00 295.77 0.00

(9,0)-ARG:
0.01V

202.30 0.00 202.30 0.00

(9,0)-bare:
0.12V

922.80 465.90 1388.70 33.55

(9,0)-ARG:
0.12V

823.25 826.25 1649.50 50.09

(12,0)-bare:
0.01V

492.48 0.00 492.48 0.00

(12,0)-ARG:
0.01V

380.90 0.00 380.90 0.00

(12,0)-bare:
0.12V

1540.90 3165.60 4706.50 67.26

(12,0)-ARG:
0.12V

1428.30 3865.20 5293.50 73.02
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guanidino groups stretch over the tube near the two extremities of the cen-
tral regions as shown in Figure 4.14(a). Therefore, the effect of the charge is
more pronounced near the guanidino groups and decays as we move towards
the middle of the central region. A similar calculation was conducted along
a line at the bottom of the tube (on the opposite side of the adsorption
site of the dimer), and ∆VES was identical for both CNT-ARG and CNT-
ARG-bare along that latter line. The results show that both the change in
the coordinates of the tube due to van der Waals forces, and the electro-
static interactions due to the charge on the amino acids contribute to ∆VES,
and result in local disturbances in the electrostatic potential. The similar-
ity in the general shape of the two curves in Figure 4.14(b) indicates that
this general shape is caused by the change in the coordinates, not by the
electrostatic interactions. The electrostatic interactions, however, induce a
significant local increase in ∆VES, leading to further local disturbances in the
electrostatic potential. The local potential disturbances result in quantum
mechanical reflections, thus decreasing the transmission probability between
the two electrodes, and consequently decreasing the conductance of the tube.

For the increase in the tunneling, the local density of states (LDOS) is
shown at an energy of 0.0 eV (same reference energy as in Figure 4.12), and
a bias of 0.12V, on a cut-plane perpendicular to the transport direction as
shown in Figure 4.15. We can see a clear increase in the LDOS upon ARG
adsorption in comparison with the bare tube. An increase in the LDOS was
observed all along the tube, but the LDOS closer to the amino acid (upper
part of Figure 4.15(c)) was higher than away from the adsorbed amino acid.
It is noted that the maximum value of the LDOS is 0.03006 Å−3eV−1 for
the bare tube compared to 0.1236 Å−3eV−1 with ARG. The increase in the
LDOS is in agreement with the lowering of the potential energy and the
consequent increase in the tunneling probability suggested above.

It is to be noted that at such a short length of the device, high electric
fields may arise and there may be a possibility of breakdown, specially in
the band-to-band-tunneling operation region described above. It is demon-
strated here that this possibility is not of serious concern for the simulated
structures described above. The breakdown of carbon nanotubes has been
attributed to heating associated with phonon-electron scattering [111, 112].
Due to ballistic transport in the short tubes presented in this work, and to
the fact that they are shorter than the phonon mean-free path [113, 114],
such a scattering is impossible. Also, a value of the field close to that re-
ported here was reported in [113], and no breakdown was observed. There-
fore, the possibility of breakdown is excluded.

Two further simulations similar to CNT-ARG-bare described above were
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Figure 4.14: Difference in the electrostatic potential in the central region
between CNT-ARG and CNT-ARG-bare on one hand, and CNT-bare on
the other hand. The difference is shown in (b) along the line shown in (a).
The ellipses in (a) denote the guanidino groups.
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(a)

(b)

(c)

Figure 4.15: LDOS at an energy of 0.0 eV, and a bias of 0.12V, in units of
Å−3 eV−1 on a cut-plane perpendicular to the transport direction at the line
shown in (a) for (b) bare tube, (c) tube with adsorbed arginine.
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performed, but with ASN and ILE instead of ARG, as these amino acids
resulted in a visible (though small) effect on the I-V characteristics of the
(9,0) tube. These simulations will be referred to as CNT-ASN-bare and
CNT-ILE-bare. The purpose is again to examine if the change in the cur-
rent is due to changes in the coordinates of the CNT atoms resulting from
van der Waals forces between the tube and the amino acid, or if other effects
(e.g., Coulombic interactions) are more important in changing the current.
The results are shown in Figure 4.16 together with the results for CNT-bare,
CNT-ARG, and CNT-ARG-bare for comparison. The simulations that in-
clude the atoms of ASN and ILE in both MD and DFT/NEGF simulations
will be referred to as CNT-ASN and CNT-ILE, respectively. The results for
CNT-ARG-bare compared to CNT-bare show that the current still changes,
although the changes observed with CNT-ARG are clearly much more pro-
nounced. This suggests that the potential disturbances due to the electro-
static interactions discussed above are the main reason behind the changes
in the current, and that those disturbances caused by the change in the co-
ordinates of the tube atoms play only a minor role. For the neutral amino
acids ASN and ILE, the results of CNT-ASN-bare and CNT-ILE-bare are
very close to CNT-ASN and CNT-ILE. This shows that the van der Waals
interaction forces between the amino acids and the tube, and the resulting
coordinate changes of the tube atoms, are the reason for the observed small
conductance changes in this case. The aromatic amino acids had virtually
no effect at all on the conductance of the tube. This is because of two rea-
sons: the first one is that they are neutral and therefore have no Coulombic
interactions, and the second one is that aromatic amino acids adsorb on the
nanotubes through π-stacking, i.e., the aromatic ring stacks over the rings
already present in the tube. Therefore, the changes in the coordinates of the
tubes are minimal and do not cause any significant effect on the conductance
of the tube.

4.3.3 Effect of Amino-Acid Vibration in Water

The simulations above describe the interaction of the different amino acids
with the CNTs after 2 ns of MD simulations in water. In this section, the
above simulations were repeated at different times to assess the extent of the
fluctuations in the results due to the vibration of the amino acid in water.
The amino acid arginine was chosen as it was the one that resulted in the
largest effect on the conductance of the nanotubes. The simulations of argi-
nine with the (12,0) tube were extended to 3 ns, and then the DFT/NEGF
simulations were repeated at 1.5 ns, 2.5 ns, and 3 ns. The results are shown
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Figure 4.16: I-V characteristics for CNT-ARG-bare, CNT-ASN-bare, CNT-
ILE-bare. The results for CNT-ARG, CNT-ASN, CNT-ILE, and CNT-bare
are also included for comparison.

in Figure 4.17, and the changes in the current compared to the bare-tube
case are shown in Figure 4.18. The current of the bare tube remained es-
sentially unchanged at different times and therefore only one set of data of
the bare tube is shown. For the tube with the adsorbed amino acid, and in
the bias region where transport is dominated by the intraband current, the
differences in the current at different times are small, and they are all clearly
lower than the bare-tube current. In the tunneling-dominated region, how-
ever, there are significantly larger fluctuations in the current, though it is at
all times clearly distinguishable from the current of the bare tube. This is
consistent with the discussion above, since the tunneling current is sensitive
to the tunneling width, which is influenced by the proximity of arginine as
explained above. Therefore, small variation in the position of the arginine
dimer that result in corresponding changes in the effective tunneling width
will eventually have a noticeable effect on the tunneling current.

4.3.4 Repeatability of the Results

The results of MD simulations may differ from one run to another. The rea-
son is that the initial velocities are chosen randomly, and also in GROMACS
the exact Fast Fourier Transform algorithm employed in GROMACS is cho-
sen depending on the load on the processor where the calculation is carried
out, which may differ from run to run. In addition, the initial separation be-
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Figure 4.17: I-V characteristics for (12,0) tube with an adsorbed dimer of
arginine at different times of the MD simulation.
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Figure 4.18: The relative change in the current for the (12,0) tube with an
adsorbed dimer of arginine at different times of the MD simulation, com-
pared to the bare-tube current.
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Figure 4.19: I-V characteristics for (12,0) tube with an adsorbed dimer of
arginine at different times of the MD simulation with an initial separation
of 0.7 nm between the dimer and the surface of the tube.

tween the amino acid and the tube may have been fortunate enough for the
adsorption to occur. Therefore, to ensure the repeatability of the results, the
whole flow of simulations was repeated with the same initial conditions of
MD, and with the initial separation between the ARG dimer and the (12,0)
tube (∆d) increased to 0.7 nm. The results for the repeated simulations
with exactly the same initial conditions were very close to those presented
above for all time points. The results for the simulations with ∆d = 0.7 nm
are shown in Figure 4.19. It can be seen that the current values fall in
the same range as those in Figure 4.17. ∆d was increased to 0.9 nm and
1.3 nm. The orientation and relative positions of the amino acid atoms and
the CNT atoms were very close to those observed with ∆d = 0.5 nm and
∆d = 0.7 nm for times greater than 1.5 ns (between 2.5 Åand 3Åin all cases).
The calculations above give an indication of the repeatability of the results.
The relative changes in the current are shown in Figure 4.20. Comparing
these results to those shown in Figure 4.18, it can be seen that the relative
changes in both cases are in the same range, and clearly distinguishable from
the bare-tube current.

4.3.5 Effect of the Length of the Nanotube

To assess the effect of the length of the nanotube on the results, the sim-
ulations above were repeated for 8.8 nm (9,0) and (12,0) tubes, each with
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Figure 4.20: The relative change in the current for the (12,0) tube with
an adsorbed dimer of arginine at different times of the MD simulation, and
with an initial separation of 0.7 nm between the dimer and the surface of
the tube, compared to the bare-tube current.

a dimer of arginine. The results for the (12,0) tube are illustrated in Fig-
ure 4.21 and the corresponding relative changes in the current are shown
in Figure 4.22. The results exhibit the same behaviour observed for the
shorter tubes discussed above. The bare-(9,0) current illustrated in Fig-
ure 4.23, on the other hand, shows significant fluctuations with time that
were not observed in the shorter-tube results shown . This is due to the
higher possibility of the suspended tube atoms oscillating (i.e., their coordi-
nates change significantly over time) as the tube grows longer, as explained
in section 4.2.2. This is confirmed by calculating the displacements of the
different atoms of the nanotube as compared to their initial unperturbed
positions for both the 2.2 nm tube and the 8.8 nm tube. The mean displace-
ment for the former (compared to the initial positions) is 0.09 nm compared
to 0.13 nm for the latter. Larger tubes of the same length could not be
simulated due to excessive memory requirements. The larger displacements
themselves cause larger quantum mechanical reflections than for the shorter
tubes. However, we would expect larger-radius tubes to be less susceptible
to the oscillations explained above, which is supported by the I-V charac-
teristics of the (12,0) tube shown in Figure 4.21. Also, in the case of a
larger number of adsorbed molecules or larger molecules , the effect of the
adsorbed analyte would still be noticeable.

It is worth mentioning that the shortest carbon nanotubes that have been
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Figure 4.21: I-V characteristics for the 8.8 nm (12,0) tube with an adsorbed
dimer of arginine at different times of the MD simulation with an initial
separation of 0.5 nm between the dimer and the surface of the tube.

synthesized consisted of a single armchair carbon “nanohoop” [115]. This
suggests that, in principle, the tube lengths studied here can be synthesized.

4.3.6 Effect of the Position of the Adsorption Site

The discussion above corresponds to an adsorption site near one of the elec-
trodes of the (9,0) tube as shown in Figure 4.24(a). The simulations were
repeated after translating the arginine dimer to the middle of the nanotube
as shown in Figure 4.24(b). The results in Figure 4.25 show a clear current
increase in the tunneling-dominated region. This is because when the argi-
nine is adsorbed near the middle of the tube, the tunneling width would be
smaller than that when the dimer is adsorbed nearer to one of the electrodes
as illustrated in Figure 4.26.

For the bias region before the onset of the band-to-band tunneling, things
are more complicated. We notice that the change in the current for the ad-
sorption near the middle of the tube is negligible. This can be explained by
inspecting Figure 4.27. The difference between the energy of the carrier and
the potential energy disturbances depends on the position of the adsorption
site. Since the transmission probability when the carrier energy exceeds
that of the barrier/well oscillates with energy, we would expect the current
to oscillate as the position of the adsorption site changes, including full trans-
mission (unless when the carrier energy is significantly smaller than that of
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Figure 4.22: The relative change in the current for the 8.8 nm (12,0) tube
with an adsorbed dimer of arginine at different times of the MD simulation
with an initial separation of 0.5 nm between the dimer and the surface of
the tube. The dotted line show the relative difference compared to the bare-
tube current at 1.5 ns, while the continuous lines show the relative difference
compared to the bare-tube current at 2 ns
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Figure 4.23: I-V characteristics for the 8.8 nm (9,0) bare tube at different
times showing larger fluctuations than with the shorter tube.
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(a)

(b)

Figure 4.24: 8.8 nm (9,0) tube with an arginine dimer adsorbed (a) near one
of the electrodes, (b) near the middle of the tube.

the barrier, where a significant suppression is expected). Therefore, for this
region, we conclude that the position of the adsorption site has an impor-
tant effect on the response of the tubes to the adsorption of biomolecules,
and that a specific study for each target analyte is needed to assess which
position sites would result in a significant conductance modulation.

4.3.7 Connection with Experimental Results and
Previously Suggested Sensing Mechanisms in the
Literature

In this section, the results and conclusions presented in this chapter are used
to explain the experimental results summarized in Chapter 1. As explained
in section 4.3.2, a charge transfer has been observed between the nanotube
and the amino acids. This charge transfer may explain the results of [23] for
the bare tube where a shift in the current characteristics is observed, and it
conforms to the explanation suggested by the authors. When the nanotube
is coated with biotin, however, our results rule out the geometric deforma-
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Figure 4.25: I-V characteristics corresponding to the simulated structures
shown in Figure 4.24.

Figure 4.26: Band diagram illustrating the cases of adsorption near the
electrode (green dotted line) and near the middle of the tube (red line).
The black line shows the case for the bare tube.
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Figure 4.27: Band diagram illustrating the effect of the position of the
adsorption site on the response of the nanotube in the region before the onset
of the tunneling current. The red lines show the disturbance in potential
energy due to the presence of a charged species near the surface of the tube.

tions as an important source of the current suppression upon streptavidin-
biotin binding. We suggest that a change in the local charge distribution
in the streptavidin-biotin system may have been the actual reason behind
the observed decrease in the conductance of the tube. It is not quite clear
whether the change in the charge of streptavidin upon binding to biotin is
due to charge exchange with biotin or to conformational changes in strep-
tavidin [116, 117]. It is known, however, that the binding process results in
localized charged centres in the biotin-streptavidin system [118, 119]. We
suggest the possibility that these localized centres affect the tube in such a
way that the energy disturbances are similar to those shown in Figure 4.28,
i.e., the valence band edge decreases significantly, and no large increases in
the conduction-band edge occur. CNTFETs with metallic contacts exhibit
ambipolar conduction where holes dominate the conduction for gate volt-
ages (VG) less than half the drain voltage (VD), while electrons dominate
the conduction when VG > VD/2 [120]. Since the energy of at least some of
the injected holes is less than the barrier induced by the potential energy
disturbances caused by the biotin-streptavidin binding, the transmission of
these holes will be quite significantly reduced, leading to the observed de-
crease in the current in the hole-dominated bias region. On the other hand,
the energy of electrons is higher than the disturbed potential energy. There-
fore, although the changes in the potential energy still result in quantum
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mechanical reflections, these reflections are smaller than if the energy of the
carrier is less than that of the barrier, and the transmission of electrons
is not significantly changed in comparison to that of holes. This may ex-
plain the small change in the current in the electron-dominated region of
bias, compared to that in the hole-dominated region. We suggest that the
same mechanism (electrostatic interactions) is responsible for the detection
of albumins, which have a high content of charged amino acids, and a low
content of neutral ones [121]. It is worth noting that in the discussion above,
a general explanation of the results is provided. For the particular situation
shown as an example in Figure 1.6 [23], consideration should also be given to
the effects on the nanotube of streptavidin-biotin binding and the presence
of a polymer coating.

4.3.8 Conclusion

In this section, it was demonstrated that short semi-metallic carbon nan-
otubes show a clear change in conductance in response to adsorption of the
positively charged amino acid arginine, while neutral aromatic and non-
aromatic amino acids have little effect on the conductance of such tubes.
It was also shown that these tubes exhibit two different transport mech-
anisms depending on the applied bias: tunneling current becomes a sig-
nificant component of the total current when the applied bias (in volts)
numerically exceeds the bandgap of the tubes (in electron volts). The effect
of arginine on the conductance of the tubes is also dependent on the applied
bias. When the bias is numerically lower than the bandgap of the tube, an
amino-acid-induced disturbance of the electrostatic potential causes quan-
tum mechanical reflections that decrease the conductance of the tube, while
at higher bias levels, the tunneling probability increases due to the presence
of arginine. The results demonstrate that short semi-metallic tubes show
a high selectivity towards charged species, and that they may be useful as
biosensors.

The interaction mechanisms between the amino acids and the nanotubes
were thus elucidated. The results rule out the geometric deformations as a
major source of conductance modulation in carbon nanotubes, and reveal
the electrostatic interactions with the tube as the primary cause behind the
conductance suppression observed upon analyte adsorption.
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(a)

(b)

Figure 4.28: Band diagram showing the effect of the presence of a localized
charge centre near the surface of a nanotube acting as a CNTFET channel,
(a) VG < VD/2, (b) VG > VD/2. The red lines show the disturbance in
potential energy due to the localized charge centre.
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4.4 Metal-Induced Gap States and the

Adsorption near Metallic Electrodes

In this section, the effect of the adsorption of biomolecules on the nanotube
in the proximity of metallic electrodes is discussed [108].

4.4.1 Simulation Flow

The basic simulation procedure is summarized below, and the specific sim-
ulated structures in this section are described. First, classical molecular
dynamics (MD) simulations were performed for a (10,0) CNT in an aque-
ous environment (pH 7.0) containing 40 dimers of each of two amino acids:
isoleucine (ILE) (a neutral amino acid with a hydrophobic side-chain) and
asparagine (ASN) (a neutral amino acid with a hydrophilic side-chain). The
MD simulations were carried out using the package GROMACS with the
AMBER port. Forty dimers were used to increase the probability of ad-
sorption. The simulation time was 6 ns. The minimum distance between
the dimers and the nanotube was calculated using GROMACS to be about
0.25 nm for each amino acid. One of the nearest dimers was then chosen
from each of the ASN and ILE cases for use in the DFT/NEGF simulations.
To improve the time to convergence, the simulation space was reduced by
considering only the residue nearer to the tube of each dimer, i.e., the one
that should have the more significant effect on the tube. The residue was
properly terminated to simulate a molecule of the corresponding amino acid.
The DFT/NEGF simulations were carried out using the Atomistix package
within the local density approximation (LDA). A single-zeta basis set was
used because of the excessive memory required by the metallic aluminium
electrodes. The simulated systems consisted of a (10,0) CNT forming a
sensing region of a length of 0.85 nm, which was sandwiched between two
semi-infinite aluminum electrodes. Each of the adsorbed amino acids was
positioned as shown in Figure 4.29.

4.4.2 Results

Figure 4.30 shows the calculated transmission coefficient (T) for the simu-
lations described above. The energy reference is at the Fermi energy. It is
clear that the tube exhibits a rather metallic behaviour: there is no bandgap,
even though (10,0) nanotubes are semiconductors with a sizeable gap (∼
1 eV). Evidently, the evanescent states associated with electron injection
from the contacts persist throughout this short length of tube. Transmis-
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Figure 4.29: Simulated structure showing a molecule of asparagine.

sion in such a short tube is attributed primarily to these metal induced gap
states (MIGS) [122, 123]. The Fermi level lies at the mid-gap, and the states
contributing to the conduction (contributing states) have a range of energy
of about ± 8kT (where kT is the thermal energy), which corresponds to ±
0.2 eV in our case (room temperature). This indeed is inside the region of
the MIGS as can be seen from Figure 4.30. The I-V characteristics are also
illustrated in Figure 4.31. The results of ILE and ASN are almost identical,
and only those of ILE are shown for clarity. It is worth noting here that
the effect of the box size can indeed have a significant impact on the results.
To show that, the simulations were repeated for a smaller electrode cell as
shown in Figure 4.32. Although the results of ILE are not much affected,
the results of ASN differ significantly as shown in Figure 4.33. The observed
increase in the current is attributed to interaction with the image simulation
cells imposed by the periodic boundary conditions as explained in Chapter 2.

4.4.3 Conclusion

In this section, it was shown that metallic electrodes can inject midgap-
induced states rendering tubes that are otherwise non-zero-bandgap tubes
fully metallic. This suggests that adsorption near the metallic electrodes
may go undetected by the nanotube.
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Figure 4.30: Transmission coefficient (T) as a function of energy (E) at
equilibrium.
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Figure 4.31: I-V characteristics for the simulated structures. The results for
ILE were very close to the bare-tube case and were omitted for clarity.
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Figure 4.32: Simulation box with smaller dimensions.
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Figure 4.33: I-V characteristics for the simulated structures using a small
simulation box. Erroneous results of asparagine are obtained showing the
importance of the proper choice of the simulation box dimensions.
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Chapter 5

Conclusions

In this thesis, the interaction between different amino acids and carbon
nanotubes was studied using molecular dynamics and density functional
theory/non-equilibrium Green’s function simulations. Different amino acids
were investigated, representing charged amino acids, neutral aromatic amino
acids, and neutral non-aromatic amino acids. Both amino acids with hy-
drophobic side chains and amino-acids with hydrophilic side chains were
included in the study.

General guidelines for the choice of the different parameters for these
simulations have been established, in particular the choice of the basis set
in the DFT/NEGF simulations. The mechanisms of interaction between
carbon nanotubes and amino acids were elucidated. The interaction mech-
anisms can explain the experimental results observed in the literature, and
some of the previously suggested sensing mechanisms could be ruled out.
The interaction mechanisms were used to provide general guidelines for the
design of carbon-nanotube-based biosensors. Finally, the effect of amino-
acid adsorption on the electrical conductance of carbon nanotubes in a two-
terminal configuration was studied. It was demonstrated that semi-metallic
carbon nanotubes in particular have a high potential to be used as biosen-
sors in such a configuration. The effect of the length and chirality of the
tubes on their response to amino-acid adsorption was examined. Also, the
effect of the electrodes and the adsorption site was investigated.

5.1 Contributions

The following contributions were made:

1. Establishment of rules for the choice of the basis sets for DFT/NEGF
simulations of carbon nanotubes. It was shown that a polarized ba-
sis set is necessary for simulations of very-small-radius non-armchair
nanotubes (≤ 0.6 nm). A non-polarized basis set was demonstrated
to lead to qualitatively and quantitatively erroneous conclusions. A
single-zeta basis set was found to be adequate for low-bias simulations
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of armchair tubes, with the exception of the (2,2) tube, for which po-
larization should be included to get the near-zero-bias conductance
and to capture the metallic behaviour of this tube. For zigzag tubes,
it was found that the choice of the basis set depends on both the diam-
eter and the chirality of the tube. It was also shown that the basis-set
choice is closely interconnected with the length of the electrode-cell
used, where a more complete basis set is more likely to necessitate
a longer electrode to prevent interactions between non-neighbouring
electrode cells. It was demonstrated that a poor choice of the electrode
length can lead to erroneous conclusions regarding the bandgap and
the transmission coefficient of the tube.

2. Demonstration of the fact that the (2,2) armchair tubes are metallic
(in contradiction to previous calculations in the literature) and that
the hybridization of the p− and d−orbitals in these tubes (and other
very-small-radius tubes) plays an important role in determining their
metallicity.

3. Demonstration of the fact that van der Waals forces are the main
forces responsible for the adsorption. Hydrophobic interactions were
shown to accelerate the adsorption process, though they are not nec-
essary for it to occur. This is in line with the observed non-specific
binding of proteins to carbon nanotubes, and emphasizes the need for
functionalization to ensure specific binding.

4. Armchair tubes were shown to be highly insensitive to the adsorbed
analytes.

5. Very-small-radius carbon nanotubes were shown to be inadequate as
sensors in an aqueous environment. This was explained by the notice-
able fluctuations in their conductance as a response to the motion of
the atoms following immersion in water. These fluctuations were found
to be comparable to the conductance changes induced by the analytes,
and therefore the effect of analyte adsorption cannot be distinguished
from that of the vibration in water.

6. The mechanisms of interaction between the semi-metallic tubes and
amino acids were elucidated. The conductance change was found to
be bias-dependent. In the short semi-metallic tubes studied in this
thesis, and for the bias range where the bias (in V) is numerically less
than the bandgap (in eV), the conductance change is caused by quan-
tum mechanical reflections due to local disturbances of the electronic
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charge. When the bias numerically exceeds the bandgap, the band-
to-band tunneling current becomes an important component of the
total current. In this bias range, the change in conductance is primar-
ily through tunneling-width modulation. The results show that the
changes in the atomic coordinates of the nanotubes upon amino-acid
adsorption play a minor role in the sensing process, and that elec-
trostatic interactions are the key factor controlling the conductance
changes of the tube. In addition, it was demonstrated that the posi-
tion of the adsorption site can affect the response of the tube to analyte
adsorption. This was explained to be the result of a higher tunneling-
width modulation for adsorption sites near the middle of the tube as
compared to adsorption sites closer to the electrodes. For the bias re-
gion before the onset of band-to-band tunneling, however, there is no
general rule relating the position of the adsorption site to the change
in conductance due to analyte adsorption. The nanotube response in
the tunneling-dominated region is generally larger than in the region
before the onset of tunneling. Therefore, it is suggested that, to bene-
fit from the tunneling-width modulation large response to the analytes
in short tubes, regions of the tube close to the electrodes be covered
(e.g., by Poly(methyl methacrylate) (PMMA)) in order to ensure the
adsorption close to the middle of the tube. For tubes much longer
than those simulated in this thesis, suspended tubes may be suscepti-
ble to atoms oscillating, which may cause fluctuations in the current
larger than those reported in this thesis, especially in the bias range
where the bias is numerically less than the bandgap. To avoid this, the
tube may be fabricated on a supporting substrate. Also, larger-radius
tubes would be recommended as they are less prone to the oscillation
problem. For the bias region where band-to-band tunneling becomes
important, and as long as the length of the tube allows this type of
tunneling to occur, a large conductance change is still expected to be
observed. It is worth noting that carbon nanotubes as short as car-
bon nanohoops have been successfully synthesized, showing that the
lengths of the tubes where the band-to-band tunneling can be observed
are possible in practice.

7. It was shown that the metal-induced gap states injected from metal
electrodes into the tube cause the adsorption near metallic electrodes
to have negligible effect on the conductance of the tube.

8. It is suggested that semi-metallic carbon nanotubes have the potential

89



5.2. Future Work

to be used to selectively detect charged analytes. It was found that
these tubes show little change in the electrical conductance upon ad-
sorption of non-charged analytes, while, for charged ones, a noticeable
change in the conductance was observed. Since the tubes exhibit non-
specific binding, it is suggested that functionalization is required to
enhance the selectivity of the tube towards a specific analyte. Bear-
ing in mind the results explained above, it is recommended to use
a functionalization that ensures a charge transfer between the func-
tional group and the analyte in order to exploit the sensitivity of the
semi-metallic tubes towards charged species.

5.2 Future Work

One obvious extension to this work is to investigate other possible analytes.
Based on the findings above, it is suggested that focus should be given to
charged analytes. Charged DNA strands are obvious candidates.

Furthermore, including the effects of phonon scattering is needed to ex-
tend the study to much longer tubes (∼ µm).

It is also suggested that experimental setups should be devised to ver-
ify the results presented in this thesis. The most challenging part is the
difficulty to pick semi-metallic tubes among other types of tubes. One pos-
sible way to overcome this is to use percolation to eliminate semiconduct-
ing tubes and fully-metallic tubes. The scheme has already been used to
select semiconducting tubes for the fabrication of carbon-nanotube field-
effect-transistors [124]. The basic idea is that using the difference in the
concentration of the different types of tubes (metallic, semi-metallic, and
semiconducting), setting the concentration of the nanotubes such that it
is between the percolation thresholds of the different types of the tubes,
one type will percolate (i.e., form an uninterrupted path between two elec-
trodes) and the other will not. A precise study is needed to specify the ratio
of the semi-metallic tubes to the fully-metallic ones, and hence determine
the concentration required to achieve a semi-metallic device.
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action of Aromatic Compounds with Carbon Nanotubes: Correlation
to the Hammett Parameter of the Substituent and Measured Carbon
Nanotube FET Response”, Nano Letters, Vol. 3, 1421-1423, 2003.

[30] H. Chang , J. Lee, S. Lee, and Y. Lee, “Adsorption of NH3 and NO2

Molecules on Carbon Nanotubes”, Applied Physics Letters, Vol. 79,
3863-3865, 2001.

[31] S. Mao, G. Lu, K. Yu, and J. Chen, “Specific biosensing using carbon
nanotubes functionalized with gold nanoparticleantibody conjugates”,
Carbon , Vol. 48, 479-486, 2010.

[32] K. Maehashi, K. Matsumoto, Y. Takamura, and E. Tamiya,
“Aptamer-Based Label-Free Immunosensors Using Carbon Nanotube
Field-Effect Transistors”, Electroanalysis, Vol. 21, 1285-1290, 2009.

[33] Y. Zhao and F. Stoddart, “Noncovalent Functionalization of Single-
Walled Carbon Nanotubes”, Accounts of Chemical Research, Vol. 42,
1161-1171, 2009.

[34] C. Roman, F. Ciontu, and B. Courtois, “Aromatic amino acids ph-
ysisorbed on graphene: electronic properties and Hamiltonian reduc-
tion”, Proceedings of the European Micro and Nano Systems 2004
(EMN04), 273-278, Paris, France, 2004.

[35] C. Rajesh, C. Majumder, H. Mizuseki, and Y. Kawazoe, “A theoretical
study on the interaction of aromatic amino acids with graphene and
single walled carbon nanotube”, The Journal of Chemical Physics, Vol.
130, 124911, 2009.

[36] B. J. Alder and T. E. Wainwright, “Studies in Molecular Dynamics. I.
General Method”, The Journal of Chemical Physics, Vol. 31, 459-466,
1959.

[37] E. Lindahl, B. Hess, and D. van der Spoel, “GROMACS 3.0: a package
for molecular simulation and trajectory analysis”, Journal of Molecular
Modeling, Vol. 7, 306-317, 2001.

[38] T. U. Werder, “Multiscale Simulations of Carbon Nanotubes in Aque-
ous Environments”, Doctoral Thesis, Swiss Federal Institute of Tech-
nology, Zrich, 2005.

94



BIBLIOGRAPHY

[39] Y. Guo, N. Karasawa, and W. Goddard III, “Prediction of fullerene
packing in C60 and C70 crystals”, Nature, Vol. 351, 464-467, 1991.

[40] C. Li and T. Chou, “An Atomistic Modeling of Carbon Nanotube
Tensile Strength”, Proceedings of the 43rd AIAA/ASME/ASCE/AHS
Structures, Structural Dynamics, and Materials Conference, AIAA-
2002-1520, Denver, Colorado, 2002.
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Appendix A

Chemical Structures

In this appendix, a description of the chemical structure of the different
dimers used in the thesis is provided. As can be seen in Figure A.1, an
amino acid in general has a central α-carbon atom, a carboxyl group, an
amine group, and an R group, which is a side chain that makes the difference
between one amino acid and the other. In water, amino acids are found
in a “Zwitterion” configuration, with a positive charge on the protonated
amine group, and a negative charge on the deprotonated carboxyl group as
illustrated in Figure A.2.
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Figure A.1: Generic amino acid structure.
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Figure A.2: Generic amino acid structure in the zwitterion configuration.

Amino acids are joined together by the formation of a peptide bond
where the amino group of one molecule reacts with the carboxyl group of
the other, resulting in the elimination of water as shown in Figure A.3.
For the special case of a dimer, the general structure is as illustrated in
Figure A.4. The different side chains of the amino acids used in this thesis
are listed in Table A.1.
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Appendix A. Chemical Structures
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Figure A.3: Part of a polypeptide chain where n is the number of non-terminal residues.
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Figure A.4: General structure of an amino-acid dimer in the zwitterion configuration.

Table A.1: Side chains of the different amino acids used in the thesis.

Amino Acid Side Chain

Arginine +H2N = C(NH2)−NH− (CH2)3−

Asparagine H2N− CO− CH2−

Aspartate −OOC− CH2−

Glutamate −OOC− (CH2)2−

Isoleucine CH3 − CH2 − CH(CH3)−

Phenylalanine Phenyl− CH2−

Tryptophan Phenyl−NH− CH = C− CH2−

Tyrosine OH− Phenyl− CH2−
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