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Abstract

This thesis covers several research problems in the area of multimedia transmissions over wireless

communication systems. The objective is to enhance the quality of service (QoS) provisioning

for multimedia transmissions over wireless communication systems. Recent advances in signal

processing techniques have enabled wireless networks to have multi-packet reception (MPR)

capability at the physical layer, where it is possible to receive more than one packet when

concurrent transmissions occur. In this thesis, a multi-reservation, multiple access (MRMA)

scheme for wireless multimedia networks, based on an MPR channel model, is proposed to

differentiate the QoS provisioning for multimedia traffic and best effort traffic on MPR-enabled

channels. Another advance in recent wireless technologies is the cross-layer optimization over

wireless links. In this thesis, a cross-layer QoS provisioning method is proposed. Specifically, the

data frame drop ratio (FDR) in the medium access control layer and the bit error rate (BER) in

the physical layer are jointly optimized to provide a better data frame loss ratio (FLR) seen by

the higher layers. In this thesis, a cross-layer enhanced scheduling (CEPS) method is proposed

for providing QoS optimization for multimedia traffic in multi-code code-division multiple access

(MC-CDMA) systems. CEPS also provides flexible fairness provisioning among different traffic

flows. Then, the cross-layer QoS FLR in the MC-CDMA systems is further optimized by

accounting for not only the predesigned QoS requirements, the historical QoS experienced,
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and the current buffer status, but also the statistical traffic models of different traffic flows.

Results show that the system performance and the QoS provisioning can be greatly improved

by the cross-layer QoS consideration and the proposed optimizations. The thesis also adopts

the cross-layer QoS consideration in adaptive modulation and coding (AMC)-enabled wireless

systems. A QoS-based cross-layer scheduling scheme (QoS-CLS) is proposed for AMC-based

systems. It can guarantee the QoS provisioning for multimedia traffic flows and/or share the

QoS among different traffic flows by making scheduling and coding/modulation decisions based

on the buffer status, traffic status, channel status, and other information for different traffic

flows. Results show that QoS-CLS can greatly enhance the system performance.
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1

Chapter 1

Introduction

The Internet has grown dramatically in the last decade and many interesting multimedia ap-

plications have emerged in business, social, entertainment, personal management, and other

fields. People’s lifestyles have changed greatly and communication services are becoming es-

pecially important, since they serve as the fundamental element for accessing Internet-based

multimedia applications. In such an environment, packet-switched wireless communication sys-

tems have attracted great interest from both service providers and subscribers, since the wireless

technologies can allow users to reach communication services from anywhere, without needing

physical attachments to immobilized equipment. While wireless technologies provide great con-

venience and flexibility, wireless communication systems are still faced with the challenge to

provide competitive communication services over a limited amount of radio spectrum resources

for users to enjoy the plethora of multimedia applications via shared transmission media. On

one hand, service providers need to control the channel access to distribute the total bandwidth

among users wisely and efficiently so that users will enjoy a good quality of service (QoS) when

subscribing to different types of multimedia services. On the other hand, service providers also

need to maximize the system utilization with limited spectrum resources, to support as many

users as possible who subscribe to bandwidth-consuming multimedia applications.

This thesis focuses on multimedia transmissions over wireless links. Note that transmis-
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sions over wireless links are usually considered as the bottleneck of wireless communication

systems, because of the limited wireless spectrum resources. As a result, QoS provisioning on

wireless links is essential for the end-to-end QoS for different applications running on top of

wireless communication systems. The objective of this thesis is to provide flexible and guaran-

teed QoS for multimedia transmissions, while enhancing the capacity of wireless links. While

numerous wireless technologies have been proposed to achieve higher data rates over wireless

links, the ability to manipulate and coordinate the transmissions on the data link layer must

also be considered to achieve the desired QoS, especially for bandwidth-consuming multime-

dia transmissions. This thesis focuses on the protocol design of wireless links and cross-layer

optimizations for wireless channels to provide effective and efficient guaranteed or differenti-

ated QoS for different transmissions. Specifically, a multiple access protocol is proposed for

wireless channels with multi-packet reception (MPR) capabilities, so that the QoS of voice,

video, and data transmissions can be differentiated. Also, a cross-layer QoS consideration is

proposed and applied to the scheduling and the transmission parameter optimizations in code-

division multiple access (CDMA) networks and to wireless channels with adaptive modulation

and coding (AMC) capabilities. Thus, the QoS of different transmissions can be guaranteed or

differentiated, according to their QoS requirements, while the channel utilization is optimized.

1.1 Quality of Service of Multimedia Transmissions

Traditional circuit-switched voice or best effort data transmissions require only simple coordi-

nations and a small effort for QoS provisioning. Nevertheless, the traffic flows of Internet-based

multimedia applications require more bandwidth and have complicated and diverse QoS re-



Chapter 1. Introduction 3

quirements. Wireless communication systems often classify transmissions into different types

to provide better service. For example, in the Third Generation Partnership Project (3GPP),

traffic flows for different applications are classified into four groups, according to the traffic

characteristics and the QoS requirements [1]. The conversational class represents applications,

such as real-time voice communications, which have very strict delay and jitter requirements.

The streaming class represents applications or services like playback video, which have less

stringent delay requirements but still need to have very little jitter. The interactive class repre-

sents services like web browsing, which have almost no delay requirements, though the content

must be delivered error-free and the traffic has a specific request/response pattern. The back-

ground class represents best effort data services such as email and telemetry, which have QoS

requirements that are similar to those of the interactive class, but without a specific traffic

pattern. Some other systems, such as the Institute of Electrical and Electronics Engineers

(IEEE) 802.11e wireless local area networks (WLANs) [2], also have their own definitions of

traffic classes or types to enable the system to serve different transmissions with different QoS

requirements more easily. In [3], International Telecommunication Union–Telecommunication

standardization sector (ITU-T) proposed the end-user multimedia QoS categories. It also pro-

vided the key QoS parameters for multimedia QoS and the recommended target values for

different categories as shown in Table 1.1. While the traffic classifications in different systems

are based on the end-to-end QoS requirements of specific applications, QoS provisioning on

wireless links for different classes of traffic flows is especially critical for wireless communication

systems and has been widely studied. One of the major differences between wired and wireless

communication systems is that wireless links are generally less reliable than wired links. ITU-T

also provided a relationship between the end-to-end QoS and the QoS for a specific network
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section (say the wireless link) in [4].

Transmissions over wireless links are coordinated by schemes involving the physical layer

and the medium access control layer (MAC, a sub-layer of the data link layer). Packets arriving

from the upper layer are divided and encapsulated into data frames before being transmitted

over wireless links. For multimedia transmissions, packet delivery can be time-sensitive and

if a data frame is missing its transmission deadline, the packet should be dropped to preserve

valuable network resources. For traffic that is not delay-sensitive, even though data frames

can wait for a long time before they are transmitted, new data frames may arrive continuously

causing the buffer to overflow and some data frames to be dropped. The fraction of dropped

data frames is referred to as the frame drop ratio (FDR), and is one of the most important

QoS parameters for the MAC layer. In this thesis, the packet-drop ratio (PDR) is sometimes

used for the QoS parameter on the MAC layer. It has the same definition as FDR and is more

relevant to the higher layers. The average data frame delay, or the packet delay, is another

important QoS parameter for the MAC layer. The effective data link layer throughput can also

be used to measure the performance of the system. In any case, the QoS parameter for the

physical layer is the bit error ratio (BER), or the signal-to-interference-plus-noise ratio (SINR).

These parameters can be used to measure the error probability of transmitting one bit or one

symbol. In this thesis, all of these QoS parameters and their relationships to different wireless

links are considered, in proposing new transmission schemes to improve QoS provisioning over

wireless links.
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1.2 Multiple Access with Multi-Packet Receptions

In wireless communication systems, the MAC protocol allows several user terminals connected

to the same wireless link to transmit over the link and share its capacity. It runs on top of

the physical layer multiplexing technologies and deals with issues such as addressing, assigning

multiplex channels to different users, and avoiding collisions. Conventional multiple access

protocols, such as ALOHA [5] and carrier sense multiple access (CSMA) [6], are aimed to serve

best effort communications such as best effort data transmissions. Thus, the focus is on effective

channel throughput rather than the QoS of specific traffic flows. Nevertheless, as more and more

multimedia transmissions appear in wireless communication systems, QoS provisioning at the

MAC layer becomes increasingly important. There is a large body of work that addresses this

issue. Packet reservation multiple access (PRMA) [7–10], the collision resolution and dynamic

allocation (CRDA) MAC protocol [11] and other work [12–14] combine random access and

reservation techniques to provide better QoS for multimedia traffic. All these schemes are based

on the single packet reception model, where errors always happen if more than one transmissions

occur simultaneously on the channel. Many new physical layer techniques have been developed

recently to enable the MPR capability of wireless links. With these advanced techniques, one or

more user terminals can proceed with data transmissions simultaneously without interference

between each other that might otherwise cause serious transmission errors. Such physical

layer techniques include CDMA [15–18], multi-input-multi-output (MIMO) [19], orthogonal

frequency-division multiple access (OFDMA) [20], among others. Compared to single packet

reception wireless channels, MPR channels allow simultaneous low-data-rate transmission from

several users, to greatly decrease the access delay from the low-data-rate users. Also, since
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collisions can be avoided in the MPR channel, it offers benefits for contention-based multiple

access.

Conventional multiple access protocols are not fit for wireless communication systems with

the new MPR techniques. Consequently, developing efficient multiple access protocols for fully

exploiting the MPR capability of the wireless links while providing efficient QoS for different

multimedia transmissions becomes a new challenge. [21] and [22] proposed two MAC protocols

for the MPR channel, where the state of the traffic load is estimated and a set of users is

scheduled to access the channel to maximize the channel utilization. [23, 24] analyzed the

performance of the traditional ALOHA protocol on the MPR channel. [16] and [17] employed

both time-division multiple access (TDMA) and CDMA in the same wireless link. [18] adopted

the packet reservation multiple access protocol in CDMA networks, and [25] and [26] proposed

effective scheduling algorithms for CDMA networks to enhance the QoS of multimedia traffic.

One important contribution of this thesis is the proposal of a new MAC scheme, multi-

reservation multiple access (MRMA) [27], for wireless channels with MPR capability.

1.3 Scheduling Algorithm for Multi-Code CDMA

One of the typical wireless technologies with the MPR capability is the multi-code CDMA (MC-

CDMA) [30]. As the MC-CDMA can flexibly provide diverse transmission rates to a variety of

devices over a shared wireless channel, it has been extensively studied in both academic and

industry research [31–36]. It has been adopted as the Universal Mobile Telecommunications

System (UMTS) [37] and high-speed downlink packet access (HSDPA) [38, 39] standard and will

continue to be used in many current and future wireless communication systems [40, 41]. Al-
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though the MC-CDMA can support simultaneous multimedia transmissions, it faces challenges

in providing multimedia traffic with the required QoS. This goal is accomplished by multiple

access protocols, or scheduling algorithms, that fairly and efficiently provide the required QoS

for all traffic flows (the FDR or PDR and packet delay).

In infra-structured wireless communication systems, a base station or an access point usually

serves as the central controller for all wireless user terminals within its coverage area. While

MAC schemes provide coordination for uplink transmissions among different users, the schedul-

ing algorithm that runs on the central controller coordinates the down-link transmissions. In

some cases, the scheduling algorithm can also be used for up-link transmissions as a complement

to MAC schemes, as long as all of the transmission information can be obtained by the cen-

tral controller and the central controller can notify user terminals about scheduling decisions.

The scheduling algorithm determines the service sequences for different transmissions so that

specific QoS provisioning can be achieved. Conventional scheduling algorithms for best effort

data service include round-robin [42, 43], fair queuing (max-min fair) [44], proportionally fair

scheduling [45], and maximum throughput [46], etc.

In CDMA networks (and many other MPR systems), apart from ordering the transmis-

sions of different flows, scheduling algorithms also have radio resource management functions

for controlling the interference between users so that the physical layer QoS requirements can

be satisfied. In most multiple access control protocols for CDMA networks, the radio re-

source management function and the transmission ordering function are independent of each

other. Specifically, the radio resource management function aims to support QoS by keeping

the physical layer BER (or SINR) below (or above) a certain threshold. The transmission or-

dering function seeks to serve the traffic flows fairly or with priority, while maximizing the link
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throughput or minimizing the data frame drops [47–49].

Compared to the common CDMA, where a scheduled user always sends transmissions at

a constant rate, the MC-CDMA system enables scheduled users to transmit at multiple rates

using multiple codes. Thus, the scheduling algorithm must not only determine which users can

transmit, but also determine the rate of transmission. Various scheduling algorithms have been

proposed for MC-CDMA [25, 26, 50]. To support multimedia traffic, sophisticated scheduling

algorithms are used in wireless communication systems to guarantee the physical layer QoS

(SINR or BER) and to provide differentiated MAC layer QoS FDR for different traffic flows.

As a complement to the MAC scheme, the scheduling algorithm is another key element

in QoS provisioning in the MC-CDMA and other wireless communication systems. Another

important contribution of this thesis is in the proposal for a new scheduling scheme for the

MC-CDMA, called cross-layer enhanced scheduling (CEPS) [51, 52].

1.4 Cross-Layer Optimization of Quality of Service

In the traditional network infrastructure, communication tasks are divided into sub-tasks and

handled in separated layers independently. The layered architecture makes the network planning

and implementation easier and more efficient. Nevertheless, while numerous wireless technolo-

gies have been proposed recently, the cross layer technologies are suggested to enhance the

wireless link capacity by sharing the knowledge among different layers and applying adaptation

techniques [55–59].

Previous work on multiple access or scheduling algorithms has usually been aimed to sepa-

rately meet the physical layer QoS requirement, in terms of SINR or BER, and the data link
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layer QoS requirements, in terms of FDR (or PDR) and delay. The physical layer parameter,

BER, and the MAC layer (or the data link layer) parameter, FDR, have similar effects on the

system, in terms of the QoS seen at the higher layer. This is due to the fact that data frames

with uncorrectable bit errors are also dropped. In fact, given the data frame structure, BER

can be further translated into the frame-error rate (FER), the fraction of data frames that are

lost due to channel errors. We define the FLR as the fraction of total data frames that are lost

due to both data frame transmission errors (represented by the FER) and missed transmission

deadlines or buffer overflow (represented by the FDR). Similarly, if the data link layer has a

re-transmission capacity and can re-transmit an error data frame, the re-transmission will lead

to more data frame drops, since the chance of data frames missing the deadline or the chance

of buffer overflow is increased. In such cases, BER will affect the FDR directly, and FLR will

be equal to FDR.

In MC-CDMA networks, since scheduling algorithms affect both frame error rate (FER)

(by radio resource management) and FDR (by transmission ordering), these physical and MAC

layer QoS parameters should be considered jointly; i.e., to optimize the overall FLR, instead

of FER (or BER) and FDR separately. We present a simple example to illustrate the cross-

layer QoS issue, as studied in this thesis. Consider the case where one slot is available in

the current TDMA frame, which can be used to transmit multiple data frames (e.g., using

CDMA), and when two, three, or four data frames are transmitted simultaneously in the slot,

the corresponding FER are 0, 0.2, and 0.6, respectively. At the MAC layer, four data frames

must be transmitted in the frame; otherwise, they will be dropped because of the delay violation.

From the view of the physical layer, transmitting two data frames in the slot is better, so as

to keep the FER reasonably low, where the FLR is 2/4 = 0.5 and the throughput is 2 (data
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frames). On the other hand, from the view of the MAC layer, transmitting all four data frames

is better, as the FLR is 0.6 and the throughput is 4 × (1 − 0.6) = 1.6 (data frames). From

the view of the cross-layer consideration, transmitting three data frames and dropping one is

better for achieving the best FLR of 0.4 (i.e., (3 × 0.2 + 1)/4), where the throughput is also

maximized at 2.4 (i.e., 4× (1− 0.4)). From this simple example, it can be seen that the cross-

layer optimization of the FLR results in a better performance, by accounting for the MAC

layer queue statuses or the delay requirements. Moreover, the optimization of FLR actually

optimizes the channel throughput as well. This cross-layer QoS consideration can also be used

with other wireless transmission technologies.

The cross-layer QoS consideration can be used in scheduling algorithms and other trans-

mission parameter optimizations to enhance the QoS provisioning of the wireless link. The

CEPS, proposed in this thesis, is employed to enhance the QoS provisioning and system ca-

pacity. Also, a cross-layer optimization of the maximum number of simultaneous transmissions

in MC-CDMA networks is proposed in this thesis, based on the cross-layer QoS consideration

[60].

1.5 Opportunistic Scheduling and Adaptive Modulation and

Coding

To further study the cross-layer QoS consideration in scheduling algorithms for multimedia

transmissions over wireless communication systems, we studied the wireless communication

systems with AMC, where the QoS provisioning of multimedia transmissions is also a challenge.

A notable feature of wireless communication, in contrast to wired communication, is that
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every user may have a different channel status while sharing the same wireless channel. The

channel status is determined by the fading of the signal through the paths between antennas

of the sender and receiver. This is also affected by the interference received by the receiver’s

antenna. In traditional wireless communication systems such as 802.11e and UMTS, the physical

layer QoS BER is guaranteed. If the BER cannot be guaranteed even with the maximum

transmission power, the scheduling algorithm can temporarily block the user’s transmission

and give channel access to some other users with better channel statuses.

In recent years, advances in wireless communications have enabled the same transmission

over a wireless link to use different transmission rates, based on different channel statuses. The

better the channel status, the higher the transmission rate, which can be achieved while the

physical layer QoS is guaranteed. A typical example of such technology is AMC. In AMC,

based on the channel status, the system can choose different coding (forward error coding) and

modulation schemes. While some coding and modulation pairs result in very low transmission

rates, they can tolerate a relatively poor physical layer channel status, and other coding and

modulation pairs can achieve very high transmission rates but require very good channel sta-

tuses. The system uses training sequences to detect the channel status before making decisions

about the coding and modulation schemes. AMC is already widely used in today’s wireless

communication systems. Because of its capability to maximize system efficiency over the vary-

ing wireless channels, it has been adopted at the physical layer in several important standards,

including 3GPP [38, 69], 3GPP2 [70, 71], HIPERLAN/2 [72], IEEE 802.11a [73, 74], IEEE

802.15.3 [75], and IEEE 802.16 [76], and has been combined with different advance technologies

such as multi-carrier code division multiple access, MIMO, and cooperative networks.

Scheduling methods that operate in AMC-based systems can improve the overall channel
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throughput by selecting the user with the best channel status to transmit. Such a strategy is

called opportunistic scheduling, or multiuser diversity [77–82]. Nevertheless, the opportunistic

scheduling may result in unfairness and QoS degradation problems, particularly for real-time

traffic [83]. Hence, the design of a fair and efficient scheduling algorithm is strongly needed to

support multimedia communications over AMC-based systems. Several authors have proposed

ways for addressing this problem using different strategies, with the aim to fairly provision the

MAC layer QoS FDR for different traffic flows, while keeping the physical layer QoS SINR or

BER guaranteed [84, 85].

This thesis makes a significant contribution in proposing a novel scheduling algorithm for

AMC-based systems [86]. The cross-layer consideration, introduced above, is used to optimize

the channel throughput, while guaranteeing the QoS provisioning for different traffic flows.

1.6 Summary of Contributions

This thesis examines several state-of-the-art research problems in the area of wireless commu-

nication systems. The objective is to support multimedia transmissions with QoS provisioning

in wireless communication systems. The major contributions of this thesis are divided into four

chapters, as summarized below:

∙ Chapter 2 proposes a novel multiple access scheme over MPR channels, called MRMA.

MRMA addresses some new issues of the reservation protocol for the MPR channel, such

as adjusting the random access scheme, designing a new slot allocation mechanism to

take advantage of the MPR capability of the channel, preventing lost reservations and

infinite reservations, and accounting for both data frame drops and data frame errors for
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realistic FLR. A Markov model for analyzing the performance of the proposed MRMA

protocol is proposed in Chapter 2. The proposed Markov model is suitable for analyzing

the access performance of multimedia traffic as it incorporates bi-state traffic sources (e.g.,

mini-sources for video), in general, and on-off voice sources, in particular. The model is

also used to validate the simulation model, which is used to carry out detailed perfor-

mance evaluations. Chapter 2 presents simulation and analytical results that quantify

the performance of MRMA for integrated multimedia (voice, video, and data) traffic.

MRMA can achieve very good QoS provisioning and keep the operation simple and

straightforward, which are important aspects for access control in wireless communica-

tion systems. MRMA can differentiate the QoS of voice, video, and best effort data

traffic flows, and the PLR and packet access delay of voice and video transmissions can

be guaranteed. Thus, multimedia transmissions can be better supported in a practical

system.

MRMA is an effective MAC scheme for wireless channels with MPR capacity, when com-

pared to other, conventional MAC schemes. Its specific design can efficiently exploit the

capacity of wireless channels and manipulate channel access wisely. It can be used in

practical systems, such as CDMA networks. Furthermore, many insights can be gained

for MAC scheme designs in future wireless communications, stemming from the many

interesting observations made during the design phase.

∙ Chapter 3 proposes the CEPS scheme for scheduling multimedia cross-layer enhanced

packet traffic over the uplink MC-CDMA networks. In CDMA networks, since scheduling

algorithms affect both FER and FDR, these physical and MAC layer QoS parameters
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should be considered jointly, i.e., to optimize the overall FLR, instead of FER and FDR,

separately. In CEPS, the scheduling algorithm makes decisions by considering the joint

FLR. Also, in CEPS, the total FLR experienced by the system is shared among all traffic

flows according to predesigned weights. By estimating the data frame losses that may

happen for the current frame and for later frames, according to the current buffer status

of different traffic flows, CEPS optimizes the sum of the weighted FLR for all traffic flows.

Also, the historical FLR experienced by different traffic flows is considered by CEPS in

providing the proportional fairness. Chapter 3 presents both the essential optimization

objective and the detailed practice steps of the scheduling algorithm.

CEPS is a great enhancement of the system performance in terms of channel utiliza-

tion and the maximum admissible traffic flows, due to its cross-layer QoS consideration.

The enhancement can provide the more effective capacity for the wireless communication

system, which is crucial for wireless communication systems with limited wireless radio

spectrum resources. CEPS verifies the effectiveness of the cross-layer QoS consideration.

The rest of this thesis is focused on how the cross-layer QoS consideration can be used to

improve the performance of other systems and in other aspects.

Compared to other scheduling algorithms, CEPS can give more effective QoS provisioning

for multimedia transmissions. It can provide QoS guarantee to specific multimedia traffic

flows and share the rest of the bandwidth fairly among others. This feature can greatly

improve the users’ experience when subscribing to multimedia applications over wireless

communication systems. CEPS also has a low complexity such that it can easily be

applied to practical MC-CDMA systems for enhancing the system performance.



Chapter 1. Introduction 15

∙ Chapter 4 proposes a cross-layer method for optimizing the QoS provisioning of multi-

media traffic in an MC-CMDA system by dynamically adjusting the maximum number

of simultaneous data frame transmissions in every frame. The optimization is based on

the current buffer status and the traffic status of specific traffic flows. The problem is

formalized as a Markov Decision Process (MDP) and solved by linear programming. The

result is stored in the system upon new traffic flow being admitted and based on old traffic

flows remaining, and applied at the beginning of every frame. Chapter 4 also presents

the theoretical analysis for the QoS parameter in terms of the FLR, average data frame

delay, and channel throughput. The MDP solution is computationally infeasible if the

size of the whole system is too large. Thus, Chapter 4 presents an approximation method

for the cross-layer optimization. According to the approximation method, only the traffic

status is considered in the optimization, and the buffer status is considered statistically.

The optimization method proposes maximizing the channel capacity by choosing an ap-

propriate number for the maximum number of simultaneous transmissions in one time slot,

so that more multimedia transmissions can be admitted into the system. It also verifies

the effectiveness of the cross-layer QoS consideration. By using the optimization method

in a practical MC-CDMA system, the whole system is expected to provide better QoS

for multimedia applications, since the capacity is greatly enhanced. With the proposed

approximation method, even very large systems can be optimized with the cross-layer

QoS consideration.

∙ Chapter 5 proposed a scheme, called QoS-CLS, to dynamically determine the scheduled

traffic flow and the modulation and coding pairs used for each transmission time interval.
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Instead of optimizing the FDR and BER separately, QoS-CLS optimizes the FLR by

considering both the physical layer and the MAC layer information. For FLR-sensitive

traffic flows, the FLR can be guaranteed. For best effort data traffic flows, the FLR of

the system is distributed according to pre-specified weights or priorities. To relax the

computational complexity, Chapter 5 also presents two approximation methods. The first

method divides the buffer states of a specific traffic flow into a small number of groups

and tracks the buffer states in terms of groups. In the other method, optimization is

decomposed into two parts with each being less computationally complex, compared to

the original optimization.

The scheduling in the AMC-based system is of interest to research. A tradeoff exists

between the channel capacity optimization and the fair QoS provisioning. Both are im-

portant for multimedia transmission over wireless communication systems. Compared to

other work, QoS-CLS can support these two goals in one optimization while achieving a

good balance. It gives a good solution for the scheduling problem for AMC-based sys-

tems. First, a good QoS provisioning is implemented, and the FLR and delay of specific

transmissions can be guaranteed. The other transmission can share the channel fairly so

that the FLR can be achieved proportionally for predesigned weights. Second, while the

above QoS provisioning is achieved, the capacity of the wireless link is also optimized.

Thus, the number of transmissions admitted into the system can be maximized. QoS-

CLS also verifies the effectiveness of the application of the cross-layer QoS consideration

in AMC-based systems. QoS-CLS can achieve much better channel throughput because

of its cross-layer QoS consideration. The proposed approximation methods can alleviate
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the computational burden of optimization in practical systems.

1.7 Thesis Organization

This thesis is presented in the manuscript-based format, which is one of the two thesis formats

specified by the Faculty of Graduate Studies at the University of British Columbia (UBC).

Each of the inner chapters (Chapters 2 to 5) is written in the style of a journal manuscript,

based on manuscripts that have been published, accepted, submitted, or under preparation for

submission. Moreover, each chapter has its own bibliography as required for the manuscript-

based thesis format. The remainder of the thesis is organized as follows. Chapter 2 introduces

the multiple reservation multiple access scheme proposed for MPR channels. Chapter 3 proposes

the cross-layer enhanced packet scheduling scheme for MC-CDMA systems that schedules data

frames on the basis of historical joint data frame losses and estimated joint data frame losses

in current and future frames. Chapter 4 presents the QoS-based cross-layer scheduling for

MC-CDMA systems that optimizes the maximum number of simultaneous transmissions for

achieving a better system FLR. Chapter 5 presents the optimization method proposed for

adaptive modulation and the coding-based system, and its approximation methods. The method

optimizes the channel throughout while guaranteeing the FLR for specific traffic flows and

sharing the FLR among other best effort data traffic flows. Chapter 6 summarizes the findings

of the thesis and discusses possible future research directions.
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Table 1.1: ITU-T Recommendations for Multimedia QoS Target

Typical
Medium Application

data rates

Key performance parameters and target values

One-way Delay Information

delay variation loss

Other

Audio Conversational 4-64 kbit/s < 150 ms < 1 ms < 3% packet

voice preferred loss ratio

< 400 ms (PLR)

limit

Audio Voice 4-32 kbit/s < 1 s for < 1 ms < 3% PLR

messaging playback

< 2 s

record

Audio High quality 16-128 kbit/s < 10 s << 1 ms < 1% PLR

streaming

audio

Video Videophone 16-384 kbit/s < 150 ms < 1% PLR Lip-

preferred synch:

< 400 ms limit < 80 ms

Video Streaming 16-384 kbit/s < 10 s < 1% PLR
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Chapter 2

A Novel Multiple Access Scheme

over Multi-Packet Reception

Channels for Wireless Multimedia

Networks 1

A challenge for future wireless multimedia networks is to design efficient multiple access or

MAC schemes to support packet-switched multimedia traffic. Recent research work on wireless

communication enables the multiple packet reception capability for wireless channels. As a

result, conventional MAC scheme that assumes an error-free collision channel cannot be used

on the new MPR channels directly. As the MPR channel will be a suitable medium for packet

transmissions over many future wireless multimedia networks, in this chapter, we propose a new

reservation-based MAC protocol named MRMA for MPR channels. It aims to maximize the

channel throughput while satisfying the access delay bounds of different classes of real-time ser-

1A version of this chapter has been published. H. Chen, F. Yu, H. C.B. Chan and V. C.M. Leung, “A

novel multiple access scheme over multi-packet reception channels for wireless multimedia networks,” IEEE

Transactions on Wireless Communications, vol. 6, no. 4, pp. 1501-1511, Apr. 2007.
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vices such as voice and video. The major contributions of our work are summarized as follows.

First, we present the detailed design of MRMA. Since existing reservation protocols cannot be

applied directly to MPR channels, we revisit many protocol features and address some new

issues, such as adjusting the random access scheme and designing a new slot allocation mech-

anism to take advantage of the fact that concurrent transmissions can be received successfully.

Moreover, as transmission errors can occur over an MPR channel in practice, we need to handle

new issues such as lost reservations to ensure the correct operation of the protocol, and account

both packet drops and packet errors for realistic packet loss ratio (plr) representation. The

second contribution is the development of a Markov model for analyzing the performance of the

proposed MRMA protocol. Existing Markov models for conventional packet reservation proto-

cols cannot be used because of the different properties of MPR channels, i.e., the MPR capacity

and the error-prone nature. The proposed Markov model is suitable for analysis of access per-

formance for multimedia traffic as it incorporates bi-state traffic sources (e.g., mini-sources for

video) in general and on-off voice sources in particular. The model is also employed to validate

the simulation model, which is used to carry out detailed performance evaluations. Last but

not least, the chapter presents simulation and analytical results to quantify the performance

of MRMA for integrated multimedia (voice, video and data) traffic. The results show that the

proposed protocol can accommodate a larger number of real-time traffic flows while guaran-

teeing their plr and delay bounds. Furthermore, the effectiveness of the service differentiation

mechanism is demonstrated by the fact that the best effort data traffic has little and insignif-

icant impact on voice and video traffic. The results lead to some interesting observations and

provide valuable insights into the design of MAC protocols for MPR channels in future wireless

multimedia networks.
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The remaining parts of the chapter are organized as follows. Section 2.1 introduces the

related work for MPR channels. Section 2.2 introduces the MPR channel model and traffic

models used in this chapter. Section 2.3 presents the proposed MRMA protocol, which is

modeled analytically in Section 2.4. Simulation and analytical results are presented in Section

2.5 and their implications discussed. Finally, Section 2.6 concludes the chapter.

2.1 Related Work

The MAC schemes should be able to maximize the channel throughput, bear the unreliability of

wireless links and at the same time satisfy the QoS requirements, such as constraints on packet

delay and plr, of different multimedia services.

Traditional MAC schemes for wireless networks such as Aloha, carrier sense multiple access,

dynamic TDMA [1] and PRMA [2] have been commonly designed and analyzed assuming an

error free collision channel in which a collision destroys all the packets involved whereas a single

packet transmission can always be received without error. However, with recent advances in

wireless physical layers enabled by sophisticated signal processing techniques, such an assump-

tion is no longer valid in many contemporary and future wireless networks, in which it is possible

to correctly receive multiple packets when concurrent transmissions occur. Such an MPR fea-

ture exists in CDMA, multi-user detection, multiple-input-multiple-output and spacing-time

coding schemes. These schemes may greatly enhance the system performance and are most

suitable for supporting multimedia traffic.

Recently, the development of MAC protocols for the MPR channel has attracted considerable

interest. The CDMA/PRMA protocol [3] applies packet reservations in CDMA networks, in
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which reserved packets and access request packets use the same time slots. Consequently,

QoS may not be guaranteed due to possibly unexpected heavy access requests. In the multi-

queue service room protocol [4] and dynamic queue protocol [5], the state of the traffic load

is estimated and a set of users is scheduled to access the channel to maximize the channel

utilization. However, although the characteristics of different traffic types (e.g., voice, data

and video) have great impacts on the design of MAC protocols for multimedia traffic (e.g., see

[3, 6, 7]), they have not been considered in [4, 5]. Without using realistic traffic characteristics,

user state estimations may not be accurate in practice, which may degrade the performance

results presented in [4] and [5]. More recently, a QoS-oriented MAC protocol with fair packet loss

sharing (FPLS) scheduling [8] has been proposed for wireless CDMA communications. Although

BER is controlled by properly arranging simultaneous packet transmissions and packet loss and

delay are controlled by proper packet scheduling, the packet loss and delay caused by the random

access process have not been considered in [8]. These issues have a significant impact on the

overall MAC performance.

2.2 MPR Channel Model and Traffic Models

In this section, we introduce the MPR channel model as well as voice, video and data traffic

models that will be used in later sections to evaluate the system performance.

2.2.1 MPR Channel Model

We consider a system with a base station (BS) and many user terminals (UTs) sharing a common

wireless channel, which has MPR capability. We focus on the uplink channel that consists of
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time slots of fixed size, each accommodating the transmission time of one information packet

exactly. The MPR capability of the channel is described by the MPR matrix {Ci,j}, where the

element Ci,j is the probability that j packets are successfully received given that i packets have

been sent simultaneously [4, 5, 9]. For data reception over wireless channels, the impairments

caused by noise and interference can only be considered in a statistical sense. The channel

statistics, including effects of multi-user interference, mobility and multi-path fading, are used

to construct the MPR matrix. For an example of the MPR model, we consider direct sequence

(DS) CDMA employing pseudo-noise spreading codes. With the widely used standard Gaussian

approximation, the bit error rate Be of a packet received with (w − 1) interfering packets in a

CDMA system, where each packet is spread by a randomly generated code with a spreading

factor of N and perfect power control is employed, is given by [4, 5]:

Be(w − 1) = Q

Ã√
3N

(w − 1) + 3N¾2

)
(2.1)

where 1/¾2 gives the signal-to-noise ratio (SNR). Suppose that a packet has L bits and is

channel coded to tolerate at most " bit errors, the success probability Ps of a packet reception

is given by:

Ps(w − 1) =
"∑

i=0

(
L

i

)(
Be(w − 1)

)i(
1−Be(w − 1)

)L−i
(2.2)

So we have:

Ci,j =

(
i

j

)(
Ps(i− 1)

)j(
1− Ps(i− 1)

)i−j
(2.3)

Note that the above mapping is an example for the given modulation and coding scheme.

Generally, for any system, there is always a mapping from the SNR to the packet error rate.

The MPR model serves as a powerful abstraction of the physical layer to facilitate design and

analysis of the MAC layer. The above is just an example showing how the MPR matrix can
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be obtained in practice. Note that in general the MPR matrix is not constant, but changes as

channel statistics vary over time. For example, a channel can alternate between good and bad

states, each having a different SNR and hence a different MPR matrix. A time-varying matrix

can be employed provided that the channel stays constant over a packet transmission time. For

the channel dynamics over one packet transmission time (for example, the fast-fading effects),

a stationary MPR can be formulated by accounting for the statistics of the channel dynamics

during the packet transmission.

2.2.2 Traffic Models

In this chapter we consider three classes of traffic: voice, data and video traffic. To facilitate

the presentation, we assume that each UT hosts exactly one traffic source. For practical cases

where one UT can have multiple traffic sources with different classes, the proposed protocol and

models should have the same performance. The traffic models for admitted UTs of different

traffic classes are given as follows and the traffic parameters used in this chapter are shown in

Table 2.1.

For voice traffic, the popular two-state Markov chain model with a constant bit rate (e.g.,

8 Kbps) during the talkspurts and the zero bit rate in the silent gaps is employed [3, 6, 7]. The

durations of the talkspurts and silent gaps follow the exponential distribution with the expected

values of 1/® = 1s and 1/¯ = 1.35s, respectively [3, 6, 7].

For data traffic, the on/off model given in [7] is employed where data packets arrive according

to a Poisson process during the on period and no data packet arrives in the off period. The

durations of the on/off periods are independent and follow the Weibull probability distribution

(see [7] for details and Table 2.1 for the parameters used).
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A video UT is always active while connected. Bit rate variations of the source over time is

modeled by the autoregressive Markov model in [10] with parameters given in Table 2.1. We

assume that the first packet in each video frame carries the most important information.

2.3 Multi-Reservation Multiple Access Scheme

2.3.1 Frame Structure

A TDMA-like frame structure is used to exploit time-division statistical multiplexing. This

frame structure is widely used in third generation (3G) wideband CDMA (WCDMA) systems

[11], TD-CDMA systems [12] and beyond 3G/ fourth generation (4G) systems [8, 13]. Figure

2.1 shows the frame structure of the uplink channel. A specific number (F ) of consecutive

slots are grouped into frames. Table 2.1 shows the frame parameters used in this chapter.

Note that the frame length (Tf = 0.02s) is chosen such that an active (8kbps) voice UT has

exactly one packet (160 information bits) to send in each frame during a talkspurt. This is a

commonly used approach in packet reservation protocols [6, 14]. There are two types of slots

in each frame: reservation slots/mini-slots and information slots. Reservation slots/mini-slots

are used by admitted voice and data UTs to send reservation requests to the BS. To improve

efficiency, a reservation slot is divided into t mini-slots for carrying reservation requests, and an

extended guard space after the last mini-slot allows UTs to receive request acknowledgements

from the BS before the next slot. The value of t is chosen based on the tradeoff between the

system efficiency and the complexity. As an example, we assume t = 3 in this chapter. As

explained in Section 2.3.4, the numbers of reservation and information slots are dynamically

varied while keeping a fixed frame length. Like other packet reservation protocols, a reliable and
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well-organized high-speed downlink broadcast channel from the BS to all the UTs is employed

to send downlink packets, control messages, and immediate feedbacks on contention results.

The allocation of information slots and announcement of reservation slots are broadcast to all

UTs via the downlink channel before the beginning of each uplink frame.

2.3.2 Basic Protocol

When starting a talkspurt, an admitted voice UT first contends in the next frame to send a

reservation request via a mini-slot to the BS using the random access scheme described in Section

2.3.3. At the end of the slot, the BS immediately acknowledges the contention result over the

downlink channel. An admitted video UT always maintains its connection with the BS through

some reserved slots, so that requests via mini-slots are not needed. When a data UT becomes

active, it also needs to send a reservation request to the BS via a mini-slot using the random

access method in Section 2.3.3. To provide a best effort service to data UTs using residual

bandwidth, the data UTs do not contend for reservation mini-slots until they learn from the

BS’s acknowledgement that the last reservation slot was idle, indicating that voice UTs likely

have completed their reservation requests. Having received the requests, subject to availability

the BS assigns information slots to UTs according to the slot allocation method described in

Section 2.3.4. After connecting to the BS, video and data UTs keep the BS informed of their

slot requirements or buffer status by piggybacking this information on the packets transmitted

in information slots. This method is commonly used in packet reservation protocols (e.g., see

[15]) to enhance the system efficiency.
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2.3.3 Random Access Scheme for MPR Channel

The p-persistent random access scheme, whereby a station accesses a reservation slot with per-

mission probability p until successful, is a common approach in reservation protocols [2, 3, 6, 16]

for voice and data UTs to convey reservation requests in reservation mini-slots. However, the

value p must be reestablished for the MPR channel as its unique property is not considered in

existing reservation protocols. In this chapter, we consider three different cases of p-persistent

random access: ideal, fixed and adaptive schemes. Denote S as the expected number of suc-

cessful requests. If the number of requesting UTs is m, it is not difficult to see that:

S =
m∑

i=0

(
m

i

)
pi(1− p)m−i

i∑

j=0

j × Ci,j (2.4)

Note that in (2.4), the Ci,j values in the MPR matrix are different from those used for informa-

tion slots, because the length and coding are different between request and information packets.

We can choose p such that S in (2.4) is maximized if we know the number of requesting UTs,

m. We refer to this as the ideal scheme, which gives the best results for comparison purposes,

but is impractical as it requires perfect knowledge of m. We also consider two approaches that

are more practical: fixed and adaptive schemes. The fixed scheme assumes a small number of

contending UTs and employs a fixed permission probability p to maximize the chance of success.

Previous studies of packet reservation protocols [3, 17] have suggested that p = 0.3 generally

works well. For MPR channels, it is found that p = 1 is better since simultaneous transmissions

can be received successfully. However, if there are too many contending UTs, using p = 1

will give adverse results. Hence, we also consider a simple adaptive scheme, in which p = 1 is

normally used, but when there are many contending UTs (or collisions), the BS will signal the

UTs via the downlink channel to fall back to a lower p in the next frames. The collision effects
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and noise effects are inter-related, as reflected in the MPR matrix, and a Kalman filter may be

used to detect the collision rate. For simplicity, a fallback is triggered when ±% of the requests

transmitted in one frame fail. If a completely idle reservation slot is found, the BS signals the

UTs to use p = 1 again. Generally, the fallback permission probability p and the threshold

± must be determined based on the system parameters including channel statistics and traffic

statistics. For the simulation model in this chapter, we choose the fallback p = 0.3 and ± = 90

based on the other system parameters. However, these values can be different in other systems.

2.3.4 Slot Allocation

In MRMA, multiple packets can be assigned to a single slot. Hence, to allocate slots to UTs,

we must first determine the maximum number of packets that can be accommodated by each

slot based on the plr requirements. We define Kvi, Kvo and Kd as the maximum numbers of

video, voice and data packets, respectively, that an information slot can support. Let Âvi, Âvo,

and Âd be the plr requirements for voice, video and data traffic, respectively. As an example,

consider the case of video traffic. To satisfy the plr requirement of video, we have:

plr =

Kvi∑

i=0

Kvi − i

Kvi
× CKvi,i ≤ Âvi (2.5)

Note that if there are Kvi packets, with probability CKvi,i, plr = (Kvi − i)/Kvi , i.e., (Kvi − i)

packets are not received, according to the MPR channel model. Summing over all the possible

values of i, we can obtain the average plr. Hence, given a plr requirement of Âvi, we can find

Kvi, the maximum number of packets that a slot can support based on (2.5). Then, we can

determine the required number of slots to send a certain number of packets. Similarly, the

required number of slots for other traffic types can also be worked out. As different traffic types
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may be able to endure different numbers of bit errors per packet, their MPR matrices C may

be different too. Also, different traffic types usually have different plr requirements. Therefore

the maximum numbers of packets a slot can accommodate may be different for different traffic

types. It is better that the same type of traffic should share the same assigned slots whenever

possible for ease of management and for maximizing the bandwidth utilization. However, if

more than one slots are not “full” (can hold more packets) after all packets are allocated,

packets in these slots should be mixed to further save bandwidth. In this situation, packets

from different traffic are allocated in one slot and the maximum number of packets this slot can

hold must be limited to fulfill the lowest plr target among the heterogeneous traffic streams.

Based on the slot capacity for each traffic type determined above and the requests received

in the current frame, the BS allocates slots in the next frame to the requesting UTs using

the mechanism described below, and sends the allocation results to the UTs via the downlink

channel before the start of the new frame. Subject to slot availability, the BS assigns slots

in this order: 1) one slot to every admitted video and voice UT with an ongoing reservation,

2) one slot to each new voice request, 3) one slot to each video UT requiring multiple slots,

repeated in a round robin fashion until all video requests are fulfilled, 4) one slot to each

data UT (new or existing), repeated on a round robin basis, 5) remaining slots assigned as

reservation slots. If there are not enough slots, the BS will not be able to allocate slots for

the unsatisfied requests and an unsuccessful UT will retry in the next frame if the need for

reserved capacity persists. By the first two steps, the number of reservation requests required

to set up reservations is minimized so that the channel utilization is enhanced. The best effort

data packets are allocated in the step 4), so that they have little and insignificant impact to

the voice and video UTs, which are allocated in the first three steps. Only the remaining slots
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are assigned as reservation slots, so that the total packet losses are reduced and the channel

utilization is further improved.

2.3.5 QoS

Voice and video traffic streams are time sensitive but they can tolerate moderate packet losses.

For example, voice UTs can tolerate a plr of about 1% [6, 7, 16]. Thus the QoS requirements

for voice and video traffic at the MAC layer are expressed in terms of upper bounds for access

delay and plr. To provide bounded access delay, defined as the time taken for a traffic source

to gain access to the channel to send an information packet, we adopt the policy that voice and

video packets are discarded from the respective buffers if they cannot be sent within D frames.

As an example, we use D = 1 in this chapter so that voice and video packets must be sent as

soon as possible. This assumption is commonly used in packet reservation protocols [3, 16, 17].

The requirement on plr bounds can only be satisfied by MAC in conjunction with a connection

admission control (CAC) scheme. Therefore the MAC design objective is to maximize system

throughput for specified plr values, so as to maximize the number of admitted connections.

MRMA has two components contributing to the overall plr: plrc due to information packets

corrupted by channel errors, and plra due to unsuccessful reservation requests or unsuccessful

slot allocations. In contrast with existing packet reservation protocols [2, 3, 6, 16, 17], which

generally consider only the second type of packet losses above, the MRMA model is more

realistic. Basically, plrc can be controlled using (2.5) by limiting the number of packets assigned

to an information slot. On the other hand, plra can be controlled by limiting the number of UTs

admitted into the system using a CAC scheme [3, 8, 14]. Normally we keep plra ≪ plrc, so that

when the channel state degrades (causing the MPR matrices to change), the MRMA scheme
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can adapt quickly by changing the maximum number of packets assigned to an information

slot in the following frames, while the CAC function can respond more slowly by trying not to

terminate any existing connection unless plra increases so greatly that the overall plr cannot

meet the required QoS target. This strategy minimizes the impact on the current traffic when

the channel condition is changed. Note that the MPR matrices can be dynamically adjusted

based on results of channel state estimations. For real-time traffic, the system throughput can

be calculated as the product of the sources’ packet generation rates and the corresponding plr

since plr includes all packet losses at the MAC layer due to reservation failures or transmission

errors.

Data traffic is sensitive to packet losses but not time delay. In MRMA, a best-effort service

is provided to data UTs using the residual bandwidth. New data packets are stored in their

UTs’ buffers until they are transmitted over an allocated information slot. The data traffic has

an indirect influence on voice performance in that allocation of information slots to data UTs

reduces the number of reservation slots available for voice requests. To address this issue, we

design a simple control mechanism as follows. If the BS finds no reservation mini-slot available

in q consecutive frames, it will stop assigning slots for data traffic. This ensures that data UTs

cannot consume all residual slots for an extended time period. Here, the parameter q is used to

balance the QoS of data traffic and voice traffic, and also can be adapted dynamically to realize

a simple CAC scheme for data traffic; q can be adjusted gradually to reach a desired operating

point. Furthermore, upper/lower bounds of q can also be set based on past statistics. In this

chapter, we study the effect of q by simulations.
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2.3.6 Preventing Lost and Endless Reservations

As packets can be lost over the MPR channel due to multi-packet interference, MRMA needs

to incorporate mechanisms to guarantee proper protocol operations. If the BS does not receive

the first voice packet of a UT with a successful reservation, it must distinguish whether it is

a packet loss due to transmission errors or the talk-spurt has ended during the reservation

process. The BS may wait a little longer, say, 2 or 3 frames, for a voice packet. If the BS

cannot receive it during this period, the reservation is cancelled. At the end of the talkspurt,

the UT piggybacks on the second last voice packet a request to end the reservation. The

BS acknowledges it and wait for the last packet from the UT. If the ending request or the

acknowledgement is lost, the UT resends the ending request. If the last packet is lost, the BS

terminates the reservation after receiving 2 or 3 blank slots. These mechanisms prevent endless

reservations and premature termination of reservations due to lost packets (i.e., reservation

losses), and minimize the impact of lost packets on system performance. The losses may also

happen to video packets with piggybacked requests for increasing bit rates. In this case, the BS

simply continues with the UT’s existing reservation (i.e., serve the video UT with the current

rate) until the UT reissues the request.

2.3.7 Other Enhancements

The objective of this chapter is to present the core framework of MRMA while giving the

flexibility for implementing other advanced services. For example, as mentioned above, while

we assume that slots are allocated on a round-robin basis, other allocation mechanisms can

also be used without affecting the basic operation of the protocol. Furthermore, although a

best-effort service is provided for data traffic, it is also possible to support differentiated data
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services by provisioning some dedicated slots and using some appropriate scheduling method

(e.g., earliest deadline first policy or weighted fair queuing) under BS control. In addition, it is

also of interest to study effective ways to change the system parameters (e.g., q) in an adaptive

manner. In summary, the proposed MRMA framework provides the basis for further research

work.

2.4 Analytical Model

In this section, we present an analytical model for evaluating the performance of MRMA for

bi-state Markov sources in general and on-off voice sources in particular. For example, the bi-

state Markov model can be applied to video traffic as mini-sources [10]. Note that the voice and

video access processes are in fact quite similar. Like a voice source, a video source also needs to

access the BS when connection is first established. Subsequently, the bit rate requirements can

be communicated through piggybacking the new bit rate on information packets. Here, we first

describe the model for on-off voice sources. Then we will describe how it can be used for video

mini-sources. To facilitate the analysis, we neglect lost reservations, and follow the common

practice to discretize the traffic models such that the traffic sources only change states at the

frame boundaries [18, 19]. A UT can be in one of the following three states: 1) Idle (IDL), i.e.,

the UT is silent; 2) Connecting (CON), i.e., the UT has started a talk spurt and is trying to

connect to the BS; and 3) Reserved (REV ), i.e., the UT has successfully reserved a slot.

Consider a group of voice UTs using the MRMA protocol to send packets to a BS over an

MPR channel where the MPR matrix remains unchanged. Here, we assume that there are Nv

voice UTs. We describe the system state at any moment as a tuple (NCON , NREV ), where
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NCON , NIDL and NREV are the numbers of CON , IDL and REV UTs, respectively, and

NIDL = Nv − NCON − NREV . The states (NCON , NREV ) at the end of the frames form a

discrete time Markov chain.

We consider the state transitions in two steps: at the boundary of two frames, and within

each frame after each reservation mini-slot. To do this, we define NCON,n as the number of

CON UTs at the beginning of frame n (before all slots), and NCON,n,i as the number of CON

UTs at the end of the i-th mini-slot in frame n, where the number of mini-slots is ℎn. The

number of CON UTs at the end of frame n is NCON,n,ℎn and the number of CON UTs after

all information slots and before all reservation slots is NCON,n,0. The notations for REV UTs

are defined in a similar manner. The above definitions will be used in the appendices for the

calculations. Figure 2.3 shows the state transition graphs.

At the frame boundary, some IDL UTs may become CON . Note that occasionally, an

active UT may not be able to secure a reservation successfully before it becomes silent again.

In such a situation, the UT will go directly to the IDL state from the CON state. The

transition probability T1 is derived in Appendix A.1. As shown in Figure 2.1, information slots

are grouped at the beginning of a frame. At the beginning of a frame, the number of information

slots k for the frame can be determined by the system state given by the number of REV UTs

and the MPR matrix. Subject to availability, each REV UT is assigned an information slot. At

the end of frame n, a REV UT may become IDL (i.e., the UT has sent the last packet in the

talkspurt). Also, some CON UTs may become REV after successfully sending a reservation.

The state transition probability T2 is derived in Appendix A.2.

As shown in the appendices, both T1 and T2 can be calculated from the system parameters

F , Tf , ® and ¯. So, we can get the state transition matrix T from the end of one frame to the
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end of the next one as follows:

T (NCON,n+1,ℎn+1 , NREV,n+1,ℎn+1 ∣NCON,n,ℎn , NREV,n,ℎn)

=
∑

NCON,n+1

∑

NREV,n+1

T1(NCON,n+1, NREV,n+1 ∣NCON,n,ℎn , NREV,n,ℎn)×

T2(NCON,n+1,ℎn+1 , NREV,n+1,ℎn+1 ∣NCON,n+1, NREV,n+1) (2.6)

Based on the transition probabilities, we can obtain the stationary state probabilities ¼(NCON , NREV )

at the end of a frame, and calculate the plr and the throughput as follows:

plr =

∑

NCON

∑

NREV

¼(NCON , NREV )× (NCON + PLR(NREV ))

Nv × ®
®+¯

(2.7)

´ =

∑

NCON

∑

NREV

¼(NCON , NREV )×(NREV −PLR(NREV ))

Tf
(2.8)

where PLR(NREV ) is defined in (2.9).

PLR(NREV )=
⎧
⎨
⎩

⌊
NREV

Kvo

⌋
×
∑

i

(
CKvo,i×(Kvo − i)

)
+
∑

i

(
CNREV modKvo,i×(NREV mod Kvo−i)

)

NREV <Kvo×F

(NREV −Kvo×F )+F×
∑

i

(
CKvo,i×(Kvo − i)

)

NREV ≥Kvo×F

(2.9)

Let us explain (2.7) as follows. Obviously, a CON UT will lose one packet at the end of a

frame because it cannot get an information slot in the next frame. Also, if NREV ≥ Kvo × F ,

where there are F slots each assigned to Kvo UTs, NREV −Kvo×F UTs should lose one packet
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each due to no allocation. If NREV < Kvo×F , there should be ⌊NREV /Kvo⌋ slots each with Kvo

packets and one slot with (NREV modKvo) UTs (x mod y = remainder of x divided by y). Hence,

based on the MPR model,
∑

(CKvo,i × (Kvo − i)) and
∑

(CNREV modKvo,i × (NREV modKvo − i))

packet losses are expected for a slot with Kvo and NREV modKvo packets, respectively. Note

that in (2.7), the denominator Nv × ®/(® + ¯) is the expected number of active UTs in a

frame, and each active UT will send one packet per frame. Similarly, the throughput can be

computed by (2.8) where the numerator gives the expected number of packets that can be sent

successfully in a frame.

As mentioned, the above model can also be used for video mini-sources, which model the bit

rate increase/decrease processes [10]. In this case, each video mini-source alternates between

active and idle states, which are equivalent to the talk-spurt and silent states, respectively, in

the voice model. Assuming that late packets are discarded in a similar manner, the calculations

basically follow the similar approach although the details may be different. The above Markov

model cannot be used for data traffic because the data model applies the Weibull distribution,

which is not memoryless but gives a more realistic representation of data sources.

Unfortunately, it is not feasible to compute the stationary distribution of the Markov chain

derived above for a large number of UTs. It is found that numerical computations using the

model can handle up to approximately 50 UTs within a reasonable computation time. Within

this limit, the analytical model can be used to calculate the results in minutes while it takes

hours to obtain the results by simulations. However, when there are many UTs, it becomes

infeasible to use the analytical model because it requires too much memory to store the states

or too much time to compute the results. So we apply the analytical model to a small size

system to validate the correctness of our simulation model. Then we use the simulation model
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to obtain further results under different conditions. This approach is commonly used in the

literature [18, 19] for performance evaluations of MAC protocols.

2.5 Results and Discussions

To evaluate the performance of the proposed MRMA protocol, we have implemented a simulator

in C++. We consider the simple CDMA system introduced in Section 2.2 with spreading factor

N = 7. An information packet is 511 bits long and encoded with a (511, 229, 38) BCH code

for transmission. A reservation request is 154 bits long and can tolerate 10 bit errors. Unless

otherwise specified, Table 2.1 shows the simulation parameters for the system and the traffic.

In the simulations, the physical layer is applied statistically and the data link layer is operated

step by step. The results are generated from the average of a couple of same simulations, which

runs at least 100,000 TDMA frames.

We first justify the use of the adaptive random access scheme. We find by simulations the

average number of slots required to allow a certain number of contending UTs to get connected

to a BS when different permission probabilities p are used. Figure 2.2 shows that when the

number of contending UTs is not large, p = 1 has the best performance as it uses the least

number of slots. So it is justified to use p = 1 when there are not too many contending UTs.

We also observe that setting p ≈ 0.3 can keep the required number of slots at a low level even if

the channel is heavily utilized. Hence the above results justify the use of the adaptive scheme,

i.e., using p = 1 if possible but falling back to p = 0.3 when there are many collisions.

Next, we validate the simulation model using the analytical model described in Section 2.4.

In this case, a small system with F = 5 and Âvo = 1% is used. Figure 2.4 compares the plr for
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voice sources obtained using the analytical and simulation models when SNR = 10db (baseline

or good channel condition) and SNR = 6db (bad channel condition). It can be seen that the

analytical and simulation results agree closely with each other. As expected, p = 0.3 results in

a higher plr than p = 1 because the number of contending UTs in this system is very small.

Furthermore, p = 1 and the adaptive scheme can give a performance that is very close to the

ideal scheme. As expected, the results show that at the higher SNR, a better performance can

be achieved.

Next, we compare the performance of MRMA and FPLS [8] by simulations at SNR = 6db

and SNR = 10db. Note that FPLS also works over an MPR channel but it employs a deadline-

based scheduling policy instead of hard reservations. Furthermore, it uses a fixed reservation

bandwidth and a simple random access method. To ensure a fair comparison, we use the same

frame structure, channel model, and traffic model in the simulations. We assume that FPLS

chooses the number of simultaneous transmitted packets in the same way as MRMA, i.e., to

meet Âvo = Âvi = 1%. For FPLS, we consider that there are 3, 6 or 9 reservation mini-slots per

frame and the transmission deadline is one frame time. For video traffic, we assume that FPLS

also updates the slot requirements through piggybacking instead of reservation slots. Here, we

focus on comparing the plr’s of voice and video in an integrated voice/video system. Figure 2.5

and Figure 2.6 show the comparison results for 10 video UTs and variable number of voice UTs.

In summary, when there are few UTs and the channel is good (i.e., SNR=10db), both MRMA

and FPLS give a similar performance if FPLS uses 3 reservation mini-slots. It is because both

FPLS and MRMA keep the plrc lower than the target plr and the plra is close to zero in this

situation. However, when the channel condition becomes worse (i.e., SNR=6db) or there are

more voice UTs (i.e., the traffic load is higher), MRMA offers lower plr’s because the dynamic
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reservation bandwidth enables MRMA to utilize the limited bandwidth for both random access

and traffic transmission more efficiently than FPLS could, the adaptive access control further

improves the random access, and the frame-based reservation mechanism minimizes the required

bandwidth for random access. All these factors result in a lower plra for MRMA. Note that the

performance of FPLS also depends very much on the fixed number of reservation mini-slots,

which may be difficult to set to a correct value for dynamic traffic. Essentially, if with a target

1% PLR for voice traffic, FPLS can support 90 to 115 voice UTs or 130 to 160 UTs for SNR =

6db or SNR = 10 db, respectively, while MRMA can support 120 and 170 voice UTs. It is a 4%

to 33% or 6% to 30% capacity enhancement. From these two figures, we can also conclude the

MRMA provides a higher throughput than FPLS, based on the discussion of the relationship

between traffic throughput and plr in Section 2.3.5.

In the following, we further evaluate the performance of MRMA by simulating systems with

more UTs. Figure 2.7 shows the plr’s of voice and video traffic in a voice/video joint system

with Âvo = Âvi = 1%, when the number of video UTs is varied while the number of voice UTs

is 100. Figure 2.8 shows the plr’s versus the number of voice UTs for 15 video UTs. Again, it

can be seen that the adaptive scheme can provide a performance close to the ideal scheme. The

results are similar in the two figures. Note also that all the curves in Figure 2.7 and 2.8 flatten

off at around plr = 0.0004 for SNR = 10db. This is because the plr is ultimately limited by plrc

(i.e., channel errors). In the system, based on the target plr of 1%, a slot can support at most

6 packets for SNR = 10db. In fact, with 6 packets assigned to each slot, the achievable plrc is

around 0.0004 according to (2.5), corresponding to the minimum plr shown in the figures. Note

that we cannot support 7 packets per slot because in this case, the plr > 0.01 according to (5).

A similar phenomena can also be observed for SNR = 6db. These two figures also show that
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the numbers of voice and video UTs have a similar influence on the target plr of both types of

traffic, which suggest that it is possible to satisfy the QoS of both types of traffic using a joint

CAC scheme to limit the numbers of voice and video UTs.

We have also simulated a multimedia system with voice, video and data traffic, where

Âvo = Âvi = Âd = 1%. Only the results for the adaptive access scheme are shown, as it was

found that the results for the adaptive access scheme are very close to those of the ideal scheme.

Figure 2.9 shows the result for 90 voice UTs and 10 video UTs, when the number of data UTs

varies from 10 to 160. As expected, when the number of data UTs is increased, the plr’s of both

voice and data traffic increase while the plr of video traffic remains almost unchanged. When

there are few data UTs, the voice and data plr’s are relatively less sensitive to the change of q.

However, when there are more data UTs, the data plr can be decreased by using a larger q at the

expense of increasing the voice plr. Figure 2.10 shows the throughput (i.e., bits transmitted per

second) for video, voice and data traffic when the number of data UTs is varied. The desirable

result that the video and voice throughput is almost unaffected by the data UTs is apparent.

When SNR = 10db, the data throughput is less sensitive to the change in the number of data

UTs and the q value. Figure 2.11 shows the average data access delay when the number of data

UTs is varied. Note that for video and voice traffic, the access delay is bounded within 0.02s (1

frame duration). When SNR = 10db and the number of data UTs is small, the average delay

is less affected by the q value. When SNR = 6db, the delay increases more significantly for the

same number of data UTs.

Figure 2.12 shows how the parameter q influences the plr’s of voice and data traffic when

SNR = 10db. When there are 90 data UTs, the traffic load is not heavy, and the parameter

q has almost no influence on the voice traffic. So the value of q should be made as large as
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possible to enhance the performance of data traffic. When there are 150 data UTs, the traffic

load is heavy. Here, the parameter q influences not only the performance of the data traffic,

but also the plr of the voice traffic. It is obvious that the parameter q here should be set to 1 to

keep the voice plr within 1%. Based on this observation, we recommend that when the system

is underloaded, q should be adjusted to a larger value to increase the system efficiency, and

when the system is overloaded, q should be set to a smaller value so that the voice traffic can

satisfy its plr requirement. The figure also confirms the idea mentioned in Section 2.3.3 that

q can be dynamically adjusted to provide basic CAC for data traffic. Essentially, based on the

historical statistic of the traffic load, we can estimate an upper bound of q that can guarantee

the QoS of voice traffic for a certain traffic load, and also a lower bound of q that can maintain

a certain plr for data traffic. If the upper bound is lower than the lower bound, the system is

overloaded. If not, the parameter q can be adapted gradually between the two bounds.

2.6 Summary

We have proposed a novel MRMA protocol for future wireless multimedia networks with MPR

capability. Based on the channel model and the QoS requirements, the proposed scheme controls

the number of packets transmitted in each time slot. In addition, service differentiation is

provided by assigning different priorities to different traffic types. System performance has

been evaluated by simulations and analysis, and compared with FPLS. Results show that the

amount of data traffic has only a slight and almost no impact, respectively, on the voice and

video performance, verifying the effectiveness of service differentiation. Results also show that,

by taking full advantage of the MPR capacity of the channel, MRMA can accommodate a
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larger number of real-time traffic streams compared with FPLS while satisfying their access

delay bounds and plr objectives.
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Table 2.1: Simulation Parameters

Definition Value

Channel

Channel rate after coding 511,000 bps

Channel rate before coding 229,000 bps

Spreading factor 7

Base SNR 10db

Frame structure

Frame duration 0.02 s

Slot per frame 20

Packet structure

Packet size before coding 229 bits

Payload size 160 bits

Overhead 69 bits

Packet size after coding 511 bits

Tolerable errors 38 bits

Channel coding BCH(511,229,38)

Packet size for requests 154 bits

Tolerable errors for requests 10 bits

Voice Model

continued on next page
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Table 2.1: continued

Definition Value

Average length of talkspurt 1.0 s

Average length of silent gap 1.35 s

Offered load while in talkspurt 8 kbps

Offered load average 3.4 kbps

Data Model

Distribution of the on/off duration Weibull

Average length of on duration 3.3 s

Average length of off duration 22.8 s

Shape parameter 0.88

Number of packets per message 6

Offered load while in on period 15.8 kbps

Offered load average 2.0 kbps

Data buffer size 200

Video Model

Pixels per video frame 2,400

Video frames per second 30 frame/s

Average bits/pixel 0.421

Variation of bits/pixel 1

continued on next page
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Table 2.1: continued

Definition Value

Offered load average 30.3 kbps
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Figure 2.1: Frame structure.
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Figure 2.2: Average number of slots needed for different initial numbers of UTs to successfully

send requests when the permission probability varies from 0.05 to 1.
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Figure 2.3: State transition graphs at the frame boundary and within a frame.
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Figure 2.4: Comparison of analytical and simulation results for voice.
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Figure 2.6: Comparison of video packet loss ratio for MRMA and FPLS.
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Figure 2.7: Packet loss ratio in a voice/video system with 100 voice UTs and different number

of video UTs.



Chapter 2. A Novel Multiple Access Scheme over MPR Channels for Wireless Multimedia Networks 63

20 40 60 80 100 120 140 160
10

−4

10
−3

10
−2

10
−1

10
0

number of voice UTs

pa
ck

et
 lo

ss
 r

at
io

voice, ideal p
voice, adaptive p
video, ideal p
video, adaptive p

SNR=6

SNR=10

Figure 2.8: Packet loss ratio in a voice/video system with 15 video UTs and different number

of voice UTs.
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Figure 2.9: Packet loss ratio in a multimedia system with 90 voice UTs and 10 video UTs

(SNR=10).



Chapter 2. A Novel Multiple Access Scheme over MPR Channels for Wireless Multimedia Networks 64

0 20 40 60 80 100 120 140 160
10

2

10
3

10
4

10
5

number of data UTs

th
ro

ug
hp

ut
 (

bi
ts

 p
er

 s
ec

on
d)

voice, q=2
voice, q=5
video, q=2
video, q=5
data, q=2
data, q=5

SNR=6 and SNR=10

SNR=6 and SNR=10

SNR=6

SNR=10

Figure 2.10: Throughput in a multimedia system with 90 voice UTs and 10 video UTs.
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Figure 2.11: Average data access delay in a multimedia system with 90 voice UTs and 10
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Chapter 3

Cross-Layer Enhanced Uplink

Packet Scheduling for Multimedia

Traffic over MC-CDMA Networks 1

We employed an arbitrary slot allocation method in MRMA scheme proposed in Chapter 2.

As a result, though the multimedia traffic has higher priority over the best effort data traf-

fic, the further QoS differentiation among different traffic flows is not provided. Such a task

can be accomplished by a scheduling algorithm that determines how the channel resource is

allocated to different traffic flows. In MC-CDMA, one of the typical MPR enabled system,

since scheduling algorithms affect both PER and PDR, it is desirable to consider these physical

and MAC layer QoS parameters jointly, i.e., to optimize the overall PLR instead of PER and

PDR separately. Designing a scheduling algorithm based on the above optimization approach

presents a new set of research challenges. In traditional scheduling algorithms, the PER is

typically kept below a threshold. So, given the channel status and the power constraint, it is

1A version of this chapter has been published. H. Chen, H. C.B. Chan, V. C.M. Leung, and J. Zhang, “Cross-

layer optimization for multimedia transport over multicode CDMA networks,” IEEE Transactions on Vehicular

Technology, vol. 59, no.2, pp. 986-992, Feb. 2010.
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not difficult to determine the channel capacity (i.e., the number of packets that can be trans-

mitted in a frame) for scheduling purposes. However, with the above cross-layer optimization

approach, the channel capacity is also related to the MAC layer traffic status (i.e., cross-layer

information) since the PER is not kept below a threshold anymore. It makes the scheduling

task more challenging especially for heterogeneous users where fairness among users has to be

addressed as well. A major contribution of this chapter is to tackle these new challenges for

cross-layer scheduling. Specifically, we propose a novel scheduling algorithm called cross-layer

enhanced packet scheduling (CEPS) for supporting multimedia traffic over MC-CDMA. CEPS

focuses on the uplink transmissions because the problem is more challenging than the downlink

transmissions. In fact. it is easy to adapt the proposed scheme to schedule the downlink trans-

missions. CEPS seeks to jointly optimize PER and PDR through a cross-layer optimization

framework that takes into account both QoS requirements and fairness. Basically, by consid-

ering the MAC layer delay requirements and the queue statuses of different users, both the

transmission ordering and the interference among transmissions are controlled by the algorithm

to minimize the packet losses (and to maximize the throughput) as seen above the data link

layer. Another advantage of CEPS is that it can handle fairness more effectively and flexibly.

Simulation results will be presented to illustrate the benefits of the proposed algorithm.

The remainder of this chapter is organized as follows. Section 3.1 introduces the related

work. Section 3.2 describes the MC-CDMA system in which we apply our algorithm. Section 3.3

defines the system model and also presents the cross-layer enhancement and fairness provisioning

method, which is the central idea of this chapter. Section 3.4 presents the CEPS algorithm for

the MC-CDMA system. Section 3.5 presents the simulation results to compare the performance

of the proposed algorithm with two other existing algorithms. Section 3.6 concludes the chapter.
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3.1 Related Work

One of the challenges in future packet-switched wireless networks is to provision multimedia

traffic with the required QoS over unreliable wireless links. This goal is accomplished by schedul-

ing algorithms that fairly and efficiently provide the required QoS to all traffic flows (referred

simply as flows in this chapter). Although the cross-layer concept (to optimize the physical layer

BER and MAC layer PDR jointly) can be applied to any CDMA networks and other wireless

networks with variable rate capability, we study its application in the MC-CDMA [14] networks

in this chapter. Due to its ability to support a variety of devices with diverse transmission

rates within a single frequency band, MC-CDMA has been studied widly in both academic

and industry research [15–17]. It has also been adopted in the WCDMA [18] and HSDPA [19]

standards and is expected to be used in many future wireless communication systems.

Many scheduling algorithms [1–5] proposed for CDMA systems attempt to maximize the

channel throughput or minimize the PDR while providing fairness among different users. How-

ever, they optimize BER at the physical layer and PDR at the link layer separately. Recently,

some scheduling algorithms that utilize cross-layer information have also been proposed for

wireless networks, especially for systems employing AMC. Opportunistic scheduling algorithms

[6–9] can enhance the system throughput. However, they may not be suitable for supporting

multimedia traffic, as is our objective in this chapter, since they do not provide hard guarantees

on delay and packet loss. In [10], based on the estimation of the effective bandwidth, every QoS-

guaranteed flow reserves some specific bandwidth from the system. The reserved bandwidth is

used by other flows only when there are no more packets in the queue of the QoS-guaranteed

flow. However, the algorithm is based on a very conservative admission control with which the
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system can satisfy the throughput requirement of all QoS guaranteed flows when all these users

experience the worst channel status simultaneously. So, this approach does not fully utilize

the multiplexing gain among QoS guaranteed flows. Also, the estimation of the effective band-

width greatly depends on having an accurate estimate of the traffic characteristics, which is not

always achievable. The protocol in [11] jointly considers channel errors in the physical layer

and buffer overflows in the MAC layer. However, it does not take full advantage of cross-layer

optimization. In addition, each real-time flow is served at a constant transmission rate based

on the estimated effective bandwidth, which may lead to less multiplexing gain. While all the

above proposals considered cross-layer information, they did not consider the MAC layer QoS

requirements while optimizing the physical layer transmission parameters. Hence the total PLR

was not optimized (i.e., the throughput could be further improved). The work in [12] and [13]

studied how the MAC layer queue statuses (or retransmission information) and QoS require-

ments can be used to optimize the physical layer parameters for AMC so that a significant

improvement in throughput can be achieved. The parameters were optimized in a statistical

manner according to the system dynamics. However, they did not address scheduling issues

and the approach cannot be used in CDMA systems.

3.2 Multicode CDMA System

In this chapter, we consider a multi-cell time division MC-CDMA system and focus on the uplink

channel. To simplify the presentation, we assume that each user has only one flow. Without loss

of generality, consider that the number of time slots in each MAC frame is a fixed number (F),

all packets have the same size, and each packet can be transmitted in one time slot using one
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code. To achieve different bit rates, a user may transmit multiple packets in each frame using

either multiple time slots, or multiple codes over a single time slot, or both. Although in current

systems like IS-95, non-orthogonal codes are commonly used [14], we assume that orthogonal

codes are used for multiple packet transmissions from the same user over one time slot to

achieve a higher bit rate, so that the mutual-inference between the concurrent transmissions

of the same user is greatly reduced at the BS due to the same propagation condition on the

parallel orthogonal codes [20]. An effective code generation method is introduced in [14]. We

also assume that the near-far problem and fading effects are mitigated by perfect power control

and can be neglected (an imperfect power control may lead to less effectiveness of the proposed

scheme). Also, because there are a large number of interfering streams from all adjacent cells,

we can apply the Gaussian approximation, i.e., the inter-cell interference can be considered as

a part of the total Gaussian noise with normalized variance ¾2. So, denoting the number of

users with i packets transmitted in slot t of frame s as N s,t
i , the SINR for a packet in slot t of

frame s from a user with i packets in this time slot is [2, 21]:

SINRi =
3
2G∑

l l ×N s,t
l − i+ 3G¾2B

(3.1)

In (3.1), G is the processing gain, B is the baseband bandwidth for a single code transmission

and l is the possible number of packets a user may transmit in a time slot. The BER of such a

packet is:

BERi = Q(

√
SINRi) (3.2)

where Q(.) is the tail function of the Gaussian distribution. In some practical systems, the

SINR and BER models may be more complicated than above. Regardless, the BER and SINR
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of a packet in a slot can always be determined given the packets scheduled for transmissions

over the same slot and the power constraints on these transmissions.

Furthermore, given the channel coding scheme, the PER can be determined from the BER.

Generally, for a coding block or a coding cycle that is w bits long and can tolerate v bit errors,

the block error probability is:

Perror =
w∑

j=v+1

(wj )BERi
j
(1−BERi)

w−j (3.3)

The PER is the probability that any block or cycle in a packet is in error. For some systems,

the above calculation may not be obtained. But generally, there must be a mapping from the

SINR to PER and it can be studied by experiments. We assume that the BS can reliably

determine if an uplink packet is correctly received, e.g., by performing a cyclic redundancy

check on the received packet. While more sophisticated coding schemes can be applied, a

mapping always exists between the channel BER and the PER at the link layer given the

coding scheme.

Note that in most of the related previous work, the SINR of each user is guaranteed to be

higher than a specified threshold. Based on (3.2) and (3.3), it is equivalent to keeping the PER

of each user below a certain threshold.

3.3 System Model and Principle of CEPS

Before explaining the proposed algorithm, we first define the system model, introduce the

proposed cross-layer enhancement and study the fairness provision of the proposed scheduling

algorithm.



Chapter 3. CEPS for Multimedia Traffic over MC-CDMA Networks 75

3.3.1 System Model

We consider J classes of multimedia users, where class j (j=1, 2, . . . , J) has Kj users. In the

subsequent analysis, we consider three traffic classes: conversational, streaming, and interac-

tive [22], which have different QoS requirements. Generally, conversational traffic has a very

stringent delay requirement but it can tolerate moderate packet losses. Streaming traffic can

also tolerate moderate packet losses but it has less stringent delay requirements, although a

delay bound is still desirable. Interactive data traffic requires a very low packet loss rate but it

can tolerate much higher delays. Each user station has a buffer to store generated packets. We

consider uplink transmissions only, and assume that all users can inform the BS their buffer

status via an error-free uplink signaling channel (Note that the modulation and coding scheme

for the signaling channel is chosen for high reliability rather than bandwidth efficiency). At the

beginning of every MAC frame, the BS applies the scheduling algorithm to decide which packet

is to be transmitted in which slot in the frame and informs the user stations accordingly via an

error-free downlink signaling channel. This decision is based on the QoS requirements, buffer

states, past statistics and channel states of the users.

1. Packet Access Delay and Buffer Size

Packet access delayis one of the most important QoS parameters for multimedia traffic in

the MAC layer of a packet switched wireless network, and is defined as the time from the

arrival of the packet at the station to the transmission of the packet over the air interface.

Generally, there is an expiration time associated with each time-sensitive packet such that

the packet is dropped by the sender if it is not sent before it expires [2, 3]. The expiration

time is determined by the delay/jitter requirements of the real-time application. In this
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chapter, we adopt the common assumption [2, 3] that a packet, which will expire in frame

n, must be sent before frame n since the scheduling decisions are made at the beginning of

the frames. If the peak packet rate is Sj and the maximum tolerable packet access delay

is Dj for class j users, a buffer with size DjSj at each sending station will ensure that no

buffer overflow happens for these users, and that packets are dropped at the station only

due to the packet access delay exceeding the expiration time.

2. Most Urgent Packets and Buffer Status

As stated above, each packet in the sending buffer has an expiration time (except for

background traffic classes). A scheduling algorithm should try its best to transmit each

packet before it expires. In each frame, some packets will expire if not sent out in this

frame. We name these packets the most urgent packets (MUPs) for the current frame.

These packets should be sent out in this frame if possible, or else they would be dropped

by the sender. Similarly, we can define the 2nd most urgent packets (2UPs), 3rd most

urgent packets (3UPs), etc. To minimize packet drops, 2UPs should be served in each

frame after all MUPs have been served, followed by 3UPs, and so on. The BS knows the

buffer status of each user, i.e., the numbers of MUPs, 2UPs, 3UPs, . . . , from each user in

any given frame.

3. Processed Packets, Dropped Packets and PDR

We know that, in each frame, a MUP is dropped at the sending station if it is not sent. We

define the processed packets in a given time period T as the packets sent out or dropped

by the sending stations in T . Note that a processed packet may not be a MUP in period

T . A packet that is not so urgent may still be sent in T if capacity is available. The PDR



Chapter 3. CEPS for Multimedia Traffic over MC-CDMA Networks 77

of class j user i in period T is defined as:

PDRT
j,i =

DP T
j,i

PP T
j,i

(3.4)

where DP T
j,i and PP T

j,i are, respectively, the numbers of dropped and processed packets

at the user station in the period T . During each scheduling instance, the system should

consider not only the packet drops that have happened in previous frames, but also those

that will happen in the next frame due to failure to schedule MUPs for transmissions in

the next frame.

4. Error Packets and PER

We define the error packets in a given time period T as the packets which are sent in

period T but not correctly received. The PER experienced by class j user i in period T

is:

PERT
j,i =

EP T
j,i

PP T
j,i −DP T

j,i

(3.5)

where EP T
j,i is the number of error packets in period T . When the system schedules a

packet, to fairly distribute the PLR, it must guess whether the packet will be correctly

received. The probability that a packet will be correctly received depends on how many

packets are allocated in the slots from what stations and the power constraints on these

transmissions. For the system introduced in Section 3.3, it can be derived based on (3.3).

After a transmission, we assume that the BS knows for sure if the transmitted packet is

correctly received or not via some error detection coding such as cyclic redundancy check.
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5. Lost Packets and PLR

We define lost packets to include both packets dropped by the transmitter due to delay

violations, and packets sent but not received correctly. So, we define the PLR of class j

user i in a given period T as:

PLRT
j,i =

LP T
j,i

PP T
j,i

=
DP T

j,i + EP T
j,i

PP T
j,i

(3.6)

where LP T
j,i is the number of lost packets from the user station in the period T . It is also

given by:

PLRT
j,i = 1− (1− PDRT

j,i)(1− PERT
j,i) = PDRT

j,i + PERT
j,i − PDRT

j,i × PERT
j,i (3.7)

3.3.2 Basic Concept of the Cross-Layer Enhancement

To explain the basic concept of the cross-layer enhancement, we first consider only one user

in the system and extend to multiple users later. We consider a scheduling algorithm which

process packets one by one like the approaches used in [1–3].

In most existing algorithms, there is a PER or BER threshold for different flows or users.

These scheduling algorithms will not admit more packets if adding one more packet into the

frame will lead to the violation of the PER requirements of any user in the frame. This kind of

mechanism is efficient for transmitting non-urgent packets or non delay sensitive traffic because

the throughput is maximized and the PLR of the frame is guaranteed (PER is effectively PLR

here since no packet drop occurs). However, this approach is not efficient for transmitting

urgent packets or delay sensitive traffic as it may lead to a greater number of packet drops

when there are a lot of MUPs or the traffic source rate is very high. Actually, if there are still

MUPs in the buffer, by degrading the PER requirements of some packets, more packets can be
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transmitted in one frame and thus the overall number of packets losses due to errors and drops

in the frame may be reduced. This is the basis of the cross-layer-based scheduling method for

delay sensitive multimedia traffic proposed in this chapter. We consider two cases of the buffer

status in a frame.

The first case is that there are not too many MUPs and all of them can be transmitted

in the frame. We denote this case “all MUPs transmitted” (MAT). Note that, adding lower

priority packets (2UP, 3UP, . . . ) may increase the total packet losses in the frame because the

PER may increase while no packet will be dropped. So the algorithm should try to maximize

the throughout by keeping the PER reasonably low for each packet. In this case, our algorithm

works in the same manner as the existing algorithms, which allows other packets (2UPs, 3UPs,

. . . ) to be scheduled if and only if a predefined PER threshold is not exceeded. Note that,

in MAT, PLR for the frame is contributed solely by the PER. We define this threshold as the

PLR threshold in this chapter since it reflects the capability of a specific flow to tolerate packet

losses.

The second case is denoted as MAT , where there are too many MUPs in a frame so that

some packets must be dropped if the PER is kept below the threshold for every transmitted

packet. In this case, the PLR of the frame cannot be kept below the threshold. So, the algorithm

should try to relax the PER of the frame so that the total PLR for the frame can be minimized.

Based on the number of MUPs in the buffer, the scheduling algorithm chooses an appropriate

number of MUPs to be transmitted in the current frame to reduce the overall PLR (considering

both packet errors and packet drops) of the current frame. Specifically, the scheduling algorithm

decides whether the next MUP in the buffer should be added into the frame by checking the

expected PLR of the current frame. In MAT , Packets other than MUPs (i.e., 2UPs, 3UPs, . . . )
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will not be transmitted.

Since MUPs are always scheduled before other packets, if all MUPs can be scheduled while

keeping the PER below the threshold, this belongs in the MAT case; otherwise the MAT case.

For a multi-user system, the approach is similar. However, unlike a single user system where

we can just minimize the total PLR of a frame, we now need to consider the PLR requirements

of different users, whose flows may have different PLR targets. So, in a multi-user system,

we optimize the weighted excess PLR instead of the total PLR of the frame. In this case, the

optimization problem is constrained by the fairness requirements specified below.

3.3.3 Fairness Requirement

In a multi-user system, we define Áj as the PLR threshold of class j users, similar to the PER

threshold defined in previous work. We also call these the target PLRs. The target PLRÁj

should be satisfied for all class j users in every frame whenever possible. If there are too

many MUPs in one frame (i.e., the MAT case), the target PLRÁj may not be satisfied in that

particular frame for all users, and PLR becomes excessive for some users.

Most previous work on fair scheduling aims to fairly distribute the bandwidth among users

or flows. However, this approach may not be suitable for multimedia flows that have variable

rates and stringent delay requirements. Instead, in this chapter we propose to provide fair

scheduling via fair distribution of excess PLR (FDEL) among all flows, which is similar to the

approaches in [2, 3] where different users or flows share the PDR. We show below that FDEL

is equivalent to fairly distributing throughput degradations among different flows when there is

insufficient link capacity, due to channel or traffic conditions.

In this chapter, we define the reference period (RP) as a series of frames on which FDEL
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must try to guarantee the fairness among all flows. Its length is decided by the system (or the

system operator). If the length of the RP is one frame, FDEL will distribute the current frame’s

excess PLR for each frame. If the length of RP is n frames, in every frame, FDEL will try to

distribute the excess PLR among the previous n−1 frames and the current fame. The length of

the RP can also be the whole lifetime of the system (from the start of the system to the current

frame), which means that FDEL will try to distribute the life time excess PLR (the excess PLR

from the beginning of a flow to the current frame) of all active flows. Such a design gives the

system the flexibility to fit different practical scenarios. Given a frame t (t ∈ {1, 2, 3, }), we

denote the RP for the frame t as TRP,t, which represent the RP ending on the current frame.

Consider its length is LRP . So TRP,t is from the beginning of frame t− LRP + 1 to the end of

frame t. Then the excess PLR of class j user k during the RP is (PLR
TRP,t

j,k − Áj)
+. Here (.)+

means that if the value of (.) is negative it is converted to zero.

When distributing the excessive PLR, FDEL also considers the priorities of different flows.

This is accomplished by defining a fairness weight (FW) for each flow, which is decided by the

system (or the system operator) when the flow is admitted into the system. The FW of flow k

of class j is denoted °j,k.

We define the fairness factor (FF) FFj,k as the weighted excess PLR of user k of class j

during the RP.

FFj,k =
(PLR

TRP,t

j,k − Áj)
+

°j,k
, j ∈ 1...J, k ∈ 1, ...,Kj (3.8)

In FEDL, fairness is satisfied if:

FFj,k = FFi,l,∀i, j ∈ 1...J, k ∈ 1...Kj , l ∈ 1...Ki (3.9)

Though we define FF as the weighted excess PLR, it also reflects the throughput degradation
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of each flow as follows.

FFj,k =
(PLR

TRP,t

j,k − Áj)
+

°j,k

=
1

°j
((1− Áj)− (1− PLR

TRP,t

j,k ))+

=
1

°jPP
TRP,t

j,k

((1− Áj)PP
TRP,j

j,k − (LP
TRP,j

j,k ))+ (3.10)

Here (1 − Áj)PP
TRP,j

j,k is the number of packets expected to be transmitted during TRP,t

since there are PP
TRP,j

j,k packets processed and the flow can tolerate PLR up to Áj . Also,

PP
TRP,j

j,k − LP
TRP,j

j,k is the number of packets successfully transmitted among PP
TRP,j

j,k packets.

Essentially, FF is equivalent to the weighted throughput degradation ratio. Note that FW here

determines how traffic flows can share the excess PLR. So it should not be designed based on

the PLR requirements directly. Instead, it should be determined based on how important the

PLR requirements should be satisfied for the traffic flows.

Equation (3.9) gives the fairness constraint. It can be directly applied to the scheduling of

MUPs-to calculate of FF over the RP ending at the current frame. However, in the case of

MAT, to schedule 2UPs, 3UPs, etc., which do not contribute to the PLRs of the RP ending at

the current frame, we must predict the FF of future frames. For example, 2UPs are scheduled

based on the estimated FF for the RP ending at the next frame, since 2UPs become MUPs in

the next frame.

Scheduling with FDEL has some advantages. Because of the rate variations of multimedia

traffic, the number of MUPs may vary from frame to frame. So a good scheduling algorithm

must have the ability to adapt to the variations. FDEL, which is equivalent to fairly sharing

the throughput degradation ratio, can automatically provide more bandwidth in one frame to

users with more MUPs to balance the excessive PLR. The fairness constraint (3.9) also provides
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the flexibility of distributing excess PLR or throughout degradation among different classes of

users with different QoS requirements. Note that effectively, the FWs ° represent the priorities

of the users. This is because a flow with a lower weight will have a better chance to transmit

the MUPs and therefore will result in a lower excess PLR and lower throughput degradation

ratio.

3.3.4 Objective Functions

In this subsection we formally define the objective function of the cross-layer enhancement

method proposed in this chapter. Since scheduling is performed frame by frame, the objective

function is updated every frame. As discussed before, we consider scheduling for two different

cases of the buffer states in a frame, namely MAT and MAT .

The scheduling task is straightforward in the MAT case. The algorithm should maximize

the throughput of the frame while meeting the PLR threshold for each flow in the current

frame (note that it may not be possible to guaranteed the PLR threshold in the whole RP)

and satisfying the FDEL constraint. Assuming that the current frame is frame t, the objective

function in this case is:

max
PP t

j,k

{
J∑

j=1

Kj∑

k=1

PP t
j,k} (3.11)

s.t. PLRt
j,k ≤ Áj ,

(PLR
TRP,t+x

j,k − Áj)
+

°j,k
=

(PLR
TRP,t+x

i,l − Ái)
+

°i,l
,

∀i, j ∈ 1...J, k ∈ 1...Kj , l ∈ 1...Ki, x ∈ {0, 1, 2, 3...}

The first constraint makes sure that the PLR thresholds of all flows are satisfied. Note that

PLRt
j,k is the PLR of the flow k of class j for the current frame. It is also effectively the same as
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PERt
j,k since no packet is dropped in frame t. The second constraint is the fairness constraint.

Here TRP,t+x is the RP until the end of frame t+x. Note that as described in the last subsection

we need to predict FF of the RP ending at frame t+ x, in order to fairly schedule 2UPs, 3UPs

and so on. CEPS chooses the number of packets from the current flows as the ones scheduled

for the current frame. It maximizes the throughput by choosing as many packets as possible,

while satisfying the above constraints.

The other case MAT is that there are too many MUPs in a frame so that the scheduler

must determine how many and which of them should be transmitted in the frame. In a single

user system, we seek to minimize the PLR of the current frame if there are too many MUPs

in a frame. Similarly, in a multi-user system, the algorithm aims to ensure that the sum of

FFs (weighted excess PLRs) of all flows can be minimized for the RPending at the current

frame. It is equivalent to minimizing the sum of all weighted throughout degradation ratios.

The objective function in this case is:

min
PP t

j,k

{
J∑

j=1

Kj∑

k=1

(PLR
TRP,t

j,k − Áj)
+

°j,k
} (3.12)

s.t.
(PLR

TRP,t

j,k − Áj)
+

°j,k
=

(PLR
TRP,t

i,l − Ái)
+

°i,l
,

∀i, j ∈ 1...J, k ∈ 1...Kj , l ∈ 1...Ki

The constraint in (3.12) ensures fairness among all flows. CEPS also chooses the number of

packets from current flows as the ones scheduled for the current frame. The numbers are decided

to minimize the sum of FFs (weighted excess PLRs) for the RP. Note that 2UPs, 3UPs and

so on are not scheduled in this case. So we only need to consider the fairness constraints with

respect to the current frame.
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Using the above objective functions, the overall PLR can be optimized (i.e., instead of op-

timizing PER and PDR separately) subject to the FDEL constraint. Effectively, the algorithm

considers both the physical layer situation and status of the MAC layer queues.

3.4 The Proposed CEPS Algorithm

3.4.1 Basic Principles

With the fairness constraint and objective functions provided by (3.11) and (3.12) in the pre-

vious section, we discuss how they can be realized in a practical system in this section.

Because of the discrete nature of packet-switched systems, it is obvious that the fairness

constraints in (3.11) and (3.12) cannot hold perfectly. In practical systems, the proposed CEPS

algorithm schedules packets one by one like other algorithms for packet-switched networks [1–

3]. Specifically, it selects a packet from the flow with the largest FF (weighted excess PLR) so

that the fairness constraints can be met as much as possible. Note that, to transmit one more

MUP, the FF (weighted excess PLR) will decrease a little bit. In this way, it can try the best

to ensure the FFs of all flows are as close as possible.

At the beginning of every frame, the algorithm does not know whether there are too many

MUPs. While FFs (or predicted FFs) of all flows determine which packets will be served, the

algorithm simply adds packets as long as the PER of each user is below its PLR threshold.

Note that for both MAT and MAT cases, the scheduling does the same thing as above. If all

packets can be scheduled in this way, the work is done. If the PER of any user reaches to its

PLR threshold during the process, the algorithm looks at the buffer to see whether there are

still MUPs not scheduled. If there are no MUPs in the buffer, it can be concluded that the
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case is MAT, and the scheduling should stop here as the objective for MAT is already achieved.

If there are still MUPs in the buffer, it is MAT and further work need to be done for the

cross-layer optimization. For case MAT , the algorithm then schedules packets one by one and

see whether the sum of all weighted excess PLR is decreasing. Scheduling stops when the sum

of all FFs (weighted excess PLRs) stops decreasing (and start increasing). In this way, the

minimum sum of FFs (weighted excess PLRs) is found.

Based on the basic principles given above, we describe the CEPS algorithm in details as

follows. Our focus is to support three types of traffic: conversational/voice, streaming video

and interactive data. Note that background data traffic can also be easily supported using

the residual capacity. In the proposed CEPS algorithm for MC-CDMA networks, scheduling a

packet consists of three stages. In the first stage, which user should be served next is decided

according to the fairness constraint in the objective functions in Section 3.3.4, and one of its

packet is selected out. In the second stage, the selected packet is put into a specific slot in the

frame, which aims to maximize the residual bandwidth and maximize the multi-code benefit. In

the third stage, the algorithm determines whether to end the scheduling by checking the sum of

weighted excess PLR in the case of MAT , which is based on the discussion in the optimization

objective in (3.12) in Section 3.3.4. Figure 3.1 shows the flow chart of the proposed CEPS

algorithm. As shown by simulation results presented later, the system performance can be

greatly enhanced by CEPS.

To facilitate the description, we make some more definitions of the system states at the

beginning of a frame and the QoS requirements of different traffic classes here. For user k

of traffic class i, we assume that the numbers of processed and lost packets in the previous s

frames are ½i,k,s and ³i,k,s, respectively. The numbers of MUPs, 2UPs, 3UPs, , for this user in
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the current frame are m
(1)
i,k , m

(2)
i,k , m

(3)
i,k , and so on. The PLR requirement and the FW of a class

i user k are Ái and °i,k, respectively.

3.4.2 Stage 1

In stage 1, an appropriate user is chosen to be served next and one of its packet is selected out.

It is obvious that MUPs must be served before other packets, as they will be dropped if not

transmitted in the current frame while other packets can wait to be sent out in the next frame.

Similarly, 2UPs must be served next, followed by 3UPs, and so on.

As we discussed in Section 3.4.1, the algorithm will choose the user with the largest FF

(weighted excess PLR) to serve next, among all users with MUPs (or 2UPs if there are no

MUPs, 3UPs if there are no 2UPs, and so on) in the buffer. This ensures that the fairness

constraint is satisfied as much as possible. According to the definitions of the FF in (3.8) and

(3.10), the algorithm calculates the FFs as follows.

1. While scheduling MUPs, the FF of user k in class i is:

Ãi,k =
1

°i,k

⎛
⎝³i,k,LRP−1 +m

(1)
i,k − zi,k + ´i,k(zi,k)

½i,k,LRP−1 +m
(1)
i,k

− Ái

⎞
⎠

+

(3.13)

Here zi,k is the number of scheduled MUPs of the user and ´i,k(zi,k) is the expected

number of packet errors for the zi,k scheduled packets. The term ½i,k,LRP−1 +m
(1)
i,k is the

expected number of processed packets in TRP,t, and ³i,k,LRP−1 +m
(1)
i,k − zi,k + ´i,k(zi,k) is

the expected number of lost packets in TRP,t. Essentially, (3.13) gives the FFs at the end

of this frame if the scheduling is ended at this point. Note that here ´i,k(zi,k) depends on
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all packets which have already been scheduled in this frame, how the packets are put into

slots and also the physical layer channel status.

2. While scheduling 2UPs, the predicted FF is:

Ãi,k =
1

°i,k

⎛
⎝³i,k,LRP−1 +m

(2)
i,k − z2i,k + ´i,k(m

1
i,k + z2i,k)

½i,k,LRP−2 +m
(1)
i,k +m

(2)
i,k

− Ái

⎞
⎠

+

(3.14)

Here z
(2)
i,k is the number of 2UPs already scheduled for the user in the current frame

and ´i,k(m
(1)
i,k + z

(2)
i,k ) is the corresponding expected number of packet errors. Note that,

m
(1)
i,k MUPs must have been scheduled. The processed and lost packets in TRP,t+1 are

½i,k,LRP−2 + m
(1)
i,k + m

(2)
i,k and ³i,k,LRP−2 + m

(2)
i,k − z

(2)
i,k + ´i,k(m

(1)
i,k + z

(2)
i,k ), respectively.

Although there are no packet drops in the frame (since all MUPs have been scheduled

already), we consider the packets that will be dropped in the next frame if the scheduling

stop at this point and no further packet scheduling occurs in the next frame.

3. The FF is similarly defined by modifying (3.14) for scheduling 3UPs, 4UPs, . . .

In stage 1, FFs are used to determine the service sequences. However, they are calculated

in the stage 2 since some information needed for calculation can only be available in stage 2.

3.4.3 Stage 2

In stage 2, CEPS algorithm puts packet into slots wisely maximize the residual bandwidth

after the target PLRs for all packets scheduled are satisfied so that as many packets with lower

urgency can be transmitted as possible. Of course, a random assignment that does not optimize

anything like in some previous works [2, 3, 21], can also be used here.

Since packets from the same user uses orthogonal codes, the algorithm always tries its best

to assign multiple packets from the same user in the same time slot to maximize the system
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performance. CEPS maintains a counter and an array for each user. The counter stores the

number of packets being selected from the buffer of the user’s terminal and the array records

the slot positions of the packets as scheduled for transmissions in the frame. Every time a

packet is selected in stage 1, the counter for the corresponding user increases by one. CEPS

then tries to put the packet into some slot with packets from the same user.

If after the packet added to the frame, all packets scheduled can still keep their PLR thresh-

old, the scheduling process returns to the stage 1 directly. However, if all slots are “filled up”

in the sense that adding one more packet to the slot will lead to the PERs of some packets

to become higher than their corresponding target PLR, the scheduling process goes to stage

3 if there are still MUPs in the buffer (case MAT ), or the scheduling process ends directly

(case MAT). In stage 3, whether or not this new packet is added to the frame is determined by

whether the sum of FFs (weighted excess PLRs) decreases after the addition.

Optimal packet coordination is an NP-hard problem. The above process can find a relatively

good solution. Note that FFs are needed to assist the operation. Given the transmission

parameters of the packets, the expected PERs can be easily obtained from a table calculated

from (3.1), (3.2) and (3.3) (or similar physical layer channel model). The FFs can be determined

from (3.13) or (3.14), and then the sum of the FFs (weighted excess PLR) can be calculated.

These metrics are also used by stage 1 and stage 3 to make decisions.

3.4.4 Stage 3

While the capacity of a frame is easy to calculate for traditional scheduling algorithm, it becomes

an undetermined one for our cross-layer enhancement. Actually, the capacity depends on which

packets we choose to send in the frame. So, according to the discussion in Section 3.3.4, CEPS
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tries to minimize the sum of FFs (weighted excess PLR) for all users.

In stage 3, CEPS determines when to stop the scheduling more packets for transmissions

in the current frame in case MAT . Generally, one more packet can always be scheduled if the

frame has not been “filled up” (as defined in the previous subsection). If the frame has been

“filled up”, a packet can be scheduled only if it is a MUP (in the MAT case) and the sum of

FFs (weighted excess PLR) is decreased by scheduling the packet in some slot in the current

frame. So, stage 3 is only needed when the frame is “filled up”, i.e., only when scheduling a new

packet violates the target PLR of some packets that have already been scheduled. Essentially,

CEPS delays the packet scheduling to the next frame if the new packet is not a MUP. Otherwise

it will attempt to schedule the packet and compare the resulting sum of FFs (weighted excess

PLRs) with the previous value to see whether the system performance is enhanced. If not, the

MUP is not scheduled but dropped instead. The dropping of a MUP indicates that the frame

is truly full and then the scheduling algorithm ends.

3.5 Performance Evaluation

A simulation model was implemented in C++ to evaluate the performance of the proposed

CEPS algorithm and to compare it with FPLS [3] and PSDRDG [2]. Note that FPLS was not

originally designed for MC-CDMA systems. To help it take the advantage of multi-codes, the

slot assignment mechanism proposed in Section 3.4.3 is used also with FPLS. Some common

parameters for all simulations are listed in Table 3.1. In the simulations, the physical layer is

applied statistically and the data link layer is operated step by step. The results are generated

from the average of a couple of same simulations, which runs at least 100,000 TDMA frames.
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As mentioned before, three classes of traffic are considered: conversational/voice traffic,

streaming video traffic, and interactive data traffic. For the voice traffic, each traffic source is

represented by the commonly used two-state (on/off) Markov model [23]. During the “on” or

“talk-spurt” state, packets are generated at a constant rate of one packet per frame. During

the “off” or “silence gap” state, no packet is generated. The durations of the “on” and “off”

states are exponentially distributed with mean values of 1.0 s and 1.35 s, respectively. For the

video traffic, the traffic source is modeled by a Markov-Modulated Poisson Process [24] with

the stationary distribution of (0.2, 0.4, 0.3, 0.1). Packets are generated based on a Poisson

process with the rates of (2, 4, 6, 8) packets per frame in the respective states. The data traffic

source is modeled by the on-off model proposed in [23]. Each data traffic source alternates

between “on” and “off” states. During the “on” state, messages are generated based on a

Poisson distribution with the rate 0.5 messages per frame. Each message consists of 6 packets.

No message is generated during the “off” state. The durations of the “on” and “off” states are

varied based on the Weibull distribution. The shape and scale parameters are 0.88 and 3.10,

respectively for the “on” state, and 0.88 and 21.4, respectively for the “off” state. The typical

QoS parameters used in this chapter are based partly on [2] and are listed in Table 3.2. Also

the length of the RP is set to 100 frames.

We first study the cross-layer performance enhancement achieved by CEPS. To fairly com-

pare CEPS with FPLS and PSDRDG, we set the FWs according to the target PLRs. Figures

3.2-3.5 show the simulation results with 30 video users, 50 data users and the number of voice

users varied from 70 to 145. Figure 3.2 shows the PLRs of different traffic classes. When the

number of voice users is lower than 90, all three algorithms achieve the same PLR for each traffic

class, because the PLR is dominated by the PER for all three algorithms (i.e., PDR ≈ 0). How-
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ever, when the number of voice users increases, Figure 3.2 shows that CEPS achieves a much

lower PLR for each traffic class, and it can support more than 125 voice users with PLR < 0.01,

whereas the other two algorithms can only support about 90 voice users. The results clearly

demonstrate the effectiveness of the cross-layer enhancement of CEPS in system capacity (about

39%). Figure 3.3 compares the mean packet delay for all traffic classes. Note that the mean

delay > 0.01 (half a frame) because a packet must wait on average at least half a frame before

the start of the frame in which it can be transmitted. Also, the mean delay is always lower

than the delay bound by at least one frame because a packet must be sent out before it expires

(i.e., a packet expiring in frame x must be sent in or before frame x − 1). It can be seen that

for video and data traffic, which has a delay bound of more than one frames, CEPS can achieve

a lower mean delay when the number of voice users is moderate. In the case of voice traffic,

the mean delays for the three algorithms are similar because all packets have to be transmitted

within one frame or else they will be dropped. Figure 3.4 confirms that the maximum delay

experienced by each user is lower than the required delay bound. The results also reveal that

for video traffic and data traffic, CEPS can achieve a lower maximum delay when the number

of voice users is small. Figure 3.5 shows the throughput of different traffic classes. It can be

seen that when the number of voice users increases, the voice throughput increases while the

video throughput decreases because some resources are allocated to the additional voice users.

When the number of voice users is larger than 85 (i.e., the system is heavily loaded and there

are some packets dropped, see Figure 3.2), CEPS yields a higher throughput for voice and video

traffic than the other two algorithms. The data traffic throughput for all three algorithms are

similar. Because of its very low target PLR and smaller FW, data traffic packets are rarely

dropped. Thus the throughput variation (caused by the variation of the PLR) on data traffic
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is too small to be observed. Figures 3.6-3.8, respectively, show the PLR, average access delay

and throughput performance of the system with 100 voice users, 50 data users and the number

of video users varying from 21 to 36. In general, the performance is similar to that presented

above (the capacity of the system is increased by 22%). Similar to the previous scenario, these

figures show that CEPS can achieve a better performance than the other two algorithms.

Next, we show the benefits of using cross-layer optimization when the channel condition or

1
¾2 varies. Note that 1

¾2 gives the reciprocal of the normalized noise variance (including the

inter-cell interference). That means, the larger the value of 1
¾2 , the better the channel condition

is and the larger the SINR is as determined by (3.1). Figures 3.9-3.11 show the performance

of the system with 100 voice users, 30 video users and 50 data users, while 1
¾2 varies from

9dB to 10.4dB. Figure 3.9 shows that as 1
¾2 increases, the PLRs of all traffic classes decrease;

however, CEPS clearly achieves better PLR performance than the other algorithms for each

traffic class. Note that there is a sharp decrease of PLR between 1
¾2 = 9.8dB and 1

¾2 = 9.9dB.

With 1
¾2 ≤ 9.8dB, a video or voice packet can tolerate at most 8 interfering packets but with

1
¾2 ≥ 9.9dB, this number is increased to 9. Thus, the system capacity is increased significantly

and the PLRs of all traffic classes decrease dramatically. There is another sharp decrease for

the PSDRDG and the FPLS between 1
¾2 = 10.2dB and 1

¾2 = 10.3dB. However, it has almost

no impact to CEPS. With 1
¾2 = 10.2dB, CEPS can already serve all traffic classes with almost

no packet drop. Thus a further increase in system capacity at that point does not benefit

CEPS much. Figure 3.10 shows that as 1
¾2 decreases, the mean packet delay of each traffic class

decreases also, as expected. As explained previously, the mean delay of voice traffic for the three

algorithms are similar. For other traffic classes, for 1
¾2 from 9dB to 9.8dB, all three algorithms

have almost the same mean packet delay because the system is a bit overloaded such that almost
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all packets must wait until the deadline to be sent out. From 9.9dB to 10.2dB, CEPS exhibits

a lower mean packet delay than the other two algorithms because of cross-layer enhancement.

Between 10.3dB and 10.4dB, the mean packet delays for the three algorithms are again similar

because the system capacity is large enough so that almost all packets can be served within one

frame. Figure 3.11 shows the throughput of each traffic class under different channel conditions.

It can be seen that CEPS can achieve a higher throughput for video traffic and voice traffic

than the other two algorithms especially when 1
¾2 is small. When 1

¾2 increases to 10.3dB, the

throughput enhancement disappears because nearly all packets can be transmitted due to very

good channel condition. As explained earlier, the throughput for the data traffic are almost the

same for the three algorithms because of the very low PLR target.

In summary, the above simulation results show the great benefits of the cross-layer enhance-

ment in CEPS. The PLRs of different traffic classes are reduced so that the system can support

more users. Furthermore, the mean packet delay is reduced and the throughput is increased

under most conditions. The simulation results also show that CEPS has a better ability to cope

with the variations of noise and inter-cell interference. It can meet the target PLR over a wider

range of 1
¾2 than the other two algorithms.

Next, we show the effectiveness of CEPS in providing fairness. We first compare all three

algorithms with the target PLR set according to (i.e., proportional to) the FW. Figure 3.12

shows the weighted excess PLR of different traffic classes for the three algorithms when there

are 100 voice users, 50 data users and different number of video users. The weighted excess

PLRs are all zero when the number of video users is small. However, they go up when there

are more video users. It can be seen that only CEPS can achieve the desirable result of having

approximately the same weighted excess PLR for all traffic classes. The other two algorithms
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have different weighted excess PLRs for different traffic classes when the number of video users

is not so large, because FPLS or PSDRDG only proportionally distribute the PDR to the

different traffic classes without considerations on the different PERs. Figure 3.13 shows the

weighted excess PLR when there are 30 video users and 50 data users, and the number of

voice users is varied between 70 and 160. It shows a similar result to that presented in Figure

3.12. Hence, with the proposed cross-layer optimization framework, CEPS can achieve better

fairness. Furthermore, from these two figures, we can also observe that the weighted excess

PLR of CEPS is much lower than those of FPLS and PSDRDG.

To further illustrate the flexibility of CEPS, we use a different set of QoS parameters for

the three traffic classes as listed in Table 3.3. In this scenario, the FWs are not set according

to the target PLRs. Figure 3.14 shows the weighted excess PLR of all traffic classes when

there are 100 voice users, 50 data users and different number of video users. Note that FPLS

always proportionally distributes the PDR to different users with respect to their target PLRs

and PSDRDG always proportionally distributes the PDR to different users with respect to their

FWs. It can be seen that for FPLS, the weighted excess PLRs for different traffic classes diverge

substantially, while PSDRDG can provide the same weighted excess PLRs for different traffic

classes when the number of video users is large. However, when the number of video users is

not so large, say 28, the target PLR of voice and video traffic is satisfied while that of data

traffic not; so it weakens the fairness. Compared with these two algorithms, CEPS meets the

target PLR of different traffic classes while keeping the weighted excess PLRs the same. Figure

3.15 shows a similar result with 30 video users, 50 data users and different number of voice

users. It can also be seen that FPLS has diverged weighted excess PLR and PSDRDG cannot

meet the target PLR of all traffic classes at the same time. Again, CEPS outperform the other
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algorithms by meeting the two aforementioned requirements.

3.6 Summary

In this chapter, we have presented a cross-layer optimization for scheduling multimedia traffic

in MC-CDMA networks. Based on it, we proposed a novel uplink scheduling algorithm called

CEPS. CEPS can also be applied to downlink transmission with a few revisions. The algorithm

has two new contributions. First, it jointly optimizes link layer PDR and physical layer PER to

improve the overall PLR and hence the system performance. Second, it distributes the excess

packet losses according to predefined weights so as to maintain fairness more effectively and

flexibly. We have performed extensive simulations to compare the performance of the proposed

CEPS algorithm with two previously proposed scheduling algorithms that proportionally dis-

tribute excess PDR. The simulation results show that the CEPS algorithm can greatly decrease

the PLR experienced by users especially when the traffic demand is heavy, and support more

users in the system while meeting a specified PLR objective. The simulation results also show

that CEPS is also effective and more flexible in maintaining fairness among different users.

Note that the superior performance of CEPS is because of its cross-layer design and it does not

relax the fairness target to achieve better system performance.
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Table 3.1: Parameters for The System

Parameters Values

Processing Gain 32

Normalized noise variance 0.1

Packet size 511 bits

Payload size 229 bits

Tolerable bit errors 38 bits

Time slot per frame 20
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Table 3.2: Typical QoS Parameters Setting (Setting 1) for Different Traffic Classes in This

Chapter.

Parameters Values

Voice target PLR 10−2

Video target PLR 10−2

Data target PLR 10−5

Voice delay bound in frames 2

Video delay bound in frames 20

Data delay bound in frames 20

Voice FW 1

Video FW 1

Data FW 0.001
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Table 3.3: Another QoS Parameters Setting (Setting 2) for Different Traffic Classes in This

Chapter.

Parameters Values

Voice target PLR 2× 10−2

Video target PLR 10−2

Data target PLR 10−5

Voice delay bound in frames 2

Video delay bound in frames 20

Data delay bound in frames 20

Voice FW 1

Video FW 2

Data FW 0.1
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Figure 3.1: Flow chart of the proposed CEPS algorithm.
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Figure 3.2: Packet loss ratio for different traffic classes when there are 30 video users, 50 data

users and variable number of voice users.
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Figure 3.3: Mean packet delay for different traffic classes when there are 30 video users, 50

data users and variable number of voice users.
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Figure 3.4: Maximum packet delay for different traffic classes when there are 30 video users,

50 data users and variable number of voice users.

70 80 90 100 110 120 130 140 150
0

200

400

600

800

1000

1200

1400

1600

Number of voice users

T
hr

ou
gh

pu
t f

or
 e

ac
h 

cl
as

s 
of

 tr
af

fic
 (

kb
ps

)

 

 

CEPS
FPLS
PSDRDG

video

voice

data

Figure 3.5: Throughput for different traffic classes when there are 30 video users, 50 data

users and variable number of voice users.
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Figure 3.6: Packet loss ratio for different traffic classes when there are 100 voice users, 50 data

users and variable number of video users.
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Figure 3.7: Mean packet delay for different traffic classes when there are 100 voice users, 50

data users and variable number of video users.
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Figure 3.8: Throughput for different traffic classes when there are 100 voice users, 50 data

users and variable number of video users.
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Figure 3.9: Packet loss ratio for different traffic classes with 100 voice users, 30 video users

and 50 data users.
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Figure 3.10: Mean packet delay for different traffic classes with 100 voice users, 30 video users

and 50 data users.
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Figure 3.11: Throughput for different traffic classes with 100 voice users, 30 video users and

50 data users.
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Figure 3.12: Weighted excess PLR of different traffic classes with 100 voice users, 50 data

users and variable number of video users.
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Figure 3.13: Weighted excess PLR of different traffic classes with 30 video users, 50 data users

and variable number of voice users.
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Figure 3.14: Weighted excess PLR of different traffic classes with 100 voice users, 50 data

users, variable number of video users and QoS parameters in Table 3.3.
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Chapter 4

Cross-Layer Optimization for

Multimedia Transport over

Multicode CDMA Networks 1

An important task for contemporary packet-switched networks is to provision the QoS required

to transport multimedia traffic streams while efficiently utilizing the system capacity. As wire-

less spectrum can be expensive, it is particularly important to optimize multimedia transport

over wireless networks so that more multimedia traffic can be admitted into the system to en-

hance the bandwidth utilization in the presence of a heavy traffic load. We have proposed a

CEPS algorithm in Chapter 3 to optimize the FLR of a MC-CDMA system. The objective of

CEPS is to schedule packets from different traffic flows by considering a FLR utility function

instead of handling BER and FDR independently, so that the FLR utility is minimized and

different traffic flows can share the excess FLR (defined as the FLR excess to the pre-designed

target) fairly. CEPS performs the optimization frame by frame by meeting the optimization

1A version of this chapter has been published. H. Chen, H. C.B. Chan and V. C.M. Leung, “Two cross-Layer

optimization methods for transporting multimedia traffic over multicode CDMA networks,” in Proc. of IEEE

WCNC’07, March 2007
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objective while scheduling every single data frame. It does not take the advantage of the traffic

model or statistics of multimedia traffic flows. As a further enhancement of CEPS, in this chap-

ter, we focus on optimizing the resource allocation in a MC-CDMA system by considering the

traffic model/statistics and traffic dynamics of the system. We propose a cross-layer method

named traffic adaptive scheme to optimize the maximum number of simultaneous data frame

transmissions in the system, taking into account the packet arrival rate and the queue status.

The problem is formalized as an MDP and solved by linear programming. Also, we provide

the analysis of the system performance for the proposed optimization scheme in terms of the

FLR, system throughput and packet access delay. To alleviate the computational complexity

of the optimized scheme, we also propose an approximate method named rate adaptive scheme.

By modeling multimedia traffic using the Markov-modulated Poisson process (MMPP) traffic

model [22], the performance of these two methods is evaluated. We also implement a simu-

lation model to validate the theoretical analysis and to compare the proposed schemes with

other schemes. The results show that the system performance can be significantly improved

by the cross-layer optimization methods in terms of FLR, throughput and the packet access

delay, especially when the traffic load of the system is heavy. Also, the results show that the

rate adaptive scheme can produce a performance close to the traffic adaptive scheme, when the

system traffic load is heavy, although it is not as good as the latter when the system is lightly

loaded.

The remainder of this chapter is organized as follows. Section 4.1 introduces the related

work. We describe the MC-CDMA system and the MMPP traffic model in Section 4.2. In

Section 4.3, we present an overview of the system operations on determining the maximum

number of simultaneous transmissions, scheduling, and slot allocation. Then, we present the
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queue analysis, traffic adaptive optimization scheme, QoS analysis and rate adaptive scheme in

Section 4.4. Section 4.5 gives the results and discussion. Section 4.6 summarizes the chapter.

4.1 Related Work

Previous work on CDMA networks usually aims to separately meet the physical layer QoS

requirement in terms of SINR or BER, and MAC layer QoS requirement in terms of FDR [1–4].

Recently, many cross-layer methods have been proposed to improve the system performance of

wireless networks. For example, in [11, 12], based on the channel state awareness and an AMC

method, the system can choose to serve a user with a better channel condition more often so

that the throughput of the system can be improved. In [13], using AMC, a fixed bandwidth

is reserved for every QoS-guaranteed flow based on the estimated effective bandwidth and the

channel status, and then the traffic is scheduled based on both the buffer status and the channel

condition for the specific user. In [14], the queue status and the channel status are used to

determine the spreading factor and the optimal number of simultaneous transmissions. In [15],

a cross-layer design is proposed for IEEE 802.16/WiMAX networks. Specifically, the physical

layer information are used to determine link layer scheduling parameters. In [16], a cross-layer

scheduling algorithm is proposed for a radio access network using a multicarrier air interface

in a multicell multiuser context. It considers channel, physical layer and application-related

information to make the scheduling decisions.

In general, all of the above-mentioned work [11–16] still deals with QoS at the physical and

MAC layers separately. However, these two layers are in fact closely related since: 1) a data

frame is only correctly received when it is neither dropped at the MAC layer (due to deadline
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violation or queue overflow) nor corrupted by uncorrectable errors at the physical layer, and 2)

allowing more simultaneous data frame transmissions in the CDMA channel reduces frame drops

at a given packet arrival rate but increases BER and hence frame corruptions due to heavier

multiple-access-interference (MAI). This means that there is a trade-off between minimizing

the MAC layer’s FDR and the physical layer’s BER. The optimal solution should therefore

minimize the total FLR at the MAC layer by jointly optimizing FDR and BER across the

MAC and physical layers. Essentially, this aims to minimize the overall PLR experienced

by higher layers. Note that this cross-layer optimization method is particularly important

for handling time-varying physical channels and variable bit rate multimedia traffic in future

wireless communication systems. This research issue has gained much interest in recent years.

For example, in [17], the queue status is taken into account in determining the SINR bounds

for AMC so that the overall FLR can be optimized. In [18], the upper and lower SINR bounds

for each AMC mode is designed based on the maximum retransmission time of the system.

However, both designs are not applicable for CDMA systems and it assumes a Poisson traffic

model which is not suitable for multimedia traffic. [19] proposes a two-dimensional markov

channel mode and an AMC threshold searching algorithm for a system employing AMC and

automatic repeat request. And with the queuing analysis of the system, the link layer packet

arrival rate and the physical layer tolerable packet error rate are determined to provide specific

FLR and delay. However, it requires exhaustive search for the optimization and it does not

count the dynamic of the traffic flows.
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4.2 System Model

4.2.1 Multicode CDMA System

In this chapter, we consider a multi-cell system employing TDMA and MC-CDMA in each

TDMA time slot. We focus on the uplink common traffic channel in one radio cell. Without

loss of generality, the uplink common traffic channel is divided into TDMA frames of duration

Tf and each TDMA frame consists of a fixed number (F ) of time slots, each with a duration of

Ts. And also we assume that perfect signaling channels exist for the mobile stations to convey

their states (e.g., data rates, queue lengths) at the end of each TDMA frame to the base station,

and for the base station to inform the mobile stations the transmission schedule for the next

TDMA frame before it starts. Also, the channel status is also exchanged via the signaling

channel for power control purpose.

We consider that randomly chosen pseudo-noise codes with the same spreading gain G are

used in the system. For every mobile station, packets from the higher layer are fragmented

and encapsulated into data frames with the same specific size so that each data frame can be

exactly transmitted in one time slot using one spreading code. To achieve different data rate,

a mobile station may transmit more than one data frames 1) in more than one time slot with

one code, 2) in one time slot with different codes, or 3) in more than one time slot with more

than one codes. Note that, the number of data frames transmitted by one mobile station in

one time slot is limited by the power constraint on the mobile station. The maximum number

of codes to be used in one time slot is determined by the system to provide adequate physical

layer QoS BER. Essentially, it is the parameter that we hope to adapt to optimize the system

performance in this chapter.
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We know that with certain resource allocation schemes, the total traffic load in a TDMA

frame in each cell can be estimated and approximately distributed to each time slot. So the

inter-cell interference can be estimated. Following a common practice, we assume that noise

and inter-cell interference follow a Gaussian distribution with the normalized variance (¾2).

To facilitate the development of the analytical model, we also consider that all data frames

use non-orthogonal spreading codes even if they are from the same mobile station, like in many

current systems (for example, IS95). Furthermore, we assume that the near-far problem and the

fading effects are mitigated by perfect power control and can be neglected (an imperfect power

control may lead to inaccurate calculations and less effectiveness of the proposed optimization).

So, ber(u), the BER for a data frame if there are totally u data frames transmitted in the time

slot can be determined as in [1–3]. And given the channel coding scheme, the expected frame

error probability for such a data frame, fer(u), can be calculated based on the SINR too.

4.2.2 MMPP Traffic

The MMPP model has been shown to be effective in representing many types of multimedia

traffic, including voice [23], MPEG video [24] and general data [25]. We apply the MMPP

model for all the traffic flows in the system (note that the Poisson model is a special case of the

MMPP model).

For simplicity, we consider that each mobile station has only one traffic flow. We assume

that there are C classes of MMPP traffic flows and Kc traffic flows for each class c in the system.

A class c (c ∈ {1, . . . , C}) traffic flow has Sc different traffic states and packets arrive following

a Poisson process with a specific rate Rc,s in each traffic state s (s ∈ {1, . . . , Sc}). Transitions

between traffic states are governed by a continuous-time Markov chain (or more generally a
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Markov renewal process). The infinitesimal generating matrix for the Markov chain is defined

as

Γc =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

−ºc,(1,1), °c,(1,2), . . . , °c,(1,Sc)

°c,(2,1),−ºc,(2,2), . . . , °c,(2,Sc)

. . .

°c,(Sc,1), °c,(Sc,2), . . . ,−ºc,(Sc,Sc)

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

(4.1)

where °c,(i,j) (i, j ∈ 1 . . . Sc, i ∕= j) is the transition rate from state i to state j for class c

traffic flows and ºc,(i,i) =
∑

j ∕=i °c,(i,j) is the rate that a traffic flow leaves the state i. We

can get the stationary distribution of the traffic states of class c traffic flows as a row vector

Âc = [Âc,1, Âc,2, ..., Âc,Sc ], which must satisfy ÂcΓc = 0 [26].

As in many related studies, we apply an approximate discrete MMPP traffic model in our

analysis and optimization, instead of using the above continuous model directly. Note that, the

average duration of one traffic state is very long compared to a TDMA frame duration. So we

can safely assume that the traffic state changes only occur at the boundaries of TDMA frames.

In another word, we assume that the traffic state remains unchanged during a TDMA frame.

4.3 System Operation

At the beginning of a TDMA frame, the system first makes some decisions. Normally, it decides

how many simultaneous data frame transmissions at most can be accommodated in one time

slot (i.e., an upper bound for the simultaneous data frame transmissions), how many data

frames from each traffic flow should be scheduled, and how the time slots are allocated to

transmissions of all scheduled data frames. After making the decisions, all the mobile stations

get informed by the base station via the reliable signaling channel. Then they get the scheduled
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data frames out of the corresponding queue buffers for the subsequent transmissions. During

the TDMA frame, all the scheduled data frames are transmitted via time slots based on the

slot allocation decision. At the same time, newly arrived packets enter the respective queues

after fragmentation and encapsulation. We assume that there is a queue buffer which can hold

at most Vc data frames for every class c traffic flow. If the newly arrived data frames find a

full buffer, it is simply dropped. We assume that data frames dropped and transmitted with

uncorrectable errors can be handled by the upper layers, i.e., the MAC layer does not perform

data frame retransmissions.

In general, all the decision factors mentioned above can be optimized to enhance the system

performance and QoS. In this chapter, as an example, we focus on deciding the maximum

number of data frames (an upper bound) that can be simultaneously transmitted in each time

slot of a TDMA frame. The other two decision factors are also utilized in the optimization. In

the following, we briefly discuss how the decisions are made and give examples on the scheduling

and slot allocation methods.

4.3.1 Maximum Number of Simultaneous Transmissions

Generally, most CDMA systems aim to keep the physical layer BER below a threshold value

ber0. It results a specific upper bound u = u0 of the number of data frames simultaneously

transmitted in one time slot. This upper bound is governed by the levels of noise and inter-cell

interference. For the system introduced here, it is:

u0 = argmax
u

{ber(u) ≤ ber0} (4.2)
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This function is commonly used in existing CDMA systems. In this chapter, we propose am

optimization for the upper bound u of the number of simultaneous data frame transmissions

in one time slot. Note that if the aggregative packet arrival rate of all traffic flows are very

high or the queue buffers of most users are almost full, it is better to slightly increase u so

that more data frames can be sent out in the current TDMA frame and the FDR can decrease

dramatically. Of course the BER as well as the FER for the data frames transmitted in the

TDMA frame may be a little higher. However, the proposed optimization may find the optimal

u to minimize the total FLR (counting both FDR and FER) over time. The details of the

optimization are presented in Section 4.4.

4.3.2 Scheduling

The scheduling algorithm is an important element of the system. It decides how to schedule

data frames from each traffic flow in a TDMA frame so that the system can provide fairness to

different traffic flows. Here, we describe a scheduling decision as a scheduling decision vector,

M = (m1,1,m1,2, . . . ,m1,K1 ,m2,1, . . . ,mC,KC
). (4.3)

In the vector, mc,k is the number of data frames to be transmitted for class c traffic flow k in

the TDMA frame according to the scheduling decision.

One major factor for making the scheduling decision is the buffer states of all traffic flows

at the beginning of the TDMA frame. It can be described as a buffer state vector,

N = (n1,1, n1,2, . . . , n1,K1 , n2,1, . . . , nC,KC
) (4.4)

and nc,k is the number of data frames in the buffer for class c traffic flow k. Note that the

number of data frames scheduled for any traffic flow cannot be greater than the number of data
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frames in its queue, i.e., mc,k ≤ nc,k. Also, it must be aware that there is a buffer size Vc for

any class c traffic flow, i.e, nc,e ≤ Vc.

Another important factor is the traffic states of all traffic flows in the TDMA frame. It can

be described as a traffic state vector,

D = (d1,1, d1,2, . . . , d1,K1 , d2,1, . . . , dC,KC
) (4.5)

and dc,k is the traffic state of class c traffic flow k in the TDMA frame. With the traffic state,

the system knows the packet arrival rate of all the traffic flows.

Also, the decision is limited by the maximum number (the upper bound u) of simultaneous

data frame transmissions. Specifically, the total number of data frame transmissions in the

TDMA frame cannot be greater than uF and we have
∑C

c=1

∑Kc
k=1mc,k ≤ uF .

Some other factors such as historical bandwidth allocation and historical FLR may also be

considered for making a scheduling decision.

In this chapter, the scheduling function is defined as a mapping which determines the

scheduling decision vector M by the maximum number (upper bound u)of simultaneous data

frames transmissions, the buffer state vector N and the traffic state vector V . Such a function

is defined as:

Ω : {u,N,D} → M (u ≥ 1,N ∈ Υ,D ∈ Ξ,M ∈ Ψ) (4.6)

Here Υ, Ξ and Ψ are the spaces of the buffer state vector N , the traffic state vector D and

the scheduling decision vector M respectively and defined as: Υ = {N ∣nc,k ∈ {0 . . .Kc}}, Ξ =

{D∣dc,k ∈ {1 . . . Sc}}, Ψ = {M ∣mc,k ∈ {0 . . .Kc}}. Note that the above definition of scheduling

function is valid even if some static parameters such as priorities and QoS requirements for



Chapter 4. Cross-Layer Optimization for Multimedia Transport over MC-CDMA Networks 122

different traffic flows are taken into account. Essentially, if any static parameters are applied

in the scheduling, the scheduling definition can be presented as:

Ω : {u,N,D, Params} → M (u ≥ 1,N ∈ Υ,D ∈ Ξ,M ∈ Ψ) (4.7)

Here Params represents all static parameters applied. Since all these parameters are static

and do not vary among different TDMA frames, the scheduling decision will be determined for

any TDMA frame given the buffer states and the traffic states of all traffic flows in the TDMA

frame. As a result, Params can be neglected from (4.7) and the definition of (4.6) is still valid.

For example, if a specific traffic flow i of class j has a higher priority than all other traffic

flows, it needs to occupy any available slot as long as it still has data frames to transmit. In

this situation, the scheduling decision is partially determined by whether nj,i > 0. In another

words, it is still based on the traffic states and the buffer states of all traffic flows.

4.3.3 Slot Allocation

Given u the maximum number of the simultaneous data frame transmissions allowed in one time

slot and M the scheduling decision vector, the system also need to inform the mobile stations

in which time slot their scheduled data frames should be transmitted. If every time slot holds

exactly u transmissions of data frames, the BER of all data frames can be easily determined.

However, if there are not so many data frames transmitted in one TDMA frame, the BER of

a data frame is affected by the number of data frames transmitted in the same time slot. In

other words, it depends on the slot allocation scheme. Here we consider a simple slot allocation

scheme, which assigns data frames to every time slot evenly. In this case, any time slot may

have ⌊ z
F ⌋ or ⌊ z

F ⌋+1 data frames with probability 1− z mod F
F and z mod F

F , respectively, if there
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are totally z (0 ≤ z ≤ uF ) data frames scheduled in the TDMA frame, i.e., z =
∑

c,k mc,k.

So Efer(z, u), the expected FER of data frames in the TDMA frame can be easily calculated.

Note that, other slot allocation methods can also be applied in practice and a similar function

Efer can also be found. In this chapter, we assume that a slot allocation method is provided

and Efer(z, u), can be determined. This function is important for evaluating and optimizing

the system performance.

4.4 Traffic Adaptive Optimization

In this chapter, we focus on the cross-layer optimization of u, the upper bound of the number

of simultaneous data frame transmissions in each time slot of a TDMA frame. The objective

is to minimize the FLR (i.e., taking into consideration both FER and FDR) of the system so

that the channel throughput is maximized (Note that the throughput is the aggregate packet

arrival rate factored by (1-FLR)). To make such an optimization, the system needs to know

the scheduling function and slot allocation when every specific u is given for a TDMA frame.

As discussed in Section 4.3.3, any slot allocation scheme can be used as long as the function

Efer(z, u), can be acquired. The optimization of u concerns not the actual slot allocation but

the function Efer(z, u). On the other hand, any scheduling function defined as (4.6) can be used

for the optimization. We will also show a specific example in Section 4.4.1 which minimizes the

FLR of every TDMA frame.
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4.4.1 Queue Analysis

Before presenting the optimization of u, we first need to analyze the number of data frame losses

of a TDMA frame if the upper bound u of the number of simultaneous data frame transmission

is decided, the buffer state vector N and the traffic state vector D is known, and the slot

allocation and the scheduling decision vector M is given.

To facilitate the analysis, we define the buffer state vector at the beginning of the TDMA

frame t as N(t) and the corresponding number of data frames in the buffer of class c traffic flow

k as nc,k(t). Similarly, we define D(t) and M(t) as the traffic state vector and the scheduling

decision vector for TDMA frame t, and dc,k(t) and mc,k(t) as the corresponding traffic state

and the number of scheduled data frames of class c traffic flow k. The maximum number of

simultaneous data frame transmissions (the upper bound) for the TDMA frame is defined as

u(t). Also, we assume that a specific slot allocation method is always used and Efer(z, u) is

the expected frame error probability for each data frame transmitted in a TDMA frame with

totally z data frames in the TDMA frame and with u applied as the maximum simultaneous

data frame transmissions in one slot.

We denote the number of arriving data frames for traffic flow k of class c in TDMA frame

t as Ac,k(t). Here to simplify the presentation, we assume that one packet is always converted

to exactly one date frame after the fragmentation and encapsulation. Note that the following

model can also be extended to handle other situations (i.e., the assumption is not mandatory).

Since the traffic state of class c traffic flow k is dc,k(t), the packets should arrive according to

a Poisson process with rate Rc,dc,k(t)(t) according to the MMPP model introduced in Section

4.2.2. It is not difficult to compute the probability that there are i data frames arriving in
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TDMA frame t for class c traffic flow k as:

P{Ac,k(t) = i} =
(Rc,dc,k(t))

i × e
−Rc,dc,k(t)

i!
(4.8)

So we can get the conditional probability of the buffer state vector at the beginning of the

TDMA frame (t+ 1) as

P{N(t+ 1)∣N(t), D(t),M(t)} =
C∏

c=1

Kc∏

k=1

P{nc,k(t+ 1)∣nc,k(t), dc,k(t),mc,k(t)} (4.9)

where

P{nc,k(t+ 1)∣nc,k(t), dc,k(t),mc,k(t)}

=

⎧
⎨
⎩

P{Ac,k(t) = nc,k(t+ 1)− (nc,k(t)−mc,k(t))
+} if nc,k(t+ 1) < Vc

∑∞
i=Vc−(nc,k(t)−mc,k(t))+

P{Ac,k(t) = i} if nc,k(t+ 1) = Vc

(4.10)

Here the value of (x)+ is x or 0 if x is less than 0. Normally, mc,k(t) should be less than nc,k(t)

for a good scheduling decision, which means that (nc,k(t) − mc,k(t))
+ should always equal to

nc,k(t)−mc,k(t).

Note that data frames may be dropped if the queue buffer is full when they arrive. If

nc,k(t+ 1) < Vc, no data frames will be dropped and the number of arrived data frames in the

TDMA frame t is nc,k(t + 1) − (nc,k(t) − mc,k(t))
+. So the probability of this case is exactly

the probability that there is such data frames arriving. And if nc,k(t + 1) = Vc, it indicates

that arrived data frames may be dropped and the number of arrived data frames in the TDMA

frame can be any number greater than Vc − (nc,k(t)−mc,k(t))
+. The probability of this case is

that there are over Vc − (nc,k(t)−mc,k(t))
+ data frames arrived in the TDMA frame.

With the above analysis, we can get the expected number of data frames dropped for class
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c traffic flow k for TDMA frame t as follows:

DRc,k(N(t), D(t),M(t)) =
∞∑

i=0

(i+ (nc,k(t)−mc,k(t))
+ − Vc)

+P{Ac,k(t) = i} (4.11)

Here P (Ac,k(t) = i) is the probability that there are i data frames arrived to the buffer for class

c traffic flow k in TDMA frame t. And (i+(nc,k(t)−mc,k(t))
+−Vc)

+ data frames are dropped

because of buffer overflow.

On the other hand, if we know how these data frames are allocated into the time slots, we

can also calculate the expected data frame errors for each traffic flow. The expected data frame

errors for traffic flow k of class c in TDMA frame t is:

ERc,k(M(t), u(t)) = mc,k(t)Efer(
∑

i,j

mi,j(t), u(t)) (4.12)

So the expected number of data frame losses for class c traffic flow k in TDMA frame t is

LOc,k(N(t), D(t),M(t), u(t)) = ERc,k(M(t), u(t)) +DRc,k(N(t), D(t),M(t)). (4.13)

And the expected number of total data frame losses is

∑
c

∑

k

LOc,k(N(t), D(t),M(t), u(t)).

Note that this number also depends on the function Efer(z, u), which is a static parameter (i.e.,

it does not change over time).

As we discussed before, to perform the optimization of u, we need to determine the schedul-

ing function based on u and the slot allocation method. Here we consider the following schedul-

ing function which minimizes the total data frame losses in a TDMA frame:

M(t) = arg min
M(t)∗

∑
c

∑

k

LOc,k(N(t), D(t),M(t)∗, u(t)). (4.14)
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Note that, this scheduling function is of the same form as (4.6). Other scheduling functions

can also be applied as long as they are of the form (4.6). For example, we can also consider

the priority control or QoS requirement for some traffic flows when determining the scheduling

function.

4.4.2 The Optimization

Based on the above analysis, in this section, we present a cross-layer-based optimization mech-

anism to determine the maximum number (or the upper bound of the number) of data frames

transmitted in one time slot of a TDMA frame to minimize the total FLR of all traffic flows.

This optimization method is based on such a principle. The more data frame transmissions are

allowed in every time slot in a TDMA frame, the higher chance the data frames are transmitted

with errors and the less chances the data frames expire. Especially, a larger upper bound of

the number of simultaneous transmissions in one time slot for a TDMA frame may decrease

the large FDR experienced when the traffic flows are in a “burst” (i.e., there happen to be a

lot of data frames arrived in a short period). Since the FLR accounts both frame errors and

the frame drops, the minimal FLR can be acquired by choosing an appropriate upper bound of

the number of data frame transmissions allowed in every time slot.

As stated in previous sections, to perform the optimization, there must be a scheduling

function as (4.6) and Efer(z, u) must be given. Then, the decision of u in every TDMA frame

is a function of the buffer state vector N and the traffic state vector D. Here, as presented in

Section 4.3, we assume that the vectors N(t) andD(t) are known by the system at the beginning

of TDMA frame t via the signaling channels. We perform the cross-layer optimization using a

MDP [27] as explained below.
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State space

We define the system state of the MDP at the beginning of the TDMA frame t, G(t), as

G(t) = [N(t), D(t)]. So the state space here of the system state is:

Φ = {G(t) = [N(t), D(t)] : N(t) ∈ Υ, D(t) ∈ Ξ} (4.15)

Actions

At the beginning of TDMA frame t, the maximum number of data frame transmissions allowed

in one time slot, u(t), is determined. Then, the specific scheduling function and slot allocation

method are applied to determine the packet transmissions in the TDMA frame. This number

u(t) is the action to be determined by the MDP. Its state space is Δ = {u(t) : u(t) ≥ 1}.

State transition

It is easy to get the state transition probability P (G(t+1) ∣ G(t), u(t)) since the state transition

of D(t) depends only on the MMPP traffic model for each traffic flow and the transition of N(t)

depends only on D(t) and the scheduling decision M(t) which is determined by N(t), D(t) and

u(t) given a scheduling function defined as in (4.6). We have:

P{G(t+ 1) ∣ G(t), u(t)} = P{D(t+ 1) ∣ D(t)} × P{N(t+ 1) ∣ N(t), D(t), u(t)} (4.16)

Here according to (4.1) we have P{D(t+ 1) ∣ D(t)} =
∏C

c=1

∏Kc
k=1 °c,(dc,k(t),dc,k(t+1)). Since the

scheduling function is provided, the scheduling decision M(t) is determined given N(t), D(t)

and u(t). We can have

P{N(t+ 1) ∣ N(t), D(t), u(t)} =P{N(t+ 1) ∣ N(t), D(t),M(t), u(t)}

=P{N(t+ 1) ∣ N(t), D(t),M(t)} (4.17)
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Note that P{N(t + 1) ∣ N(t), D(t),M(t)} is already calculated according to (4.9) and (4.10).

It is not difficult to see that the constructed markov decision process is a unichain model.

Cost

Depending on the optimization objective, the cost can be defined in different ways. In this

chapter, it is defined as the total data frame losses over time. Given the system state G(t) and

the action u(t), it is not difficult to get the cost for a TDMA frame as:

CT (t) =
∑
c

∑

k

LOc,k(N(t), D(t),M(t), u(t)) (4.18)

Then the average cost over time is then:

lim
T→∞

1

T

T∑

t=0

∑
c

∑

k

LOc,k(N(t), D(t),M(t), u(t)). (4.19)

The linear programming solution

The above sections actually defined different components of an MDP. To acquire the minimum

average cost over time, i.e., to minimize the number of data frame losses over time, we need to

choose an appropriate decision u(t) for each system state G(t). The decision can be stochastic.

In other words, for a specific system state G(t), the optimal decision may be to choose u(t) = 1

with probability p1, u(t) = 2 with probability p2 and so on. Then, to solve the MDP, we get

the following mapping:

G(t) → {p1, p2, . . . } (4.20)

Note that, a deterministic decision (to choose an explicit u(t) for a specific G(t)) is a special

case of the stochastic decision.
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The MDP described above can be transformed to a linear programming problem as follows:

min
x(.)

∑

G∈Φ

∑

u>0

x(G, u)c(G, u)

s.t.
∑

u>0

x(G, u)−
∑

G∗∈Φ

∑

u>0

P{G ∣ G∗, u}x(G∗, u) = 0

∑

G∈Φ

∑

u>0

x(G, u) = 1 (4.21)

Here c(G, u) is the cost (expected number of data frame losses) for one TDMA frame when the

system state for the TDMA frame isG and the decision is u, i.e., c(G, u) =
∑

c,k LOc,k(N,D,M, u)

where G = (N,D) and M = Ω(N,D, u).

Also, P{G ∣ G∗, u} is the state transition function defined in Section 4.4.2, and x(G, u) is

the probability of the case that the system state is G and the maximum number of simultaneous

transmissions is decided as u. Then we can get the decision on u(t) for TDMA frame t as:

p{u(t) = i ∣ G(t)} =
x(G(t), i)∑∞
j=0 x(G(t), j)

(4.22)

4.4.3 QoS Analysis

The above optimization minimizes the number of data frame losses over time by choosing an

appropriate value of u for a TDMA frame. By doing so, the FLR of the system can be minimized

since the expected number of data frames arrived to the system over time is a constant. Note

that it is determined by the traffic models of the traffic flows. Based on the above, we can

perform further analysis of the system QoS as follows.

From the above optimization, we can get the stationary distribution of the system state G

as:

B(g) = P{G = g} =
∞∑

j=0

x(g, j) (4.23)



Chapter 4. Cross-Layer Optimization for Multimedia Transport over MC-CDMA Networks 131

Assume that the buffer state vector and the traffic state vector corresponding to g is n and d,

and the corresponding scheduling decision vector given n, d, u is m according to the scheduling

function. Then we can determine the expected number of data frame losses of class c traffic k in

one TDMA frame to be
∑

g B(g)LOc,k(n, d,m, u). So, it is not difficult to get the corresponding

FLR ±c,k and the average TDMA frame throughput µc,k for class c traffic flow k as follows:

±c,k =

∑
g B(g)LOc,k(n, d,m, u)

RcTf
(4.24)

µc,k = RcTf −
∑
g

B(g)LOc,k(n, d,m, u) (4.25)

Here Rc is the average data frame arrival rate of class c traffic flows. And RcTf is the expected

number of newly arrived data frames to the buffer queue in one TDMA frame.

If a data frame arrives to the buffer in a TDMA frame, there is an expected delay of half of a

TDMA frame from the arrival to the beginning of the next TDMA frame. If it is sent out in the

next TDMA frame, there is expectedly another half TDMA frame delay if the aforementioned

even allocation method is used. Actually, every data frames transmitted has these two parts

of delays totally one TDMA frame as long as it is not dropped for buffer overflow (no matter

which TDMA it is sent out). Additionally, if such a data frame is not transmitted in a TDMA

frame, it will experience one extra TDMA frame delay. So the expected delay for a data frame

of class c traffic flow k (if the data frame is not dropped for buffer overflow) can be calculated

as follows.

´c,k = Tf + lim
T→∞

∑T
t=0 (nc,k(t)−mc,k(t))× Tf

»c,kRcTTf

=
»c,kRcTf

»c,kRc
+

∑
g B(g)nc,k

»c,kRc
−

∑
g B(g)mc,k

»c,kRc

=

∑
g B(g)nc,k

»c,kRc
(4.26)
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Here nc,k and mc,k are the components of n and m respectively. »c,k equals to 1 − ±c,k. It

represents the percentage of the data frames of class c traffic flow k which are not dropped for

buffer overflow. In the first line, Tf is the first two parts delay discussed above for a data frame

and the limitation shows the expected extra delay for one data frame of class c traffic flow k.

Note that, during a period t = 0 → T , the number of class c traffic k data frames arrived in

the buffer is »c,kRcTTf . For a TDMA frame t, nc,k(t) − mc,k(t) buffered data frames are not

transmitted in the TDMA frame and experience one extra TDMA frame delay. So the first

line gives the average delay for data frames not dropped of class c traffic flow k. In the last

step, »c,kRcTf is the average data frames arrived in one TDMA frame and
∑

g B(g)mc,k is the

expected data frames transmitted in one TDMA frame. They must be the same.

4.4.4 Limitation and Approximation

The above optimization provides a set of decisions on u for different system states G. The

decision can be pre-calculated and stored in the system so that the system can apply it at the

beginning of every TDMA frame. However, the linear programming solution of the optimization

may become computationally infeasible if the state space of the system is very large (e.g., there

are too many traffic flows in the system and the buffer size of each traffic flow is very large).

Some simplification and approximation techniques can be utilized to alleviate the problem. For

example, for computation purposes, we can assume that all the traffic flows share a single buffer.

It will produce better performance since less data frames will be dropped due to shared buffer

resources. Also, we provide another scheme which apply the same principle as the optimization

above, as u should increase a little bit during “burst” period. We call it the rate adaptive

optimization here.
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As discussed in Section 4.2.2, the duration between updates of the traffic state for a MMPP

traffic flow is normally much longer than a TDMA frame. So we assume that the traffic

states of all traffic flows should remain unchanged for a certain period of time. Within that

period, the system tries to find the best u. based on the traffic state vector D. Note that

if the traffic state vector and the value u are known, the scheduling decision vector M(t)

for TDMA frame t depends on the buffer state vector N(t) only. So the transition of the

buffer state N(t) which should depend on M(t), D(t) and u becomes deterministic. We have

P{N(t+1) ∣ N(t)} = P{N(t+1) ∣ N(t), D,M} which can be calculated according to (4.9) and

(4.10). The buffer state vectors N(t) at the beginning of TDMA frame t can form a Markov

chain. By solving the Markov chain, we can easily obtain the stationary distribution of N(t)

as ¼(n) = P{N(t) = n}. The best u for the period with the traffic state vector D can then be

found as follows:

u∗ = argmin
u

∑
n

Ã
¼(n)

∑
c

∑

k

LOc,k(n,D,M, u)

)
. (4.27)

When the traffic state vector changes, the optimal u∗ should be updated accordingly. The

aforementioned method can be used to reduce computation cost significantly. Compared to the

traffic adaptive scheme, the rate adaptive scheme does not need to formulate the MDP. Although

the computation complexity cannot be compared directly, the dimension of the variables is

reduced dramatically (from the product of dimensions of the decision state space, traffic state

space and buffer state space to a single decision variable).
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4.5 Results and Discussions

We implemented a simulation model to validate the analysis and to study the performance

enhancements of the proposed optimization methods. We also compared our work with the

transmission scheme proposed in [1–4, 28], where packets are scheduled according to their

BER requirements. Furthermore, we compared the two adaptive scheme with the transmission

scheme used in CEPS [20, 21]. We have studied a multicode CDMA system (as described in

Section 4.2) with a spreading gain of 7 and a noise level of ¾2 = 10db. Each TDMA frame is

0.02 second long and is divided into two time slots. Each data frame is 511 bits long. It carries

a 160 bits payload and a 69 bits header. The channel code is a (511,229,38) BCH code, which

can tolerate 38 bit errors. We assume that a packet always has the same length and can be

exactly transmitted by one data frame, so that no fragmentation is needed. We also assume

that a buffer queue of size 30 is shared by all traffic flows. Note that we use a very small system

here for studying the performance of the proposed scheme. A bigger system may lead to larger

computation complexity but the proposed scheme should have a similar performance. In the

simulations, the physical layer is applied statistically and the data link layer is operated step

by step. The results are generated from the average of a couple of same simulations, which runs

at least 100,000 TDMA frames.

We first study the basic idea of dynamically adjusting the maximum number of simultaneous

data frame transmissions in a time slot. In this study, we simply assume that packets arrive to

a mobile station according to a Poisson process. The BER threshold is equivalent to 1% FER,

which leads to an upper bound u = 6 of the number of simultaneous data frame transmissions

in one time slot for the traditional threshold-based scheme. Figure 4.1 shows the simulation
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and analytical results of FLR when the packet arrival rate varies. Furthermore, we try different

u for the same system and compare their performances. It is clear that the curves for different

u have different shapes because the systems with different u have different capacities in one

TDMA frame. When the packet arrival rate increases, all these curves are supposed to achieve

the limit 1. As we can observe, u = 6 used by the traditional scheme (which conforms to (4.2))

achieves the best performance only when the packet arrival rate is between 420 packets/second

and 560 packets/second. When the packet arrival rate is lower than 420 packet/second, u = 5

achieves a better performance. When the packet arrival rate is greater than 560 packets/second,

u = 7 gives a much better performance than others. Note that, when the packet arrival rate

is greater than 560 packets/second, the system is a little bit overloaded because the FLR of

all cases of u are higher than the desired 1% FER. These results support the motivation for

the optimization methods proposed in this chapter. In other words, the maximum number of

simultaneous data frame transmissions should be changed adaptively based on the traffic flow

status.

Figure 4.2 shows the corresponding normalized throughput. Here the normalized throughput

is the percentage of successfully transmitted packets from all packets arrived. It is obvious that

u = 6 gives the best result when the packets arrival rate is lower than 560 packets/second

but its performance degrade greatly when the packet arrival rate is higher. And u = 7 gives

the best performance among all four cases when the packet arrival rate is higher than 560

packets/second. And also, when the packet arrival rate is lower than 420 packets/second, the

FLR for every different u is far below 1 so that the normalized throughput is very close to 1.

Figure 4.3 shows the corresponding packet access delay. It is interesting to see that while

u = 6 shows the best performance in terms of FLR when the packet arrival rate is between 420
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packets/second and 560 packets/second arrival rate, the corresponding delay is not the best.

Note that, actually this makes sense since the higher service rate, the less delay is experienced.

It also reminds us that the performance in terms of FDR should also follow the commonsense

that the higher service rate, the less drops happen. The reason of the lower FLR of u = 6

compared with u = 7 and u = 8 during this range of packet arrival rate is that the FLR is

dominated by the FER and the FDR is much smaller than FER here. So the effect on FDR is

overridden by the dominating FER performance.

All the above three figures show that the simulation results match closely with the analytical

results based on the analytical model in Section 4.4.3. It verifies the correctness of the analytical

model as well as validates the simulation programs.

Next, we study the proposed optimization methods (i.e., the traffic adaptive scheme and the

approximated version, the rate adaptive scheme which updates u according to the system traffic

state vector described in Section 4.4.4) for a system with different configurations. We compare

them with the scheme proposed in [1–4, 28] (specified as “BERG” in the figures. BERG stands

for BER guaranteed), which stops scheduling packets in a slot if the BER will exceed the pre-

designed target. We assume that the pre-designed target BER here is equivalent to a 1% FER,

and the transmission scheme used in CEPS [20, 21] (specified as “CEPS” in the figures). Note

that in CEPS, the data frames are all associated with an expiration time and the data frame

drops happens and only happens when data frames expire. So we modify the analytical model

of our scheme a little bit (the buffer transition and the FLR calculation) to realize the same

buffering mechanism.

We first investigate the performance of the three schemes in the system described above.

The aggregative packet arrival rate varies also from 250 packets/second to 750 packets/second.
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We assume the expiration time of arrived packets is two TDMA frames, which means a data

frame will be dropped if it is not transmitted in the next two TDMA frames upon its arrival.

Figure 4.4 shows the performance in terms of the FLR. It can be seen clearly that both

the rate adaptive and traffic adaptive schemes can provide a better performance than the

BERG scheme. When the traffic load is light, CEPS scheme provides a better performance

than the rate adaptive scheme because it concerns the buffer status while the rate adaptive

scheme concerns the traffic flow rate. Note that, the traffic status does not change during each

simulation in this figure. So the buffer status is more important than the traffic status for the

optimization. And the traffic adaptive can achieve the best performance since it counts both the

traffic status and the buffer status. When the traffic load is heavy, all these schemes provides

similar performance. It is because when the packet arrival rate is very high, the decisions made

by the traffic adaptive scheme and CEPS are almost fixed at u = 7 for each frame, which is the

same value used in the rate adaptive scheme. Another interesting observation is that the FLR

of the rate adaptive scheme does not vary smoothly with the packet arrival rate. Actually, since

the packet arrival rate is fixed in each independent simulation, the rate adaptive scheme only

applies the best fixed u for each simulation. For the packet arrival rate from 250 packets/second

to 425 packets/second, the best u for the rate adaptive scheme is 5. For the packet arrival rate

from 450 packets/second to 575 packets/second, the best u for the rate adaptive scheme is 6.

When the packet arrival rate is higher than 575, the best u for the rate adaptive scheme is 7.

So, as a result, the curve for the rate adaptive scheme has two sharp turns at the packet arrival

rate of 425 packets/second and 575 packets/second. The results also show that the two schemes

can outperform the traditional scheme. Figure 4.5 shows the corresponding system throughput.

It is easy to see that the two adaptive schemes and the CEPS scheme have similar performance,
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which is much better than that of the BERG scheme when the packet arrival rate is higher

than 600 packets/second. When the packet arrival rate is lower than 600 packets/second, all

schemes have the similar performance because all of them have very little FLR. Although the

differences in FLR are quite apparent, the differences in throughput are very little (all of them

can achieve a throughput very close to the packet arrival rate).

Next, we study the performance of the above schemes with variable number of multimedia

traffic flows. We consider a typical VOIP traffic source, which can be represented by a two-state

MMPP. At the “talk” state, its packet arrival rate is 25 packets/second. At the “silence” state,

its packet arrival rate is 0. The average durations of the “talk” and “silence” states are 1 and

1.35 seconds respectively.

Figure 4.6 shows the FLR of the four schemes when the number of traffic flows in the system

varies from 32 to 64. It can be seen that the rate adaptive and traffic adaptive schemes perform

much better than the traditional scheme. Specifically, if the target FLR is 1%, the traditional

scheme can support about 45 traffic flows while the rate adaptive and traffic adaptive scheme

can support about 50 and 55 traffic flows respectively (CEPS can support 49 traffic flows).

Note that, when the number of traffic flows increases in the system, the performance of the

two adaptive schemes becomes much closer. Also, CEPS scheme could provide a better FLR

when the traffic load is light, because the packets arrival rate is relatively low so that it is

more important to adapt to the buffer status than to the traffic status. However, when the

traffic load is high, the traffic adaptive and rate adaptive schemes perform better for it is more

important to concerns the packets coming the next TDMA frame. Actually, for target FLR

1%, the traffic adaptive scheme can obtain a 10% capacity improvement compared to CEPS.

Figures 4.7 shows the corresponding simulation results on throughput.
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4.6 Summary

In this chapter, we have proposed a traffic adaptive optimization scheme for multi-code CDMA

operating over a TDMA framework. Using a Markov decision process model, it seeks to deter-

mine the maximum number of simultaneous data frame transmissions that can be supported in

a time slot of a TDMA frame. To facilitate implementation, we also propose an approximation

scheme called the rate adaptive scheme. Both schemes aim to jointly optimize the physical

layer’s BER and the MAC layer’s FDR to minimize the overall FLR. Simulation results show

that these two schemes can improve the FLR and hence the system capacity substantially as

compared to the traditional scheme and a previous work CEPS. While the traffic adaptive op-

timization scheme can give a better performance in general, the computation cost is higher. In

most cases, the rate adaptive scheme can give a performance close to that of the traffic adaptive

optimization scheme, especially when the system traffic load is heavy.
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Figure 4.1: Data frame loss ratios vs. data frame generation rates for different fixed u0.
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Figure 4.2: Throughput vs. data frame generation rates for different fixed u0.
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Figure 4.3: Packet access delay vs. data frame generation rates for different fixed u0.
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Figure 4.4: Data frame loss ratios vs. data frame generation rates for different schemes on u0.
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Figure 4.5: Throughput vs. data frame generation rates for different schemes on u0.
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Figure 4.6: Data frame loss ratios vs. number of traffic flows for different schemes on u0.
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Figure 4.7: Throughput vs. number of traffic flows for different schemes on u0.
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Chapter 5

A Cross-layer Scheduling Scheme for

Wireless Multimedia Transmissions

with Adaptive Modulation and

Coding 1

The previous two chapters applied the cross-layer consideration of the QoS in multimedia trans-

missions over wireless links in MC-CDMA systems. Note that, though some other systems do

not have the multiple packet reception capability, they can also utilize the cross-layer QoS con-

sideration to improve the system performance in terms of QoS provisioning, channel throughput

and utilization. In this chapter, we propose a novel scheduling algorithm called QoS-CLS for

serving real-time multimedia traffic flows in wireless networks employing AMC. Unlike other

algorithms, QoS-CLS is based on the cross-layer consideration of QoS. The modulation and

coding pair (we also call it the AMC mode in this chapter) is not selected based on the physical

1A version of this chapter has been published as a conference paper and awarded the best paper of the

conference. H. Chen, H. C.B. Chan and V. C.M. Leung, “A cross-layer scheduling scheme for wireless multimedia

transmissions with adaptive modulation and coding,” Proc. of IEEE Broadnets, Sep. 2008.
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layer FER requirements only. Instead, it is selected using cross-layer information to achieve the

best channel throughput while satisfying the FLR requirement, which is a key QoS parameter

for the user application. As a result, the overall channel throughput or system performance

can be greatly enhanced. QoS-CLS also takes into account the dynamics of the channel state,

traffic state and buffer state of the system in order to implement an optimal decision policy.

We present results to show that this cross layer consideration of QoS can greatly improve the

channel throughput. Maintaining fairness is another important issue in a multi-user system.

QoS-CLS can incorporate different definitions of fairness. First, for some multimedia traffic

which is not only delay sensitive but also FLR sensitive, QoS-CLS can guarantee the FLR of

such traffic flows by keeping it below some preset thresholds. Second, for traffic flows with-

out hard FLR guarantee requirements, QoS-CLS adopts the proportional distribution of FLR,

which was also used in previous work [24] (Note that [24] did not consider possible cross-layer

optimization between FER and FDR). By analyzing the dynamics of the system, we formulate

the scheduling problem and AMC mode selection as an MDP with the aim of maximizing the

channel throughput. Then, by transforming the MDP to a linear programming optimization

problem, we can add the required QoS constraints to guarantee the FLR of some specific traffic

flows, and/or to proportionally distribute the FLR among other traffic flows according to fair-

ness requirements. We also provide two approximation methods to reduce the computational

complexity of the optimization. To facilitate implementation, the scheduling policy can be

pre-calculated and applied later in real-time.

The remainder of the chapter is organized as follows. Section 5.1 introduces the related

work. Section 5.2 presents the system models used in this chapter. Section 5.3 studies the basic

dynamics of the system. Section 5.4 presents the MDP model and the linear programming model



Chapter 5. A Cross-layer Scheduling Scheme for Wireless Multimedia Transmissions with AMC 150

for QoS-CLS. Section 5.5 proposes two approximation methods for the algorithm to address the

computational complexity. Section 5.6 presents the numerical results and discussions. Section

5.7 concludes the chapter.

5.1 Related Work

AMC is widely used in today’s wireless communication systems. Because of its capability to

maximize system efficiency over the varying mobile channel, AMC has been adopted in the

physical layer of several important standards, including 3GPP [1, 2], 3GPP2 [3, 4], HIPER-

LAN/2 [5], IEEE 802.11 [6, 7], IEEE 802.15.3 [8], and IEEE 802.16 [9]. AMC is often applied in

combination with different advanced transmission methods such as multi-carrier code division

multiple access, multiple-input multiple-output, and cooperative transmissions. When schedul-

ing user transmissions in AMC-based systems, the overall system throughput can be improved

by selecting the user with the best channel status to transmit; however, such a strategy may

result in unfairness and QoS degradation problems, particularly for real-time multimedia traffic

[10]. Hence there is a great need to design a fair and efficient scheduling algorithm to support

multimedia communications over AMC-based systems.

Note that real-time multimedia traffic is usually delay sensitive [20]. In this chapter, we

assume that each multimedia data frame has a certain delivery deadline, and the frame is

dropped from the buffer if it cannot be sent when the specified deadline expires. For other non

delay sensitive traffic, although the frames do not have any deadline, they may also be dropped

due to buffer overflow. We define the fraction of frames dropped at the data link layer as the

FDR, which is a key data link layer QoS measure. In this chapter, we consider a system with
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data link retransmission capability. In this case, an error frame will always be returned to the

buffer for retransmission, if possible. That means, a frame is only dropped due to deadline

expiration or buffer overflow. In such a system, the total frame error or drop ratio experienced

by the upper layer, which is defined as FLR, is effectively equivalent to FDR. We also define the

FER as the probability that a data frame is transmitted but received with uncorrectable errors.

Note that when the FER of the physical channel becomes worse due to poor channel quality,

the FDR may also increase because more retransmissions will effectively reduce the available

bandwidth for normal transmissions thus increasing the chance of buffer overflow or deadline

expiration. In this chapter the QoS requirement of a multimedia traffic stream is specified by

the maximum FLR and maximum delay (i.e., the deadline). Our objective is to design an

efficient scheduling algorithm that satisfies QoS requirements of traffic flows while optimizing

the channel throughput.

In recent years, many scheduling algorithms have been proposed for AMC-based systems. In

the proportional fairness [11] and score-based fairness [12], a weight is calculated for each user

based on present or historical statistics of the channel quality and average throughput. By doing

so, these algorithms seek to enhance the overall channel utilization while preventing any user

from hogging the channel. However, these algorithms cannot provide a good service to real-time

multimedia traffic because they do not consider the delay requirements of traffic flows. In the

modified proportional fairness [13, 14], maximum carrier-to-interference ratio with early delay

notification [15] and channel quality-based minimum throughput assurance [16] algorithms, the

delay requirements or current delays experienced by users are used to prioritize the traffic flows

for scheduling purposes. However, they cannot precisely control the delay experienced by each

packet. Moreover, they operate at the expense of sacrificing system efficiency. In [17], the
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fundamental scheduling algorithm and the advanced scheduling algorithm (ASA) are proposed

for non-real-time and real-time traffic, respectively. However, ASA cannot effectively handle a

situation that more than one real-time traffic flows have urgent packets to be sent out. In [18],

a weighted round-robin scheduling algorithm is proposed to distribute the average delay among

different traffic flows by studying the queue dynamics. Both [17] and [18] cannot provide precise

QoS guarantee for real-time traffic flows. In [19], the required QoS can be guaranteed, but the

proposed scheduling method must be used in conjunction with a very conservative admission

control that ensures the system can satisfy the bandwidth requirement of all real-time traffic

flows even when all these users experience the worst channel status simultaneously. Also, it

requires a large scheduling cycle which can be precisely shared proportionally among the traffic

flows.

In addition to deciding which traffic flow to serve next, the scheduling algorithm in an

AMC-based system also needs to determine the AMC mode to be used for transmission of the

traffic flow. In most systems, an AMC mode is chosen to keep the physical layer FER below the

required threshold of the traffic flow without considering the FDR. However, this approach may

not work effectively if a large number of frames are queued at the link layer, in which case it

may be better to select an AMC mode with a higher transmission rate to clear the outstanding

frames as quickly as possible. Although this selection may cause the FER to increase, the

FLR may be greatly reduced to give a better overall system performance. Some other work

also investigated ways to improve system performance by jointly considering FER and FDR.

In [21] and [22], the upper and lower SINR bounds for each AMC mode are determined by

studying the maximum retransmission time or the queue and channel dynamics of the system,

respectively. However, neither of these schemes makes decision based on the current buffer



Chapter 5. A Cross-layer Scheduling Scheme for Wireless Multimedia Transmissions with AMC 153

state. Also, they do not consider the essential scheduling problem—to decide which traffic flow

to serve. In [23], a scheduling algorithm is proposed for multi-code code division multiple access

systems. The current buffer status is utilized to determine the number of packets from each

user to be transmitted in one TDMA frame, so as to minimize the overall FLR. However, the

decision depends only on the current buffer state and does not consider the traffic models or

statistics.

5.2 System Description

We consider downlink scheduling in a wireless network employing AMC. The system consists of

a base station at the centralized cell site broadcasting to a number of mobile terminals in the cell.

As in HSDPA and code division multiple access — high data rate (CDMA-HDR), we assume

that there is a downlink data channel that is organized in fixed size transmission time intervals

(TTI) with length W0. At the beginning of each TTI, the system determines the traffic flow to

be served and the AMC mode to be used during the TTI. We also assume that an error-free

feedback channel exists from each mobile terminal to the base station to convey the channel state

information (CSI) and acknowledge successful transmissions. To ensure the effective operation

of the system, we also consider that the system is provided with an appropriate admission control

algorithm for admitting traffic flows and an effective traffic policing mechanism to shape the

traffic flows. Note that the FLR cannot be guaranteed for any traffic flow if the system admits

too many traffic flows with FLR guarantee requirements. Also, without an effective traffic

policing mechanism, the system cannot provide effective fairness among different traffic flows as

one traffic flow may generate too much traffic to seriously affect the QoS of other traffic flows.
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We assume that there are J traffic flows in the system. We also define the traffic flow scheduled

for transmission in TTI t as d(t) ∈ {1, . . . , J}.

We assume that there are K possible modulation and coding pairs (AMC modes) in the

system. For AMC mode i ∈ {1, . . . ,K}, the transmission rate is Ri and at most ®i frames can

be transmitted in one TTI. Without loss of generality, we assume that Ri < Rj ∀i < j. So we

also have ®i < ®j . We define the AMC mode selected for TTI t as k(t) ∈ {1, . . . ,K}.

For contemporary multimedia communications, the MMPP [25] is widely used to model

different kinds of traffic, such as video, voice and best effort data. In this chapter, we assume

that traffic flow i has Mi different states and data packets arrive according to a Poisson process

with a distinct rate Di,j per TTI at each state j. To simplify the analysis, we assume in

this chapter that the size of each packet can be exactly encapsulated into 1 data frame. By

discretizing the model with the TTI, we can get the transition matrix Φi = {Ái,j,j′}, where

Ái,j,j′ is the probability that the traffic state of traffic flow i turns to j′ in the next TTI given

that the traffic state is j in the current TTI. Also, from the Di,j and Φi, it is easy to get the

average data frame arrival rate Di for traffic flow i. We denote the traffic state of traffic flow i

at TTI t as gi(t) ∈ {Di,1 . . . Di,Mi}.

We consider two different buffering mechanisms in this chapter. Class one (C1) buffering

mechanism is suitable for real-time traffic flows. The delay of each frame must be strictly

bounded. A fixed initial expiration counter EPi is associated with each frame of traffic flow i

upon arriving and it will decrease by 1 after each TTI. Traffic flow d(t) is selected to transmit

its frames by AMC mode k(t) in TTI t. It will transmit ®k(t) frames (or all the frames in the

buffer, whichever is less). Among them, those frames received with uncorrectable errors are

returned to the buffer for retransmissions. If a frame’s expiration counter is 1 and it is not
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sent out or received correctly in the current TTI, it is dropped from the buffer. The expiration

counters of all frames left in the buffers are decreased by 1 after the TTI. Also, some new frames

may arrive in the buffers during the TTI. In practice, the buffer size is finite. So, we assume

that all traffic flows are buffered separately and for traffic flow i, at most EBi frames which

have the same expiration time can be stored in the buffer. There is no specific delay guarantee

for the class two (C2) buffering mechanism. Instead, there is a buffer of size ENi for traffic flow

i. During TTI t, some frames sent out may be returned to the buffer for retransmission because

of uncorrectable errors. If the buffer is full, new frames will be dropped directly. This class of

buffering mechanism is suitable for non real-time traffic or real-time traffic without a strict delay

requirement. We assume that there are J1 and J2 (J1 + J2 = J) traffic flows employing C1 and

C2 buffering mechanisms, respectively. Generally, the buffer state of traffic flow i ∈ {1 . . . J1}

at the beginning of TTI t is defined as bi(t) = [bi,1(t), bi,2(t), . . . , bi,EPi(t)], where bi,j(t) is the

number of frames with expiration counter j in the buffer. And the buffer state of traffic flow

i′ ∈ {J1 + 1 . . . J} at the beginning of TTI t is described by ni′(t), the number of frames in the

buffer. We assume that the buffer states of all traffic flows are known by the system.

In this chapter, we assume that the channel of each user is a frequency flat fading channel,

which remains unchanged in a TTI. It corresponds to a block fading mode, which is suitable for

slowly varying wireless channels [26]. For such channels, the channel quality can be described

by a single parameter of received SINR ² for each TTI. So, the general Nakagami-m model,

which represents a large class of fading channels, is used to model the channel [27]. The received

SINR ² of a traffic flow is a random variable with the density function

p²(²) =
mm²m−1

²̄mΓ(m)
exp(−m²

²̄
) (5.1)
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Here ²̄ = E{²} is the average received SINR, Γ(m) =
∫∞
0 tm−1dt is the Gamma function and m

is the Nakagami fading parameter (m ≥ 1/2). Since each AMC mode has different capability

to resist noise and interference, we define the function fi mapping the SINR ² to the FER for

AMC mode i, i.e., if the SINR is ², the FER under mode i is fi(²). Generally, the function fi(²)

can be found by experiments. In [21], an approximation of the FER in the presence of additive

white Gaussian noise (AWGN) is proposed as

fi(²) =

⎧
⎨
⎩

1, if 0 < ² < ¶i,

½i exp(−Âi²), if ² ≥ ¶i,

(5.2)

where ½i, Âi and ¶i are mode-dependent parameters. Table 5.1 provides these parameters for

some popular AMC modes for 1080 bit data frames. Their accuracy has been verified in [21].

To analyze the channel dynamics and apply it in QoS-CLS, the Finite-State Markov Channel

(FSMC) [28] model, which has been widely used in recent research on wireless channels, is

employed in this chapter. Generally, the channel state is modeled in L levels. There are a

upper bound ²i and a lower bound ²i−1 of SINR for level i. So, for each TTI, the channel state

is one of the L levels and it may transit to an adjacent level or remain in the same level in

the next TTI [28]. Defining the transition probability that the state changes from i to j after

a TTI as µi,j , we can get the transition matrix Θ = {µi,j}. Also, we define the average FER

for level i in AMC mode j as Fj,i. The determination of Θ and Fj,i from the Nakagami-m

model can be found in [22]. We denote the channel state of traffic flow i at TTI t as ci(t).

Note that, in this chapter, we assume a frequency flat slow fading channel. However, for a

frequency selective fast fading channel, as long as the channel statistics can be obtained and a

FSMC model can still be formulated with the statistics, the algorithm proposed in this paper

should still work. In this chapter, we assume that perfect CSI is available at the mobile terminal
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receiver using a training-based estimation method and is conveyed to the base station through

the feedback channel. The performance of the proposed scheme is related to the accuracy of the

CSI estimation. An imperfect CSI estimation may lead to the degradation of the performance

of the proposed scheme.

5.3 Basic System Dynamics

Based on the description above, we can get the dynamics of the channel state and the traffic

state from Θ and Φi (i ∈ {1, . . . , J}) easily. The buffer state dynamics is more complicated. It

depends on not only the buffering mechanism but also the current channel state, traffic state,

scheduled traffic flow and selected AMC mode.

We first study the buffer dynamics for the C1 buffering mechanism, i.e., the transition

probability from bi(t) to bi(t+ 1) for traffic flow i. We assume that the corresponding channel

state ci(t) and the traffic state gi(t) is known. The system determine that the traffic flow d(t)

sends its frames and the AMC mode k(t) is applied in TTI t.

If d(t) = i, the number of frames transmitted in the TTI from traffic flow i is given as

follows:

ℎi(t) = min
{
®k(t),

EPi∑

j=1

bi,j(t)
}

We consider that ui,j(t) of bi,j(t) frames with expiration counter j from traffic flow i are trans-

mitted in TTI t. Therefore, we have

ui,j(t)=

⎧
⎨
⎩

0, if 0 ≤ ℎi(t) ≤
∑j−1

j′=1 bi,j′(t)

ℎi(t)−
∑j−1

j′=1bi,j′(t), if
∑j−1

j′=1 bi,j′(t) < ℎi(t) ≤
∑j

j′=1 bi,j′(t)

bi,j(t), if
∑j

j′=1 bi,j′(t) < ℎi(t)
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Note that the transmitted frames with uncorrectable errors will be returned to the buffer.

We consider that zi,j(t) of the ui,j(t) transmitted frames are returned to the buffer. Then we

must have

zi,j(t) = bi,j−1(t+ 1)− (bi,j(t)− ui,j(t)) ∀j ≥ 2

So given bi,j(t), ci(t), d(t) and k(t), the probability that there are bi,j−1(t+ 1) frames with

expiration counter j − 1 in the buffer of traffic flow i in TTI t+ 1 is the probability that there

are zi,j(t) frames errors from the ui,j(t) frame transmissions. So, we have the probability

wi(t)=P{bi,1(t+ 1), . . . , bi,EPi−1(t+ 1)∣bi(t)}

=P{zi,2(t), . . . , zi,EPi(t)∣bi(t)}

=

EPi∏

j=2

BN(ui,j(t), zi,j(t), Fk(t),ci(t)) (5.3)

where

BN(i, j, p) =

⎧
⎨
⎩

(
i
j

)
pj(1− p)i−j , 0≤j≤ i and 0≤p≤ 1

0, otherwise

is the binomial probability function.

Besides the transmitted frames, some new frames will arrive in the buffer of traffic flow i

with an initial expiration counter of EPi. So the probability that there are bi,EPi(t+ 1) frames

with expiration counter EPi in the buffer of traffic flow i is

qi(t)=P{bi,EPi(t+ 1)∣gi(t)}

=

⎧
⎨
⎩

AR(bi,EPi(t+ 1), Di,gi(t)), bi,EPi(t+ 1) ∕= EBi

∑∞
j=EBi

AR(j,Di,gi(t)), bi,EPi(t+ 1) = EBi

(5.4)

where

AR(i, j) =
ji e−j

i!
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is the Poisson probability function.

Then, we get the buffer dynamics as follows:

pbuf1(bi(t+ 1), bi(t))
.
=P{bi(t+ 1)∣bi(t)}

=wi(t)× qi(t) (5.5)

We also analyze the frame losses in TTI t for traffic flow i given bi(t), ci(t), gi(t), d(t) and k(t).

First, Fk(t),ci(t) × ui,1(t) data frames are expected to be dropped because they are transmitted

with errors and do not have a chance to be retransmitted. Second, bi,1(t) − ℎi(t) data frames

will be dropped too after the TTI because of the deadline expiration if bi,1(t) > ℎi(t). Third, j

data frames may be dropped with probability AR(j + EBi, Di,gi(t)) because of too many new

frames arriving during the TTI. Taking into account the three cases, the expected number of

data frame losses for traffic flow i in TTI t is

´i(bi(t)) = Fk(t),ci(t) × ui,1(t)

+ (bi,1(t)− ℎi(t))
+ +

∞∑

j=1

j ×AR(j +EBi, Di,gi(t)) (5.6)

On the other hand, if d(t) ∕= i, we have a similar analysis and ℎi(t) = 0, ui,j(t) = 0. We

have:

w∗
i (t) =

⎧
⎨
⎩

1, zi,j(t) = bi,j−1(t+ 1)− (bi,j(t)− ui,j(t)) = 0 ∀j

0, otherwise

(5.7)

and the buffer dynamics pbuf1∗(bi(t + 1), bi(t)) = w∗
i (t) × qi(t) does not depend on k(t). The

expected frame drops

´∗i (bi(t)) = (bi,1(t)− ℎi(t))
+ +

∞∑

j=1

j ×AR(j + EBi, Di,gi(t)) (5.8)
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does not depend on k(t) either.

Next we consider the buffer dynamics for C2 buffering mechanism. We want to work out

the transition probability from ni(t) to ni(t+1) for each traffic flow i given ci(t), gi(t) d(t) and

k(t).

If d(t) = i , the number of transmitted data frames of traffic flow i in TTI t is

li(t) = min{®kd(t)(t), ni(t)}

We assume that j of the li(t) data frames are transmitted with uncorrectable errors and p

new data frames arrive at the buffer in TTI t. It is clear that if ni(t+ 1) < ENi

j + p = ni(t+ 1)− (ni(t)− li(t))

and if ni(t+ 1) = ENi

j + p ≥ ni(t+ 1)− (ni(t)− li(t))

Note that the probability of having j data frame errors from li(t) transmissions isBN(li(t), j, Fk(t),ci(t)).

Furthermore, the probability that p data frames arrive during the TTI is AR(p,Di,gi(t)). So,

by considering every possible j and p, we can obtain

pbuf2(ni(t+ 1), ni(t))
.
= P{ni(t+ 1)∣ni(t)}

=

⎧
⎨
⎩

min{li(t),vi(t)}∑

j=0

BN(li(t), j, Fkd(t)(t),ci(t))AR(vi(t)− j,Di,gi(t)), ni(t)− li(t) ≤ ni(t+ 1) < ENi

li(t)∑

j=0

∞∑

p=vi(t)−j

BN(li(t), j, Fkd(t)(t),ci(t))AR(p,Di,gi(t)), ni(t+ 1) = ENi

0, otherwise

(5.9)
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where

vi(t) = ni(t+ 1)− (ni(t)− li(t))

Note that in this buffering mechanism frames are only dropped due to buffer overflow (i.e.,

j + p > ENi − (ni(t)− li(t))). So, given ni(t), ci(t), gi(t), d(t) and kd(t)(t), (ni(t)− li(t) + j +

p− ENi)
+ data frames are dropped with probability

BN(li(t), j, Fkd(t)(t),ci(t))AR(p,Di,gi(t))

Considering every possibility of j and p, the expected number of data frame losses for traffic

flow i in TTI t is

´i(ni(t)) =

li(t)∑

j=0

∞∑

p=0

AR(p,Di,gi(t))BN(li(t), j, Fk(t),ci(t))(ni(t)− li(t) + j + p−ENi)
+ (5.10)

Similar to the analysis of the C1 buffering, if d(t) ∕= i, both the buffer dynamics and the

expected frame drops do not depends on k(t) and we have:

pbuf2∗(ni(t+ 1), ni(t))
.
= P{ni(t+ 1)∣ni(t)}

=

⎧
⎨
⎩

AR(ni(t+ 1)− ni(t), Di,gi(t)), ni(t) ≤ ni(t+ 1) < ENi

∞∑

p=ni(t+1)−ni(t)

AR(p,Di,gi(t)), ni(t+ 1) = ENi

0, otherwise

(5.11)

and

´∗i (ni(t)) =
∞∑

p=0

AR(p,Di,gi(t))(ni(t) + p−ENi)
+ (5.12)
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5.4 Markov Decision Process for Scheduling and AMC Mode

Selection

With the analysis above, now we construct an MDP to determine the optimal decision policy for

scheduling traffic flows and selecting the AMC mode. We will show how QoS-CLS maximizes

the channel throughput while supporting FLR guarantee and fair FLR distribution. Following

the notations in [29], we describe the MDP as follows:

5.4.1 State Space

A system state is defined as the row vector of channel states, traffic states and buffer states of

all traffic flows sharing the channel. The system state at the beginning of TTI t is

s(t) =[c1(t), . . . , cJ(t), g1(t), . . . , gJ(t),

b1,1(t), . . . , b1,EP1(t), b2,1(t), . . . , bJ1,EPJ1
(t),

nJ1+1(t), . . . , nJ(t)].

The state space S comprises all possible state vectors, where a state vector has a certain traffic

state, channel state and buffer state for each of J traffic flows. So the state space is defined as

S={s = [c, g, b, n] :

c = [c1, . . . , cJ ] ∈ {1, 2, . . . , L}J

g = [g1, . . . , gJ ] ∈ ΠJ
j=1{1, 2, . . . ,Mj}

b = [b1,1, . . . , bJ1,EPJ1
] ∈ ΠJ

j=1{1, 2, . . . , EBJ1}EPj

n = [nJ1+1, . . . , nJ ] ∈ ΠJ
j=J1+1{1, 2, . . . , ENj}} (5.13)
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5.4.2 Decision Epochs and Actions

The decision epochs are the beginning of the TTIs. An action for TTI t is described as a(t) =

[d(t), kd(t)(t)], i.e., in TTI t, traffic flow d(t) is chosen to transmit with AMC mode kd(t)(t). The

action space is the set of all possible actions, which can be defined as:

A = {a = [d, k] : d ∈ {1, . . . , J}, k ∈ {1, . . . ,K}} (5.14)

5.4.3 State Dynamics

Since the probability of state s(t+1) only depends on state s(t) and action a(t) as discussed in

Section 5.3, the dynamics of the system state is a MDP, where the state transition probabilities

are:

ps(t)s(t+1)(d(t), kd(t)(t)) = P{s(t+ 1)∣s(t), d(t), k(t)}

=pbuf1(bd(t)(t+ 1), bd(t)(t))
∏

j=1...J1,j ∕=d(t)

pbuf1∗(bj(t+ 1), bj(t))

pbuf2(nd(t)(t+ 1), nd(t)(t))
∏

j=J1+1...J,j ∕=d(t)

pbuf2∗(nj(t+ 1), nj(t))

J∏

j=1

µcj(t),cj(t+1)Áj,gj(t),gj(t+1) (5.15)

It is clear that the embedded chain modelled above is a unichain [29].

5.4.4 Policy, Performance Criterion and Cost Function

The system must decide the action for any TTI based on the system state at the TTI. For

deterministic decisions, an action a ∈ As is chosen for each given state s ∈ S according to a

decision policy Ã ∈ Ψ where Ψ is defined as

Ψ = {Ã : S → A∣Ãs ∈ As, ∀s ∈ S}
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To optimize the QoS of the system, we define the cost criterion as follows. For any deter-

ministic policy Ã ∈ Ψ and an initial state s(t0), the average cost is

ΔÃ(s(t0)) = lim
T→∞

1

T
E

{ T∑

t=0

±(s(t), a(t))

}
(5.16)

where E{⋅} denotes the expected value and ±(s(t), a(t)) is the expected cost for a TTI given that

the state at the beginning of the TTI is s(t) and the action is a(t). The aim here is to choose an

optimum policy to minimizes ΔÃ(s(t0)) for any initial state s(t0). As stated in above section,

the aim of CLS-QoS is to optimize the channel throughput subject to certain QoS constraints

or requirements. Note that, given the traffic source rates of the traffic flows, if less frames are

lost, the channel throughput will be higher. So here we choose the following cost function to

minimize the total data frame losses:

±(s(t), a(t)) =

⎧
⎨
⎩

´d(t)(bd(t)(t)) +
∑

j=1...J1,j ∕=d(t)

´∗j (bj(t)) +
∑

j=J1+1...J

´∗j (nj(t)) d(t) ≤ J1

´d(t)(nd(t)(t)) +
∑

j=1...J1

´∗j (bj(t)) +
∑

j=J1+1...J,j ∕=d(t)

´∗j (nj(t)) d(t) > J1

(5.17)

5.4.5 Constraints

To achieve specific QoS requirements, we need to set up constraints to address the FLR guar-

antees and proportional distribution requirements. Without loss of generality, we assume that

traffic flows ¯1, ¯2, . . . , ¯³ need FLR guarantee y¯1 , y¯2 , . . . , y¯³
, and the remaining traffic flows

»1, »2, . . . , »¹ need to have their FLR proportionally distributed with weight $»1 , $»2 , . . . , $»¹ .

Then for a C1 traffic flow ¿ ∈ ¯1 . . . ¯³ , we have

r¿ =lim
T→∞

1

T
E
{
´¿ (b¿ (t))× p{d(t) = ¿}+ ´∗¿ (b¿ (t))× (1− p{d(t) = ¿})}≤D¿y¿ (5.18)
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Also, for any two traffic flows ¿1, ¿2 ∈ »1 . . . »¹, we have

r¿1
$¿1D¿1

− r¿2
$¿2D¿2

= 0 (5.19)

5.4.6 Linear Programming Solution to The MDP

Based on the above discussion, the optimal policy of the MDP can be obtainted by solving the

following linear programming.

min
xsa≥0

∑

s∈S

∑

a∈As

xsa±(s, a)

subject to

∑

a∈As

xsa −
∑

s′∈S

∑

a∈As′

xs′aps′s(a) = 0 ∀s ∈ S, (5.20)

∑

s∈S

∑

a∈As

xsa = 1, (5.21)

∑

s∈S

∑

a∈As

xsa´¿ (s, a) ≤ D¿ × y¿ , ∀¿ ∈ ¯1 . . . ¯³ (5.22)

∑
s∈S,a∈As

xsa´¿1(s, a)

$¿1D¿1

−
∑

s∈Sa∈As
xsa´¿2(s, a)

$¿2D¿2

= 0, ∀¿1, ¿2 ∈ »1 . . . »¹ (5.23)

Here if traffic flow ¿ uses the C1 buffering mechanism, we have ´¿ (s, a) = ¿(b¿ ), otherwise

we have ´¿ (s, a) = ¿(n¿ ). Note that xsa is the optimization variable, which is the probability

that the system state is s and the action is a. Specifically, the action a will be chosen with

probability xsa/
∑

a′∈As
xsa′ when the system state is s.

Note that the above optimization objective makes sure that the number of data frame losses

in the system is minimized subject to the QoS constraints. So the throughput of the system is

effectively optimized. Also, constraint (5.22) ensures that the FLR of specific traffic flows are

kept under their required thresholds. Constraint (5.23) ensures that the other traffic flows are

served with FLR proportionally distributed.
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Since the system cannot distinguish two system states which have the same buffer and

channel states (i.e., even though they have different traffic states), the actions mapped from

such two system states should be the same. We can add a constraint (5.24) addresses this

practical requirement. However, the optimization is not linear anymore in this case.

xsa/
∑

a′∈As

xsa′ = xs′a/
∑

a′∈As′

xs′a′ , if c = c′, b = b′, n = n′. (5.24)

5.5 Implementation Issues

Due to the complexity of the MDP, there are implementation challenges for QoS-CLS. In prac-

tice, the scheduling decisions must be made quickly in real-time. In QoS-CLS, the scheduling

of every TTI can be based on a simple table lookup. When a traffic flow arrives or departs,

the system updates the look-up table by a precalculated scheduling policy and also prepares

scheduling policies for situations where any traffic flow departs or another new traffic flow ar-

rives, which will be used upon next arrival or departure. We also propose two approximate

methods to reduce the complexity of the optimization.

5.5.1 Reduced Buffer State Space

Note that the state space of the MDP for QoS-CLS may become extremely large if some traffic

flows have big buffers. So we first try to reduce the buffer states space of traffic flows with C1

buffering mechanism. For a C2 traffic flow i (i ∈ {J1 +1, . . . , J}), the size of the buffer is ENi.

So in the original optimization, the buffer state ni(t) can be any number between 0 to ENi.

When ENi is too big, we divide the ENi + 1 states into a small number wi of groups (vi,1 to

vi,wi), and we consider each group vi,z to represent a buffer state. As a result, the buffer state
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n′
i(t) can be any of the states vi,z (z ∈ {1, . . . , wi}). To apply the optimization based on the new

buffer state definition, we need to have the buffer state transition probability P{n′
i(t+1)∣n′

i(t)}.

To make the illustration simple, we assume that ENi + 1 can be divided by wi and the buffer

lengths (ENi + 1)/wi × (z − 1) to (ENi + 1)/wi × z − 1 belong to group vi,z (z ∈ {1, . . . , wi})

(a similar result can also be achieved if the buffer length is grouped in a different way). So the

buffer state dynamics can be calculated as:

P{n′
i(t+ 1)∣n′

i(t)} =
∑

ni(t+1)∈n′
i(t+1)

P{ni(t+ 1)∣n′
i(t)}

=
∑

ni(t+1)∈n′
i(t+1)

∑

ni(t)∈n′
i(t)

P{ni(t+ 1)∣ni(t)} × P{ni(t)∣n′
i(t)}. (5.25)

Note that, when the buffer size ENi is very large, the probabilities that the buffer has a specific

length x or x + 1 should be very close to each other. So we assume that the probability that

the buffer is in a state vi,z is fairly distributed inside the group. We will show some results to

validate this assumption later. As a result, we have:

P{ni(t)∣n′
i(t)} ≈ wi

ENi + 1
. (5.26)

And the equation (5.25) becomes:

P{n′
i(t+ 1)∣n′

i(t)} ≈ wi

ENi + 1

∑

ni(t+1)∈n′
i(t+1)

∑

ni(t)∈n′
i(t)

P{ni(t+ 1)∣ni(t)}. (5.27)

Note that P{ni(t + 1)∣ni(t)} has been calculated in equation (5.11). Also, we can get the

expected number of data frame losses for traffic flow i in TTI t as:

´′i(n
′
i(t)) =

∑

ni(t)∈n′
i(t)

P{ni(t)∣n′
i(t)}´i(ni(t)) ≈ wi

ENi + 1

∑

ni(t)∈n′
i(t)

´i(n
′
i(t)) (5.28)

With the above approximation, the state space and the computation complexity for the opti-

mization presented in Section 5.4 can be greatly reduced.
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5.5.2 Decomposition of The Optimization

Another approximate method proposed here is to decouple the optimization problem into two

smaller problems and deal with them separately. Note that, given ci(t), gi(t), and bi(t) or ni(t)

for every traffic flow i, we need to determine both the scheduled traffic flow and the selected

AMC mode for the flow. Instead of optimizing them together, we first determine the AMC

mode ki(t) for each traffic flow i if it needs to transmit data frames in TTI t.

When the aggregate traffic load is not too heavy, the data frame drop rate from each traffic

flow should not be very large. In such a situation, the probability of channel access should

be proportionally distributed to every traffic flow according to its average traffic rate. So we

assume that the probability of d(t) = i for any t in the optimization is:

P{d(t) = i} =
Di∑J1+J2

i′=1 Di′
. (5.29)

As a result, we can get the buffer dynamics for traffic flow i as:

P{bi(t+ 1)∣bi(t)} =

P{d(t) = i} × pbuf1(bi(t+ 1), bi(t)) + (1− P{d(t) = i})× pbuf1∗(bi(t+ 1), bi(t)) (5.30)

And the expected data frame drops is:

´′i(n
′
i(t)) = P{d(t) = i} × ´i(n

′
i(t)) + (1− P{d(t) = i})× ´∗i (n

′
i(t)) (5.31)

Note that, with the above approximation, the buffer dynamics and expected data frame

drops for traffic flow i do not depend on d(t) any more. So we can follow the same steps

described in Section 5.4 to formulate a MDP for the traffic flow i only. It can give a stochastic

mapping between the current system state for traffic flow i (ci(t), gi(t), bi(t) or ni(t)) and
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P{ki(t)∣ci(t), gi(t), bi(t)}, the probability of ki(t). Note that the dimension of this sub-problem

is reduced by a factor of cigiENi

ΠJ
j=1cjgjΠ

J1
j=1EBjΠJ

j=J1+1ENj

relative to the dimension of the original

optimization problem.

Based on the above result, we can further optimize d(t) using the MDP in Section 5.4.

However, the actions are now only the decision for d(t) in every TTI t since we already know

the probability distribution of ki(t). So the dimension of the sub-problem is 1
K of the dimension

of the original problem.

5.6 Results and Discussions

In this section, we study the performance of the proposed QoS-CLS algorithm. For the channel

of each traffic flow, we assume that the average SINR of the channel is 15db. The Nakagami

parameterm is 1. The channel is discretized into 5 levels with SINR bounds [−∞, 2, 5, 10, 20,∞]

db. We assume that the AMC modes employed in the system are the same as those listed in

Table 5.1. The frame size is 1080 bits and the length of a TTI is 0.02 s. Each TTI can hold

[1, 2, 3, 6, 9] frames for modes 1 to 5. This setting provides a channel with a transmission rate

ranging from 54kbps to 486kbps.

First, we study a system in which there is only one traffic flow. In this case, QoS-CLS

optimizes the channel throughput by only selecting the most appropriate AMC mode for each

TTI. The following system parameters are used in this study. The initial expiration counter

for the C1 buffering mechanism is 2 and the buffer size for frames with the same deadline is

5. The buffer size for the C2 buffering mechanism is 10. The traffic flow has only one traffic

state, i.e., it follows a Poisson arrival process. As a comparison, we also present the result for
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a scheme where the AMC mode is simply chosen to guarantee the FER. Figure 5.1 shows the

FLR of different traffic flows with varied buffering mechanisms and scheduling schemes. In the

figure, “QoS-CLS” stands for results with the proposed QoS-CLS algorithm, “QoS-CLS, RBS”

stands for results with the proposed algorithm and the reduced buffer state approximation, and

“FER guaranteed” stands for results with conventional AMC mode selection scheme where the

physical layer FER is kept below the threshold 0.01 (a very close result can be achieved with

the threshold 0.001 and 0.0001 too). It is clear that the FLR achieved by QoS-CLS is much

less than that achieved by the conventional FER guaranteed scheme. Also, we can observe that

the results for C2 buffering scheme are much better than those for C1 buffering scheme, since

C1 buffering mechanism drops frames not only where the buffer overflows but also when frame

deadlines expire. However, for the FER-guaranteed scheme, when the traffic load exceeds 1.9

frame/TTI, the FLR is very close for both C1 and C2 buffering schemes. It is because the

channel capacity is fixed and almost fully utilized for every TDMA frame so that the number

of data frames transmitted should be the same for either C1 or C2 scheme, which results in the

same FLR for both C1 and C2 schemes. Another fact we can observe in the figure is that the

reduced buffer state approximation can provide results close to those of the original QoS-CLS.

Figure 5.2 compares the channel throughput of QoS-CLS and the FER-guaranteed schemes. It

is clear that with the increase of traffic load, the gain in throughput of QoS-CLS above that of

the FER-guaranteed scheme increases. For example, if the FLR target is 0.01, QoS-CLS can

achieve a throughput of 1.84 frame/TTI (with a traffic load of about 1.85) for C1 buffering

and 2.3 frame/TTI (with a traffic load of about 2.32) for C2 buffering scheme. At the same

time, the FER-guaranteed scheme can only achieve 1.4 frame/TTI (with a traffic load of about

1.4) for C1 buffering and 1.59 frame/TTI (with a traffic load of about 1.6) for C2 buffering
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scheme. This represents a large improvement of 32% and 45% for C1 and C2 buffering scheme,

respectively, relative to the performance of the FER-guaranteed scheme. Note that for the

reduced buffer state approximation method, the maximum throughput for C2 buffing scheme

with a 0.01 FLR target is about 2.23 frame/TTI, which is about 40% better than the maximum

throughput of the FER-guaranteed scheme.

Next we consider a system with multiple traffic flows sharing the channel. We consider

two types of traffic flows here. The first type of traffic flow is from a voice-over-IP (VoIP)

session. The traffic can be represented by a two-state MMPP with an average arrival rate of

0 frame/TTI in state 1 (silent state) and 0.6 frames/TTI in state 2 (talk state). The average

durations of state 1 and state 2 are 1.5s and 1s, respectively. The average traffic load of the

traffic flow is 0.24 frames/TTI. This traffic flow employs the C1 buffering mechanism with an

initial expiration counter of 1 TTI, i.e., a frame must be sent before the next frame arrives. The

buffer size for frames with the same deadline is 6 (then the expected frame loss due to buffer

overflow is about 0.0006 when the frame arrival rate is 1 frame/TTI). Also, this traffic flow has

a FLR guarantee requirement of FLR1 <0.01. The second type of traffic flow is represented

by a Poisson process with the frame arrival rate 0.1 frame/TTI. All this type of traffic flows

shares a buffer with size of 6 under C2 buffering mechanism. Type 2 traffic flows have no FLR

guarantee but they need to have their FLR distributed proportionally.

To show the effectiveness of our proposed scheme, we compare QoS-CLS with some existing

scheduling schemes. The first one we use as a benchmark for comparisons is opportunistic

scheduling [30, 31] (denoted as “OS” in the figures). OS selects the traffic flow with the best

channel condition to transmit in each TTI. Another scheme chosen for comparisons is the earliest

deadline first [32] (denoted as “EDF” in the figures), which takes into account of transmission
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deadlines. EDF schedules type 1 traffic flows for transmissions according to the numbers of

head of line data frames, with those having the most head of line data frames scheduled for

transmissions first. Type 2 traffic flows are only scheduled after all type 1 traffic flows have

been scheduled, since type 2 data frames do not have transmission deadlines.

We first set up a system with one type 1 traffic flow and a variable number of type 2 traffic

flows. The FLR of the type 1 traffic flow needs to be guaranteed to be less than 0.01. Figures

5.3 and 5.4 show the FLR for type 1 and type 2 traffic flows, respectively, when the number of

the type 2 traffic flows is varied from 8 to 18. In Figure 5.3, results for “QoS-CLS” and “QoS-

CLS, DO” show that the FLR of type 1 traffic flow can always be kept below 0.01 using these

mechanisms. This demonstrates the correct operation of the proposed scheduling algorithm in

terms of meeting QoS constraints. The results for OS show a much greater FLR for type 1

traffic flow since the scheme does not consider the stringent delay requirement and the buffering

mechanism. Also, the EDF scheme achieve the better FLR result for the type 1 traffic flow

than required because type 1 traffic flows always get access to the channel prior to other type 2

traffic flows. It actually wastes the channel resources and leads to a worse performance for the

type 2 traffic flows. We can see clearly in Figure 5.4 that the FLR result of the EDF scheme

is the worst one among all schemes. In Figure 5.4, we can also see that the OS scheme can

provide a best performance for type 2 traffic flows because a type 2 traffic flow can transmit the

most data frames in a TTI as long as its channel status is the best. If the target FLR is 1%,

QoS-CLS can support 11 type 2 traffic flows and EDF can only support 8 type 2 traffic flows (a

38% capacity improvement). OS cannot achieve a good capacity in this situation at all for its

poor support for real-time traffic flows. Also, the figures show that the approximation method

DO can give similar results for type 1 traffic flows as the QoS-CLS scheme. But it produces
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a little bit higher FLR for type 2 traffic flows compared with the QoS-CLS scheme. Figure

5.5 shows the corresponding average channel throughput for one TTI. It can be seen that the

QoS-CLS scheme and its approximation scheme can provide a similar channel throughput that

is a little bit better than both those of the OS and EDF schemes.

Next, we evaluate the effectiveness of fair FLR distribution supported by QoS-CLS. We still

consider a system with two types of traffic flows as above. However, in this case the type 1

traffic flow does not require any FLR guarantee. Instead, the FLR is distributed fairly between

the type 1 and type 2 traffic flows. The distribution weights of the two traffic flows are the same,

which means that they should experience the same FLR according to the fairness requirement.

We assume that there are one type 1 traffic flow and ten type 2 traffic flows. The frame arrival

rate for a type 2 traffic flow is still 0.1 frames/TTI, but the frame arrival rate of the type 1

traffic flow in state 2 is varied from 0.5 to 1.5 frames/TTI. Figures 5.6 and 5.7 show the FLR

and throughout results. In Figure 5.6, we can see that the FLR of the type 1 and 2 traffic

flows are exactly the same for the QoS-CLS scheme and its approximation method. For the

OS scheme, the FLR of type 1 traffic flow is very high and the FLR of type 2 traffic flows is

very small. For the EDF scheme, the FLR of type 2 traffic flows are much higher than that

of the QoS-CLS scheme or its approximation method, while the FLR of type 1 traffic flow is

lower than that of the QoS-CLS scheme when the traffic load is relatively light, as EDF gives

the type 1 traffic flow absolute priority over type 2 traffic flows. However, when the traffic load

becomes heavy, the QoS-CLS scheme and its approximation method can still achieve a better

FLR than that of EDF for the type 1 traffic flow, since the proposed schemes may choose a

higher order AMC mode to transmit more frames per TTI to reduce the overall FLR. Figure 5.7

shows the corresponding throughout. Note that the QoS-CLS and its approximation method
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can also provide higher throughput than those of the OS and EDF schemes, when fair FLR

distribution is applied. In summary, the results from Figures 5.1 and 5.7 show that QoS-CLS

can enhance the channel throughput as well as providing effective QoS provisioning.

5.7 Summary

In this chapter, we have proposed a novel scheduling algorithm called QoS-CLS for multimedia

transmissions over wireless channels with adaptive modulation and coding. To satisfy user QoS

requirements while maintaining fairness, a cross-layer framework is used for scheduling user

transmissions and selecting the appropriate AMC mode. The scheduling problem is formulated

as a MDP and solved by linear programming. As a result, the optimal scheduling policy can be

pre-determined and stored in the system for traffic scheduling in real-time. Two approximation

methods are also proposed to reduce the computational complexity of the optimization. Results

show that QoS-CLS can achieve significant improvements in channel throughput compared to

the opportunistic scheduling algorithm and the earliest deadline first scheme. Furthermore, it

can effectively guarantee QoS (i.e., FLR) and maintain fairness.
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Table 5.1: Parameters for Modulation and Coding Pairs in AMC

1 2 3 4 5

Modulation BPSK QPSK QPSK 16-QAM 64-QAM

Coding rate 1/2 1/2 3/4 3/4 3/4

Rate 0.50 1.00 1.50 3.00 4.50

½k 274.7229 90.2514 67.6181 53.3987 35.3508

Âk 7.9932 3.4998 1.6883 0.3756 0.0900

¶k (db) -1.5331 1.0942 3.9722 10.2488 15.9784

Table 5.2: List of Important Symbols

Symbol Desription

W0 Length of TTI of the downlink data channel

J Number of traffic flow

K Number of modulation and coding pairs

Ri Transmission rate for mode i

®i Max number of frames per TTI for mode i

L Number of channel states

Θ Channel state transition matrix

µi,j probability for state to turn from i to j in one TTI

continued on next page
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Table 5.2: continued

Symbol Desription

Fj,i Average FER for channel state i in AMC mode j

Mi Number of states for traffic flow i

Di,j Data frame arrival rate for traffic flow i in state j

Φi Traffic transition matrix for traffic i

Ái,j,j′ Probability for traffic i to turn from state j to j′

C1 Class one buffering mechanism

C2 Class two buffering mechanism

J1 Number of traffic flows for C1

J2 Number of traffic flows for C2

EPi Initial expiration counter for C1 traffic flow i

EBi Buffer size for data frames with the same deadline for C1 traffic flow i

ENi Buffer size for C2 traffic flow i

d(t) Traffic flow scheduled for TTI t

k(t) Mode used for TTI t

ci(t) Channel state of traffic flow i at TTI t

gi(t) Traffic state of traffic flow i at TTI t

bi(t) Buffer state for C1 traffic flow i at TTI t

bi,j(t) Number of frames with expiration counter j for C1 traffic flow i

continued on next page
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Table 5.2: continued

Symbol Desription

ni(t) Buffer state for C2 traffic flow i at TTI t
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Figure 5.1: FLR comparison for single traffic flow.
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Figure 5.2: Throughput comparison for single traffic flow.
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Figure 5.3: FLR comparison for the type 1 traffic flow in a system with FLR guarantee for

the type 1 traffic flow.
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Figure 5.4: FLR comparison for the type 2 traffic flow in a system with FLR guarantee for

the type 1 traffic flow.
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Figure 5.5: Throughput comparison for the system with FLR guarantee for the type 1 traffic

flow.
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Figure 5.6: FLR comparison for the system with FLR sharing.
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Figure 5.7: Throughput comparison for the system with FLR sharing.
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Chapter 6

Conclusions and Future Work

6.1 Summary of Work Accomplished

This thesis has investigated several problems with regards to QoS provisioning in multiple

access and packet scheduling schemes for multimedia transmissions over wireless communication

systems. A new, multiple access scheme and several scheduling algorithms have been proposed

to provide better QoS for multimedia traffic in wireless communication environments. A new

approach for cross-layer enhanced QoS provisioning has been proposed and applied in the thesis.

Specifically, we have addressed the following four major research problems, with the following

contributions to the field:

∙ A New MAC Scheme for Wireless Channels with MPR Capability: In Chapter

2, we have proposed an MRMA scheme for MPR channels. The work uses an MPR channel

model that is widely used in the literature. The proposed scheme accounts for the error-

prone characteristic of the MPR channel and the specific design guarantees the correct

operation of the reservation. MRMA also provides an adequate slot allocation scheme

to provide good QoS for multimedia traffic flows. A Markov analysis model has been

proposed, along with the MRMA, to evaluate the performance of the MRMA scheme,

as well as to validate the simulation mode implemented in this work. The simulation
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mode provides detailed performance analysis for MRMA. The results show that MRMA

can provide effective channel access and good QoS for multimedia traffic. Compared to

another scheme FPLS, the system capacity of voice traffic can be increased by 4% to 33%

or 6%to 30% for SNR = 6db and SNR = 10db, respectively, in one of our simulation

environment. Also, the data traffic has has only a slight and almost no impact to voice

and video traffic, respectively. The MRMA shows details for the design of MAC schemes

for wireless channels with MPR capacity and is also an effective MAC scheme with good

QoS provisioning for multimedia transmission over wireless channels with MPR capacity.

∙ Cross-Layer Enhanced Packet Scheduling for MC-CDMA: In Chapter 3 of the

thesis, we have proposed a cross-layer enhanced packet scheduling scheme for MC-CDMA

networks. CEPS makes scheduling decisions by considering the joint FLR, instead of

FDR and BER, separately. Essentially, CEPS assumes that the arrival of future data

frames is not predictable, and decisions are made based on the historical FLR record, the

current buffer status, and the QoS requirements of all different traffic flows. With this

information, CEPS optimizes the sum of the weighted FLR of all traffic flows so that the

channel throughput is optimized and the QoS is shared with predesigned weights among

all traffic flows. We have also implemented a simulation model for CEPS. The results

show that CEPS can effectively enhance the channel throughput, compared to other

scheduling algorithms, and that the QoS is proportionally provisioned to traffic flows.

Essentially, from the simulation result, CEPS enhanced the system capacity by 22% to

39% compared to the other two scheduling algorithms. CEPS shows the effectiveness of

the cross-layer QoS consideration and is a practical candidate scheduling algorithm. It
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provides flexible and effective QoS provisioning for multimedia transmission, so that it

may be used in different wireless communication systems to enhance the users’ experiences

with multimedia applications.

∙ Cross-Layer Optimization of the Maximum Number of Simultaneous Trans-

missions in MC-CDMA: In Chapter 4 of the thesis, we have proposed a cross-layer

optimization for MC-CDMA. By dynamically adapting the maximum number of trans-

missions for one slot, the cross-layer optimization minimizes the FLR experienced by the

whole system. During optimization, we assume that a slot allocation scheme is used to

minimize the FLR, given the scheduling decision and the maximum number of simul-

taneous transmissions for each time slot. Also, we assume that a scheduling algorithm

is used for mapping the buffer status and the traffic status into the scheduling decision

every frame. These assumptions are valid and other slot allocation and scheduling al-

gorithms can also be used for the optimization. According to the traffic status and the

buffer status of all traffic flows, the optimization determines the maximum number of

simultaneous transmissions so that the FLR of the whole system is optimized. We have

also proposed an approximation scheme to address the computational complexity issue

for the optimization. Simulation results have been presented to show the large effects

of the optimization. Compared to CEPS, the optimization can achieve a 10% capacity

improvement for the system. The optimization verifies the effectiveness of the cross-layer

QoS consideration and could be used to optimize channel capacity and QoS provisioning

for MC-CDMA systems.

∙ QoS-Based Cross-Layer Scheduling for AMC-Based Systems: In Chapter 5 of the
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thesis, we have proposed a cross-layer scheduling for AMC-based systems. The QoS-CLS

method optimizes the QoS of different traffic flows by selecting appropriate modulation

and coding pairs and the scheduling decisions. The delay requirement for multimedia

traffic is met by a buffering mechanism. The FLR requirements of multimedia traffic are

satisfied by the optimization, and for traffic flows not requiring the FLR guarantee, the

FLR experienced is proportionally distributed according to a predesigned weight for the

traffic type. The optimization is based on the information of the traffic status, the buffer

status, and the QoS requirements of all traffic flows. Simulation result shows that the

system capacity is increased by 38% and event more compared by the EDF and OS algo-

rithms. To address the computational complexity of the optimization, two approximation

methods are proposed. QoS-CLS provides a good solution for the scheduling problem in

AMC-based systems for multimedia transmissions. It can achieve precise QoS provisioning

and, at the same time, optimize the channel capacity. It could be a candidate scheduling

algorithm for future wireless communication systems with AMC. Moreover, the scheduling

also verified the effectiveness of the cross-layer QoS consideration in AMC-based wireless

communication systems.

6.2 Future Work

The work described in this thesis can be the subject of future research, in several aspects, as

described below:

∙ Combination of the MRMA and CEPS: We have proposed a multiple access scheme

MRMA for MPR channel in Chapter 2. Although a simple, round-robin slot allocation
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mechanism is used in MRMA, it is also possible to apply other scheduling algorithms

to further provide the QoS differentiation. Studies of the performance of the MRMA

with an advanced scheduling algorithm would be of interest. We have also proposed a

CEPS scheme in Chapter 3 for MC-CDMA systems. When CEPS is applied for the uplink

scheduling, a signaling channel is required for user terminals to notify the base station and

for the base station to inform the scheduling decision and the transmission result. One

of our future studies is to apply CEPS on MRMA, and to investigate how the signaling

function could be taken over by the MRMA protocol and how better QoS differentiation

among different traffic flows could be provisioned.

∙ Admission Control for Multimedia Traffic with Cross-Layer QoS Consider-

ation: We have applied the cross-layer QoS consideration in Chapters 3, 4, and 5 to

optimize the QoS provisioning and system throughput. In addition, the result can be

used to study the performance improvement in the admission control by the cross-layer

QoS consideration. The admission control in MPR systems for multimedia traffic is an-

other interesting topic. The cross-layer optimizations proposed in Chapters 3, 4, and 5

can further improve the channel capacity. Still, the design of an effective and efficient

admission control scheme becomes more complicated to allow the admitted traffic flows

to meet their QoS requirement while channel utilization is maximized. In our future work,

we intend to investigate the design of an admission control scheme with cross-layer QoS

considerations and optimizations.

∙ Cross-Layer QoS Consideration in Other New Wireless Technologies: Although

the cross-layer QoS consideration can be generally applied to any wireless link, some
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advanced wireless technologies, such as MIMO, multi-carrier CDMA, and OFDMA, are

sophisticated and not easily modeled as MC-CDMA or AMC channels. Thus, to apply the

cross-layer QoS consideration in such wireless channels for achieving better performance

by adjusting the physical and MAC layer schemes would be a challenging undertaking.

In future work, we intend to implement the cross-layer schemes for these sophisticated

channels to improve system performance.

∙ Better Solutions for Proposed Optimizations: Except for Chapter 3, all of our work

on the cross-layer QoS consideration is based on the optimization modeled by MDP. We

have solved these MDP optimizations with the linear programming method. When the

state space of the optimization becomes very large, however, the computational complexity

becomes a practical problem. We have proposed several approximation methods to reduce

the state space of the optimization in Chapter 5, but still need better ways for solving

the optimization so that it can be easily implemented in large systems. Reinforcement

learning could be a potential solution for the MDP. In future work, we intend to find a

better way to model the optimization problem for the cross-layer QoS consideration and

find better ways to solve MDP-based optimizations.

∙ Higher Layer QoS: In proposing the cross-layer QoS optimization, we have used a

number of assumptions. Some of these stipulated the specific design of higher layers. For

example, we assumed that every data frame has an expiration deadline on the wireless

link. This assumption dictates the higher layer design, which may affect the higher layer

QoS. It would be of interest to see how the cross-layer QoS consideration on the wireless

link can affect the end-to-end QoS of the wireless communication system. In the future,
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we will investigate the relationship between the wireless link QoS and the end-to-end QoS

of the wireless communication system, and investigate the impact of the cross-layer QoS

consideration on the higher layer QoS.
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Appendix A

Calculations for State Transition

Probabilities for MRMA

A.1 Calculation of The Transition Probability T1

Section 2.4 discusses the state transitions at the frame boundary between frame n and n + 1.

We have:

Pst = 1− e®Tf , P ts = 1− e¯Tf (A.1)

Suppose that there are i CON UTs and j IDL UTs changing their states; we have:

j = NCON,n+1 −NCON,n,ℎn + i (A.2)

Therefore, the transition probability can be found as (A.3)

T1(NCON,n+1, NREV,n+1 ∣ NCON,n,ℎn , NREV,n,ℎn) =

⎧
⎨
⎩

min{NCON,n,ℎn ,Nv−NCON,n+1−NREV,n,ℎn}∑

i=max{0,NCON,n,ℎn−NCON,n+1}
B(NCON,n,ℎn , i, P ts)× B(NIDL,n,ℎn , j, Pst)

NREV,n+1 = NREV,n,ℎn

0

NREV,n+1 ∕= NREV,n,ℎn

(A.3)
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where

B(x, y, z) =

(
x

y

)
zy(1− z)x−y

NIDL,n,ℎn = Nv −NCON,n,ℎn −NREV,n,ℎn

Note that the number of REV UTs remains unchanged at NREV,n+1 = NREV,n,ℎn during this

transition. Also, the variables i and j in (A.3) must satisfy the following conditions:

0 ≤ i ≤ NCON,n,ℎn , 0 ≤ j ≤ NIDL,n,ℎn (A.4)

Based on these conditions, the upper and lower limits of i can be determined as shown in (A.3).

A.2 Calculation of The Transition Probability T2

Here we first analyze the transition from REV to IDL. The number of REV UTs changing

to IDL at the end of frame n+ 1 is NCON,n+1 +NREV,n+1 −NCON,n+1,ℎn+1 −NREV,n+1,ℎn+1 .

Given that there are NREV,n+1 REV UTs at the beginning of frame n+1, the probability that

there are NCON,n+1+NREV,n+1−NCON,n+1,ℎn+1 −NREV,n+1,ℎn+1 REV UTs changing to IDL

in frame n+ 1 is:

B(NREV,n+1, NCON,n+1 +NREV,n+1 −NCON,n+1,ℎn+1

−NREV,n+1,ℎn+1 , P ts) (A.5)

Next, we analyze the transition from CON to REV by a recursive method. Such a transition

depends on the number of mini-slots (i.e., ℎn+1) in the frame, the permission probability p, the

initial number of CON uses at the beginning of the frame (i.e., NCON,n+1), and the C matrix.

In frame n + 1, if there are y CON UTs at the end of the i-th mini-slot, the probability that
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there are x CON UTs at the end of the (i+ 1)-th mini-slot is:

P (NCON,n+1,i+1 = x ∣ NCON,n+1,i = y)

=

y∑
z=y−x

B(y, z, p)× Cz,y−x (A.6)

Here, z is the number of CON UTs who send reservation requests via the (i+ 1)-th mini-slot.

By considering all the possible values of y, we have:

P (NCON,n+1,i+1 = x)

=

NCON,n+1∑
y=x

P (NCON,n+1,i = y)

y∑
z=y−x

B(y, z, p)× Cz,y−x (A.7)

Note that the initial condition is:

P (NCON,n+1,0 = y) =

⎧
⎨
⎩

1, y = NCONn+1

0, otherwise

(A.8)

Furthermore, we have:

ℎn+1 = t×
(
F − ⌈NREV,n+1

Kvo
⌉
)+

(A.9)

Denote P (NCON,n+1,ℎn+1 ∣ NCON,n+1, NREV,n+1) as the probability that, if there areNCON,n+1

CON UTs andNREV,n+1 REV UTs at the beginning of frame n+1, there will beNCON,n+1,ℎn+1

CON UTs at the end of frame n + 1. This probability can be found by running the recursive

equation (A.7) from i = 0 to i = ℎn+1 based on the initial condition defined by (A.8).

Finally, we can get the transition probability as follows:

T2(NCON,n+1,ℎn+1 , NREV,n+1,ℎn+1 ∣NCON,n+1, NREV,n+1)

=B(NREV,n+1, NCON,n+1+NREV,n+1−NCON,n+1,ℎn+1

−NREV,n+1,ℎn+1 , P ts)×

P (NCON,n+1,ℎn+1 ∣NCON,n+1, NREV,n+1) (A.10)
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