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Abstract

This thesis derives dynamical models that explain the operation of a solid

phase immunoassay biosensor, the Ion Channel Switch (ICS) biosensor. The

ICS biosensor unlike similar biosensors admits multiple surface chemical re-

actions which make the mathematical models significantly more complex

than models used to describe alike biosensors. A two dimensional partial

differential equation describes the distribution of the analyte through out

the flow chamber. The interaction of analyte and the immobilized species

at the biosensor electrode is modelled through the boundary condition at

the bottom of the flow chamber. This boundary condition couples the par-

tial differential equation to a set of nonlinear ordinary differential equations

which are used to describe the surface chemical reactions. This model pro-

duces accurate results particularly when the rate of transport of analyte to

the biosensor surface is comparable to the rate of reactions occurring at the

biosensor surface. However, when the rate of mass transport is much faster

than the reaction rates, the dynamics of the ICS biosensor can be accurately

described by a system of nonlinear ordinary differential equations in which

analyte concentration is assumed constant. Accuracy of the derived mathe-

matical models are verified by comparing the simulated biosensor response

to that obtained from an experimental run of the ICS biosensor.
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Chapter 1

Introduction

1.1 Dynamic Models for Biosensors

A biosensor converts a biological binding event to a measurable signal. It

comprises a biorecognition molecule integrated with a signal transducer.

To achieve selectivity towards target/analyte molecules it borrows from na-

ture the recognition properties of molecules such as enzymes, antibodies,

peptides or DNA [3], [4], [5]. The biorecognition/receptor molecules bind

to the target/analyte molecules which cause a physio-chemical change in

the biorecognition unit. The transducer then converts the physio-chemical

change into a concentration dependent signal which is picked up by the

measurement device. A good review of various transducers in biosensor

technology is provided in [6].

In recent years there has been significant growth in the area of research

and development of new and improved biosensors. Biosensors find appli-

cations in areas such as biotechnology, chemistry, physics, medicine and

food industry. For example biosensors have long been utilized to sense glu-

cose levels in both medical and industrial applications [7]. Another impor-

tant medical application is urea biosensors which are essential in portable

hemodialysis systems for treating patients with renal disorder [8].
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1.1. Dynamic Models for Biosensors

Biosensors, such as BIACORE, also provide a popular method for the

analysis of reaction rate constants in biomolecular interactions. These types

of biosensors utilize a flow chamber, with the bio-recognition molecules im-

mobilized on the sensor surface and the sample containing analyte/target

molecules flowing through the chamber [9], [10]. By studying the time course

of binding of the reactants and assuming an underlying mathematical model

that describes the dynamics of association and dissociation of the analyte

and the receptor molecules, the intrinsic reaction rate constants can be es-

timated [10], [11].

The analytic signal produced by the transducer of such biosensors is the

result of the interplay of many complex phenomena including the chemical

kinetics as well as the mass transport effects. Therefore, an important step

in the design and implementation of solid phase immunoassay biosensors

is understanding the dynamics of association and dissociation of analyte

molecules with the immobilized species on the biosensor surface . Also since

biosensors in most chemical and immunodiagnostic applications incorporate

a flow chamber, transport effects such as advection and diffusion of analyte

to the biosensor surface play important roles in the analysis and design of

such assays. These effects need to be incorporated in the mathematical

models that reflect the chemical dynamics of the biosensor. If we can relate

the events occuring in a biosensor to equations that describe them, it would

be possible to design new systems without extensive experimentation.

2



1.2. Contributions and Results

1.2 Contributions and Results

In this dissertation, dynamical models that describe the operation of a

fluidic-based solid phase immunoassay biosensor, called the Ion Channel

Switch (ICS) biosensor, are derived. The Ion Channel Switch (ICS) biosen-

sor exploits the molecular switching mechanism of ion channels to detect

target molecular species of interest across a wide range of applications with

concentrations as low as 10fM [12]. It is composed of gramicidin A (gA) ion

channels embedded in a lipid bilayer, which is tethered to a gold electrode

as shown in Fig. 1.1. Gramicidin A ion channels are produced by the soil

bacterium Bacillus brevis and consist of two halves or monomers. When the

two monomers align they form a longer conducting pipe known as a dimer

which allows ions to pass through. Tethered to the gold electrode as well

as attached to the free moving gA monomers in the top layer of the lipid

bilayer are binding sites or receptor molecules. If the sample solution con-

tains target analyte molecules, they are carried to the biosensor surface by

advection and diffusion. The arrival of analyte molecules at the biosensor

surface, cross-links antibodies attached to the mobile outer layer channels,

to those attached to membrane spanning lipid tethers, Fig. 1.1 (c). This

disrupts the ability of gA monomers to align and form conducting dimers.

Therefore conductance of the membrane decreases. The resulting decrease

in current signals the presence of analyte. Therefore channel conductance,

G, is directly proportional to the concentration of the dimers present in the

biosensor D. The evolution of the dimer concentration in the biosensor is a

function of analyte concentration present in the sample solution. As a result

3



1.2. Contributions and Results

the decay in biosensor conductance is a function of analyte concentration.

In this dissertation the qualitative description provided above is trans-

lated to mathematical models that can be used to simulate the biosensor

response. We use a two dimensional advection diffusion partial differential

equation (PDE) subject to a mixture of Neumann and Dirichlet boundary

conditions to describe the distribution of analyte concentration through out

the flow chamber. The interaction of analyte molecules with the immo-

bilized species on the biosensor surface is modelled through the boundary

condition posed at the bottom of the flow chamber. This boundary con-

dition couples the advection diffusion PDE to a set of nonlinear ordinary

differential equations (ODE) that model the evolution of the concentration

of the immobilized species on the biosensor surface.

The PDE model describes the operation of the biosensor under all op-

erating conditions. The operating condition of the ICS biosensor is defined

by the concentration of analyte present in the sample solution, the binding

site density at the biosensor surface, and the flow rate of the sample solu-

tion through the flow chamber. Depending on the values of these variables,

the biosensor operates in one of two regimes; reaction-rate-limited or mass-

transport influenced regimes. Reaction-rate-limited region of operation is

entered when high analyte concentration, high flow rate and relatively low

binding site density is used. Mass-transport influenced region is entered

when low analyte concentration, high binding site density and low flow rates

define the operating condition of the biosensor. In the mass-transport in-

fluenced region the rate of transport of analyte molecules to the biosensor

surface is comparable to the surface reaction rates. In this region, in order to

4



1.2. Contributions and Results

Figure 1.1: Large analyte transduction mechanism. Analyte (purple) is
denoted by a, binding site (blue) is denoted by b, free moving gA monomers
are denoted by s and c. The binding of analyte to the binding site causes the
conformation of gramicidin A to shift from conductive dimers (a) to non-
conductive monomers (c). This causes a loss of conduction of ions across the
membrane. The scale can be visualized by the fact that the tethered lipid
bilayer is 4nm thick. (a) gA in dimer form before the binding of analyte to
the binding site. (b) Analyte molecules binding to binding site consisting.
(c) gA monomer in the top leaflet of the lipid bilayer binding to the analyte-
binding site complex, thus disrupting the dimer formation.

5



1.2. Contributions and Results

accurately simulate the biosensor response, the two dimensional PDE needs

to be solved numerically. Under reaction-rate-limited operating conditions

the rate of transport of analyte molecules to the biosensor surface is much

faster than the surface chemical reactions. Therefore, it is reasonable to

assume constant analyte concentration through out the flow chamber. The

assumption of constant analyte concentratoin in this region, decouples the

PDE from the system of ODEs. Therefore the biosensor dynamics are de-

scribed by a system of nonlinear ODEs in the reaction-rate-limited region

of operation.

1.2.1 Main Contributions

The main contributions of this dissertation can be summarized as below:

• Modelling of Biosensor Electrical Response : In Section 3.1 we give

a complete model description of the electrical response of the biosen-

sor. The electrical dynamics of the ICS biosensor are described by

an equivalent second order linear system. In the equivalent electrical

model, a capacitor in parallel with a resistor account for the electrical

properties of the lipid bilayer with embedded gA ion channels. The

helmholtz and diffuse layer capacitances are accounted for by a single

capacitor and the electrolyte resistance is also considered.

• Chemical Reaction Network of the ICS Biosensor : The chemical ki-

netics detail how the biosensor responds to analyte molecules – from

analyte molecules binding to the receptors to the eventual disruption of

the ability of gramicidin molecules to form dimers. There are four pri-
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1.2. Contributions and Results

mary chemical species in the ICS biosensor, analyte, binding site, free

moving gA monomers and tethered gA monomers. The four primary

species combine according to a set of reversible chemical reactions to

form four complexes or products. Therefore, we use a total of seven

reversible reactions to describe the chemical reaction network of the

ICS biosensor. From the chemical reaction network and the law of

mass action we can derive a system of nonlinear ODEs to describe

the evolution of the concentration of the chemical species in the ICS

biosensor.

• Analyte Flow and Analysis of Biosensor Dynamics : The distribution

of analyte concentration through out the flow chamber depends on the

bulk analyte concentration, the binding site density and the flow rate

of the sample solution. These parameter values define the operating

condition of the ICS biosensor. These operating conditions in turn

distinguish two regions of operation for the biosensor; the reaction-

rate-limited and the mass-transport influenced regions. High bulk an-

alyte concentration, relatively low binding site density and high flow

rate, push the operation of the ICS biosensor into the reaction-rate-

limited region, where analyte concentration can be assumed constant.

In this region the chemical kinetics are modelled by the system of non-

linear ODEs. The ODE model is derived from the chemical reaction

network of the biosensor with analyte concentration taken to be con-

stant and equal to the bulk analyte concentration. On the other hand,

low analyte concentration, high binding site density and low flow rate,

7



1.2. Contributions and Results

push the biosensor operation into the mass-transport influenced region,

where the distribution of analyte concentration in the flow chamber is

given by a two dimensional advection diffusion PDE subject to com-

plex boundary conditions. In particular the boundary condition at

the biosensor surface reflects the interaction of analyte molecules with

the immobilized species. This boundary condition models the rate by

which analyte molecules are grabbed by the immobilized species. This

rate is a function of the concentration of all surface chemical species.

Thus a full description of the dynamics of the biosensor in this region is

obtained by numerically solving the system of nonlinear ODEs coupled

with the 2-D advection diffusion PDE. Comparison of the simulated

biosensor response from the two models under appropriate operating

conditions to experimental data obtained from the ICS biosensor ver-

ifies the accuracy of the mathematical models, as shown in Chapter

4.

1.2.2 Limitations

In this dissertation we have used concepts from physics and chemistry to

construct a “white-box” model for the chemical kinetics of the ICS biosen-

sor. Although we have studied the operation and construction of the ICS

biosensor in order to arrive at dynamical models, we have not been involved

in the implementation of the biosensor. Nor have we been involved in run-

ning experiments on the biosensor. In fact all the experimental data used

to verify the accuracy of the derived models in Chapter 4 is provided by

SDX research which is the company currently producing the ICS biosensor.
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1.2. Contributions and Results

Our main focus thus far has been to derive models that could simulate the

biosensor response accurately. We have only analyzed the proposed dynam-

ical models by comparing the experimental response of the ICS bisoensor to

the simulated response from each model. However, we have not performed

error analysis. There is room for model optimization through minimizing

the error between the experimental and simulated responses.

1.2.3 Related Publications

1. V. Krishnamurthy, S. M.Monfared and B. Cornell, Ion-Channel

Biosensors Part II: Dynamic Modeling, Analysis and Statistical Sig-

nal Processing, in IEEE Transactions on Nanotechnology, Volume 9,

Issue 3, pp. 313 − 321, 2010.

2. S. M.Monfared, V. Krishnamurthy and B. Cornell, Reconfigurable

Ion- Channel based Biosensor: Input Excitation Design and Analyte

Classification, in Proc. of of 48th IEEE Conference on Decision and

Control (CDC), Shanghai, China, December 2009.

3. S. M.Monfared, V. Krishnamurthy and B. Cornell, Stochastic Mod-

eling and Signal Processing of Nano-Scale Protein-Based Biosensors,

in Proc. of 7th IEEE International Workshop on Genomic Signal Pro-

cessing and Statistics (GENSIPS), Minnesota, USA, May 2009.
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1.3. Background and Related Work

1.3 Background and Related Work

The literature on biosensors is vast. Neher provides an interesting overview

of the interface between ion channels and microelectronics [13]. Several

companies/research groups have developed biosensors based on synthetic

lipid monolayers and bilayers. For example OhmX Corporation is currently

developing a reagentless biosensor system using self assembled monolayers

tethered to a gold surface for the electronic detection of biomarkers in clinical

samples [14]. Stochastic signal analysis has been employed by Bayley’s group

at Oxford and has made substantial contributions in advancement of ion

channel biosensors [15], [16]. The detection of single gramicidin channel

currents in a tethered membrane is described in [14]. Here we focus on the

ICS biosensor currently being developed by Surgical Diagnostics Pty Ltd as

an important example of an ion channel based biosensor. Below we provide

a review of related work in biosensors involving ion channels and tethered

lipid membranes.

The first attempt at developing a practical membrane-based biosensor

device was reported in [17]. The poor stability of the receptor-membrane

complex limited the range of applications of the device. One of the first

examples of a functionally active biomimetic surface was reported in [18], in

which an active cytochrome C was incorporated into a tethered membrane.

The stabilization of the bilayer lipid membrane (BLM) has been a cen-

tral theme in the development of ion channel biosensors [19]. Many strate-

gies have been developed. The primary focus has been on physisorbing or

chemically attaching a layer of hydrocarbon to a silicon [20], hydrogel [21],

10



1.3. Background and Related Work

polymer [22] or metal surface [23]. Subsequently a second layer of mobile

lipids is fused onto the tethered monolayer to form a tethered bilayer lipid

membrane. Earlier works on BLM stabilization is reviewed in [24] and [25].

In [26] peptide nanotubes have been fabricated within a supported self as-

sembled monolayer. The ICS biosensor employs an alkane disulphide bond

to stabilize the bilayer lipid membrane at the electrode surface.

A key requirement of an ion channel biosensor is to engineer a switching

mechanism that modulates the flow of ions when an analyte is detected [27].

Mechanisms range from anti-channel antibodies that disrupt ion transport

[28], to molecular plugs that block the channel entrance [29]. Ompf porin

channels from E coli, were incorporated into a tethered BLM and their

conduction modulated using the channel blocker colicin [30]. All mechanisms

proposed so far have had a very limited range of application and require

re-engineering for each new analyte. The ICS, whilst using ion channel

transduction provides a mechanism that may be adapted to many different

classes of target molecules.

The objective of this thesis is to provide mathematical models that allow

one to predict kinetic and electrical characteristics of the ICS biosensor under

various operating conditions. Such models provide insight into the operation

of the device as well as allowing one to optimize the operation of the device.

The equivalent electrical model we introduce in Section 3.1 for the lipid

membrane, interfacial capacitance and electrolyte resistance is similar to

that used in electro-physiological models of cell membranes [31]. The con-

ceptual idea behind electro-physiological models originates from the work

of Cole, who pioneered the notion that cell membranes could be likened to
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1.3. Background and Related Work

an electronic circuit [32]. The chemical kinetics in Section 3.2.1 result in

a system of nonlinear ordinary differential equations. The book [33] is an

excellent example of such chemical kinetics and binding.

The mass-transport dynamics (partial differential equation) coupled with

the chemical kinetics of Section 3.2.1 result in an advection diffusion par-

tial differential equation with Neumann and Dirchlet boundary conditions

[9, 34, 35]. Similar formulations for binding and dissociation between a sol-

uble analyte and an immobilized ligand are studied in [36]. In [9, 11], mass-

transport dynamics are formulated for a two compartment model where ana-

lyte molecules move between the two compartments. Goldstein et al. discuss

the accuracy and theoretical basis of different models for mass-transport ef-

fects in the binding of analytes in [35]. Similar models have been adopted

in [37] where mathematical models describing the dynamics of a lateral flow

reactor which consists of a flat, porous membrane to which ligands are im-

mobilized are derived. Similarly in [38] analytical solutions of the differential

equation which governs the fluid flow in the flow channel of an electrochem-

ical detector are found. The model utilized to explain the dynamics of the

flow is simplified by neglecting longitudinal diffusion and analytical solutions

are only possible under steady state assumptions. Also in [39] and [40] a set

of partial and ordinary differential equations coupled through the boundary

conditions are used to study the transport and kinetic processes affecting

the operation of the biosensor BIACORE.

12



1.4. Thesis Organization

1.4 Thesis Organization

In Chapter 2 a brief introduction to the ICS biosensor technology is pro-

vided. Section 2.1 presents a terse description of the structure and operation

of gramicidin A ion channels. In Sections 2.2 and 2.3 the construction and

operation of the ICS biosensor are explained. In Chapter 3, mathematical

models describing electrical as well as chemical dynamics of the biosensor

under various operating conditions are derived. In Section 3.1, the electrical

dynamics of the ICS biosensor are described by an equivalent electrical cir-

cuit. In Section 3.2.1 the chemical reaction network of the ICS biosensor is

modelled by a system of nonlinear ordinary differential equations. In Section

3.2.2 experimental response of the biosensor to different analyte concentra-

tions are presented. In Section 3.3 two regions of operation are distinguished

for the ICS biosensor; the reaction-rate-limited and the mass-transport in-

fluenced regions. In Section 3.3.1 the operation of the ICS biosensor in

the reaction-rate-limited region is described and a motivating example is

presented. In Section 3.3.2, the partial differential equation describing the

dynamics of the ICS biosensor under all operating conditions especially the

mass-transport influenced region is derived. In Chapter 4 the accuracy of

the derived mathematical models are verified by comparing the simulated

data to the experimentally obtained data from the ICS biosensor. Finally

Chapter 5 summarizes the project findings, provides concluding remarks as

well as briefly describes the possible future work in this project.
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Chapter 2

Ion Channel Switch (ICS)

Biosensor

In biological sensing systems a receptor protein is typically coupled to a

switchable ion channel embedded in a lipid bilayer surrounding the cell.

The biological sensing system detects the presence of target molecules by

monitoring the electrical changes of the cell membrane. These electrical

changes result when target molecules bind to the receptor molecules thus

changing the conductivity of the embedded ion channels [41]. One binding

event typically triggers the passage of 107−108 ions, leading to a significant

and measurable change in the conductivity of the membrane.

Certain advantages of biological sensing systems such as large amplifi-

cation that results from a single binding event as well as the simplicity and

robustness of this type of detection make this approach particularly inter-

esting in the development of biosensors. However, to make the biosensor

as generic as possible it must be able to detect a wide range of molecules.

Therefore unlike biological sensing systems in nature, where both the re-

ceptor molecule and the ion channel are included in the same assembly, in

anlaytical biosensors the ion channels and the receptor molecules must be

14



2.1. Gramicidin A Ion Channels

seperate units [42]. Therefore it makes sense to use a simple ion channel

whose switching mechanism is independent of the type of analyte and make

the biosensor sensitive to a particular analyte molecule by using appropri-

ate receptors. An example of such ion channels is the gramicidin A ion

channel, which is used in the developement of the ICS biosensor. In the

following sections brief introductions to gramicidin A ion channels as well

as the operation and construction of the ICS biosensor are provided.

2.1 Gramicidin A Ion Channels

Biological ion channels are water-filled sub-nano-sized pores formed by pro-

tein molecules in the membranes of all living cells [31, 43]. Ion channels play

a crucial role in living organisms by selectively regulating the flow of ions

into and out of a cell thereby controlling the cell’s electrical and biochemical

activities.

Gramicidins are a family of ion channels produced by the soil bacterium

Bacillus brevis, and consist of alternating L- and D-amino acids [44]. Be-

cause they are small, readily available and easily modified chemically , gram-

icidin is often used as a model pore to study ionic channels. It comprises

of two gramicidin peptides or monomers. When the two peptides are linked

head to head by hydrogen bonds they form a conducting pore known as a

dimer [44]. The dimer has a pore diameter of 4
◦

A and a length of about 25
◦

A.

Gramicidin ions are selective to monovalent cation and have conductance of

about 107 ions per second.
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2.2. Construction

2.2 Construction

The low molecular weight bacterial ion channel gramicidin has been used,

(see [12], [45], see also [1] for a review), as the basis of a biosensor platform

with a range of applications for the detection of low molecular weight drugs,

large proteins and micro-organisms [46], [47] . The ICS biosensor employs a

lipid bilayer tethered via hydrophilic spacers to a gold surface.

The membrane stability is primarily enhanced by tethering the inner

membrane leaflet to the gold surface. However additional stability is achieved

by substituting a major fraction of the tethered lipids with archaebacterial

lipids. These are lipids modeled on constituents found in bacteria capable

of surviving extremes of temperature and hostile chemical environments.

Characteristics of these lipids are that the hydrocarbon chains span the

entire membrane and that all ester linkages are replaced with ethers [48],

[49]. Bilayer Lipid Membrane (BLM) films have previously been formed

from archaebacterial lipids and resulted in membranes that are stable to

temperatures in excess of 90◦C [50]. A stable membrane incorporating ion

channels can be self-assembled on a clean, smooth gold surface using a combi-

nation of sulphur-gold chemistry and physisorption [51]. Most studies of the

ICS biosensor have used antibody Fab fragments as the receptor; however,

the approach has also been demonstrated to operate using oligonucleotide

probes, heavy metal chelates and cell surface receptors.

The construction of the ion channel biosensor developed by [12] involves

sophisticated concepts in biochemistry. However, for our purposes its struc-

ture can be simply described as follows. First an artificial tethered lipid
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2.3. Operation

monolayer is constructed containing tethered gramicidin channels. Then a

second outer mobile monolayer comprising of lipids and gramicidin chan-

nels is introduced. These components self-assemble in water to form a lipid

bilayer that mimics a cell membrane. The gramicidin channels act as sub-

nano-sized pipes that move randomly along the outer monolayer of the bi-

layer. The channels in the inner layer are tethered and hence cannot move.

As the mobile gramicidin channels in the outer layer diffuse, occasionally

a channel in the outer layer will align exactly with a channel at the inner

level of the membrane, thereby forming a single longer pipe known as a

dimer. When a dimer forms, ions travel along it, thereby resulting in a

small current. At any given time instant, several such pairs of pipes can

align (forming dimer) or dis-associate (breaking dimers), since the outer

layer diffuses randomly. Therefore the current recorded at the output of the

biosensor is a random process. In the construction of the biosensor, specific

antibodies (binding sites/receptor molecules) that recognize specific analyte

molecules are attached to the mobile outer layer channels as well as to the

gold electrode, see Fig. 2.1.

2.3 Operation

In the same manner that an ELISA sandwich assay may be developed based

on a complementary antibody pair, the ICS biosensor may be adapted to

the detection of any antigenic target for which a suitable antibody pair is

available. For example in order to detect the pregnancy hormone (human

chorionic gonadotropin (hCG)), the antibody Immunoglobin G (IgG) can

17



2.3. Operation

Figure 2.1: ICS biosensor structure, including the lipid bilayer tethered to
the gold electrode and the binding sites tethered to the free moving gA
monomers as well as to the gold electrode.

be used as the receptor molecules of the biosensor. The bacterial ion chan-

nel gramicidin A is assembled into a tethered lipid membrane and coupled

to an antibody, targeting a compound of diagnostic interest. Solution that

may or may not contain the analyte is introduced. If no analyte molecules

are present, the biosensor operates as outlined in Section 2.2. On the other

hand, if the solution contains the target analyte, then the arrival of analyte

cross-links antibodies attached to the mobile outer layer channels, to those

attached to membrane spanning lipid tethers, Fig. 1.1. This disrupts the

ability of gA monomers to align and form conducting dimers. Therefore

conductance of the membrane decreases. The resulting decrease in current

signals the presence of analyte. Therefore channel conductance, G, is di-

rectly proportional to the concentration of the dimers present in the biosen-

sor, D. The evolution of the concentration of the dimers in the biosensor

is a function of the concentration of the analyte present in the sample solu-
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2.3. Operation

tion. As a result the decay in biosensor conductance is a function of analyte

concentration.

Applying a small alternating potential between the gold and the reference

electrode in the test solution generates a charge at the gold surface which

causes electrons to flow in an external circuit. Therefore the output current

of the ICS biosensor can be measured.
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Chapter 3

Modeling the Dynamics of

the ICS Biosensor

3.1 Electrical Dynamics of the Biosensor

The ICS biosensor can be viewed as a biological transistor. Fig.3.1(a) illus-

trates the equivalent circuit of the biosensor before and after the detection of

analyte. Fig.3.1(b) details the components of the equivalent circuit. The re-

sistor 1/G models the biosensor resistance and increases with the presence of

analyte. C1 denotes the capacitance of the membrane while C2 denotes the

interfacial capacitance of the gold substrate [52]. R2 denotes the resistance

of the electrolyte and its value varies depending on the type of electrolyte

and the dimensions of the return path in the bathing solution. In a flow

chamber, the dimensions of the return path can be sufficiently small so that

R2 becomes significant.

The values of C1, C2, R1 and R2 are functions of electrode area. Elec-

trodes in the 2009 generation ICS biosensors have an area of 0.03cm2. There-

fore typical values for the equivalent electrical circuit components are listed

in Table 3.1.
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3.1. Electrical Dynamics of the Biosensor

(a)

(b)

Figure 3.1: The ICS biosensor comprises of an ion channel switch. Fig.3.1(a)
on top shows the switched-on state when the ion channels are conducting and
on the bottom shows the switched-off state when the ion channels are not
conducting. Fig.3.1(b) shows the equivalent electrical circuit with parameter
values specified for electrode area of 0.03 cm2.

21



3.2. Chemical Dynamics of the Biosensor

Element Value

Membrane Capacitance C1 0.5µF/cm2

Interfacial Capacitance C2 3.5µF/cm2

Biosensor Resistance R1 = 1/G 60kΩ–600kΩ
Electrolyte Resistance R2 200Ω

Table 3.1: Typical values for the components of the equivalent electrical
circuit of the ICS biosensor, depicted in Fig.3.1(b). The area of the electrode
is 0.03 cm2.

Let V denote the external applied potential and I denote the output

current as depicted in Fig.3.1(b). With V (s) and I(s) denoting the Laplace

transforms, the admittance transfer function of the equivalent circuit is

H(s) =
I(s)

V (s)
=

s2 + s(1/R1C1)

s2R2 + s(R2/R1C1 + 1/C1 + 1/C2) + 1/R1C1C2

(3.1)

The resistance of the biosensor when no analyte is present is approxi-

mately 60kΩ. This can be reconciled with the 1011Ω per channel resistance

of gramicidin A as follows. Since there are 108 gramicidin channels per cm2,

each electrode of area 0.03cm2 contains approximately 3×106 channels with

approximately half of them dimerized. So the effective resistance of all the

dimerized ion channels (which act as parallel resistors) is approximately

60kΩ. The measured current is the average effect of the formation and dis-

association of thousands of dimers and is approximately continuous-valued.

3.2 Chemical Dynamics of the Biosensor

This section formulates the dynamics of the chemical reactions in the biosen-

sor with the goal of modeling how the biosensor conductance G = 1/R1 in
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3.2. Chemical Dynamics of the Biosensor

Eq. (3.1) evolves. Recall that if analyte molecules are present, due to chem-

ical reactions that inhibit the formation of gramicidin dimers, G decreases

with time. In order to model the change in channel conductance in response

to the introduction of analyte, it is necessary to model the chemical kinetics

of the ICS biosensor. Experimental analysis of the biosensor shows that

variations in G are faster and larger for large bulk analyte concentrations.

3.2.1 Chemical Reaction Network

The reactions involved in the ICS biosensor stem from binding of analyte

molecules to the binding sites tethered to the gold electrode followed by

cross-linking of the mobile ion channels to these bound analytes. The species

involved in these reactions are separated into primary species and complexes.

The primary species are analyte a with concentration A, binding sites b with

concentration B, free moving monomeric ion channels c with concentration

C, and tethered monomeric ion channels s with concentration S as shown

in Fig. 1.1. The complexes denoted as d, w, x, y and z with concentrations,

D, W , X, Y and Z are formed according to the following chemical reactions

a + b ⇀↽
f1
r1 w (a)

a + c ⇀↽
f2
r2 x (b)

w + c ⇀↽
f3
r3 y (c)

x + b ⇀↽
f4
r4 y (d)

c + s ⇀↽
f5
r5 d (e)

a + d ⇀↽
f6
r6 z (f)

x + s ⇀↽
f7
r7 z (g)

(3.2)
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3.2. Chemical Dynamics of the Biosensor

In Eqs. (3.2 a-g), fi and ri, for i = {1, 2, 3, 4, 5, 6, 7}, denote the forward

and backward reaction rate constants respectively. For reactions occurring in

3 dimensional space (Eqs. (3.2 a,b,f)) the forward reaction rate constants,

fi, have units of M−1s−1 (M denotes molar concentration, i.e., moles per

liter). For reactions occurring in 2 dimensional space, such as dimerization

of the ion channel (Eq. (3.2 e)), fi have units of cm2s−1molecule−1. The

backward reaction rate constants, ri, have units of s−1 for all reactions.

The chemical reactions in Eqs. (3.2 a-g) give a complete symbolic de-

scription of the operation of the ICS biosensor that was qualitatively de-

scribed in Section 2.3.

Solution containing analyte molecules, a, enters the biosensor flow cham-

ber at x1 = 0 where x1 denotes the direction along the flow. Analyte concen-

tration in the flow chamber is a function of x1, x2 and x3 where x3 denotes

the direction perpendicular to the flow and x2 denotes the direction along

the width of the flow chamber. Analyte molecules are carried to the biosen-

sor surface by advection and diffusion and interact with the immobilized

species according to the chemical reactions denoted in Eqs. (3.2). The for-

ward part of Eq. (3.2 a) reports on an analyte molecule a being captured by

a binding site b and the resulting complex is denoted by w. Equation (3.2

c) shows that a free moving gramicidin monomer c in the outer leaflet of the

bilayer lipid membrane (BLM), can bind to the complex w, thus producing

another complex, denoted by y. An analyte molecule can also be captured

by the binding site linked to the freely diffusing monomer, c. Equation (3.2

b) shows that this results in the production of the complex, x. The complex

x can still diffuse on the outer leaflet of the BLM, move towards a tethered
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3.2. Chemical Dynamics of the Biosensor

binding site, b, and bind to it, resulting in the complex y (Eq. (3.2 d)).

The biosensor conductance, G(t), is proportional to the dimer concentra-

tion, D(t). Therefore the event that determines the biosensor conductance

is the formation of a conducting dimer, d, through the binding of the free

moving ion channel monomer, c, and the tethered ion channel monomer,

s, as shown in Eq. (3.2 e). An analyte molecule can also bind to an al-

ready formed dimer, which produces the complex z as shown in Eq. (3.2

f). Finally analyte bound to a free moving monomer can bind to a tethered

monomer according to Eq. (3.2 g) to form z again.

We are now ready to formulate the chemical kinetics of the ICS biosensor.

Using the law of mass action we can write rate equations describing the

evolution of the concentration of the chemical species in the biosensor. For

example, consider the primary species, b in Eqs. (3.2). According to Eqs.

(3.2 a,d) b is consumed when it binds to a and x, and is produced when w

and y decompose. So the change in the concentration of b, can be expressed

as

dB

dt
= −f1AB + r1W − f4XB + r4Y

The equations describing the evolution of the concentration of the other

species can be derived similarly yielding Eq. (3.4). In order to put the

equations in a more compact form we have used the following reaction rate

expressions derived from Eqs. (3.2)
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3.2. Chemical Dynamics of the Biosensor

R1 = f1AB − r1W R2 = f2AC − r2X

R3 = f3WC − r3Y R4 = f4XB − r4Y

R5 = f5CS − r5D R6 = f6AD − r6Z

R7 = f7XS − r7Z. (3.3)

Define u = {B, C, D, S, W, X, Y, Z}T , and r(u(t)) = {R1, R2, R3, R4, R5, R6, R7}
T ,

where T denotes transpose and Ri are defined in Eq. (3.3). Then the system

of nonlinear ordinary differential equations describing the evolution of the

concentration of the chemical species is

du

dt
= Mr(u(t)) (3.4)

where M =
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Initially (t ≤ 0), A = 0 and the system is assumed to be in equilibrium.

Therefore the initial conditions for the system of differential equations in
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3.2. Chemical Dynamics of the Biosensor

Initial Concentration of Species Value

Mobile gramicidin A monomers C∗ 108(molecules/cm2)
Tethered gramicidin A monomers S∗ 109(molecules/cm2)

Tethered Binding Site B∗ 108–1012(molecules/cm2)
Analyte A (µM–fM)

Table 3.2: Prescribed concentrations of primary species in the ICS biosensor.

Eq. (3.4) are

B(0) = B∗ (a)

C(0) +D(0) = C∗ (b)

S(0) +D(0) = S∗ (c)

f5S(0)C(0) = r5 ∗D(0) (d)

W (0) = 0 (e)

X(0) = 0 (f)

Y (0) = 0 (g)

Z(0) = 0 (h)

(3.5)

In Eqs. (3.5 a-c), B∗, C∗, S∗ are the prescribed initial concentrations given

in Table 3.2. In order to derive expressions for D(0) and C(0), from Eq.

(3.5 d) we write

C(0)

D(0)
=

r5
f5S(0)

Defining α = r5/f5S(0) = r5/f5S
∗ we find from Eq. (3.5 b) that

D(0) =
C∗

(1 + α)
, C(0) =

αC∗

(1 + α)
(3.6)

Equation (3.4) with initial conditions given in Eq. (3.5) and Eq. (3.6)

is a complete representation of the chemical kinetics of the biosensor.
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3.2. Chemical Dynamics of the Biosensor

Reaction Rate Streptavidin-Biotin hCG-IgG

f1 = f2 = f6 107 (M−1s−1) 5× 105 (M−1s−1)
f3 = f4 10−10 (cm2s−1molecule−1) 5× 10−11 (cm2s−1molecule−1)
f5 = f7 10−11 (cm2s−1molecule−1) 10−11 (cm2s−1molecule−1)

r1 = r2 = r6 10−6 (s−1) 10−4 (s−1)
r3 = r4 10−6 (s−1) 10−4 (s−1)
r5 = r7 5× 10−3 (s−1) 10−2 (s−1)

Table 3.3: Typical values of the reaction rates fi and ri for antigen-antibody
pair hCG-IgG and streptavidin-biotin pair. (hCG is Human chorionic go-
nadotropin, and IgG is Immunoglobin G. The concentration of the Glyco-
protein hormone in a woman’s blood or urine, increases by up to 105 during
the early stages of pregnancy).

Table 3.3 gives typical forward and backward reaction rate constant val-

ues, (fi, ri), for two important examples. The first example is the interaction

of proteins streptavidin and biotin. The second example in Table 3.3 deals

with antigen-antibody interaction involving the detection of the pregnancy

hormone (human chorionic gonadotropin (hCG)) by using the antibody Im-

munoglobin G (IgG) as the binding site of the biosensor. The simulations

performed in this study involve the interaction of streptavidin and biotin,

therefore the rate constants denoted for this interaction in Table 3.3 are

used to simulate biosensor response in Chapter 4.

3.2.2 Black Box Model for Biosensor Response

The next step is to describe the input/output behavior of the biosensor.

This can be viewed as a “black-box model” in comparison to the previous

sections where physical/chemical laws were used to construct a “white-box”

model. Let n = 0, 1, . . . denote discrete time (with typical sampling interval
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3.2. Chemical Dynamics of the Biosensor

of 1 second) and A denote the concentration of analyte. As described earlier,

the presence of analyte results in a decrease of the biosensor conductance,

G. Detailed experimental analysis of the biosensor response, show that G

evolves in discrete time according to one of 3 different concentration modes;

M:

Gn+1 = fM(Gn, A) +wn, (3.7)

M =































1 A is low : f1(Gn, A) = Gn + κ0

2 A is medium : f2(Gn, A) = κ1Gn + κ2

3 A is high : f3(Gn, A) = κ3Gn + κ4

Here κ0, κ1, κ2, κ3, κ4 are constants, with |κ1|, |κ3| < 1 to ensure stability

of the system defined in Eq. (3.7). wn is a noise process that models

our uncertainty in the evolution of G. The function fM models the fact

that the biosensor conductance Gn decreases according to one of 3 distinct

modes depending on the analyte concentration A. For low (or no) analyte

present (M = 1), the conductance decreases linearly. For medium and

high concentrations (M = 2 , M = 3), the decrease in conductance is

exponential with different decay rates. High analyte concentration refers to

(A ≥ 10−8M) and medium analyte concentration refers to (A ≥ 10−10M).

Fig. 3.2 shows examples of the experimental biosensor response to Strep-

tavidin with different concentrations and provides a clear demonstration of

the different kinetic regimes of the sensor function; see [1, 2] for details. The

Streptavidin-biotin binding pair is one of the strongest and best character-
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3.3. Analyte Flow and Biosensor Dynamics

ized interactions available and is used as a model system in this project.

3.3 Analyte Flow and Biosensor Dynamics

Having formulated models for the electrical response and chemical kinet-

ics, we are now ready to analyze these models to predict the ICS biosen-

sor’s response. The chemical kinetics of the biosensor are analyzed under

two different operating conditions, the reaction-rate-limited and the mass-

transport influenced operating conditions. The biosensor operation in the

reaction-rate-limited region is described by the system of nonlinear ordi-

nary differential equations denoted in Eq. (3.4) subject to initial conditions

defined in Eqs. (3.5, 3.6). The biosensor response in the mass-transport

influenced region is described by a partial differential equation coupled with

a set of nonlinear ordinary differential equations through the boundary con-

dition at x3 = 0. The two models are described in detail in Section 3.3.1

and Section 3.3.2.

3.3.1 Reaction-Rate-Limited Kinetics

In the reaction-rate-limited regime, high bulk analyte concentrations, low

binding site densities and large flow rates compensate for the depletion of

analyte molecules due to reactions at the biomimetic surface populated by

the binding sites. In this regime, it is reasonable to assume that the an-

alyte concentration is approximately constant over space and time, i.e.,

A(x1, x2, x3, t) = A∗, where A∗ denotes the bulk analyte concentration.

Therefore the chemical kinetics, under reaction-rate-limited operating con-
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Figure 3.2: Experimental biosensor response (normalized decrease in chan-
nel conductance G) to Streptavidin . The figure demonstrates two experi-
mentally observed modes of decay of the system conductance G depending
on the analyte concentration, namely linear and exponential; see [1, 2] for
details
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3.3. Analyte Flow and Biosensor Dynamics

ditions, are explained by Eq. (3.4) subject to initial conditions given in Eqs.

(3.5, 3.6) with A(x1, x2, x3, t) replaced by A∗.

Under reaction-rate-limited operating conditions, the biosensor response

is insensitive to flow rate. Fig. 3.3 shows quantitative predictions of the

change in the biosensor resistance per unit time for various binding site

densities and sample flow rates, for medium analyte concentrations (100pM)

and low analyte concentrations (10fM). These are results predicted from the

derived dynamical models for the operation of the ICS biosensor.

In Fig. 3.3 (a) biosensor response rate for medium analyte concentration

(100pM) is shown to be independent of flow rate. Increasing the binding

site density makes the mass transport effects more important. At higher

binding site densities the biosensor response is slightly diminished for lower

flow rates. However, increasing the flow rate improves the biosensor response

only slightly.

3.3.2 Mass Transport Influenced Kinetics

When the ratio of analyte concentration to binding site density is small (e.g.

A/B = 1pM/1011 = 10−23), mass transport effects become the dominant

criterion in achieving an acceptable response rate of the biosensor to analyte.

Because the rate of transport of analyte molecules to the biosensor surface is

comparable or slower than the chemical reaction rates, the analyte molecules

lost due to chemical reactions are not replaced instantaneously. Therefore it

is no longer valid to assume constant analyte concentration and instead the

local concentration of analyte, A(x1, x2, x3, t), varies over space and time.

In this section we model the change in analyte concentration over time and
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3.3. Analyte Flow and Biosensor Dynamics

(a)

(b)

Figure 3.3: Biosensor response to 100pM and 10fM concentrations of Strep-
tavidin for various binding site densities and flow rates. (a) At 100pM and
low binding site densities, increasing the flow rate (left to right) has little
effect on biosensor response. (b) At 10fM and low binding site densities
there is no measurable biosensor response. At high binding site densities
increasing the flow rate increases the biosensor response significantly.
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3.3. Analyte Flow and Biosensor Dynamics

space by a boundary value partial differential equation. We will start with

a motivating example of why it is important to model the effects of mass

transport on the biosensor response.

Whereas, Fig. 3.3 (a) shows biosensor response in the reaction-rate-

limited region where it is insensitive to flow rate as described in the last

section, Fig. 3.3 (b) shows biosensor response under mass-transport influ-

enced operating conditions. In Fig. 3.3 (b), for low binding site densities

there is no measurable biosensor response. As the binding site density is in-

creased a high flow rate is required to achieve a measurable response. This

corresponds to mass-transport influenced kinetics [53]. It is apparent from

Fig. 3.3 (b) that a high binding site density is essential for high sensitiv-

ity in cases of low analyte concentration. With high binding site density,

target molecules collide more frequently with receptors and are thus cap-

tured more quickly. The greater the ratio of binding site density to analyte

concentration, the faster the response of the biosensor.

Analyte is transported to the reacting surface of the ICS biosensor, by

diffusion and flow, where it reacts with the immobilized receptors. The flow

chamber used for the biosensor has a rectangular cross section as shown in

Fig. 3.4. We let t be the time, and we introduce cartesian coordinates with

origin at the inlet, the x1 axis along the direction of flow and the x3 axis

perpendicular to the biospecific surface.

Along the flow chamber the velocity profile is fully developed, i.e. equals

zero at the top (x3 = h) and bottom (x3 = 0) and reaches a maximum ν in

the center [54]. The velocity ν at height x3 above the sensor surface is given
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3.3. Analyte Flow and Biosensor Dynamics

Figure 3.4: A schematic of the flow chamber, where the bio-specific surface
is at x3 = 0. The current generation of the ICS biosensor has h = 0.1mm,
W ≈ 2mm and L ≈ 2mm. The figure is not to scale.

35



3.3. Analyte Flow and Biosensor Dynamics

by

ν(x3) = 4ν(x3/h)(1 − (x3/h)) (3.8)

The width of the flow chamber is 20 times its height, therefore we can ignore

variations in the concentration along the x2 axis [54]. The governing two

dimensional parabolic partial differential equation (PDE) is

∂A

∂t
= γ

(

∂2A

∂x2
1

+
∂2A

∂x2
3

)

− ν(x3)
∂A

∂x1
(3.9)

where ν(x3) is given by Eq. (3.8) and γ = 10−6cm2/s is the analyte diffusion

coefficient [34], [55]. The boundary conditions for Eq. (3.9) are as follows.

• The concentration of the analyte at the inlet, x1 = 0, is equal to the

injection concentration A∗

A(x1 = 0, x3, t > 0) = A∗ (3.10)

• At the end of the flow chamber, x1 = L, we assume that the exit of

analyte is due entirely to flow and thus the flux of analyte at x1 = L

can be taken to be zero

∂A(x1 = L, x3, t > 0)

∂x1
= 0 (3.11)

• The chamber boundary at x3 = h is reflective and the mass flux must

equal zero

∂A(x1, x3 = h, t > 0)

∂x3
= 0 (3.12)
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3.3. Analyte Flow and Biosensor Dynamics

• At x3 = 0, the mass flux must equal the rate by which analyte

molecules are used. Analyte molecules are used in reactions denoted

in Eqs. (3.2 a,b,f). Thus the boundary condition at x3 = 0 is

γ
∂A(x1, x3 = 0, t > 0)

∂x3
= −A (f1B + f2C + f6D) + r1W + r2X + r6Z

(3.13)

In the mass-transport influenced region of operation, the analyte concen-

tration, A(x1, x3, t), is obtained by solving Eq. (3.9) subject to the boundary

conditions defined in Eqs. (3.10-3.13). However, since Eq. (3.13) involves

the concentration of the other surface chemical species, the complete PDE

model is coupled to the set of nonlinear ODEs defined in Eq. (3.4) in Section

3.2.1.

In the next section we will show through comparison of experimentally

obtained biosensor response and simulated biosensor response that the de-

rived mathematical models are valid under appropriate operating conditions.
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Chapter 4

Model Evaluation

How good are the models described in the previous chapter in predicting the

ICS biosensor’s response? We defined the chemical reaction dynamics of the

ICS biosensor in Section 3.2.1 with Eq. (3.4) subject to initial conditions

given in Eqs. (3.5, 3.6). The analyte concentration A in these equations

is both a function of space and time. However, depending on the operat-

ing conditions of the ICS biosensor, simplifications to this model are possi-

ble. The operating conditions of the ICS biosensor, i.e. analyte concentra-

tion, flow rate, and binding site densities, distinguish two operating regions,

the reaction-rate-limited and the mass-transport influenced regions. The

reaction-rate-limited region is achieved when high analyte concentrations,

low binding site density and high flow rates are used. The mass-transport

influenced operating conditions are approached when analyte concentration

is low relative to the binding site density and flow rate is also low. The rep-

resentative mathematical models of the system dynamics under these two

operating conditions are derived in Section 3.3.1 and 3.3.2. In the next two

sections, the derived mathematical models are numerically solved to simu-

late the biosensor response. The simulated response is then compared to

experimentally obtained bisoensor response in order to verify the validity of
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4.1. Reaction-Rate-Limited Kinetics

the derived models under appropriate operating conditions.

4.1 Reaction-Rate-Limited Kinetics

In this region of operation the analytical biosensor response is obtained by

numerically solving the system of nonlinear differential equations denoted in

Eq. (3.4) subject to initial conditions denoted in Eqs. (3.5, 3.6). Since the

rate of transport of analyte to the sensor surface is fast compared to reac-

tion rates as described in Section 3.3.1 we can assume A(x1, x2, x3, t) = A∗.

Solving this system of nonlinear differential equations numerically we can

find D(t). Since D(t) ∝ G(t), where G(t) is the biosensor conductance,

we can simulate the biosensor response under reaction-rate-limited operat-

ing conditions using this model. To show that the derived model in the

reaction-rate-limited region of operation represents the dynamics of the ICS

biosensor accurately, we conducted experiments on the biosensor for de-

tecting streptavidin at 0.1nM concentrations. Biotin was used as the bind-

ing site with density B = 2 × 1011molecules/cm2 and flow rate used was

100µL/min. In calculating the analytical response of the biosensor, reaction

rate constants for the streptavidin-biotin interaction denoted in Table 3.3

were used. The results are demonstrated in Fig. 4.1. As shown in this

figure the experimentally obtained biosensor response compares well with

the analytical response, thus confirming the accuracy of the derived model

under reaction-rate-limited operating conditions.
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Figure 4.1: Response of ICS biosensor for A∗ = 0.1nM, B = 2 ×
1011molecules/cm2 and flow rate= 100µL/min. Both experimental (-*-)
and analytical (-+-) results are shown. The blue (-+-) line demonstrates
the biosensor response found from solving Eqs. (3.4, 3.5, and 3.6).
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4.2. Mass Transport Influenced Kinetics

Figure 4.2: Experimental normalized increase in ICS biosensor resistance for
the concentrations shown and 150µL/min flow rate. When the flow stops
(indicated by arrows in the figure) the response stops at all concentrations.
This is due to analyte depletion at the sensor surface.

4.2 Mass Transport Influenced Kinetics

We conducted experiments on the ICS biosensor in which a bolus of Strep-

tavidin at 10fM, 100fM or 10pM was added to the feed line, at a constant

flow rate of 150µL/min. Fig. 4.2 shows the biosensor normalized resistance

as a function of time for the mentioned analyte concentrations.

Fig. 4.2 illustrates the sensitivity of the biosensor response in the mass

transport region of operation to analyte concentration and flow rate. It is

seen in this figure that as the analyte concentration is increased, the biosen-
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4.2. Mass Transport Influenced Kinetics

sor exhibits faster response. It also shows that when the flow is stopped

(as indicated by the arrows in the figure), the resistance increase stops.

Restarting the flow causes the resistance rise to recommence, indicating the

importance of flow rate on the biosensor response.

The experimentally measured response rate of the biosensor was com-

pared with that predicted by our model denoted in Section 3.3.2. We com-

puted the predicted response as follows: The mass-transport effects were

computed by solving Eq. (3.9) subject to boundary conditions given in Eqs.

(3.10-3.13) via finite element method on the rectangular flow cell shown in

Fig. 3.4. The chemical kinetics were computed by solving Eq. (3.4) nu-

merically. This yields the dimer concentration D(t) and thus the biosensor

conductance G(t). Fig. 4.3 shows the experimentally measured response

rate (black stars) to 10fM streptavidin at various flow rates from 0µL/min

to 300µL/min. Also shown (pink diamond) is the theoretical response rate

predicted by our model. As can be seen by eyeballing the plots, the predicted

performance of the biosensor closely matches the experimental performance.

Fig. 4.3 also shows the predicted response rates from the reaction-rate-

limited model for various flow rates (blue square). As expected the response

rate predicted from reaction-rate-limited model is insensitive to flow rates.

The resistance change, predicted by the reaction-rate-limited model, is al-

most three times the magnitude of the experimental change experienced at

100µL/min. This difference shows the necessity of the full partial differential

equation in determining biosensor response in the mass-transport influenced

region.

Finally, Fig. 4.4 shows the predicted and experimental response rate
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flow response limit predicted by the reaction-rate-limited model.
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4.2. Mass Transport Influenced Kinetics

Figure 4.4: Predicted (blue diamonds) and experimental (black squares)
titration curves for the ICS sensor response to Streptavidin in the range
1fM -100fM at 150µL/min. The black squares are experimental data and
the blue diamonds are from the model.

in the range of 0fM to 100fM streptavidin. It confirms that the biosensor

response rate increases with analyte concentration.
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Chapter 5

Conclusion and Future Work

This chapter provides a summary of the work accomplished in this project,

as well as provides a summary of possible future extensions to this project.

5.1 Summary of Work Accomplished

This thesis considers the problem of derivation of accurate mathematical

models that describe the dynamics of a fluidic-based solid phase immunoas-

say biosensor, calleds the Ion Channel Switch (ICS) biosensor, under various

operating conditions.

In the ICS biosensor variations in the channel conductance report on the

presence and concentration of the analyte present in the sample solution.

Since the presence of analyte disrupts the ability of gA ion channels to align

and form conducting dimers, the channel conductance is proportional to the

concentration of the dimers in the biosensor. Therefore in order to model the

biosensor response, the chemical reaction network of the ICS biosensor needs

to be studied. In this thesis the electrical as well as chemcial dynamics of the

ICS biosensor are mathematically modelled and compared to experimental

data obtained from ICS biosensor.

The electrical dynamics of the ICS biosensor are modelled by an equiva-
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5.1. Summary of Work Accomplished

lent electrical circuit, whose parameter values are related to sensor operation

and structure.

In the ICS biosensor, analyte is transported by advection and diffusion

to the biosensor surface where it interacts with the immobilized species on

the biosensor surface according to the reactions denoted in the chemical re-

action network of the system. The transport of analyte to the biosensor

surface is modelled by a two dimensional, advection diffusion partial differ-

ential equation subject to a mixture of Neumann and Dirichlet boundary

conditions. The boundary condition at the bottom of the rectangular cross

section flow chamber of the biosensor, in particular, highlights the binding

of analyte to the immobilized species. The evolution of the concentration of

the chemical species on the biosensor surface are found from the biosensor

reaction network by using the law of mass action. We arrive at a system of

nonlinear ordinary differential equations that describes the rate of change

of the concentration of the chemical species in the biosensor including the

dimer concentration which reports on the channel conductance. The partial

differential equation coupled with the system of nonlinear ordinary differen-

tial equations on the biosensor surface, provides an accurate mathematical

model that predicts the biosensor behaviour under all possible operating

conditions. However, by considering the operating conditions which include,

analyte concentration, binding site density, dimensions of the flow chamber

as well as the flow rate, two regions of operation are distinguished; the

reaction-rate-limited and the mass-transport limtied regions.

In the reaction-rate-limited region, large flow rates, high alyte concen-

trations or low binding site densities compensate for the depletion of analyte
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5.2. Future Work

at the surface due to chemical reactions. In this region it is reasonable to as-

sume constant analyte concentration which decouples the partial differential

equation from the set of nonlinear ordinary differential equations. Therefore

the set of nonlinear ordinary differential equations with A(x1, x3, x2, t) re-

placed by the bulk analyte concentration A∗ represents the dynamics of the

biosensor in this region of operation. Numerical studies verify the accuracy

of this model under appropriate operating conditions.

On the other hand in the mass-transport influenced region the rate of

transport of analyte to the biosensor surface is slower than or comparable

to the surface reaction rates. Therefore it is no longer valid to assume con-

stant analyte concentration. In this region the full system, consisting of the

partial differential equation coupled with the set of nonlinear ordinary differ-

ential equations, needs to be solved numerically to accurately simulate the

biosensor response. Comparison of simulated biosensor response with the ex-

perimental data obtained under appropriate operating conditions, confirms

the accuracy of the model.

Therefore the dynamics of the biosensor are represented accurately under

both operating regimes using the derived mathematical models.

5.2 Future Work

1. Analytical equations for ICS biosensor conductance : Since

most biochemical reaction networks possess multiple time scales due to

the different rate constants involved in the reactions, it might be pos-

sible to simplify the system of nonlinear ordinary differential equations
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in the reaction-rate-limited region of operation to arrive at analytical

equations describing evolution of the dimer concentration, D(t). This

would in turn provide analytical equations for channel conductance

G(t). Using typical parameter values for streptavidin-biotin interac-

tion we discovered that the linearized system of nonlinear ordinary

differential equations possesses eigenvalues with vastly different val-

ues. This indicates the existence of different time scales in the system.

Using methods such as Computational Singular Perturbation (CSP)

or the Intrinsic Low Dimensional Manifolds (ILDM) , it is possible to

determine the fast and slow species in the chemical reaction network

[56]. This allows us to reduce the number of differential equations thus

reducing the complexity of the studied biochemical system. Grouping

the fast and slow chemical species allows us to cast the system of dif-

ferential equations into the singularly perturbed form. Then we can

apply singular perturbation analysis to the simplified system and try to

arrive at analytical equations for G(t). Analytical equations for G(t)

can be used as the state equation in optimization and classification

problems as well.

2. Obtaining kinetic parameters : Solid phase immunoassay biosen-

sors, such as BIACORE, have traditionally been used to study the

interaction between biomolecules. In order to obtain intrinsic reac-

tion rate constants from binding data, a mathematical model needs

to be fitted to the data. The partial differential equation denoted in

Eq. (3.9), and its boundary conditions, Eqs. (3.10-3.13) present an
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5.2. Future Work

impractical model for this purpose. A simpler mathematical model is

required to accurately simulate binding data as well as lend itself to

estimation algorithms. Models such as the two compartment model

have previously been used to simulate the binding data of solid phase

immunoassay biosensors in the mass-transport influenced region [11],

[10]. However, the biosensor operation in all the studied cases is much

simpler than the ICS biosensor. For example in BIACORE, there is

only one reaction occurring at the surface, the binding of analyte to

the receptor molecules, whereas in the ICS biosensor there are seven

simultaneous chemical reactions occurring on the biosensor electrode.

Adapting the two compartment model to be applied to the ICS biosen-

sor is worth pursuing since ICS biosensor presents an alternative tech-

nology to BIACORE sensor in analyzing biomolecular interactions.
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