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Abstract

The first part of the thesis examines, using density functional theory (DFT) calculations, the e ects

of introducing transition metals (TMs) into di erent systems, including small Au clusters; carbon

nanotubes (CNTs); pristine and defected boron nitride nanotubes (BNNTs). The results show that

the frontier molecular orbitals of the TM modified systems are usually localized around the doping

site and the reactivities of these systems are often improved. In the case of small TM clusters, both

PtAum and Aun tend to be planar in their ground state. N2 and O2 adsorption onto these clusters

results in di erent adsorption configurations due to di erent orbital interactions. With regard to the

TM modified CNTs, the endo-TM-doped CNTs are less stable than the corresponding exo-doped

isomers due to the large geometric strain caused by deformation. The exo-doped SWCNTs are

better electron donors than their endo-doped counterparts. As for the Pt modified BNNTs, binding

energy analysis revealed that a Pt atom can move freely on a pristine BNNT. But the Pt atom is

trapped between the B B bond at the defect site if a Stone-Wales defect exists. In both cases, the

hosting BNNTs are wide-gap semiconductors with slightly improved reactivities. In comparison,

BNNTs doped with Pt atoms are narrow-gap semiconductors with greatly enhanced reactivities.

Both MP2 EPR-III and B3LYP EPR-III calculations were used to optimize butyl isomers and

calculate hyperfine coupling constants (HFCCs) to explain experimental data. The C Mu distance

was elongated to 1.076 times the corresponding equilibrium C H bond length to mimic vibra-

tionally average -muoniated radical geometries so as to calculate the muon HFCCs. Some muon

HFCCs and most proton HFCCs were satisfactorily reproduced by the B3LYP calculations due to

error cancellations, whereas other cases were better predicted by the MP2 calculations. The tor-

sional potential energy surface (PES) of the sec-butyl radical was also studied. The cis conforma-

tion, which was observed in experiments, was unobtainable using some common DFT functionals,

but can be identified by calculations using wavefunction theory or some modified hybrid function-

als. Changes in basis set only modify the shape of the PES slightly.
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Chapter 1

Introduction

1.1 Schrödinger equation

Most substances are composed of atoms, which can be further decomposed into nuclei and elec-

trons. To describe the motion of these small particles, it is crucial to solve the following Schrödinger

equation:

i
t

Ĥ (1.1)

where Ĥ is the Hamiltonian operator, and is the wavefunction.1 The Hamiltonian operator con-

sists of the kinetic energy operator T̂ and potential energy operator V̂:

Ĥ T̂ V̂ (1.2)

Without any magnetic field, the non-relativistic form of the kinetic energy operator can be expressed

as (in atomic units)

T̂

i

1

2mi

2
i (1.3)

If the potential operator V̂ is time independent, Eq. 1.1 reduces to the time-independent Schrödinger

equation:2

Ĥ (X) E (X) (1.4)

where E is the total energy of the system, and X represents both the spatial and the spin coordinates

of the particles. In this thesis, molecular or atomic systems are of interest. Correspondingly, the

time-independent coulombic potential operator has the general form

V̂

i j

1

ri r j A 1 N
i 1 n

ZA

ri RA A B

ZAZB

RA RB

V̂ee V̂Ne V̂NN (1.5)

where Z is the nuclear charge, r and R are the electron and nuclear (spatial) coordinates, N and

n are the numbers of nuclei and electrons, and (A, B) and (i, j) are the indices of the nuclei and
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electrons, respectively. Without loss of generality, the wavefunction has the following form:

k
(k)( RA ri ) (1.6)

where k denotes the kth (excited) state. Solving the time-independent Schrödinger equation to find

(approximate) eigenfunctions and eigenvalues is the primary goal of quantum chemistry.

1.2 Born-Oppenheimer approximation

The molecular Hamiltonian operator of a molecular or an atomic system can be decomposed as

Ĥ T̂N T̂e V̂Ne V̂NN V̂ee (1.7)

where T̂N and T̂e are the kinetic energy operators for the nuclei and electrons, respectively. There-

fore, the wavefunction for this Hamiltonian operator will have nuclear and electron motions cou-

pled.

Born and Oppenheimer wisely separated the motion of the nuclei from the motion of the elec-

trons in the 1920s.3 Due to their large mass di erence, nuclei move much slower than electrons.

Accordingly, the Born-Oppenheimer (BO) approximation was formulated, where electron motion

is assumed to adjust instantly with nuclear position change. This ‘time-scale’ separation works

satisfactorily for most of common molecular or atomic systems. The detailed mathematic deriva-

tion of the BO approximation via the intermediate adiabatic approximation can be found in the

literature.4,5

Within the framework of the BO approximation, nuclei experience the potential energy created

by the presence of electrons. Hence, the total wavefunction tot can be expressed as the product

of the nuclear wavefunction N and the electron wavefunction e, with the latter depending only

parametrically on nuclear positions,

tot(R r) N(R) e(r R) (1.8)

Therefore, the nuclei can be regarded as moving on the potential hypersurface or potential energy

surface (PES) predetermined by the electronic energy Ee, which is an important quantity pursued

in most quantum chemistry calculations by solving the electronic Schrödinger equation:

Ĥe e(r R) Ee(R) e(r R) (1.9)

in which the electronic Hamiltonian is

Ĥe T̂e V̂Ne V̂ee V̂NN (1.10)
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After the motions of the nuclei and the electrons are separated, the classical nuclei approxima-

tion is often further adopted. Classical molecular dynamics (MD) studies and some theories usually

have adopted this approximation.5 However, care must be taken if the nuclear mass is small when

non-classical behavior, like tunneling, is not negligible and cannot be directly attainable from a

calculation assuming classical nuclei.6

From now on, the focus will be mainly on the electronic Schrödinger equation and its solu-

tion. The properties and reactivities of the molecules of interest can be obtained subsequently from

electronic wavefunctions.

1.3 Wavefunction theory

According to a basic postulate in quantum mechanics, the eigenfunctions of a Hamiltonian operator

form a complete set.7 Consequently, any wavefunction can be expressed as a linear combination of

these eigenfunctions of the complete set. Then, finding (approximate) eigenfunctions becomes the

first step towards understanding the electronic structure of various systems.

Generally speaking, every eigenstate is an extremum state against any small changes of the

wavefunction,8,9 that is

Ĥ 0 (1.11)

Particularly, this stationary principle can be reduced to the variational principle for the ground-state

wavefunctions:7

˜ Ĥ ˜ E0 (1.12)

where ˜ denotes an arbitary normalized trial wavefunction and E0 is the ground-state energy. Be-

cause most chemical systems are in their ground states and the excitation energy can be hardly

overcome at ambient temperature, we will concentrate on the discussion of the ground-state wave-

functions in this thesis.

In addition to the stationary or variational principle, electrons are fermions, and therefore, must

obey Fermi-Dirac statistics. Consequently, the wavefunction that describes the state of a many-

electron system must also fulfill the Fermi statistical principle. In other words, the wavefunction

must be antisymmetric, i.e. the wavefunction changes its sign when the coordinates of any two

electrons are interchanged:

( i j ) ( j i ) (1.13)

This property is the Pauli exclusion principle, named after Wolfgang Pauli.10 This requirement is

usually met by expressing wavefunctions using Slater determinants that automatically satisfy the

Pauli principle.11,12
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1.3.1 Hartree-Fock theory

A very early attempt to solve Eq. 1.10 is Hartree-Fock (HF) theory,13 which also forms the founda-

tion of many correlated wavefunction theories (WFTs). The electronic wavefunction in HF theory is

a single Slater determinant comprising single electron spin orbitals. The determinant has the neces-

sary antisymmetric property in that interchange of any two columns or rows changes the sign of the

determinant. This antisymmetric property guarantees wavefunctions built from Slater determinants

satisfy the Pauli exclusion principle automatically.

Based on the variational principle, the total electronic energy is minimized, subject to the con-

straint that the spin orbitals are orthonormal. As a consequence, the HF equation can be derived

as14

ĥ

occ

b 1

(Ĵb K̂b) a

occ

b 1

ba b (1.14)

where a and b are orbital indices, are spin orbitals, ba ’s are the Lagrange multipliers to impose

the orbital orthonomality, ĥ 1
2

2 V̂ext is a one-electron core operator, and Ĵb and K̂b are the

Coulomb and exchange operators, respectively. Ĵb and K̂b are defined through their actions upon a

spin orbital:

Ĵb(1) a(1) b(2)r 1
12 b(2)dx2 a(1) (1.15)

K̂b(1) a(1) b(2)r 1
12 a(2)dx2 b(1) (1.16)

The above HF equation, e.q. 1.14, can be unitarily transformed into an eigenvalue-like canonical

form:

ĥ

occ

b 1

(Ĵb K̂b) a F̂ a a a (1.17)

where a is the orbital energy of a and F̂ is the Fock operator. Accordingly, the ground-state

electronic energy of a many-electron system in HF theory is

E

occ

a 1

a

1

2

occ

a 1

occ

b 1

(Jab Kab) (1.18)

where

Jab a(1) b(2)r 1
12 b(2) a(1)dx1dx2

and

Kab a(1) b(2)r 1
12 a(2) b(1)dx1dx2

HF theory was not widely utilized until the computer technology was significantly improved

and the practical Roothaan equations and Pople-Nesbet equations were derived with wavefunctions
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expanded in terms of the basis sets.15,16 The canonical spin orbitals obtained from a HF calculation

are usually delocalized due to the constraint in orthonormality.14

As a byproduct of the HF theory, Koopmans’ theorem was developed to interpret the physical

significance of these canonical HF orbitals: the energy of an occupied orbital is the approximate

ionization energy, whereas the energy of a virtual (unoccupied) orbital is the approximate electron

a nity, with the assumption that all other orbitals are frozen during the electron dettachement and

attachment processes.14,17

1.3.2 Correlated wavefunction theory

Even though the HF theory was a big step towards the first-principle solutions of the Schrödinger

equation, researchers realized that exact wavefunctions for many-electron systems are never sin-

gle Slater determinants. The electron correlation e ect, which is usually small in magnitude but

important to electronic interactions, is unfortunately not taken into account in any HF calculations.

Because the HF energy is an upper limit to the exact electronic energy, the correction energy defined

as the di erence between the exact electronic energy and the HF energy, Ecorr Eexact EHF , is al-

ways negative semi-definite. Theoretical chemists and physicists have developed several correlated

WFTs to incorporate this many-body quantum e ect. In the following, some correlated WFTs will

be introduced, all of which will be employed or examined in Chapter 5 and 6 of this thesis.

Configuration Interaction Theory

Configuration Interaction (CI) theory is the simplest correlated WFT in terms of its idea but not

its implementation.14 The central idea is based on the variational principle, not with respect to the

orbitals as in the HF theory, but with respect to di erent configurations (as defined below).

A HF calculation generates a set of spin orbitals: occupied and unoccupied. The occupied or-

bitals are used to form the ground-state HF wavefunction. The unoccupied orbitals, also called

virtual orbitals, are not occupied and therefore not variationally optimized during the HF self-

consistent-field procedure. With the electron number invariant, any electron arrangement within

the entire set of spin orbitals makes an electron configuration. Specifically, configurations di ering

from the HF wavefunction by n spin orbitals are called n-tuply excited determinants or nth order

configurations. For example, the singly excited determinants can be expressed as r
a , which de-

notes that an electron is relocated from the occupied spin orbital a to the virtual spin orbital r,

and so on, for higher excited configurations.

The full CI wavefunction is constructed by a linear combination of all possible configurations,

that is

CI cHF HF cS S cD D cT T (1.19)

where S , D, and T stand for singly, doubly, and triply excited determinants and c’s represent the
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expansion coe cients. The central task in a CI calculation is to find the coe cients variationally.

The Lagarangian multiplier strategy is then used to find those coe ecient under the constraint

that the CI wave function is normalized. The Lagarangian function L can be written as:

L CI Ĥ CI ( CI CI 1)

i 0 j 0

aia j i Ĥ j

i 0 j 0

aia j i j 1

i 0

a2
i Hii

i 0 j 0

aia j i Ĥ j

i 0

a2
i 1 (1.20)

where is the Lagarangian multiplier, i and j are configuration wavefunctions, and ai and a j

are the expansion coe cients for them. The variational principle requires that all the first order

derivatives of the Lagarangian function with respect to the expansion coe cients be zero:

L

ai j

a j i Ĥ j ai 0 (1.21)

For convenience, Hi j can be used to represent i Ĥ j . Therefore, Eq. 1.21 can be rearranged

into a matrix representation:

H00 H01 H0 j

H10 H11 H1 j

H j0 H j1 H j j

a1

a2

a j

0

0

0

The corresponding matrix equation can be expressed as:

HA AE (1.22)

where E is used to denote the Lagarangian multiplier. It is actually the CI energy.

In principle, the CI approach that finds the coe cients by solving linear equations is equivalent

to the problem of finding the eigenvalues and eigenfunctions of the full CI Hamiltonian matrix.7,14

If the eigenvalues of this full CI matrix are ordered ascendingly, Ei E j for i j, the lowest eigen-

value corresponds to the upper limit of the ground-state energy and the nth eigenvalue corresponds

to the upper limit of the energy of the (n 1)th excited state. As demonstrated in the previous

section, the HF wavefunction is the best single Slater-determinant wavefunction as the ground-state

solution to a many-electron Schrödinger equation. Not surprisingly, in a CI ground-state wavefunc-

tion, the coe cient before the HF configuration is much bigger than the coe cients before any
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other configurations.

The abovementioned approach of the full CI calculation is computationally demanding. There-

fore, truncated CI methods, such as CI doubles (CID) and CI singles and doubles (CISD), are

normally implemented in practical quantum chemistry calculations.14

Perturbation Theory

In contrast to CI theory, which uses the exact Hamiltonian and approximates the wavefunctions

by adding more and more excited configurations subject to the variational principle, perturbation

theory in quantum chemistry starts with an approximate Hamiltonian, the zeroth order Hamilto-

nian (Ĥ0), which has its exact eigenfunctions (0)
i

and eigenvalues E
(0)
i

available. Here the

superscript ‘(0)’ stands for the zeroth order correction, and the subscript i denotes the ith excited

state. This zeroth order Hamiltonian should be close to the exact Hamiltonian of interest and only

di er by a small perturbation Ĥ so that Ĥ0 Ĥ Ĥexact . Following Rayleigh-Schrödinger pertur-

bation theory (RSPT) introduced below, the exact wavefunctions and energies can be expressed as

the perturbed wavefunctions and eigenvalues with an number of perturbation terms.7,14

According to RSPT, a parameter is introduced to gradually turn on the perturbation so that

Ĥ Ĥ0 Ĥ .7 Consequently, the energy eigenvalues and eigenfunctions can be expanded into a

Taylor series with respect to ,

Ei E
(0)
i

E1
i

2E
(2)
i

(1.23)

and

i
(0)
i

(1)
i

2 (2)
i

(1.24)

where the superscript denotes the order of the correction. Substituting Eqs. 1.23 and 1.24 into

Ĥ i (Ĥ0 Ĥ ) i Ei i gives

(Ĥ0 Ĥ )( (0)
i

(1)
i

2 (2)
i

)

(E(0)
i

E
(1)
i

2E
(2)
i

)( (0)
i

(1)
i

2 (2)
i

) (1.25)

Since this equation holds irrespective of the value, the terms containing n on the left-hand side

must be equal to the terms containing n on the right-hand side. Therefore, one has equations for

each n:

Ĥ0
(0)
i

E
(0)
i

(0)
i

Ĥ0
(1)
i

Ĥ
(0)
i

E
(0)
i

(1)
i

E
(1)
i

(0)
i

(1.26)
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Subsequently, the energy corrections can be obtained by multiplying both sides of the above

equations from the left by (0)
i

and integrating over the entire space. As a result, the nth energy

correction is found to be E
(n)
i

(0)
i

Ĥ
(n 1)
i

, which is closely associated with the (n 1)th

order wavefunction corrections. Actually, it can be proved that the knowledge of up to kth order

wavefunction corrections enables one to obtain the (2k 1)th order energy correction.7 Therefore,

the question of finding the (2n 1)th order energy correction becomes a matter of finding the

wavefunctions corrections up to (n)
i . Since the equations for the wavefunction corrections are

inhomogeneous di erential equations, a viable way to solve this problem is to expand the wave-

function corrections in terms of (0)
i , the complete set of eigenfunctions of the known zero-th

order Hamiltonian. The nth order wavefunction correction can then be expressed as

(n)
i

k

c
(n)
k

(0)
k

k

(0)
k

(0)
k

(n)
i

(1.27)

in which, the prime on the summation symbol means the i k term should be excluded from

the sum as a result of the intermediate normalization condition. By multiplying Eq. 1.27 with
(0)
k

from the left and integrating over the entire space, the coe cients c
(n)
k

and the wavefunction

corrections are obtained as a consequence.

Using the HF Hamiltonian as the known exact solvable Hamiltonian, Møller and Plesset devel-

oped Møller-Plesset perturbation theory (MPPT), which closely follows the RSPT procedure.14,18

The HF Hamiltonian ĤHF
N
i 1 F̂(i) N

i ĥ(i) vHF(i) defined earlier in Eq. 1.17 is used

as the zeroth order Hamiltonian, where F̂(i) is the Fock operator for the ith occupied orbital.

Then, the perturbation Ĥ is the di erence between the exact Hamiltonian and the HF Hamilto-

nian: Ĥ i j r 1
i j i v̂

HF (i). By following RSPT, the popular MPPT theory to nth order, which

is commonly abbreviated to MPn is obtainable.14

Coupled Cluster Theory

Coupled cluster (CC) theory was first implemented in chemistry in 1978.19–21 The central idea in

CC theory, similar to CI theory, is to express the exact wavefunction as a linear combination of

Slater determinants including the reference configuration 0 and the excited configurations. The

CC wavefunction is defined as

CC eT̂ 0 (1.28)

where eT̂ 1 T̂ 1
2! T̂

2 1
3! T̂

3
k 0 T̂ k k! and the cluster operator T̂ T̂1 T̂2 T̂3 . The

ith order cluster operator T̂i operating on the reference configuration (usually the HF determinant)

results in a linear combination of ith order excited configurations T̂i
occ
a1 ai

virt
r1 ri

t
r1 ri
a1 ai

r1 ri
a1 ai

,

where t
r1 ri
a1 ai

are the amplitudes and are the key variables to a CC problem. Since the full CI

wavefunction is the exact wave function in principle, the CC wavefunction, based on a similar

8



expansion, is another viable way to express the exact wavefunction.

With the CC expression, the Schrödinger equation becomes ĤeT̂ 0 EeT̂ 0. Multiplying

both sides of this equation on the left by 0 and integrating over the whole space, one has the CC

electronic energy expression ECC 0 ĤeT̂ 0 . After some mathematical treatment, we have:

ECC 0 H (1 T̂1 T̂2 1 2T̂2
1 ) 0

E0

occ

a b

virt

r s

(trsab trat
s
b tsat

r
b)( a b r s a b s r ) (1.29)

Therefore, the total energy is completely determined by the singly and doubly excited configuration

amplitudes as well as the two-electron integrals. The amplitudes are obtained by solving the non-

linear equations which are obtained by projecting the CC Schrödinger equation onto the excited

configurations,4

m

s 1

arsxs

m

t 2

t l

s 1

brstxsxt cr 0 r 1 m (1.30)

where x’s are unknown amplitudes, and ars, brst, and cr are constants involving orbital energies

and electron-repulsion integrals over basis functions. Solving this set of equations gives us the

amplitudes and therefore ECC and CC .

Compared with CI theory, the beauty of CC theory is that the excitations are better organized

with more clear-cut physical origins so that CC calculations converge faster. In other words, with

the same level excitations, a CC calculation can recover more accurate correlation corrections.4,14,22

1.4 Density functional theory

1.4.1 Theoretical foundation of DFT

Without pursuing wavefunctions, density functional theory (DFT) tries to solve the electronic struc-

ture problem using of the electron density. The ground-state electron density is a fundamental vari-

able that determines all other ground-state properties of a many-electron system. This has been

formulated in the well-known Hohenberg-Kohn theorems.8,23 The first theorem states that the non-

degenerate ground-state electron density determines one and only one possible external potential

up to a constant. The second HK theorem is an analogue to the variational principle in WFT.8,23

These two theorems build a solid foundation for contemporary DFT.

Subject to the constraint that the density normalizes to the total number of electrons and a given

fixed external potential v(r), one has a variational formula in terms of the density, that is

Ev

(r)
(1.31)
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where is the Lagrangian multiplier to impose the density normalization and has the physical

meaning of the chemical potential of the system.9

1.4.2 Kohn-Sham DFT

Although the HK theorems provided a sound foundation for DFT, practical DFT calculations were

still not widely performed until Kohn and Sham devised the Kohn-Sham (KS) scheme.24 The basic

idea of the KS DFT is to use an auxiliary non-interacting system containing single electron orbitals

to incorporate most of the total electronic energy, including the major part of the kinetic energy and

classical potential energies, and to leave the other non-classical e ect in an exchange-correlation

term.

The Hamiltonian of this non-interacting system is the sum of the individual Hamiltonians for

each non-interacting electron:

ĤKS

N

i 1

1

2
2
i v̂e f f (i) (1.32)

T̂s

N

i 1

v̂s(i) (1.33)

where Ts[ ] occ
i 1

1
2

2 is the total kinetic energy of the auxiliary non-interacting system, v̂e f f (i)

is the potential experienced by the non-interacting electrons and keeps the density of the non-

interacting system identical to that of the interacting system. The wavefunction of this auxiliary

non-interacting system is also a Slater determinant comprising the occupied spin orbitals. The total

energy of the noninteracting system is Enon
occ
i 1 i, where i is the energy of each non-interacting

electron. Therefore, the chemical potential of this noninteracting system is KS
Ts ve f f .

Using the kinetic energy expression of the non-interacting system, the total energy of the inter-

acting system can be reorganized as8

Etot Ts Eext EJ EXC (1.34)

In this equation, Eext (r)vext(r)dr is the energy due to the external potential vext(r), the

Coulomb energy,

EJ

1

2

(r) (r )

r r
drdr (1.35)

corresponds to the classical electrostatic energy between electrons, and EXC EX EC TC

is the exchange correlation energy containing all other non-classical e ects. In the latter case,

TC Tint Ts 0 is the di erence between the kinetic energies of the true interacting system and

of the auxiliary non-interacting system. EX and EC are the exchange and correlation energies due

to Fermi and Coulomb holes, respectively.8
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Applying the variational principle to Eq. 1.34 in terms of the orbitals subject to the orthonor-

mality constraint, the (canonical) equations have the form8

1

2
2 ve f f i i i (1.36)

where ve f f (r) vext(r) (r )
r r

dr
EXC

(r) . The KS equations can be solved just like the case for

the non-interacting system.8,9,24,25 Thus, with the solution of the non-interacting system, the total

energy of the interacting system can be expressed as8

Etot

occ

i 1

i ve f f (r) (r)dr vext(r) (r)dr EJ[ ] EXC[ ] (1.37)

The KS potential ve f f is a local (universal) potential for all orbitals, in constrast to the non-local

potential in the HF theory.

1.4.3 Approximate functionals

The KS scheme provides an amenable way to calculate the electronic structure within DFT. Never-

theless, the exact form of the exchange correlation-functional is still unknown. Inspired researchers

have developed and are developing approximate exchange-correlation functionals for accurate pre-

dictions of the electronic energy.

For the exchange functional, an early attempt is the local density approximation (LDA) or local

spin density approximation (LSDA).5,8,24 For the uniform homogeneous electron gas (UEG HEG)

model, Bloch and Dirac showed that the exact exchange functional is8

ELS D
X Ax (r)4 3dr (1.38)

where Ax 1 5 [3 4 ]1 2 and the subscript denotes the two spin states. The LDA or LSDA

is exact for the UEG, which does not actually exist, though it is a good starting point for modeling

more realistic systems. It is not surprising those approximations fail in the study of typical molecu-

lar systems where electron density is far from being homogeneous. Thus, the generalized gradient

approximation (GGA) functionals were formulated to simulate inhomogeneity:

EGGA
X ELS D

X F[x ] (r)4 3dr (1.39)

where x 4 3 . Using the GGA and adjusting F[x] to the exact exchange, Becke formulated a
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popular GGA exchange functional B88 with F[x] defined as26

F[x]
bx2

1 6bxsinh 1x
(1.40)

where b is a fitting parameter. Still, the B88 exchange functional violates two important formal

properties that an exact exchange should obey.27 On the bright side, the right asymptotic behav-

ior is recovered by this exchange functional. In an in-depth study, researchers found that further

modification of the parameter b of the B88 exchange functional would improve the behavior of the

low-density and high-density gradient regions away from nuclei without compromising its accu-

racy in predicting the atomic exchange energy. This promoted the design of the PW91 exchange

functional with a new F function:

F
bx2 (b 5(36 ) 5 2)x2e 1 6455x2

10 6xd

1 6bxsinh 1x 10 6xd

Ax

(1.41)

where b is fitted to be 0.0042, d is fitted to be 4, and Ax 1 5 [3 4 ]1 2.28 This is still not the

end of the story. A study on the selection of the values of d and b was carried out by the Truhlar

group. MPW type exchange functionals with b 0 0046 and 3 2 d 4 0 were developed and

better performance was observed by testing with several training sets.29

The PW91 exchange and PW91 correlation functionals also formed the basis for another exchange-

correlation PBE functional that was developed by fulfilling formal properties.27 Nevertheless, in

designing the PBE functional, the developers mainly focused on those formal properties closely

related to the electronic energy, instead of attempting to satisfy as many as possible formal con-

straints. For its promising origin, good performance, and simple form that is usually associated

with fast convergence, the PBE exchange-correlation functional is used in this thesis and its perfor-

mance is also discussed in Chapter 6 in comparison with other functionals.

The construction of correlation functionals is more complicated in that some formal properties

of the correlation energy are not as simple as those of the exchange energy. As a good starting

point, the early approximate VWN correlation functional was fabricated based on quantum Monte

Carlo data on the UEG system.30 Colle and Salvetti developed the Colle-Salvetti (CS) correlation

energy expression,31 which was used as a basis for other correlation functionals. The idea in CS is

based on the analysis of the formula of the density matrix di erence between the exact electronic

energy and the HF energy. The expression was fit for helium to obtain the explicit form

Ec 0 04918 (r)
1 0 173We 0 58

1 0 8
dr (1.42)

where W and are functions of r. GGA correlation functionals like LYP,32 B88,33 and PW91,34

which modify LDA correlation functionals based on the study of the non-LDA Coulomb hole for the
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weakly inhomogeneous electron gas, were developed in a similar manner. In 1995, Becke devised

a B95 meta-correlation functional which satisfies four criteria:35

1. the correlation functional can be reduced to the UEG limit;

2. the correlation energies from same-spin and opposite-spin are distinguished;

3. the correlation energy is self-interaction free;

4. the correlation energy of some atomic systems can be well reproduced.

The B95 functional satisfies all the above four criteria, while CS and LYP correlation functionals

violate the first two and B88, P86 and PW91 satisfy three out of four criteria. The performances of

several correlation functionals are studied in Chapter 6.

Becke also claims credit for the most popular exchange-correlation functional—B3LYP.36 Becke

first developed a hybrid half—and—half functional that combined exact exchange, local exchange,

and correlation functionals.37 Later, he envisioned incorporating the exact exchange together with

GGA exchange-correlation functionals using three parameters, in the form:38

Exc ELDA
xc a0(Eexact

x ELDA
x ) axE

Bx88
x acE

PWc91
c (1.43)

The exchange part together with the LYP correlation functional constituted the most popular B3LYP

exchange-correlation functional.36 B3LYP also is widely used in this thesis and its performance is

also demonstrated in Chapter 6 for the sec-butyl radical.

1.4.4 Chemical concepts associated with DFT

DFT not only o ers a viable way to obtain the ground-state electronic structure of a coulombic

system, but also provides many valuable physical and chemical concepts at the same time.8,9,39 The

chemical potential of an electronic system, , which is closely related to the electronegativity by

the relation, , can be obtained in DFT

E

N v(r)
(1.44)

where the subscript indicates the external potential is the same for di erent number of electrons

N. In accordance with Mulliken’s scale, the electronegativity can be expressed as the negative

average of the ionization energy EI and the electron a nity EA: (EI EA) 2. In a practical

KS DFT calculation, this value is obtained approximately from the highest occupied molecular

orbital (HOMO) and the lowest unoccupied molecular orbital (LUMO) energies ( H and L):

( L H) 2.

Another important chemical concept is softness or hardness, which measures the polarizability

of a system. In a DFT calculation, the hardness
2E
N2 v(r) can be obtained from the following
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approximate expression:
( L H)

2
(1.45)

Besides these indices, DFT also provides some clues about the position of preferential reaction

sites in a molecular system. A chemical reaction, especially the reaction that leads to the formation

of covalent bonds, is dictated by electron flow due to the perturbation between reactants. The Fukui

equation,40

f (r)
(r)

N v(r)
(1.46)

gives a direct guideline about the electron flow probability at each point in space. The two frontier

molecular orbitals, HOMO and LUMO that dictate the reactivity are actually approximate Fukui

functions that guide the electron flow during chemical reactions. The above chemical concepts and

their applications are used in the following chapters to predict the properties and reactivities of

transition metal based materials.

1.5 Transition metals in di erent environments

We have studied transition metals (TMs) in di erent systems using DFT. TMs in the d-block usu-

ally have unfilled nd orbitals and (partially) filled (n 1)s orbitals as their outermost electron shells.

The valence d orbitals are usually tighter to the TM nucleus compared to the valence s orbital and

act mostly as polarization functions on the valence s orbitals.41,42 At the same time, the electron

repulsive interactions within the d shell tend to enlarge the d shell radius.41 These complications

in the valence shell give the TMs intriguing properties and reactivities that enable them to be used

in various manners. Moreover, the complications also make the properties of TM-containing ma-

terials di cult to predict. Unlike main group elements, whose electronic structures can usually be

predicted satisfactorily by relatively simple rules (e.g. the octet rule), TM elements, even with some

ad hoc models like the 18-electron rule for coordination complexes, cannot be easily explained or

predicted accurately. For such situations, first-principles computations become an important tool

for investigating TM containing systems. Due to the large number of (valence) electrons, DFT with

balanced accuracy and e ciency, has become the major tool to study TM materials. Also, the basis

sets that have the core electrons represented by e ective core potentials can be used to reduce the

computational cost.

1.5.1 TM clusters—Chapter 2

The study of metal clusters, especially TM clusters, is one of the hotspots in material science be-

cause of their extraordinary catalytic properties. The catalytic ability of TM clusters greatly depends

on the charge, composition and even molecular geometry. A good example is the cluster-catalyzed

Degussa process, where C N coupling is achieved by the consecutive dehydrogenation of methane
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and ammonia addition. PtAu , as well as monoatomic Pt , is rather preferred over any other small

PtmAu 0
n clusters to catalyze this chemical process.43–47 Experimental and theoretical studies

showed that the binding energy between the cluster and the carbene intermediate must be within

a certain range to maintain the binding without preventing the addition of ammonia.47 The same

principle can be generalized (referred as the Sabtier principle) and its fulfillment is desired in multi-

step reactions.48 At the same time, TM elements in the middle of the periodic table (such as Os,

Os oxides and Cr) can also be used as catalysts for the dehydrogenation of methane, but with an

emphasis on the lowered reaction barriers by spin inversion.49–51 Therefore, it can be seen that

studies of TM clusters have to span large configurational spaces and spin multiplicity spaces to be

conclusive.

In Chapter 2, small clusters containing Au and Pt are studied. Among all the TM elements,

Pt and other Pt group elements have been widely used for many catalysis reactions. Gold, though

usually used as coinage metal because of its preciousness and inertness, possesses specific catalytic

properties in cluster form or when supported on certain substrates.52 By doping atomic Pt into small

Au clusters, new materials or catalysts may be available with tuned properties and reactivities.

The Pt-Pt, Au-Au and Pt-Pt bondings have been shown to be dominated by delocalized 6s-6s

interactions that rest in the relativistic s contraction e ect. Therefore, this scalar relativistic e ect

must be considered. The spin-orbit coupling e ects, proven to a ect mainly the binding energy, are

not critical in determining the relative stability of the clusters.53 Therefore, the DFT Hamiltonian

and the LanL2DZ basis set are su cient in this TM cluster study with the scalar relativistic e ect

partially incorporated in the e ective core potential.

1.5.2 TM doped SWCNTs—Chapter 3

A single-walled carbon nanotube (SWCNT) can be regarded as a single layer of graphene sheet

rolled up in the direction of a chiral vector (m n) into a cylinder until the (0 0) point is superpos-

able with (m n) point. This chiral vector (m n) can be decomposed into a linear combination of two

unit vectors a1 and a2 (Figure 1.1). By understanding that a (m n) SWCNT comes from a graphene

sheet in a particular way, characterized by the integer pair (m n), one can explain the dependence of

SWCNT electronic structure on the chiral vector.54–59 The key point relevant to the SWCNT elec-

tronic structure, especially electric conductivity, is that graphene is semi-metallic with valence and

conduction bands degenerate at only six corners of the hexagonal first Brillouin zone. Thus, rolling

up a single layer of graphite into 1D nanotubes may result in metallic or semiconductive SWCNTs,

depending on whether the longitudinal k vectors of the nanotube can pass the degenerate points in

the band structure of the graphene. If the longitudinal k vector goes through these degenerate corner

points, the SWCNT is conductive, which corresponds to the (m n) vectors that satisfy m n 3l (l

is an integer). If the longitudinal k vector does not intersect these points, the resultant SWCNT is

semiconductive. This relation between the chiral vector index and the electric conductivity is well
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Figure 1.1: A graphene hexagonal sheet and two unit chiral vectors a1 and a2 that are used to define
chiral vectors. Dark black dots indicate that rolling up according to these chiral vectors will result
in metallic SWCNTs.

illustrated in detail in several references.58,59

Interactions between CNTs and metals, especially TMs, have been of great interest recently,

because studies of these interactions may result in many new materials with intriguing properties

and reactivities. For example, SWCNTs loaded with Pd atoms are a good methane detector.60

Nevertheless, to the best of our knowledge, endo doped SWCNTs have never been studied even

though the endo doping may introduce new physics to the CNT-based materials. In Chapter 4, we

look into the possibility of doping TMs into SWCNTs interiorly.

1.5.3 Interactions between Pt and BNNTs—Chapter 4

An isoelectronic structure of a benzene molecule is the borazine molecule—B3N3H6. Therefore,

one could imagine the existence of boron nitrogen analogues of the graphene and carbon nanotubes:

hexagon boron nitride (hBN) and single wall boron nitride nanotubes (BNNTs). Di erent from its

homonuclear carbon analogues, however, BNNTs are insulating with only a few exceptions.61 The

physical explanation can be understood by looking at the electronic structure of the layered hBN.

The hBNs are mostly insulating because the B and N atoms are so ionic that the valence electrons
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are tightly bound to the nuclei. As a result, hBN sheets rolled-up eventually remain insulating due

to the flat bands along MK directions near the Fermi level (see Ref. 59). Regardless of whether

the longitudinal k vector passes the K point, the BNNTs are still insulating except some zigzag

BNNTs that have extremely small tubular radii. Thus, the study of BNNT can be conducted using a

cluster truncated model with the terminal dangling bonds saturated with H atoms. The interactions

of atomic Pt and pristine, Stone-Wales (SW) defected and singly vacant (5,5) BNNTs are studied

in Chapter 4.

1.6 Hyperfine coupling constants of muoniated radicals

Muon ( ) is a fundamental particle that is usually produced from the following nuclear reac-

tions:62

(1.47)

e Mu (1.48)

e e ¯ (1.49)

When muons are produced, they are almost always spin polarized. This makes muonium, which

consists of a muon and an electron, a good magnetic resonance probe compared with regular mag-

netic probes whose spin polarization is only achieved at low temperature or in strong magnetic

fields. Therefore, muon(ium)s are introduced widely into many chemical systems as a magnetic

probe. Recently, some experiments that shine muonium beams on various butene isomers were

conducted at TRIUMF, Canada. Corresponding theoretical computations were required to assign

observed muon and proton hyperfine coupling constants (HFCCs) and to give deep insight into the

physics behind HFCCs and their temperature-dependent (T-dependent) behaviors.

1.6.1 Muon HFCC calculations—Chapter 5

The mass of a muon is only one ninth that of a proton. Thus, muonium can be regarded as a light

hydrogen isotope along the lines of hydrogen, deuterium and tritium. This seemingly harmless

di erence actually turns to be a big problem in the calculations of some properties of muoniated

radicals.

The HFCC, aN , originates from the Fermi contact interaction of electron spin with the nuclear

spin.63 Without using the true quantum mechanical spin Hamiltonian that contains di erential op-

erators determined from relativistic quantum mechanics, the HFCC can be calculated using an

e ective spin Hamiltonian on the e ective spin state functions.64 That is, the value of the HFCC is
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proportional to the electron spin density at the nucleus of interest and can be expressed as65

aN

4

3
e NgegN S Z

1
N

4

3
e NgegN P (r) (r rn) (r) (1.50)

where e is the Bohr magneton, N is the nuclear magneton; ge is the free-electron g-value, gN is

the nuclear g-value, S Z is the expectation value of the z-component of the total electron spin (1 2

for a doublet, 1 for a triplet, etc.),
N

is the spin density at the nucleus of interest, and P is the

spin density matrix.

For a regular molecule containing heavy nuclei, HFCCs calculated using optimized equilibrium

geometry are quite satisfactory. Nevertheless, atoms in any molecule must vibrate around their

equilibrium position, even at zero temperature, due to the quantized zero point vibration. There-

fore, any property sensitive to the geometry change must be influenced by the zero point vibrations

at all times. Both ESR (HFCC) and NMR are subject to this vibrational e ect, and the vibrational

corrections can be as large as 10 %.66 In one extreme, the light mass of muon(ium) causes the muo-

nium to be further away from its equilibrium position in a molecule compared with other hydrogen

isotopes at the same position in an isotopomer. Thus, the vibrationally averaged muon HFCC can be

quite di erent from the proton HFCC in an isotopomer even though all isotopomers share the same

equilibrium structure.67 This dynamic vibrational e ect can be compensated for in many ways.

An instructive way to calculate vibrationally-averaged molecular properties was developed by

Lounila and coworkers’,68 who expressed the property of a molecule, P, at a certain geometry as a

Taylor series in terms of the normal coordinates, Xi, o the equilibrium geometry, Xe, that is

P(Xi) Pe

i

PiXi

1

2
i j

Pi jXiX j (1.51)

where Pi and Pi j are the first and second order derivatives of P(Xi) with respect to Xi and X j.

Therefore, the vibrationally-average property can be expressed as

P Pe

i

Pi Xi

1

2
i j

Pi j XiX j (1.52)

At the average molecular geometry, one simply has Xi Xi by definition, and hence, at this

geometry, the molecular property is:

Pa P( Xa ) Pe

i

Pi Xi

1

2
i j

Pi j Xi X j (1.53)
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By comparing the above two equations, the averaged property can be written as

P Pa

1

2
i j

Pi j( XiX j Xi X j ) (1.54)

In this regard, the molecular property calculated at the averaged geometry includes the entire first

order vibrational correction and partial harmonic corrections. Therefore, a property calculation

using the averaged molecular geometry can include major vibrational corrections. In a muonium-

containing molecule, the muonium is the only atom whose average position is largely di erent from

its equilibrium position. Luckily, the averaged geometry parameters for a typical -muoniated alkyl

radical can be found in a path integral Monte Carlo study.69 The detailed HFCC calculations and

discussions can be found in Chapter 5.

1.6.2 Torsional PES of sec-butyl radical—Chapter 6

As a byproduct of the muon HFCC study, geometry optimizations of several radicals were found to

depend greatly on the computational methods applied. This gave us a good opportunity to investi-

gate the performances of di erent Hamiltonians and basis sets since the accuracy is a question in

two dimensions—Hamiltonian and basis set. The torsional PES of sec-butyl is studied in Chapter

6 using various Hamiltonians and basis sets. Di erent WFT methods, including HF, MP2, CISD,

CCSD, and di erent exchange-correlation functionals of Kohn-Sham DFT are examined. As for

the basis set, Pople basis sets and correlation consistent basis sets are tested.
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[46] K. Koszinowski, D. Schröder, and H. Schwarz. Reaction of platinum-carbene clusters

PtnCH2 (n 1-5) with O2, CH4, NH3, and H2O: Coupling processes versus carbide formation.

Organometallics, 22:3809–3819, 2003.
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Chapter 2

Theoretical Studies of Aum and PtAun

Clusters and Their N2 and O2

Adsorption Complexes

2.1 Introduction

With their special properties and reactivities, metal clusters have drawn a lot of attention in diverse

research fields such as physics, chemistry, and materials sciences.1–6 In comparison with their bulk

counterparts, the unique size of small clusters contributes to their theoretical and practical impor-

tance. Because of their tunable electronic structure, bimetallic clusters are superior to homonuclear

ones in many aspects. For example, bimetallic Ru-Pt clusters are good catalysts for hydrogenation

of PhC2Ph with enhanced or even unprecedented catalytic activities and selectivities.7 Also, a se-

ries of bimetallic clusters containing many combinations of di erent transition metal elements have

potential luminescence that can be used in photocatalysis at room temperature.8

Particularly, Au and Pt, two third-row transition metal elements, have distinct properties and

reactivities. Pt is chemically active and is usually used as catalyst for various reactions. Au, is

often chemically inert and is often employed as a coinage metal. Putting these two precious metal

elements together, especially in small clusters, has resulted in many new advanced materials. For

instance, CO adsorption on Pt can be enhanced by coating layers of Pt over a Au substrate.9 Many

experimental results suggest that bimetallic clusters of Au and Pt are better catalysts for many

chemical reactions with much improved catalytic abilities than homonuclear Pt or Au clusters,

because of the cooperative e ect between Pt and Au. The silica-supported bimetallic Pt-Au clusters

can activate absorbed CO by significantly lowering the stretching frequency of the C O bond and

hence weakening the C O bond, whereas pure Pt catalysts do not have such potency.10 Small Pt-

Au bimetallic clusters also are recognized for their excellent performance in catalyzing the coupling

reaction of CH4 and NH3 to produce the precursor for the important Degussa process.11–13

Because traditional molecular spectroscopic techniques have intrinsic limits in characterizing

these small clusters, theoretical calculations have become a powerful tool to gain deeper insights

1A version of this chapter will be submitted for publication. Chen, Y. K.; Tian, W. Q. and Wang, Y. A. Theoretical

Studies of Aum and PtAun Clusters and Their N2 and O2 Adsorption Complexes.
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into the electronic structure of such clusters.14–17 Recently, a series of density functional theory

(DFT) calculations demonstrated that small Au clusters favor planar geometries, because the rel-

ativistic e ect enhances s-d hybridization and d-d interaction.18,19 Some other DFT studies have

suggested that small Pt clusters favor non-planar geometries with high spin multiplicities.20–22 It

is then interesting to investigate the closely related Pt-Au bimetallic clusters for their geometric

structures, catalytic activities and selectivities.23

There are quite a few theoretical studies of adsorptions and reactions of small molecules (e.g.,

CO, O2, etc.) on metal clusters, especially on Pt-Au bimetallic clusters.14–17 Experimentally, the

Pt-Au clusters were found to be good catalytic candidates to reduce various nitrogen oxide species

in the presence of O2 and small hydrocarbons,24,25 in a desired, environmentally friendly reaction

route towards producing N2 rather than other competing processes involving N2O. O2 concen-

tration plays an important role in this better reaction path. Additional theoretical studies of the

adsorption of N2 and O2 on the Pt-Au clusters can provide the necessary guidance in designing

high-performance catalysts for the reduction of nitrogen oxide species. Besides this reaction, O2

adsorption on metal clusters is also crucial for many other processes. For example, the cathode

reaction of a fuel cell, typically the oxygen reduction reaction that throttles the fuel cell e ciency

and performance, is greatly a ected by the binding patterns of O2.26 Without a doubt, N2 and O2

adsorption onto these clusters are of practical significance. Their adsorption complexes are investi-

gated in this study.

Because of the large number of d electrons of the constituent atoms, calculations of the tran-

sition metal clusters have proven to be one of the most di cult tasks in quantum chemistry. DFT,

combined with e ective core potentials and their related basis sets, is a powerful, e cient tool to

study such clusters, based on high-quality exchange-correlation functionals.27 We thus adopted the

Kohn-Sham DFT method in this study.

2.2 Computational details

Full geometry optimizations of the metal clusters were carried out using the spin-unrestricted Kohn-

Sham DFT method implemented in Gaussian03, with the PBEPBE exchange-correlation func-

tional.28,29 Harmonic vibrational frequencies were computed to verify the nature of the stationary

points on the potential energy surface. The double-zeta basis sets LanL2DZ and additional f -type

polarization functions ( f 0.75) for both Au and Pt atoms were employed with the core electrons

represented by the corresponding e ective pseudopotentials.30 An integration grid containing 99 ra-

dial shells and 590 angular points per shell was adopted to avoid spurious imaginary frequencies.31

Electronic energies corrected for zero-point vibrational energy were used to establish the relative

stability of metal cluster isomers. Properties were analyzed using the hybrid functional B3LYP

with the PBEPBE optimized geometries.32,33 The standard Pople’s 6-31G(d) basis set was used for

nitrogen and oxygen. Partial charges and spin densities were calculated based on the natural bond
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orbital analysis.34

To systematically sample the stationary points on the ground-state potential energy surface of

the Aum clusters, many topologically important structures were created as initial guesses. For the

PtAun clusters, the same sets of initial geometries were used with each nonequivalent Au position

replaced by a Pt atom. Though many isomers were found for larger clusters, only the isomers lying

within 10 kcal mol of the ground-state structure were reported.

To study the adsorption complexes, we considered all clusters lying within 10 kcal mol of the

most stable isomer. N2 and O2 were placed at those topologically significant sites for subsequent

geometry optimizations of the adsorption complexes.

2.3 Results and discussions

2.3.1 Aum and PtAun clusters

The structures of the most stable Aum and PtAun clusters and isomers (lying within 10 kcal mol of

the ground state) and the natural spin densities of the open-shell clusters are shown in Figure 2.1.

The corresponding natural electronic configurations (NECs) are listed in Table 2.1.

The predicted bond length and the frequency of the stretching mode of the ground-state Au2 are

2.535 Å and 171.3 cm 1, respectively, in good agreement with the experimentally observed values

(2.473 Å and 190.9 cm 1).35,36 NEC analysis shows a slight electron promotion from 5d to 6s in

both Au atoms and indicates the participation of the 5d orbital in the bond formation of Au2.

As for the PtAu, the ground state has a 2 electronic configuration. The bond length and

fundamental vibrational frequency are 2.488 Å and 179.3 cm 1, respectively, very close to the

results obtained in some earlier high-level calculations using complete active space multiconfigu-

ration self-consistent-field method (2.601 Å and 168 cm 1) and multireference singles and doubles

configuration interaction (MRCISD) method (2.544 Å and 194 cm 1).37 The charge distribution of

PtAu reflects the very small electronegativity di erence between atomic Pt and atomic Au. In the

PtAu cluster, only a small amount of negative charge is transferred from the Pt atom to the Au atom.

The net spin charge is primarily localized on the Pt atom (see Figure 2.1). NEC analysis indicates

that the spin charge comes from the unfilled 5d orbital of the Pt atom, whose -spin and -spin

valence NECs are 6s0 54d4 95 and 6s0 43d4 07, respectively.

Two low-lying Au3 structures were identified (Figure 2.1): an angular (bent) isomer with apex

angle of 144.7 , and an isoceles triangular structure lying 1.73 kcal mol above, with apex angle

of 67.9 . In the angular Au3, the Au(I) Au(II) Au(III) distance is 2.603 Å. In the triangular Au3

isomer, the Au(I) Au(II) and Au(II) Au(III) distances are 2.630 and 2.936 Å, respectively. This

indicates that the Au(I) Au(II) Au(III) interaction in the angular isomer is stronger than that in the

triangular one. Most of the spin density is evenly located on the two equivalent Au atoms in both

Au3 isomers. According to the NEC analysis, the middle Au atom in the angular Au3 undergoes
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(a) Au2 (b) PtAu (c) Au3 (triangular) (d) Au3 (bent) (e) PtAu2

(f) Au4 (rhombic) (g) Au4 (‘Y’) (h) PtAu3 (rhombic) (i) PtAu3 (‘Y’)

(j) Au5 (trapezoid) (k) Au5 (butterfly) (l) PtAu4 (trapezoid) (m) PtAu4 (3D) (n) PtAu4 (Pt-biased)

Figure 2.1: Optimized structures of low-lying Aum and bimetallic PtAun clusters. The Pt and Au atoms are in dark green and yellow, respec-
tively. For open-shell clusters, natural spin charge on each atomic site is also shown.
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Cluster Atom Sites Natural Electron Configuration
Au2 Au I, II [core]6s1 045d9 956p0 01

PtAu Pt I [core]6s0 965d9 026p0 01

Au II [core]6s1 105d9 906p0 01

Au3 (obtuse) Au I [core]6s1 175d9 886p0 03

Au II, III [core]6s1 005d9 95

Au3 (acute) Au I [core]6s0 855d9 956p0 03

Au II, III [core]6s1 145d9 936p0 02

PtAu2 Pt I [core]6s0 665d9 496p0 02

Au II, III [core]6s0 965d9 936p0 02

Au4 (rhombic) Au I, II [core]6s0 735d9 956p0 04

Au III, IV [core]6s1 355d9 916p0 01

Au4 (‘Y’) Au I [core]6s1 155d9 876p0 04

Au II [core]6s1 235d9 93

Au III, IV [core]6s0 925d9 956p0 02

PtAu3 (rhombic) Pt I [core]6s0 655d9 296p0 04

Au II [core]6s0 775d9 956p0 04

Au III, IV [core]6s1 225d9 906p0 01

PtAu3 (‘Y’) Pt I [core]6s1 015d9 066p0 05

Au II [core]6s1 255d9 85

Au III, IV [core]6s0 945d9 936p0 02

Au5 (trapezoid) Au I [core]6s0 935d9 896p0 05

Au II, III [core]6s1 015d9 936p0 03

Au IV, V [core]6s1 155d9 926p0 01

Au5 (butterfly) Au I [core]6s0 985d9 876p0 07

Au II-V [core]6s1 075d9 936p0 02

PtAu4 (trapezoid) Pt I [core]6s0 675d9 406p0 056d0 01

Au II, III [core]6s0 925d9 946p0 03

Au IV, V [core]6s1 115d9 926p0 01

PtAu4 (3D) Pt I [core]6s0 915d9 406p0 056d0 01

Au II, III [core]6s0 935d9 946p0 02

Au IV, V [core]6s0 985d9 936p0 02

PtAu4 (Pt-biased) Au I [core]6s0 845d9 926p0 05

Pt II [core]6s0 775d9 446p0 03

Au III [core]6s0 825d9 946p0 03

Au IV [core]6s0 775d9 446p0 03

Au V [core]6s1 255d9 926p0 01

Table 2.1: Natural electron configurations of atoms of the low-lying clusters. The atomic sites are
shown in Figure 2.1.

electron promotion from 5d to 6s and electrons migrate from the two terminal Au atoms to the

central one. In contrast, in the triangular Au3, the apex Au atom donates its electrons to the basal
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Au atoms. The most stable PtAu2 is also an isoceles triangular cluster with the apex angle of 67.7

and the Pt Au bond length of 2.579 Å. Electrons flow from the 5d and 6s orbitals of two basal Au

atoms to the 5d orbital of the apex Pt atom.

As to the clusters larger than the trimer, the low-lying Aum and PtAun clusters are constituted

of colaterally packed triangular building blocks to form (near) 2-dimensional structures. In the low-

lying PtAun clusters, the Pt atom tends to maximize its coordination number to stabilize the cluster

by forming a maximal number of bonds with the surrounding atoms.

In the case of the Au4 clusters, the ground state is a singlet planar rhombic structure, which

is essentially degenerate with a singlet Y-shaped structure found in an earlier study.38 The PtAu3

has a 2A ground state with a puckered rhombic configuration and a folding angle of 27.2 . An

essentially degenerate 2A Y-shaped isomer lies 0.97 kcal mol above the ground-state of PtAu3

with the Pt atom at the center. In the rhombic Au4 and PtAu3 clusters, the atoms at positions I and

II donate their electrons to the 6s orbital of the Au atoms at sites III and IV. In the Y-shaped Au4

and PtAu3 clusters, the Au atoms at positions III and IV donate their electrons to the apex atom.

Spin densities in the two PtAu3 clusters are mainly located on the Pt atom.

The most stable isomer of Au5 is a 2A planar trapezoid-like structure, as reported earlier.38 A
2B2u butterfly-like configuration lies 8.15 kcal mol above the most stable trapezoid isomer. In both

these two low-lying Au5 clusters, all the Au atoms undergo electron promotion from 5d to 6s to

form Au Au bonds and Au at site I contributes electrons to the other four Au atoms. The most

stable isomer of PtAu4 is also a planar trapezoid-like structure with the Pt atom lying at the middle

of the long parallel side to maximize the its coordination number. A 3-dimensional isomer with

a twisted butterfly-like geometry lies 2.39 kcal mol above the trapezoidal PtAu4. Another PtAu4

(Pt-biased) isomer is 8.62 kcal mol higher than the trapezoidal structure. The substitution of Au by

a Pt atom at site II in the trapezoidal Au5 cluster distorts the cluster to a nonplanar structure. In all

these three PtAu4 isomers, electron transfer from 6s to 5d occurs to the Pt atom and the Pt atom

withdraws electrons from the other Au atoms, yielding a negative partial charge.

To gauge the reactivity of these clusters, their Kohn-Sham frontier orbitals and the orbital en-

ergies of these clusters are shown in Figure 2.2. The highest occupied molecular orbital (HOMO)

of Au2 is a orbital and the lowest unoccupied molecular orbital (LUMO) is a orbital. The

large HOMO-LUMO gap and the low HOMO energy ( 7.2 eV) make the Au2 cluster inert to elec-

trophilic attack. In PtAu, the HOMO is mainly the 5d orbital of the Pt atom and has a much better

donating ability with an increased orbital energy ( 6.8 eV). The LUMO is again a orbital with

a similar orbital energy to the LUMO of Au2. For most larger clusters, the HOMOs of the PtAun

clusters are mainly composed of the 5d orbitals of the Pt atom and have orbital energies close to

6.0 eV. The HOMOs of the Aum clusters are delocalized over the entire cluster and have orbital

energy lower than 6.0 eV. The LUMOs of the PtAun and Aum clusters are typically orbitals and

have similar orbital energies of about 4.0 eV. Therefore, the attacking electrophiles will readily

locate the reactive Pt center of the bimetallic clusters because the Pt atom of the bimetallic clusters
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Figure 2.2: The frontier orbitals of Aum and PtAun clusters. The orbital energies of the highest occupied molecular orbitals and the lowest
unoccupied molecular orbitals are marked by black and red bars, respectively. For open-shell systems, -spin and -spin orbitals are grouped
on the left and the right of each column, respectively.
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accumulates more negative charge than the Au atom of the corresponding pure Aum clusters of the

same size at the same position.

2.3.2 Adsorptions of N2 and O2

With the optimized low-lying clusters in hand, the complexes formed by adsorbing N2 and O2 onto

these low-lying clusters were studied. Thirty three N2-cluster and forty eight O2-cluster complexes

were obtained from geometry optimization. The Hessians of these optimized structures were calcu-

lated to verify the nature of these complexes. Figures 2.3 and 2.4 show the structures of energetic

minima. The adsorption energies are shown in the two Figures. Negative adsorption energies de-

note exothermic adsorption. Within the same chemical composition, the energy of the most stable

isomer was taken to be the reference point in calculating the relative energies of all possible com-

plexes. The N N and O O bond lengths are listed to illustrate the interaction strengths between

the diatomic molecules and the metal clusters. The HOMO-LUMO gaps are also displayed to

illuminate electronic properties.

In all adsorption complexes, to stabilize the complexes through enhanced electrostatic interac-

tion, the metal clusters donate electrons to the O2 N2 diatomic molecular fragments based on the

charge analysis (see below). Almost always, the binding energies of O2 N2-bimetallic cluster com-

plexes are larger than that of the complexes formed between N2 O2 and the corresponding pure Au

clusters of the same size. Binding N2 O2 to the Pt atom of the bimetallic clusters typically has an

adsorption energy of about 30 kcal mol, larger than that to the pure Au clusters (20 kcal mol). For

the binary PtAun clusters, the high adsorption energy correlates specifically to the binding of O2 or

N2 to the Pt atom rather than to the Au atoms, because the HOMO is mainly localized on the Pt

atom in the bimetallic clusters. The adsorption complexes formed by pure Au clusters are similar

to the complexes formed by the small diatomic molecules and the bimetallic clusters on the Au site.

Therefore, the complexes involving pure Au clusters are not discussed specifically.

Geometrically, both O2 and N2 prefer to bind to the clusters to the side within the plane of

the cluster. Even though the major lobe of the HOMOs of these clusters are atop the clusters, the

side-on binding enables the clusters to donate electrons to form both and bonds. In contrast, if

the diatomic molecule binds to the cluster top, only a bond will be formed instead.

N2-adsorption complexes also distinguish themselves from the O2-adsorption complexes in

many aspects that will be discussed below based on the representative O2 N2-PtAu2 complexes.

Since the precursor PtAu2 cluster donates electrons to either N2 or O2 fragments upon the forma-

tion of complexes, the HOMO of the PtAu2 cluster must play an important role. The HOMO of

PtAu2 mainly locates on the Pt atom and is composed of the 5d orbital of the Pt atom (23% 5dz2 ,

68% 5dx2 y2 , and 4% 6s) with some minor contributions from the two basal Au atoms (ca. 5%

from their 5d orbitals). This particular composition of the HOMO makes the absorbate diatomic

molecules preferentially attach to the Pt atom.
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Au2NA
2 PtAuNA

2 PtAuNB
2 Au3NA

2 Au3NB
2 Au3NC

2 PtAu2NA
2

0.00 0.00 15.43 0.00 4.18 11.91 0.00
12.29 28.91 13.48 11.91 7.73 0.00 33.24

1.123 1.134 1.125 1.126 1.123 1.117 1.136
2.55 1.12, 2.77 2.26, 3.24 1.41, 3.02 1.44, 2.99 1.36, 2.71 2.48

PtAu2NB
2 PtAu2NC

2 Au4NA
2 Au4NB

2 Au4NC
2 Au4ND

2 PtAu3NA
2

14.22 17.97 0.00 1.28 7.27 11.66 0.00
19.02 15.27 12.52 11.24 5.25 0.85 30.03
1.167 1.127 1.123 1.124 1.122 1.120 1.135
2.64 2.29 2.88 2.97 2.15 1.88 1.55, 2.45

PtAu3NB
2 PtAu3NC

2 PtAu3ND
2 PtAu3NE

2 Au5NA
2 Au5NB

2 Au5NC
2

15.67 17.43 23.13 24.31 0.00 0.58 3.32
14.36 12.60 6.87 5.72 3.77 3.19 0.45
1.125 1.157 1.124 1.125 1.123 1.124 1.118

1.88, 2.62 1.58, 2.42 2.34, 2.08 1.52, 1.96 1.25, 2.31 1.25, 2.39 1.25, 2.36

Au5ND
2 Au5NE

2 Au5NF
2 PtAu4NA

2 PtAu4NB
2 PtAu4NC

2 PtAu4ND
2

3.54 5.26 11.75 0.00 2.71 20.56 21.04
0.23 6.66 0.17 32.65 38.56 12.09 11.61

1.117 1.125 1.117 1.133 1.137 1.151 1.125
1.25, 2.36 1.17, 2.31 1.14, 2.14 2.97 2.72 2.78 2.23

PtAu4NE
2 PtAu3NF

2 PtAu4NG
2 PtAu4NH

2 PtAu4NI
2

21.30 22.59 26.16 27.68 28.55
11.35 18.68 6.49 4.97 4.10
1.126 1.163 1.124 1.155 1.125
2.39 2.53 2.01 2.37 2.01

Figure 2.3: The optimized structures of N2-cluster adsorption complexes. The relative energy (in
kcal mol) measured from the most stable complex, the adsorption energy (in kcal mol), the N N
bond length (in Å), and the HOMO-LUMO gap (in eV) are listed below each optimized structure
descendingly. For open-shell systems, the first and the second values of the HOMO-LUMO gap are
for spin and spin, respectively.
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Au2OA
2 PtAuOA

2 PtAuOB
2 PtAuOC

2 Au3OA
2 Au3OB

2 Au3OC
2 Au3OD

2
0.00 0.00 5.34 26.89 0.00 1.40 2.29 4.75
1.15 35.73 30.39 8.84 17.38 15.98 15.09 10.90
1.257 1.302 1.267 1.257 1.297 1.311 1.281 1.273
1.01 2.91, 2.90 2.61, 2.62 1.55, 2.19 2.31, 2.69 1.71, 2.33 0.73, 1.20 1.58, 2.32

PtAu2OA
2 PtAu2OB

2 PtAu2OC
2 PtAu2OD

2 Au4OA
2 Au4OB

2 Au3OC
2 PtAu3OA

2
0.00 6.05 19.13 19.14 0.00 0.29 2.13 0.00
25.02 18.97 5.89 5.88 2.62 2.33 0.49 29.74
1.343 1.323 1.269 1.267 1.263 1.260 1.297 1.275
1.66 1.06 1.20 1.36 1.36 0.81 1.80 1.82, 1.95

PtAu3OB
2 PtAu3OC

2 PtAu3OD
2 PtAu3OE

2 PtAu3OF
2 PtAu3OG

2 PtAu3OH
2 PtAu3OI

2
4.94 18.80 20.13 20.32 20.54 21.03 22.54 24.95
25.77 10.94 9.61 10.17 9.95 9.68 8.17 5.79
1.314 1.266 1.265 1.268 1.261 1.260 1.278 1.301

2.29, 2.39 1.61, 1.73 1.25, 1.78 1.71, 1.87 1.69, 1.78 0.82, 1.11 1.50, 1.62 1.58, 1.91

Au5OA
2 Au5OB

2 Au5OC
2 Au5OD

2 Au5OE
2 Au5OF

2 Au5OG
2 Au5OH

2
0.00 8.98 11.02 13.14 15.51 16.69 17.06 19.76
21.67 12.69 10.65 8.53 6.16 13.13 4.61 1.91
1.340 1.347 1.268 1.268 1.258 1.280 1.309 1.232

2.88, 3.02 2.10, 2.56 1.52, 2.22 1.44, 1.93 1.47, 1.73 1.20, 1.94 1.99, 1.73 1.36, 1.37

Au5OI
2 PtAu4OA

2 PtAu4OB
2 PtAu4OC

2 PtAu4OD
2 PtAu4OE

2 PtAu4OF
2 PtAu4OG

2
26.95 0.00 4.05 4.81 5.65 5.82 6.38 11.55
2.87 34.51 30.46 21.08 28.86 20.07 28.13 14.34
1.250 1.361 1.275 1.343 1.362 1.273 1.337 1.561

0.98, 1.76 2.01 1.71 1.82 1.82 2.04 0.93 1.96

PtAu4OH
2 PtAu4OI

2 PtAu4OJ
2 PtAu4OK

2 PtAu4OL
2 PtAu4OM

2 PtAu4ON
2

12.83 16.29 21.11 22.93 25.09 27.78 31.03
13.06 9.60 4.78 2.96 3.19 6.73 3.48
1.383 1.332 1.269 1.274 1.315 1.278 1.269
1.99 1.63 1.33 1.20 1.85 1.03 0.79

Figure 2.4: The optimized structures of O2-cluster adsorption complexes. The relative energy (in
kcal mol) measured from the most stable complex, the adsorption energy (in kcal mol), the N N
bond length (in Å), and the HOMO-LUMO gap (in eV) are listed below each optimized structure
descendingly. For open-shell systems, the first and the second values of the HOMO-LUMO gap are
for spin and spin, respectively.
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To have an overall view of the electronic structures of N2 O2-PtAu2 adsorption complexes,

the total density of states (DOS) and the local DOS (LDOS) for selected complexes (PtAu2NA B C
2

and PtAu2OA B C

2 ) and the precursor PtAu2 are shown in Figures 2.5. The DOS in the valence

region ( 20 eV below the Fermi level) of these complexes can be divided into three domains ac-

cording to the source of their origins. In domain I (from 7.0 eV to the Fermi level), the LDOS

of the Pt atom dominates the total DOS. In domain II (from 11.0 to 7.0 eV), the total DOS is

mainly composed of the LDOS of the Au atoms. In domain III (below 11.0 eV), the LDOS of the

diatomic absorbates have the most contribution. In PtAu2NA B
2 , adsorption of N2 on the Pt atom of

the clusters shifts the electronic states of the pure bimetallic cluster PtAu2 in domain I to a lower

energy level but keeps domain II almost intact. In the case of O2 adsorption, the total DOS in both

domains I and II moves to lower energy levels regardless of the O2 adsorption site on the cluster.

It is clear that the adsorption of N2 onto the clusters locally perturbs the electronic structure of the

cluster fragment around the adsorption site, whereas O2 adsorption modulates the LDOS of the

cluster to such a large extent that the LDOS of those atoms not directly bound to the O atoms are

also influenced. For the complexes with the side-on adsorption pattern (PtAu2NB
2 and PtAu2OA B

2 ),

their DOS are characterized by many peaks between 15.0 and 11.0 eV, which arise from the ver-

satile bonding interactions between the absorbates and the clusters. The orbitals in the plane of

the diatomic adsorbate molecule and the Pt atom of the bimetallic cluster can have -type interac-

tions, while the orbitals perpendicular to this plane can engage in -type interactions. In contrast,

the end-on binding complexes have a few sparsely distributed states in the same energy range, in-

dicating relatively simple bonding interactions between the cluster and the absorbate. The detailed

bonding interactions are further discussed for N2- and O2-adsorption complexes in the following

section.

2.3.3 N2 and O2 adducts

In most cases, N2 tends to bind to the clusters in an end-on fashion, except for the bimetallic

PtAu2NB
2 , PtAu3NC

2 , and PtAu4NC
2 complexes. To understand the interaction between N2 and the

bimetallic clusters, molecular orbitals relevant to the bonding interactions in the above three N2-

PtAu2 complexes are shown in Figure 2.6. Both and orbitals contribute to the bonding in-

teractions in the PtAu2NA
2 complex and a similar set of bonding orbitals can also be found in the

PtAu2NC
2 complex. The bonds (e.g., HOMO 16 and HOMO 19) that hold the absorbate and the

cluster come from the overlap between the type orbital of N2 and the Pt 6s5d orbitals. The two

-type bonds (e.g., HOMO 17 and HOMO 18) result from the overlap between the two perpen-

dicular orbitals of N2 with the 6s5d-type orbitals of Pt. A remarkable feature in PtAu2NA C
2 is that

the binding strength varies greatly according to di erent binding sites. For example, the HOMO of

the ground-state of PtAu2 is localized on the Pt atom and leads to a stronger N2 Pt interaction than

any other interaction between N2 and a Au atom. The situation of N2 binding to pure Au clusters is
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very similar to the case of N2 binding to the Au atoms in the bimetallic clusters, and hence will not

be discussed further.

The PtAu2NB
2 complex has a di erent set of bonding orbitals from those of the above two

complexes, PtAu2NA C
2 . The HOMO 19, a -type bonding orbital, is composed of the 5d orbital

of Pt and the orbital of N2. The two perpendicular orbitals of N2 play di erent roles here. In

the HOMO 18 of PtAu2NB
2 , one orbital of N2 overlaps with a d-type orbital of Pt to form a

bond. The other orbital of N2 overlaps with another d-type orbital of Pt to form a bond, the

HOMO 17. The higher-lying HOMO 4 is comprised of a orbital of N2 and a d orbital of Pt.

Partial charges are labeled on the corresponding atoms in Figure 2.6. Overall, the 2p orbitals

of N2 withdraw about 0.2 electrons from the metal clusters in the N2-cluster complexes. Electrons

migrate towards the N2 fragment primarily from the direct bonding atoms in the clusters: Pt at site I

in both PtAu2NA B
2 and Au at site III in PtAu2NC

2 . Also, about 0.1 0.2 electrons are promoted from

5d to 6s on the Pt atom upon the adsorption of N2.

Spin densities of open-shell structures were also examined by analyzing the PtAu3N2 complexes

(Figure 2.7). It was found that the majority of spin densities stays on the Pt atom in the cluster upon

the N2 adsorption. This indicates that any reaction with radicals will still occur towards the Pt atom

of the cluster fragment.

In the N2-cluster complexes, the HOMO still mainly localizes on the Pt site but to a less extent

compared with the HOMO of the PtAu2 cluster. This signifies that the HOMO energy of the N2-

cluster complexes resembles that of the PtAu2 cluster and the Pt site is vulnerable to electrophilic

attack. On the other hand, binding one N2 molecule to the cluster changes the angular distribution

and the extent of the localization of the HOMO on the Pt atom compared with the HOMO of PtAu2.

The HOMO of PtAu2NA
2 consists of 8% 6s, 5% 5dz2 , 30% 5dx2 y2 , and 8% of 5dxy of the Pt atom,

26% 5d and 18% 6s of the Au atoms, and 5% py contribution from the N atom at site V (Figure 2.6).

The HOMO of PtAu2NB
2 is composed of 46% 5dxy , 2% 5dx2 y2 , and 2% 5dz2 of the Pt atom, 11%

6s and 38% 5d contributions from the two Au atoms, and about 1% py component from the N atom

at site V (Figure 2.6). The cluster fragments in these two complexes, in which N2 binds directly

to the Pt atom, extend their HOMOs to the two Au atoms. In PtAu2NC
2 , the HOMO stays strongly

localized on the Pt atom and has 6% 6s and 88% 5dz2 from the Pt atom and 6% 5d orbitals from

the two Au atoms. Compared with the PtAu2 cluster, the localization of the HOMO on the Pt

atom remains for the PtAu2NC
2 complex but to a less extent than in the two most stable complexes

(PtAu2NA B
2 ). The orientation of the HOMO is markedly di erent, because of the change in the

angular composition of the HOMO upon the adsorption of N2 onto the cluster.

In contrast to the preferred end-on adsorption pattern in forming the N2-cluster complexes, O2

tends to assume a side-on approach to the clusters. Bonding orbitals of the three di erent O2-PtAu2

complexes, PtAu2OA B C
2 , are drawn in Figure 2.6. In the PtAu2OA

2 complex, the or orbital of O2

and the d-type orbitals of the Pt atom contribute mostly to the bonding interaction between O2 and

the metal cluster in the complexes. Particularly, the two bonding orbitals of O2 overlap with the 5d
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orbitals of Pt to form a bond (HOMO 19) and a bond (HOMO 17). In addition, the orbital

of O2 participates in the formation of three bonds (HOMO 15, HOMO 8, and HOMO 6) and

a bond (HOMO 4). It is very di cult to analyze bonding interactions in PtAu2OB
2 through well-

defined O2 and metal cluster molecular orbitals. Nevertheless, the relevant orbitals are composed of

the and orbitals of O2 and the 5d orbitals from the Pt atom and the involved Au atom. Bonding

patterns between O2 and the Au atom in the bimetallic clusters resemble those between O2 and the

pure Au clusters. Thus, the O2-Aum complexes are not discussed further.

Partial charge analysis indicates that O2 withdraws more electrons (0.2 0.6 electrons) from the

metal clusters than N2 does in the N2-cluster complexes. In PtAu2OA
2 , about 0.5 electrons from the

5d orbitals of Pt transfer to the 2p orbitals of the two O atoms. In PtAu2OB
2 , both the Pt atom and

the Au atom at site II donate electrons, but in di erent ways: from 6s and 5d of the Pt atom to the

2p orbital of O at site III and from the 6s orbital of Au at site II to the O atom at site V. In PtAu2OC
2 ,

the Au atom at site III depletes electrons from its 5d orbitals to the 2p orbitals of the O atom at site

IV.

The distribution of spin densities in the spin-unsaturated O2-cluster complexes is di erent from

that in the N2-cluster complexes (Figure 2.7). In PtAu3OA C
2 , spin densities are on the O atom

away from the metal cluster fragment. In PtAu3OD
2 , the total spin density is mainly on the two O

atoms. This spin density distribution in the O2-adsorption complex prompts any further reactions

with radicals towards the two O atoms.

The compositions of the HOMOs of the O2-cluster complexes depend strongly on the O2-cluster

binding pattern. In the clusters where O2 binds to the Pt atom (PtAu2OA B
2 ), the HOMO is primarily

composed of the p orbitals on the O atoms and the 5d orbitals on the Pt atom. This leads to a

large variation in the HOMO energy compared with that of the PtAu2 cluster. The O atoms are thus

susceptible to electrophilic attack in these two complexes (PtAu2OA B
2 ). The HOMO of PtAu2OA

2 is

more delocalized to the entire complex and consists of 1% 5dxz , 10% 5dyz, 11% 5dx2 y2 , and 7%

5dxy on the Pt atom, 36% px, 9% py, and 4% pz from the two O atoms, and 15% 6s and 7% 5d

from the two Au atoms. In PtAu2OB
2 , the HOMO is mainly located on the O atoms (79% pz on

two O atoms and 21% 5dxz of the Pt atom) and makes the two O atoms the nucleophilic sites. In

PtAu2OC
2 , where O2 binds to the Au atoms, the HOMO remains strongly localized on the Pt atom

as in the PtAu2 cluster and comes from 81% 5dz2 , 9% 6s, and 3% 5dxz of the Pt atom, and 2% px

of the two O atoms, and 3% 5dz2 of the Au atoms. Further electrophilic attack will prefer the Pt site

in PtAu2OC
2 .
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Figure 2.5: The total density of states (DOS) and local DOS (LDOS) projected onto each element
of the PtAu2-N2 and PtAu2-O2 adducts. Green vertical lines mark the Fermi levels.
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Figure 2.6: Molecular orbitals relevant to the bonding interactions between the diatomic fragment and the PtAu2 fragments in the PtAu2N2 and
PtAu2O2 adducts. HOMO p denotes the pth orbital below the HOMO. Orbital energies (in eV) are shown in the parentheses. Partial charges
are marked beside atomic sites.
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(a) PtAu3NA
2 (b) PtAu3NB

2 (c) PtAu3NE
2

(d) PtAu3OA
2 (e) PtAu3OD

2 (f) PtAu3OC
2

Figure 2.7: Natural spin densities of the atoms in the open-shell N2 O2-cluster complexes. The Pt,
Au, N, and O atoms are in dark green, yellow, blue, and red, respectively.
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2.4 Conclusions

We have studied the electronic structures of both pure Aum and bimetallic PtAun clusters. Clus-

ters larger than a dimer tend to form (near) 2-dimensional structures with basic triangular units.

Substitution of one Au atom by Pt in small clusters leads to localized HOMOs and enhanced re-

gioselective electron donating abilities. In open-shell bimetallic clusters, the spin charge density is

localized on the Pt atom, which behaves as the active center in reactions with radicals.

We have also studied the N2- and O2-cluster adsorption complexes and found that adsorption

onto the Pt site of the bimetallic clusters leads to higher binding energies than adsorption to the

pure Au clusters and to the Au atoms of the same bimetallic clusters. In N2-cluster adsorption

complexes, clusters donate their electrons to the orbitals of N2, resulting in an end-on adducting

configuration. In O2-cluster adsorption complexes, more complicated cluster-O2 orbital interac-

tions favor a side-on approach. The HOMOs of the N2-bimetallic cluster adsorption complexes

remain localized on the Pt site, but with varied directionality, while the adsorption of O2 onto the

Pt site delocalizes the HOMO onto the O atoms. For open-shell species, the spin density stays on

the cluster fragment in the N2-cluster adsorption complexes, whereas in the O2-cluster adsorption

complexes, the spin density gathers around the O atoms instead.
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Chapter 3

Theoretical Studies of Transition

Metal-Doped Single-Walled Carbon

Nanotubes

3.1 Introduction

Chemistry and physics of carbon allotropes, especially fullerene and carbon nanotubes (CNTs),

have been one of the most active fields in the past two decades. Since the discovery of fullerene1

and the first fabrication of multi-walled2 and single-walled carbon nanotubes (SWCNTs),3 sub-

stances containing carbon networks have been intensively and extensively studied with the goal of

finding new materials. CNTs have such large longitudinal modulus and low densities that they may

be used as structural materials. Because the electronic structure of CNTs depends delicately on

the nanotube parameters, such as tube diameter and chirality, selective use of individual CNTs or

jointed CNTs (with di erent tube parameters) provides many opportunities for developing novel

electronic devices.4

Functionalizations of fullerence and CNTs further expand the domain of application of these

carbon-based materials. Many approaches have been designed and developed to functionalize

CNTs, including doping light elements into defect sites5 and ozonization at vacancy sites.6 Among

various functionalized CNTs, some are identified as potential new advanced materials. For instance,

SWCNTs functionalized with specific polymers were found to be good candidates for ammonia de-

tection.7 Photoemission spectroscopic experiments and theoretical studies showed that atomic In

transport was influenced by the concentration of defects and o ered a novel way to control the

transport of atoms.8

Ever since the first CNT was formed, the fabrication of CNTs has been closely associated with

numerous transition metal (TM) catalysts. Iron and its oxides are intimately involved in the growth

mechanism of CNTs, in which the change of oxidation number of Fe plays an important role.9

CNTs doped with di erent metal atoms, like Fe,10 Sm,11 and Pt,12,13 were investigated for their

potential catalytic and material utilities. Atomic chains of Cr and V adsorbed on CNTs are possible

2A version of this chapter has been submitted for publication. Chen, Y. K.; Liu, L. V.; Tian, W. Q. and Wang, Y. A.

Theoretical Studies of Transition Metal-Doped Single-Walled Carbon Nanotubes.
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spintronic materials.14 Some theoretical studies also indicated SWCNTs coated with atomic Ti

can become hydrogen storage materials.15 Pt- and Ru-double-walled CNT adducts are e cient

catalysts for direct methanol fuel cells.16 Without a doubt, studies of interactions between TM

atoms and CNTs not only provide e ective ways to fabricate carbon-ring networks, but also o er

opportunities for discovering new materials or catalysts.

In the case of functionalized CNTs, the content and the position of the modification are cru-

cial factors in determining the properties and reactivities of the resulting nanosystems. The wall

of a fullerene or a single SWCNT divides the space into the interior and the exterior of the tubular

system. Modifiers inside and outside nanotubes feel concave and convex surfaces, respectively,

which possess very di erent chemistry and physics. This structural e ect has been recently ana-

lyzed through the understanding of the bent conjugated bonds in fullerenes and CNTs,17 where

the di erent curvatures of the two sides of a tubular wall lead to position-dependent properties and

reactivities. For example, an early theoretical study showed that the interior surface of a fullerene is

inert to atomic hydrogen and atomic fluorine whereas the exterior surface is highly reactive.18 The

novelty of the chemistry inside CNTs is particularly examplified by the Menshutkin SN2 reaction,

which was found to be much more favored within SWCNTs over the same reaction in the gaseous

phase.19 Experimental studies of the adsorption of various chemicals inside and outside SWCNTs

have been critically reviewed and attention has been drawn to the interaction between oxidizers and

the inner wall of SWCNTs.20 The e ect of confinement inside a SWCNT was also demonstrated

in a chemical reaction between atomic hydrogen and heptene.21 Aside from these few revealing

studies of the chemical and physical properties of the inner wall of CNTs, the interior space has

rarely been considered compared with abundant results on the outer wall. It is necessary to further

investigate the positional e ect on the asymmetric curved tubular surface.

Thus far, the possibility of functionalizing curved carbon networks from the concave side has

been studied mostly using theoretical tools. Studies of the functionalization of SWCNTs by car-

bene (CH2), imine (NH), and atomic oxygen from both sides of the tubular wall showed that the

lack of -bond formation from the concave inner side of the SWCNT forces light-element com-

pounds to react preferentially with the outside of nanotubes.22 On the other hand, there have been

some occurrences when heteroatoms stay on the inside concave surface. Using nuclear reaction

techniques with the aid of theoretical calculations, the endohedral and substitutional Sb- and Te-

doped fullerenes were made possible.23 Based on density functional theoretical studies, the endo-

Co-absorbed (8,8) SWCNT was found to be more stable than the exo absorbed one.24 We thus hope

to find out whether some other heteroatoms, especially TM atoms, can be endo-doped into CNTs.

Di erent misalignments of carbon orbitals from the interior or the exterior of SWCNTs may al-

low chemical species to stay preferentially inside the nanotubes. TM atoms, with their versatile

bonding abilities and large radii, may have a better chance to reside steadily inside CNTs.

In this work, we report the results of our investigation into the possibility for a first-row TM

atom to stay inside a (5,5) SWCNT after replacing a carbon atom of the tubular wall with the TM
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atom (Figure 3.1).

3.2 Computational details

All calculations were performed using the Gaussian03 package.25 The spin-unrestricted Kohn-

Sham density functional method was adopted with the PBEPBE exchange-correlation function-

als developed by Perdew, Burke, and Ernzerho .26 The electronic wavefunctions were expanded

in the LanL2DZ atomic basis functions with the core shell electrons represented by the LanL2

pseudo potentials.27 One-dimensional periodic boundary conditions were employed to model the

(5,5) SWCNTs with 100 carbon atoms in the primitive cell (Figure 3.1c), with 40 k-points in the su-

percell. A carbon atom in the middle of the tube (labeled as ‘X’ in Figure 3.1c) is replaced by a TM

atom to model doped SWCNTs. Having realized the wall of the nanotube separates the space into

the interior and the exterior, we placed the TM atom both inside and outside the tube hypersurface

to investigate the positional e ect. Since TM elements usually feature close-lying spin multiplic-

ities, a large set of probable spin multiplicities for each doped SWCNT was fully considered for

completeness. Geometry optimization was conducted without any symmetry constraint.
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(a) endo doping (b) exo doping

(c) sideview of the (5,5) SWCNT

Figure 3.1: Schematic drawings of the model (5,5) SWCNT with partial charge distribution, doping
site, and doping configurations. The dopant, labelled by ‘X’, is surrounded by three neighboring
carbon atoms (C1, C2, and C3). X C1 is a vertical bond; X C2 and X C3 are slant bonds. The
partial charge distribution in the exo-Sc-doped (5,5) SWCNT is also shown as a color orverlay in
(c). The values of partial charges are scaled according to the colored bar at the bottom. Color green
indicates a positive charge and color red, a negative charge. The darker the color (red or green), the
larger the magnitude of the partial charge on the atom.
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3.3 Results and discussions

In this study, the (5,5) SWCNT was chosen to be the prototype nanosystem for some specific rea-

sons. If the selected nanotube has a very large diameter, the nanotube sidewall will be extremely

flat, resembling a single graphene sheet. The physics for the dopant being positioned inside or

outside will be essentially the same; it is then meaningless to study. If the diameter is very small,

the dopant atom inside the tube will come too close to those carbon atoms on the other end of the

diameter opposite to the doping site. As a compromise, we have chosen the (5,5) SWCNT, which

has a moderate tube diameter.

Dopant Configuration Relative energies (spin multiplicities)

Sc
exo 0.000 (2) 0.916 (4) 2.547 (6)
endo 2.361 (2) 2.815 (4) 4.096 (6)

Ti
exo 0.000 (1) 0.475 (3) 1.644 (5)
endo 2.002 (1) 2.499 (3) 3.844 (5)

V
exo 0.000 (2) 0.382 (4) 1.494 (6)
endo 2.138 (2) 2.791 (4) 3.997 (6)

Cr
exo 0.000 (3) 0.398 (5) 0.860 (1)
endo 2.359 (3) 2.811 (5) 2.987 (1)

Mn
exo 0.000 (4) 0.030 (4) 0.603 (6)
endo 2.069 (4) 2.230 (2) 2.770 (6)

Fe
exo 0.000 (1) 0.193 (3) 0.849 (5)
endo 2.194 (1) 2.330 (3) 2.995 (5)

Co
exo 0.000 (2) 0.704 (4) 1.907 (6)
endo 2.072 (2) 2.819 (4) 3.863 (6)

Ni
exo 0.000 (1) 0.052 (3) 0.884 (5)
endo 1.886 (3) 2.038 (1) 2.732 (5)

Cu
exo 0.000 (2)
endo 2.562 (2)

Zn
exo 0.000 (1)
endo 2.860 (1)

Pd
exo 0.000 (1) 0.228 (3)
endo 2.783 (1) 2.908 (3)

Pt
exo 0.000 (1) 0.289 (3)
endo 3.157 (1) 3.482 (3)

Table 3.1: Relative energies (in eV) for each TM-doped SWCNT of di erent doping configuration
and spin multiplicity. The data of the most stable exo- and endo-doped SWCNTs are shown in the
third column. Spin multiplicities are shown in the parentheses.

The relative stabilities of the TM-doped SWCNTs are compared in Table 3.1. For each TM

element studied, the most stable structure is always the exo-doped. The lowest-lying endo-doped

SWCNTs are less stable than the corresponding exo counterparts by about 2.1 eV. This energy dif-
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ference between the most stable endo- and exo-doped SWCNTs is relatively constant, irrespective

of the type of the dopant TM. This implies that the stability variation mainly comes from the fluc-

tuation in geometric strain from the exo to the endo doping configurations. This dominant e ect

of geometric strain is further supported by the observation that the energy di erence between the

endo- and exo-doped SWCNTs in any other same-spin state is very close to 1.9 eV, beside some

extreme exceptions like the quartet Sc-doped SWCNTs. One may also find that some TM-doped

SWCNTs are readily excited to another close-lying spin state: It costs no more than 0.1 eV to jump

from the ground spin state to the nearest excited spin state for exo-Mn-, exo-Ni-, and endo-Fe-doped

SWCNTs.

From the cross-section views shown in Figure 3.1, one can gather some common features shared

by all TM-doped SWCNTs. The cross sections of the doped SWCNTs are oval close to the doping

site, deviating away from the uniform round cross section of a pristine SWCNT. The endo-doped

SWCNTs mostly have sticking-in C2 and C3 carbon atoms, whereas the exo-doped SWCNTs have

the three closest surrounding carbon atoms (C1, C2, and C3) sticking out of the tube hypersurface.

Compared with the undeformed SWCNTs, the inward bonds in the endo-doped SWCNTs create

an even larger curvature, bending the six-membered carbon rings around the doping site away

from the energetically favored, nearly planar aromatic structure. On the other hand, the extruding

carbon atoms of the exo-doped SWCNTs alleviate much of the o -plane strain in the six-membered

carbon rings containing the C1, C2, and C3 carbon atoms. To verify this understanding, additional

calculations were performed on the exo- and endo-Ti-doped SWCNTs. If we neglect the secondary

change in the electronic structure after removing the Ti atom from the doped system, the energy

di erence between endo and exo dopings is about 0.9 eV, almost half of the energy di erence

between the endo- and exo-doped SWCNTs. The other remaining half of the energy di erence is

primarily attributed to the lack of strong TM-carbon bonds in the endo-doped SWCNTs compared

with the exo-doped SWCNTs.22 In the endo-doped SWCNTs, the chemical bond between the TM

atoms and its three nearest carbon atoms are almost perpendicular to the other bonds of these carbon

atoms. Normally, the carbon atoms of a SWCNT are sp2 hybridized, in favor of coplanar bonds

for the same carbon atom. In an endo-doped SWCNT, the TM atom bound to the carbon atoms

from a perpendicular direction must experience some geometrical strain that also contributes to the

instability of the doped nanotubes. Therefore, it is understandable that the exo-doped SWCNTs are

energetically more stable than the endo-doped counterparts.

The endo-doped SWCNTs with first-row TM atoms are always less stable than their exo coun-

terparts by a large value, and their energy di erence becomes even greater when the TM changes

from Ni to Pt. For second- and third-row TM atoms, the endo-doped SWCNTs are expected to

be much more unstable than their exo counterparts, because the energetic closeness of the valence

s and d orbitals of the second- and third-row TM atoms may exert more strain in the endo-doped

SWCNTs. Unlike the case of TM adsorption, where the major bonding interaction between the TM

atom and the CNT involves the p orbital of the carbon atoms, and the adjustment of tubular struc-
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ture can stabilize the TM absorbed inside certain SWCNTs, like Co in the (8,8) SWCNT,24 doping

TM atoms into a single-vacancy defect site of a SWCNT internally, regardless of the geometric

features of the SWCNT, will always be energetically unfavorable compared with external doping,

because of the large strain penalty from endo doping.

Figure 3.2: Geometric parameters of the pristine and TM-doped SWCNTs. The rest parameters are
measured on the Y-axis of the left side. The covalent radius of each element is reproduced from
Ref. 28. Translational vectors are indicators of the elongation along the longitudinal direction.

From the optimized geometric parameters shown in Figure 3.2, we can gain more appreciation

of structural features of the most stable exo- and endo-doped SWCNTs. Even without any symmetry

constraint during geometry optimization, most of the optimized structures, except for the endo-V-

doped SWCNT, have essentially Cs symmetry with the mirror plane passing through the TM atom

and perpendicular to the longitudinal direction. In the endo-V-doped SWCNT, the V atom is close to

one of the slantwise-bonded carbon atoms, in favor of a lower energy from symmetry breaking. The

bond lengths of TM atoms to the three closest carbon atoms in the doped SWCNTs are displayed

in Figure 3.1. Whether the nanotube is endo- or exo-doped, the vertical X C1 bond is longer than

the slant X C2 and X C3 bonds, except in the endo-Co-, endo-Fe-, and endo-Cu-doped SWCNTs.

The longer X C2 ( C3) bond length indicates that the slant TM-carbon bond is weaker than the
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vertical TM-carbon bond. The TM-carbon bond lengths in the exo-doped SWCNTs are always

larger than the corresponding bond lengths in the endo doped systems. In comparison with the

corresponding slant and vertical C C bonds in the pristine (5,5) SWCNT, the TM-carbon bond is

much longer: over 1.7 Å(vs. 1.4 Å). However, the extended bonds around the doping site do not

evoke significant tubular elongation, because the heteroatom is positioned far away from the tubular

surface, which minimizes the elongation along the longitudinal direction.

Following the periodic table from left to right in the first row of TM, the atomic size gets

smaller except for Cr and Cu whose ground-state electronic configurations change from the preced-

ing 4s23dn to 4s13dn 1. However, TM-carbon bond lengths do not follow this trend in the doped

SWCNTs. The TM-carbon bond length decreases from Sc to Fe and increases from Co to the last

element Zn in this row. Particularly, Cu- and Zn-doped SWCNTs exhibit very long TM-carbon

bonds. For Ni-, Pd-, and Pt-doped SWCNTs, the Pd C bond is longer than the Pt C bond and

both bonds are still longer than the Ni C bond, because of lanthanide contraction. The V-, Cr-,

and Mn-doped SWCNTs have similar TM-carbon bond lengths because these TM-doped SWCNTs

have a gradual increment in the spin multiplicity and therefore have the same number of valence

electrons to form chemical bonds.

Dopant Multiplicities Mulliken spin densities Partial charges
Sc 2, 2 0.009, 0.038 0.703, 0.918
Ti 1, 1 0.512, 0.748
V 2, 2 0.838, 1.241 0.420, 0.626
Cr 3, 3 2.496, 2.638 0.416, 0.553
Mn 4, 4 2.648, 2.715 0.365, 0.547
Fe 1, 1 0.063, 0.216
Co 2, 2 0.194, 0.267 0.022, 0.299
Ni 3, 1 0.396, 0.057, 0.430
Cu 2, 2 0.089, 0.055 0.006, 0.553
Zn 1, 1 0.626, 0.825
Pd 1, 1 0.190, 0.334
Pt 1, 1 0.362, 0.892

Table 3.2: Calculated partial charges and spin charges of the most stable endo- and exo-doped
SWCNTs. In columns 2 to 4, the first and second numbers of each pair are for the endo- and
exo-doped systems, respectively.

The spin multiplicities, Mulliken spin densities, and partial atomic charges on the metal atoms

are collected in Table 3.2. It is well known that elements become less metallic from the left to the

right in the same row of the Periodic Table. So, along the same direction, the calculated partial

charge on the TM atom decreases and the TM-carbon bond gradually evolves from being highly

ionic to somewhat covalent. Also in the same direction, the TM atom of an endo-doped SWCNT

carries less (positive) charge than does the same TM atom of the exo-doped systems. Most partial
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charges are located within the first four layers of carbon atoms around the TM atom. This is well

illustrated in the exo-Sc-doped SWCNT (Figure 3.1c), which has the largest partial charge on the

TM dopant atom in this study. For the open shell species, SWCNTs doped with Sc and Co are

spin polarized by the TM atoms, whereas SWCNTs doped with V, Cr, and Mn are characterized by

localized spin density on the TM atoms.

The frontier molecular orbitals are important in interpreting chemical reactivity. We thus exhibit

the highest occupied crystal orbitals (HOCOs) and lowest unoccupied crystal orbitals (LUCOs) in

Figure 3.3. Most of the doped SWCNTs are narrow-gap semiconductive or (semi)metallic with

their Fermi levels around 4.0 eV. Most of the frontier orbitals of the TM-doped SWCNTs are

localized near the doping site, either directly on the dopant TM atom or on the closest surrounding

carbon atoms. The HOCO energies of the endo-doped SWCNTs are usually lower than those of the

exo counterparts by several tenths of an eV, indicating a slightly reduced electron donating ability.

When the TM changes from Sc to Zn (except for Mn, Co, and Zn), the HOCO energy, along with

the electron donating ability, decreases from 4.2 to 4.5 eV. When the dopant TM atoms are from

the same Pt group, the doped SWCNTs show comparable trends in the electronic properties.

The exo-Sc-doped SWCNT, unlike most other TM-doped SWCNTs, opens an -spin gap while

being -spin conductive (see Figure 3.4). This trait in the electronic structure makes the exo-Sc-

doped SWCNT potentially a spin polarizer that can transport electricity with a single spin state.14

In both exo- and endo-Sc-doped SWCNTs, -spin HOCOs are quite di erent from -spin LUCOs,

but -spin HOCOs are very similar to -spin LUCOs in both spatial distributions and orbital energy

(nearly degenerate). The same understanding can be applied to explain the small band gaps of the

endo-V-doped SWCNT (in spin) and in the Fe- and Ni-doped SWCNTs. The HOCO and the

LUCO of the Sc-doped SWCNTs mainly consist of the neighboring carbon p orbitals surrounding

the Sc atom. In both endo- and exo-Ti-doped SWCNTs, the HOCOs are mostly composed of car-

bon p orbitals, while the LUCOs are made of p orbitals of the carbon atoms and the 3d orbitals of

the Ti atom. If the TM is V, more 3d orbitals of V are involved in forming the frontier orbitals. The

endo-Cr-doped SWCNT has a HOCO largely made from the Cr atom, the major electron donation

center in the system. The Mn-doped SWCNTs, though with higher spin multiplicities instead, have

their frontier orbitals concentrated on the carbon atoms where lie the reactive sites. Regardless of

the doping configurations, the Fe-doped SWCNTs feature large Fe contribution to both the HOCO

and the LUCO. In the Co- and Ni-doped SWCNTs, the frontier orbitals are mainly built from sur-

rounding carbon p orbitals. The exo-Ni-, exo-Pd-, and exo-Pt-doped SWCNTs have very similar

band structures to the pristine SWCNTs near the Fermi level (see Fig. 8.1 in the Supporting In-

formation). On the other hand, the endo-Ni-, endo-Pd-, and endo-Pt-doped SWCNTs have more

localized HOCOs with lower orbital energies.
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(a) Pristine SWCNT

HOCO ( 4.48) LUCO ( 4.46)

(b) Exo Sc-doped SWCNT

-HOCO ( 4.12) -LUCO ( 3.97)

-HOCO ( 4.26) -LUCO ( 4.49)

(c) Endo Fe-doped SWCNT

HOCO ( 4.66) LUCO ( 4.38)

(d) Exo Fe-doped SWCNT

HOCO ( 4.47) LUCO ( 4.23)

Figure 3.3: Frontier crystal orbitals of the pristine, Sc-, and Fe-doped SWCNTs. Orbital energies
(in eV) are shown in the parentheses.
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Figure 3.4: Density of states (DOS) of the exo-Sc-doped (5,5) SWCNT. The DOS of -spin and
-spin electrons are shown in the upper and lower panels, respectively. Fermi levels are marked by

the vertical dotted lines.
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3.4 Conclusion

We have studied the exo- and endo-TM-doped (5,5) SWCNTs in an e ort to find the stable TM-

doped SWCNTs and to investigate their properties. The introduction of TM atoms does not signif-

icantly elongate the nanotube along the longitudinal direction. The endo-TM-doped SWCNTs are

found to be less stable than their exo counterparts by about 2 eV due to the unfavorable TM-carbon

bonding interaction and the deformation of the host nanotube upon endo doping. The net charge

distribution in a TM-doped SWCNT is localized within the first four layers of the carbon atoms

surrounding the dopant TM atom. The spin density of open shell SWCNTs, on the other hand,

can be quite delocalized in such systems as the Sc-, Co-, and Cu-doped SWCNTs. The electron

donating ability of the exo-TM-doped SWCNTs are superior to their corresponding endo systems.

As the TM changes from the left to the right in the first d-block of the Periodic Table, the HOCO

energy decreases and the doped SWCNT becomes less reactive towards electrophiles. When the

SWCNT is doped with TM atoms from the Pt group, though with similar electronic structures,

the endo-doped SWCNTs are much less stable than the exo ones. We further speculate that the

SWCNTs endo-doped with second- and third-row TM atoms are much more unstable than their

exo counterparts, simply because of the collapsing space among the valence s and d orbitals in the

second- and third-row TM elements.
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Chapter 4

Density Functional Study of Interaction

of Atomic Pt with Pristine and

Stone-Wales-Defected Single-Walled

Boron Nitride Nanotubes

4.1 Introduction

Molecular borazine (B3N3H6), isoelectronic to benzene, has a similar electronic structure to ben-

zene especially in terms of its aromaticity. At the same time, due to their constitutional di erence,

borazine and benzene also possess some distinct properties. For instance, borazine is usually more

reactive than benzene. When these molecular aromatic rings are extended to form layered hexag-

onal boron nitride (hBN) and carbon graphite networks, their very di erent properties, in contrast

to their molecular counterparts, can be put into diverse uses accordingly. Because of their extraor-

dinary mechanical hardness and chemical inertness, hBN is mostly used as supporting material for

catalytic reactions. Noble metal catalysts supported by hBN are very e cient for deep oxidation of

organic compounds with the virtue of low light-o temperature and short initiation time.1 Carbon

graphite, on the other hand, is widely used as a lubricant and in electronic devices because of its

excellent electric conductivity.

When the two-dimensional graphene and hBN sheets are rolled into nanotubes, further changes

take place because of the decreased dimensionality. In zigzag single-walled boron nitride nan-

otubes (BNNTs), the dipole moment is nonzero due to the alternate layers of B and N atoms, in

sharp contrast to the non-polar cases of hBN and armchair BNNTs.2 Unlike homonuclear carbon

systems, boron nitride materials consist of two di erent elements with distinct electronegativities:

N and B atoms are electron donors and acceptors, respectively. Local compositional inhomogenity

distinguishes BNNTs from carbon nanotubes (CNTs) and makes BNNTs more versatile upon any

structural transformation and functionalization. However, BNNTs have been much less frequently

3A version of this chapter has been submitted for publication. Chen, Y. K.; Liu, L. V. and Wang, Y. A. Density

Functional Study of Interaction of Atomic Pt with Pristine and Stone-Wales-Defected Single-Walled Boron Nitride Nan-

otubes.
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investigated in comparison with the rich literature on CNTs.

One of the most attractive features is that BNNTs with large diameters have band gaps almost

invariant to the tube diameter and chirality. Even with little purification, BNNTs can be readily used

in nanoelectronics.3 As metal catalysts supporting materials, BNNTs have the merit of good thermal

conductivity compared to traditional metal oxide supports.4 The incombustibility at high temper-

atures and inertness to various chemicals make BNNTs particularly good substrates for catalysis.

Strong binding energies between BNNTs and many transition metals also suggest BNNTs would

be good candidates as the stationary phase in catalytic processes.5

Pristine BNNTs were first synthesized by an arc discharge process followed by a variety of

preparation methods, including laser ablation, chemical vapor deposition, and chemical substitu-

tion,6,7 in which transition metals or their oxides play significant roles. Intuitively, there must be

some constructive interactions between transition metals or their oxides and BNNTs (or the BNNT

precursors) during the growth period of the nanotube. Understanding such interactions will defi-

nitely be helpful in improving the fabrication of BNNTs and may also lead to new metal-BNNT

complex based materials. Thus it is interesting to study the interaction between some widely avail-

able transition metals (e.g., Pt) and BNNTs.

Up to now, most studies have concentrated on zigzag BNNTs, which are energetically more

stable than armchair BNNTs of similar diameter. However, because of their structural importance,

armchair BNNTs have been frequently identified to play significant roles in many experiments.8

A high-resolution field emission transmission electron microscopic study showed that BNNTs can

interchange between zigzag and armchair conformations upon the presence of structural kinks.9

Besides the stability issues, the electronic structure of BNNTs around the Fermi level is almost

invariant to the geometric parameters (tube diameter and chirality) due to the localized ionic B N

bonds. Thus, studies on armchair BNNTs can be easily transferable to stable zigzag BNNTs.

Defects were also observed in boron nitride based materials mostly due to mechanical fractures.

It was suggested that monovacancies exist in hBN under certain conditions.10 BNNT was shown

to be more susceptible to a monovacancy than hBN.11 These defects influence the properties of

BNNTs in many aspects, including growth behavior and reactivity. Recently, studies on formation

and properties of these defects, especially the Stone-Wales (SW) defects, have aroused the interests

of many researchers. This pentagon-heptagon-heptagon-pentagon (5775) SW defect is energetically

more stable than the tetragon-octagon defect (a.k.a. 4884 defect) and can easily occur to BNNTs

with small diameters.12,13 A spectroscopic study using a scanning tunneling microscope revealed

that the SW defect is localized in terms of its vibrational modes and frontier orbitals.14 In addition

to their structural significance, these SW defects have also been used as active sites for various

processes, where the adsorption strengths and reaction products were found to depend strongly on

the nature of orbital interactions.

The SW defect was proposed to enhance the field emission of BNNTs.15 To find new molecular

storage materials, the adsorption of some diatomic and polyatomic molecules on the SW defects
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were studied and compared with the adsorption on pristine BNNTs.16 From theoretical studies of

molecular hydrogen adsorption on BNNTs, it was found that finetuning the pores (defects) can

manipulate the hydrogen adsorption strength of BNNTs.17 Just recently, much improved reactivity

has been suggested based on studies of Ni adsorption on (8,0) BNNT.18 Not surprisingly, Pt-doped

CNTs have already intrigued research interests after being proven to be good catalysts and potential

gas sensors.19,20 The carbon-doped BNNT was also found to be a better O2 bearer than pristine

BNNT.21 Because BNNT can be both p- and n-type doped, studies of Pt-doped BNNTs may reveal

new materials with novel properties, not available to n-doping CNTs.

In this paper, we will further the understanding of how the catalytic activity of Pt, a widely used

catalyst in the same group of Ni, varies on pristine and defected BNNTs. Pt absorption on pris-

tine and SW-defected (5,5) BNNTs was studied using spin-unrestricted DFT method. Adsorption

strengths and electronic structures were investigated to illustrate the property change of Pt caused

by the SW defect in the substrate BNNTs. In comparison, products and properties of doping of

atomic Pt into B or N single-vacancies of BNNTs were also studied.

4.2 Computational details

All calculations in the current study were carried out using the Gaussian 03 package.22 The spin-

unrestricted Kohn-Sham (KS) equations were solved for the electronic structure. A hybrid func-

tional, B3LYP, was used to approximate the exchange-correlation interactions.23,24 Wavefunctions

were expanded in terms of the LanL2DZ atomic centered basis set of double zeta quality with the

core electrons represented by the LanL2 e ective core potentials.25

A truncated (5,5) BNNT with 45 B and 45 N atoms was used to model the (5,5) BNNTs (Fig.

4.1a). Both ends of the truncated BNNT segment were capped with H atoms to saturate dangling

bonds. The chemical formula for both pristine and SW-defected BNNT models is B45N45H20. To

study Pt adsorption, a Pt atom was placed at various locations on the pristine BNNT or on top of

the SW defect site. Atomic Pt doping into the B and N single-vacancies of (5,5) BNNTs was also

studied with their empirical formulas of PtB44N45H20 and PtB45N44H20, respectively.

Binding energies were calculated by subtracting the electronic energies of the adduct from the

sum of individual fractions. A positive binding energy indicates an exothermic adsorption.
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(a) Pristine (5,5) BNNT (b) HOMO ( 6.64 eV) (c) LUMO ( 0.62 eV)
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Figure 4.1: Optimized geometries, frontier orbitals, and density of states (DOS) of pristine and
Stone-Wales-defected (5,5) BNNTs. Blue and pink spheres represent N and B atoms, respectively.
Orbital energies are shown in the parentheses. In the DOS plots, black curves indicate the total
DOS, while blue and green curves indicate N and B local DOS, respectively. Red vertical lines
mark the Fermi levels.

4.3 Results and discussions

4.3.1 Pristine and SW-defected (5,5) BNNTs

The optimized pristine and SW-defected (5,5) BNNTs are shown in Fig. 4.1. There are two

nonequivalent B N bonds in a pristine (5,5) BNNT: vertical B N bonds perpendicular to the lon-

gitudinal direction of the tube (e.g., the bond between the B1 and N2 atoms in Fig. 4.1a) and slant

B N bonds (e.g., the bond between the B1 and N3 atoms in Fig. 4.1a). Bond lengths obtained in

this study are 1.453 Å for the vertical bonds and 1.455 Å for the slant bonds, as shown in Table

4.1. These bond lengths are in fair agreement with those predicted from an early theoretical study

at the PBE1PBE 6-31G(d) level.16 A 90 -rotation of these two bonds results in two di erent SW

defects: the type-1 SW defect (SW1) with a slant bond rotation (Fig. 4.1b) and the type-2 SW

defect (SW2) with a vertical bond rotation (Fig. 4.1c). The formation of pentagons and heptagons
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violates the [4n 2] aromatic rule and makes these defects less stable electronically compared with

the perfect hexagonal structure with six electrons. Moreover, the formation of the homonuclear

N N and B B bonds “frustrates” the atoms of the SW defect due to the unfavorable electronic

interactions in direct donor-donor and acceptor-acceptor contacts.8 The electronic energies of SW1

and SW2 were calculated to be 115.9 and 123.8 kcal mol higher (less stable) than that of pristine

BNNT, respectively. An early study12 showed that the formation energy di erence between slant

and vertical SW defects decreases as the diameter of the BNNT becomes larger. Together with this

early study, our result firmly indicates that the formation energy di erence between SW1 and SW2

defects primarily lies in the di erent rolling-up strain of these two defects.

Pristine BNNT PtBNNTa PtBNNTb
Binding Energy 21.96 20.88
Charge on Pt 0.009 0.031
B1 N2 distance 1.453 1.494 1.564
B1 N3 distance 1.455 1.444 1.469
N2 B5 distance 1.455 1.503 1.489
Pt N2 distance 2.051 2.067
Pt B1 distance 3.085 2.295

Table 4.1: Bond lengths (in Å), binding energies (in kcal mol), and partial charges on Pt for Pt
absorptions on pristine (5,5) BNNTs at di erent sites. Symmetrically equivalent bonds are only
listed once.

To investigate the electronic structure of pristine and SW-defected (5,5) BNNTs, the density

of states (DOS) of each pristine and SW-defected (5,5) BNNTs are shown in Fig. 4.1. The gap

between the highest occupied molecular orbital (HOMO) and the lowest unoccupied molecular

orbital (LUMO) of the pristine BNNT was calculated to be 6.02 eV, in good agreement with the

experimentally measured value: 5 8 0 2 eV.26 This brings us confidence in the results of our

calculations.

The HOMO of the pristine BNNT is composed of delocalized p orbitals of the N atoms, and the

LUMO consists of the unoccupied p orbitals of the B atoms. The energy di erence between these

two orbitals makes the pristine BNNT an insulator with a wide band gap. The HOMO-LUMO

gaps of the SW-defected BNNTs are narrowed slightly because of the appearance of two island-

like electronic states from the defect site. The HOMOs of the SW-defected BNNTs are primarily

localized p orbitals of the frustrated N atoms and the LUMOs are mainly localized p orbitals

of the frustrated B atoms. This computational result is consistent with the observations made in a

scanning tunneling study.14 The orbital-energy-raised HOMO, the orbital-energy-lowered LUMO,

and the locality of these two frontier orbitals slightly improve the reactivity of the SW-defected

BNNTs compared with the pristine BNNT.
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(a) PtBNNTa (b) HOMO ( 5.62 eV) (c) LUMO ( 2.67 eV)
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Figure 4.2: Optimized geometries, frontier orbitals, and density of states (DOS) of Pt-adsorbed
pristine (5,5) BNNTs. Purple, blue, and pink spheres represent Pt, N, and B atoms, respectively.
Orbital energies are shown in the parentheses. In the DOS plots, black curves indicate the total
DOS, while purple, blue, and green curves indicate Pt, N and B local DOS, respectively. Red
vertical lines mark the Fermi levels.

4.3.2 Pt absorption on pristine and SW-defected BNNTs

Pt adsorption on pristine BNNT results in two di erent local minima, PtBNNTa and PtBNNTb,

whose optimzed geometries and frontier orbitals are shown in Fig. 4.2. The Pt atom can either

locate on top of a N atom (PtBNNTa) or bridge two adjacent B and N atoms (PtBNNTb). The

geometric parameters can be found in Table 4.1. For the convenience of discussion, the N and B

absorption sites are designate as N2 and B1 in Fig. 4.1.

The Mulliken charge analysis indicates only a small charge transfer between the Pt atom and

the pristine BNNT. The binding energies for PtPBNNTa and PtBNNTb are about 21.4 kcal mol,

much weaker than that obtained in an early study of Pt adsorption on the sidewall of a zigzag

(8,0) BNNT,5 in which the Pt atom only bridged the two adjacent N B pair. The weak dependence

of the binding energy on the binding site signifies that a Pt atom may migrate on the surface of a

pristine BNNT with very low energy barrier. The bond lengths between N2 and its surrounding B

atoms are increased upon Pt adsorption in PtPBNNTa and PtPBNNTb, which indicates weakened

N2 B bonds. The DOS drawn in Fig. 4.2 indicates that the interaction between the Pt atom

and the pristine BNNT is weak, manifested by only slightly perturbed B and N electronic states

below 6.5 eV (compared with the pristine BNNT). Introducing the absorbate Pt atom narrows the

HOMO-LUMO gap to about 2.5 eV by filling Pt electronic states into the gap of the pristine BNNT

and makes the Pt-absorbed BNNT wide-gap semiconductive. The HOMO of PtBNNTa is mainly
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composed of Pt 5d orbitals, while the LUMO consists of Pt 6s and 6p orbitals. The decreased

band gap enhances the reactivity of the Pt-adsorbed BNNT particularly at the absorbed Pt site and

makes the Pt-adsorbed BNNTs more conductive. As the binding energy shrinks from PtBNNTa to

PtBNNTb, the HOMO-LUMO gap gets smaller and the adsorption adducts become more reactive.

SW1 PtSW1a PtSW1b PtSW1c PtSW1d PtSW1e
Binding Energy 55.41 30.27 28.36 28.11 23.15
Charge on Pt 0.004 0.011 0.013 0.014 0.013
B1 N2 distance 1.416 1.452 1.503 1.451 1.436 1.421
B1 B3 distance 1.694 2.363 1.687 1.702 1.691 1.694
B1 N4 distance 1.463 1.465 1.483 1.448 1.601 1.456
N2 B5 distance 1.480 1.473 1.544 1.666 1.463 1.468
N2 N6 distance 1.469 1.466 1.476 1.460 1.470 1.496
Pt atop X Y bond B1 B3 B1 N2 N2 B5 B1 N4 N6 B16
Pt X distance 1.986 2.255 2.033 2.214 2.040
Pt Y distance 1.992 2.049 2.210 2.070 2.257

Table 4.2: Bond lengths (in Å), binding energies (in kcal mol), and partial charges on Pt for Pt
absorptions on type-1 SW-defected (5,5) BNNTs at di erent sites.

Without loss of generality, the adsorption of atomic Pt on SW-defected BNNTs was studied on

the SW1-defected BNNTs, simply because the SW1 and SW2 structures are essentially the same.

Since the frontier orbitals are localized around the defect sites, we focus on the interaction between

the Pt atom and the SW-defected region (atoms 1–6 in Fig. 4.1b). The placement of Pt on top

of the B1 B3 bond results in the PtSW1a structure (Fig. 4.3a), in which the Pt atom is inserted

between two B atoms. In this structure, the strain due to the B B bond frustration is released and

the formation energy goes as high as 58 kcal mol. Meanwhile, the detachment of these two B atoms

alleviates the ring strain by making the bond angles of B3 N7 B8, N7 B8 N4, and B8 N4 B1

very close to the energetically favorable 120 . At the same time, B1 and B3 are found to stick out of

the tube hypersurface markedly compared with the SW-defected BNNTs whose atoms at the defect

site are fairly within the tube surface. Beside that the B1 B3 distance is elongated by the insertion

of Pt and the B1 N2 length is also drastically increased (see Table 4.2).

Di ering from Pt absorbed on the pristine BNNTs, the LDOS of Pt of PtSW1a spreads widely

from 10.0 to 5.6 eV along with the LDOS of B atoms (Fig. 4.3d), which indicates a strong bond-

ing interaction between Pt and the two nearby B atoms. The HOMO of this structure is composed

of Pt sd hybridized orbitals and N p orbitals that constitute the HOMO of SW1. The HOMO

contribution at the N site primarily exposes electron density towards the interior of the BNNT and

provides an opportunity for electrophiles inside the tube to react with this site. The LUMO of

PtSW1a is composed of Pt 6s orbital and B p orbitals. This LUMO has an energy of 2.38 eV,

higher than that of the LUMO of any other Pt-absorbed pristine or SW defected BNNTs. There-
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(a) PtSW1a (b) HOMO ( 5.75 eV) (c) LUMO ( 2.38 eV)
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(i) PtSW1c (j) HOMO ( 5.60 eV) (k) LUMO ( 2.78 eV)
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(q) PtSW1e (r) HOMO ( 5.30 eV) (s) LUMO ( 2.65 eV)
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Figure 4.3: Optimized geometries, frontier orbitals, and density of states (DOS) of Pt-adsorbed
type-1 Stone-Wales-defected (5,5) BNNTs. Purple, blue, and pink spheres represent Pt, N, and B
atoms, respectively. Orbital energies are shown in the parentheses. In the DOS plots, black curves
indicate the total DOS, while Purple, blue, and green curves indicate Pt, N, and B local DOS,
respectively. Red vertical lines mark the Fermi levels.

fore, PtSW1a is least reactive to both electrophiles and nucleophiles and is the most stable structure

among the adducts of Pt and SW1-defected BNNTs. Comprising Pt 5d6p orbitals and unoccupied
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B p orbitals, the first orbital above the LUMO of these Pt-absorbed SW-defected BNNTs also ap-

pears as an island-like state at around 1.5 eV, the presence of which distinguishes the adsorption

of Pt on the SW defects from the adsorption of Pt on pristine BNNTs.

The binding interaction of the adducts from Pt adsorption on top of the B N bonds at the de-

fect site are only slightly stronger than that of Pt adsorption on pristine BNNTs. The Pt atom can

bridge atop the B1 N2 bond (PtSW1b) with a noticeable N2 B5 bond elongation (Fig. 4.3e). The

Pt B1 bond length here is much shorter than that in PtSW1a because Pt favors adsorption towards

electron withdrawing groups. The HOMO of PtSW1b is primarily composed of Pt 5d orbitals and

is energetically higher than that of PtSW1a, while the LUMO energy is lower due to large contri-

bution from the Pt 6s orbital. Compared with PtSW1a, PtSW1b is more reactive and less stable.

The Pt atom can also bridge atop N2 B5 (PtSW1c) and B1 N4 (PtSW1d) bonds with similar

binding strengths and electronic structures (Figures 4.3i and m). Attempts to putting Pt atop the

N2 N6 bond did not result in a stationary structure. Depending on the initial trial geometry, the Pt

atom either moves towards the N2 B1 bond to form PtSW1b, or towards the N2 B5 bond to form

PtSW1c, or towards the N6 B16 bond to form PtSW1e (Fig. 4.3q) because the two close-lying

electron donating centers (the two frustrated N atoms) cannot form two bonds with the incoming Pt

atom simultaneously. The calculated binding energy of PtSW1e is 23.15 kcal mol, only marginally

higher than that of PtBNNTb. Also, PtSW1e exhibits similar electronic structure to that of PtBN-

NTb (see Fgiures 4.1h and 4.2t). Thus, PtSW1e can be regarded as a slightly perturbed PtBNNTb,

and the perturbation is the SW defect in the vicinity

Based on all the computational results of Pt absorptions on pristine and SW-defective BNNTs,

we can conjecture that atomic Pt on a BNNT with some SW defects will eventually relax into the

PtSW1a structure due to its maximal stability. The resulting adduct has reduced reactivity towards

either electrophiles or nucleophiles. This conclusion implies that finetuning of the reactivity of

the absorbed Pt atom can be achieved through introducing defect sites. Using BNNTs with or

without the SW defects can adjust the catalytic ability of the supported Pt atoms to optimize reaction

conditions for some reactivity sensitive reactions to satisfy the Sabatier principle.27

4.3.3 Pt-doped (5,5) BNNTs

The Pt-doped (5,5) BNNTs were also studied with their optimized structures shown in Fig. 4.4.

The Pt atom can replace either a N atom (N substitution) or a B atom (B substitution). The N

substitution leads to a significantly negative partial charge accumulation on the Pt atom because the

electrons flow from the surrounding B atoms to the Pt atom at the center (Table 4.3). The Pt B

bond lengths are comparable to those in PtSW1a. The spin density is primarily located on the Pt

atom and its three surrounding B atoms. The Pt LDOS contributes greatly to the total DOS in the

region from 12.0 to 3.0 eV, which indicates strong interactions between the Pt atom and the

N-vacant BNNT (Fig. 4.4d). The -spin HOMO comprises Pt 5d6s and 6p orbitals, which move
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(a) N substitution (b) -spin HOMO ( 3.67 eV) (c) -spin LUMO ( 1.74 eV)
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Figure 4.4: Optimized geometries, frontier orbitals, and density of states (DOS) of Pt-doped
(5,5) BNNTs. Purple, blue, and pink spheres represent Pt, N, and B atoms, respectively. Orbital
energies are shown in the parentheses. In the DOS plots, black curves indicate the total DOS, while
purple, blue, and green curves indicate Pt, N, and B local DOS, respectively. Red vertical lines
mark the Fermi levels. The curves above the x-axis indicate -spin DOS and those below, -spin
components.

the -spin HOMO energy upwards to 3.67 eV and make the Pt-doped BNNT a good electron

donor. Ascribed to the constituent -spin LDOS of the B atoms around the vacancy site and from
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the Pt 6s and 6p orbitals, the -spin LUMO is also shifted upwards to 1.74 eV and becomes less

reactive towards nucleophiles. The -spin HOMO is composed of the N p orbitals, similar to

that of a pristine (5,5) BNNT. The -spin LUMO is similar to the -spin LUMO, but with more

contributions from remote B atoms. The band gap is only about 1.9 eV, turning Pt-doped BNNT

semiconducting.

B substitution N substitution
Charge on Pt 0 363 0 368
Spin density on Pt 0 540 0 550
Perpendicular bond length 2 080 2 124
Slant bond length 1 969 2 001

Table 4.3: Surrounding bond lengths (in Å), partial charges and spin densities of Pt in Pt-doped
(5,5) BNNTs.

Replacing a B atom with a Pt atom also makes the Pt-doped BNNT semiconducting by lowering

the energy of the -spin LUMO. The -spin HOMO is now composed of Pt 5d orbitals. The -spin

LUMO is made of Pt 5d orbitals and N p orbitals, which lowers its energy to 5.6 eV. On the

other hand, the N contribution to the -spin LUMO makes this Pt-doped BNNT a good electron

acceptor. The -spin HOMO is mainly from p orbitals of the N atoms around the vacancy site and

Pt 5d orbitals. The -spin LUMO energy is lowered by the participation of Pt 5d orbitals. Opposite

to the Pt doping into the N-vacancy case, the Pt atom that substitutes for a B atom in a BNNT

donates 0.36 electrons towards its bonding N atoms and the charge flow is also accompanied by the

spin density spreading over the Pt and its three surrounding N atoms. Both orbitals and electrostatic

character favor nucleophilic attack: electron-rich molecules such as N2 or CO shall absorb strongly

on the dopant Pt atom.

4.4 Conclusion

Spin-unrestricted hybrid DFT calculations were carried out to investigate the interactions between

atomic Pt and the pristine, SW-defective, and vacancy defective (5,5) BNNTs. By comparing the

binding strengths, we conclude that Pt can move freely on the surface of a pristine BNNT or be

trapped between the B B bond at the defect site of a SW-defected BNNT with decreased reactivity.

Electronic structures were studied by analysing the DOS and frontier orbitals of these systems. The

Pt atom can modify the electronic structures of the pristine and SW-defective BNNTs by introducing

Pt states into the nanotube band gaps and can thus make these nanotubes more reactive.
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[27] H. Knözinger and K. Kochloefl. Heterogeneous catalysis and solid catalysts. In Ullmann’s

Encyclopedia of Industrial Chemistry, pages 1–110. Wiley-VCH Verlag, 2005.

74



Chapter 5

First-Principles Studies of the Hyperfine

Coupling Constants for Muoniated

Butyl Radicals

5.1 Introduction and background

Free radicals are meta stable yet reactive chemical species with unpaired electrons and have long

been of interest. Electron paramagnetic resonance (EPR) spectroscopy has been developed over

decades as a powerful tool to study and characterize these spin-polarized systems. The study of

H-atom isotopic e ects by EPR used to be mostly limited to deuterium substitution. With the devel-

opment of nuclear techniques, the positive muon ( ), a radioactive and spin-polarized elementary

particle, and particularly the muonium atom (Mu e ), a remarkably light H-atom isotope (mMu

0.113 amu), have been implanted into many systems to investigate the properties of these systems.

The muon spin resonance ( SR) technique,1,2 an EPR analogue for characterizing Mu-containing

species, has been widely employed to study isotopic e ects in a number of chemical systems, in-

cluding both Mu formation and reaction rates,3–5 and of particular interest here, muoniated free

radicals since their discovery in 1978.6

The central measurement in free radical studies, either by EPR or SR, is the isotropic hyperfine

coupling constant (HFCC) that arises from the interaction between unpaired electrons and nuclear

spins. The knowledge of HFCCs provides valuable electronic structural information about the free

radical under study. In the past decade alone, the HFCCs of various muoniated radicals have been

obtained and characterized, with the aid of theory, in a wide variety of host media and molecular

environments.7–14 The present paper is concentrated on the calculation of HFCCs to explain the

experimental data discussed in the companion experimental paper,15 hereafter referred to as ‘paper

I’.

The HFCC is proportional to the electron spin density at the nucleus of interest. At first glance,

it might seem that any theoretical method that can be used to calculate the electron density should

be amenable to the calculation of HFCCs. However, these tools can fail dramatically in calculating

4A version of this chapter will be submitted for publication. Chen, Y. K.; Fleming, D. G. and Wang, Y. A. First-

Principles Studies of the Hyperfine Coupling Constants for Muoniated Butyl Radicals.
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HFCCs, because most theoretical tools are designed to give a good description of valence-shell

electron interactions so that most other molecular properties can be satisfactorily predicted.

An early attempt to predict HFCCs by ab initio methods can be found in Meyer’s 1969 Hartree

Fock (HF) calculations.16 Due to its lack of electron correlation, the HF method was found unsuit-

able to yield quantitative results for HFCC. Even though several post-HF methods developed subse-

quently, such as configuration interaction (CI),17 the multiconfiguration self-consistent-field (MC-

SCF) method18 and coupled cluster (CC) theory,19,20 were able to include correlation e ect, these

post-HF methods are usually too demanding on computational resources for routine use for HFCC

calculations for even medium size molecules. Normally, second-order Møller-Plesset perturbation

theory (MP2) can recover more than 80% of dynamic correlation e ects. Generally, MP2 can re-

produce experimental HFCCs at an acceptable computational cost.21,22

An alternative way to obtain HFCCs is to use density functional theory (DFT), which has be-

come popular in the past decade for its speed and accuracy. This is particularly true for proton

HFCC calculations after an early regression analysis had shown DFT to be a promising tool.23

Nevertheless, the use of approximate exchange-correlation functionals limits the broad utility of

the DFT method in the calculation of HFCCs, because good agreement between DFT calculations

and experimental results might stem from error cancellations.24 Several examples of this “artifact”

can be found in the calculations of HFCCs for some metal complexes, regardless of the form of

the density functionals employed.25 This could also be the case found for specific muoniated butyl

radicals, as discussed more below.

Besides the form of the Hamiltonian adopted in theoretical investigations, the quality of the

basis set in a HFCC calculation also plays an important role. To obtain accurate electron (and spin)

density around the nucleus, a basis set with uncontracted core shell basis functions is always a

prerequisite.26,27 It is for this reason that EPR-II and EPR-III basis sets, which consist of uncon-

tracted core shell basis functions, have been developed specifically for calculations relevant to EPR

studies.28

Moreover, it is essential to have good geometric parameters to calculate HFCCs because the

electron density at each nucleus is very sensitive to structural changes in molecules.26,27 Although

theoretical studies have also shown that HFCCs of small rigid molecules are often not very sensi-

tive to di erent computational methods and basis sets employed,23 that is not the case in the present

study. The muoniated adducts formed from muonium addition to butene isomers are complicated

geometrically due to the flexible aliphatic chains of the resultant radical isomers, especially those

formed from 1-butene. In such cases, theoretical methods must be carefully selected to meet the

preliminary geometric requirement. Early studies showed that MP2 was unsatisfactory in calculat-

ing hydrogenated alkene radicals because of large spin contamination.29–32 On the other hand, DFT

methods have also been proven inadequate for some conformational calculations due to their in-

ability to account for weak, non-covalent interactions.33–37 Since both DFT and MP2 methods have

their merits and shortcomings in determining the stationary conformations of open-shell species
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from di erent perspectives, both of them were employed and compared side by side in this study

with the EPR-III basis set.

Beyond electronic structure and molecular geometry concerns, quantitative HFCC calculations

of radicals also demand the inclusion of dynamic and thermal corrections. Even at 0 K, atoms

in a molecule vibrate around their equilibrium positions. Therefore, the HFCC of each atom is

constantly changing in contrast to the value from a fixed equilibrium structure. This vibrational

e ect is particularly important in the present study, due to the very light mass of the Mu, only one-

ninth that of the H atom. A scheme to compensate for the vibrational e ect is introduced in the

following sections.

When the temperature increases, higher vibrational states become populated, causing even

larger-amplitude vibrations compared with zero-point vibrations, and further thermal corrections

need to be considered in calculating temperature-dependent HFCCs to obtain quantitative agree-

ment with experiment. In this study, it is the torsional barrier about the C C bond that mainly

determines the temperature dependence of the muon proton HFCCs. Higher temperatures facil-

itate the population of higher vibrational states and increase the deviation of the muonium from

the “eclipsed” configuration at 0 K that corresponds to the maximum overlap between the C Mu

bond and the pz orbital at the radical center. Therefore, the HFCC of the eclipsed muon or proton

decreases when the temperature increases. Concurrently, the corresponding proton HFCC at the

“staggered” position increases. Qualitatively speaking, a high rotational barrier translates into a

late onset of HFCC change with increasing temperature and a shallow slope in the temperature-

dependent region in the muon proton HFCC plots. Other motions like bond stretching and molecu-

lar bending can also a ect the temperature dependences of HFCCs, but they are generally associated

with larger excitation energies that can only become accessible at much higher temperatures.

The torsional barriers of the C C bond rotations were calculated in this study at the MP2 EPR-

III level, with the barrier height determined by the di erence in the electronic energies between the

top of the barrier and the bottom of the potential energy well of internal rotation. The definition of

the torsional barrier here di ers from the more phenomenological one in paper I, where a simple

trigonometric form of the potential energy function was assumed to simulate the torsional potential

energy surface. The barrier height calculated in this study is of electronic nature only, whereas

the barrier determined in paper I further implicitly includes zero-point vibrational corrections and

environmental e ects. These additional e ects are important, because their contributions to the

overall torsional barrier are comparable to the electronic contribution even for the proton HFCCs

of the unsubstituted ethyl radical,38,39 and particularly so in the case of muoniated radicals due to

the light muon mass.40,41 Nevertheless, it is still of interest to compare the electronic barriers de-

termined here with those determined phenomonologically in paper I, where zero-point vibrational

corrections were implicitly included.

The actual HFCCs of a free radical can also be greatly a ected by the surrounding molecules in

condensed phases. However, environmental e ects on HFCCs have not been systematically studied
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to date; no generic conclusion can be drawn. Noteworthy here is a study by Barone and coworkers

of the HFCCs of tyrosyl radicals, where the solvent e ect was divided into direct (polarization) and

indirect (geometric alteration) contributions.42 The direct e ect, stemming from the spin density

redistribution in response to solvent polarization, was found to be dominant in these calculations

and caused all the HFCCs in aqueous solution to be smaller than those in vacuum. A SR study of

solvent e ects on the HFCCs of the Mu-cyclohexadienyl radical also showed appreciable e ects on

the muon and proton HFCCs, arising from dipolar interactions.43 In both cases, polar solvents and

polar radicals were involved, in contrast to the largely non-polar environments of the present study.

In this study, the lack of solid state parameters for butene isomers, such as crystal structures, is

another obstacle. Moreover, the environmental and vibrational e ects can be coupled together and

can then impact synergistically on the HFCCs, seen in measured temperature dependences in paper

I. Similar remarks were made by Percival and coworkers in their study of temperature-dependent

muon HFCC for the muoniated tert-butyl in liquid and solid phases.44 Though very good fits to these

data were obtained based on solving the torsional Schrödinger equation, the HFCCs were only semi-

empirically determined from the McConnell equation and vibrations other than the C C torsion

were completely ignored.45

Since the first-principles HFCC computation combining both vibrational and environmental

e ects is still in its infancy, we will focus on the calculations of in-vacuo HFCCs at 0 K. The

vibrational and environmental e ects will be discussed only at a qualitative level.

5.2 Remarks on the calculations

Even though it is realized that non-Born-Oppenheimer e ects may play a significant role in calcu-

lating the properties of muonium containing radicals, all the calculations in this study are within the

framework of the Born-Oppenheimer (BO) approximation. Explicit non-BO calculations are still

prohibitive at present for the butyl radicals of interest here. Perhaps, the most explicit demonstra-

tion of corrections to the BO approximation in Mu systems is found in a study of barrier heights

in the isotopomers of the H3 reaction system.46 Not surprisingly, the largest correction was for the

Mu H2 reaction rate, but even so the correction to the barrier height was only 3.8%. We expect a

much smaller correction to the C Mu bond in the case of much heavier muoniated radicals studied

here.

For its popularity and earlier success in calculating both molecular geometries and HFCCs,23

spin-unrestricted B3LYP,47,48 a hybrid DFT method with the EPR-III basis set28 implemented in

Gaussian 03,49 has been used to obtain the equilibrium structures and the HFCCs of the butyl radical

isomers. As previously commented, the EPR-III basis set a ords accurate descriptions of the core

shell spin density and was specifically developed for EPR spectroscopy calculations.28 Despite the

good reputation that B3LYP enjoys for e ciency and accuracy in HFCC calculations, it has been

recognized that B3LYP, along with most other popular DFT Hamiltonians, is incapable of predicting
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weak, non-covalent interactions in molecules and may even lead to wrong conformations.33–36

Thus, geometry optimization and the corresponding HFCCs have also been calculated at the spin-

unrestricted MP2 level of theory with the EPR-III basis set.

Besides the pure electronic structure e ect, the importance of incorporating vibrational correc-

tions in HFCC calculations is well known and discussed in a recent review article.27 Vibrational

corrections are particularly important for C Mu bonds in muoniated radicals.50–52 Even though the

HFCCs of several small radicals have been calculated in Barone’s group with the inclusion of vi-

brational corrections by a fully automated second-order perturbative approach implemented locally

in Gaussian03,53 this implementation is unavailable to general Gaussian users. In the current study

of muoniated butyl radicals, without a direct analytical first-principles evaluation of the dynamic ef-

fect of vibrational averaging, the C Mu distance has been intentionally stretched to 1.076 times the

corresponding equilibrium C H bond length and a HFCC calculation has then been carried out on

this modified geometry to account for the vibrational, especially the anharmonic, contribution. The

justification for this approach is given in the following section. For convenience, all muon HFCC

values reported here are in “reduced” units, A A 3.184, which corrects for the gyromagnetic

ratio between muon and proton, thereby allowing their direct comparison and to the results in paper

I.

5.3 Methodology and results

5.3.1 Geometries and molecular structures

The first step in a calculation of the HFCCs of the butyl radicals of interest is to determine their

equilibrium geometries. As noted earlier, all calculations were carried out within the BO frame-

work using the Gaussian 03 package. This means that all nuclei in the molecules are depicted to

move on a potential energy surface (PES). As a consequence, the electronic Hamiltonian is indepen-

dent of the nuclear mass and all isotopomers have the same equilibrium geometries and electronic

structures. Therefore, the optimized conformations of muoniated butyl radicals can be discussed in

terms of the corresponding hydrogen isotopomers without loss of generality. The reaction scheme

of muonium addition to butene isomers and the corresponding optimized radical adducts are shown

in Figs. 5.1 5.3. The geometric optimization results are discussed individually in the following

paragraphs. Conventional or common names of these species are used (as in paper I) unless IUPAC

names are sometimes cited.

The isobutene precursor has only one geometric isomer with four coplanar carbon atoms. Hy-

drogen addition to the carbon double bond of isobutene results in two isomers: a tert-butyl (t-butyl)

and an isobutyl radical (Fig. 5.1). B3LYP calculations identified only one stereo isomer for each of

these two radical products (t and i1 in Fig. 5.2). However, two conformational isomers were found

for isobutyl at the MP2 level. In addition to i1 (Fig. 5.2b), a conformational isomer i2 (Fig. 5.2c)
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Figure 5.1: Hydrogenation or muoniation (Mu) of di erent butene isomers. Only the carbon skele-
ton is shown. The dots on the product side indicate locations of the radical center. The identification
of possible conformers are given in parentheses and their corresponding geometries are displayed
in Figs. 5.2 and 5.3.

was also found with its singly occupied pz orbital on the radical center aligning with one of the

methyl groups, instead of a hydrogen atom as in the i1 structure. However, this i2 structure does

not correspond to the direct product of Mu H addition to isobutene. It is thus not discussed further

below.

For the 2-butene precursors, textbook knowledge tells us that there are both cis (less stable)

and trans (more stable) isomers, and both isomers were confirmed by MP2 and B3LYP calculations
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(a) t-butyl (t) (b) iso-butyl (i1) (c) iso-butyl (i2) (d) sec-butyl (s1)

(e) sec-butyl (s2) (f) sec-butyl (s3) (g) n-butyl (n1)

(h) n-butyl (n2) (i) n-butyl (n3) (j) n-butyl (n4) (k) n-butyl (n5)

Figure 5.2: Optimized structures of ethyl, tert-butyl (or t-butyl), isobutyl, sec-butyl, and n-butyl radicals. H and C atoms are shown by small
(light) and large (dark) spheres, respectively.
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carried out here. Supported by the large and distinct muon HFCC values reported in paper I, one

would expect the sec-butyl radicals formed by hydrogen Mu addition to trans- or cis-2-butene to

be s1 (Fig. 5.2d) and s3 (Fig. 5.2f). B3LYP calculations identified only two structures: a trans

conformation (Fig. 5.2d) corresponding to the product of hydrogen addition to trans-2-butene, and

a gauche conformation (Fig. 5.2e), which is not directly associated with either of the 2-butene

precursors. On the other hand, MP2 calculations, in addition to the two rotomers obtained from

the B3LYP calculations, also found a cis structure (s3 as in Fig. 5.2f) corresponding to the radical

formed from hydrogen addition to cis-2-butene. Since the s2 (gauche) structure has a dihedral angle

of the carbon backbone of about 90 and has no eclipsed hydrogens, it was not observed at 0 K

in the experiment (according to the muon HFCC values discussed in paper I). Though there may

be some contribution from this s2 conformer at high temperatures, this structure will not be further

discussed.

(a) gauche (b) cis

Figure 5.3: Optimized gauche and cis conformations of 1-butene. H and C atoms are shown by
small (light) and large (dark) labeled spheres, respectively.

The most problematic cases in this study are the 1-butene isomers and their muonium adducts.

To the best of our knowledge, the relative stability of the gauche and cis conformations of 1-butene

(Fig. 5.3) is still ambiguous, despite the fact that their existence is well acknowledged theoretically

and experimentally. Based on far infrared spectra (FIR) of 1-butene, Bell and coworkers suggested

the cis-1-butene isomer to be 0.2 kcal mol more stable than the gauche one.54 In the same study,

up to 4th-order Møller-Plesset perturbation theory was applied to calculate the electronic energies

of the two isomers, but the computational results contradicted the order of relative stability derived
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from the FIR data. On the other hand, the experimental results were supported by an earlier study

of microwave spectra.55 We have also carried out CCSD cc-pVDZ calculations in addition to MP2

and B3LYP calculations on both 1-butene isomers. The gauche conformation was predicted to

be the global minimum by all three theoretical methods applied. Though some experimentalists

have believed that the cis conformation of 1-butene is more stable than the gauche form at low

temperatures, it is worth noting that the gauche form has always been determined to be relatively

more abundant than the cis form in all three commonly accessible phases (gas, liquid, and solid).56

This is also the case in a recent electron momentum spectroscopy investigation of 1-butene in the

gas phase, where the gauche (or “skew”) conformer was favored over the cis (or “syn”) form by

a mole ratio of 2:1.57 These experimental results, combined with our theoretical predictions, lend

confidence that the 1-butene precursor in the experiments reported in paper I should be mainly in

the gauche form. Therefore, our theoretical e ort is focused on the corresponding muonium or

hydrogen adducts from this gauche form.

Hydrogen muonium addition to the terminal unsaturated carbon atom of 1-butene results in the

same equilibrium structures (sec-butyl radicals) as the adducts from hydrogen muonium addition to

2-butene. Based on stereochemistry and our calculations, the s1 and s2 conformations are the rad-

icals resulting from hydrogen addition to the gauche 1-butene on the terminal double-bond carbon

atom from the less and the more hindered side, respectively. The s3 structure (Fig. 5.2f) is associated

with the hydrogen muonium addition to the terminal double bond carbon atom of the cis-1-butene.

The hydrogen muonium can also add to the non-terminal double bond carbon atoms in 1-butene,

forming the n-butyl or 1-butyl radicals (n1 to n5 in Fig. 5.2g-k). B3LYP calculations located three

local minima (n1, n2, and n3), whereas MP2 calculations located all five of them (n1 n5). The n3

and n1 butyl conformations can be designated as the radicals produced from hydrogen addition to

the non-terminal carbon atom of the double bond of gauche-1-butene from the less and more hin-

dered directions, respectively. The n4 butyl radical stems from hydrogen addition to cis-1-butene.

The other two isomers, n2 and n5, are not directly associated with any reaction products formed by

hydrogen addition to 1-butene isomers at low temperatures, so these two structures are not discussed

further in this study. Again, they might contribute at higher temperatures.

5.3.2 Overview of HFCC calculations

Based on the optimized geometries discussed above, the HFCCs calculated at the B3LYP EPR-III

and MP2 EPR-III levels of theory are listed in Table 5.1. The HFCC on any nucleus of a free radical

is proportional to the electron spin density at the nucleus of interest and can be decomposed into two

contributions: the direct (delocalization) contribution from the singly occupied molecular orbital

(SOMO) and the indirect spin polarization contribution due to the correlation e ect.27,58 The direct

contribution to the HFCCs of the hydrogen atoms is reflected by the Mulliken spin density. In this

study, the Mulliken spin density on the eclipsed hydrogen was found to be much larger than that
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Radical Atom 5 Atom 6 Atom 7 Atom 8 Atom 9 Atom 10 Atom 11 Atom 12 Atom 13 Theoretical Method
tert-butyl 22.90 22.78 22.87 117.35 22.77 117.37 22.90 117.32 22.75 MP2 EPR-III (H)

30.63 29.70 30.59 133.06 29.76 133.26 30.61 133.13 29.63 B3LYP EPR-III (H)
21.47 22.03 22.89 115.94 22.01 115.97 22.91 131.14 21.32 MP2 EPR-III (Mu)
28.48 27.98 29.72 130.51 28.04 130.70 29.75 153.72 27.51 B3LYP EPR-III (Mu)

iso-butyl 117.91 64.53 64.53 0.40 2.50 1.30 0.40 1.30 2.50 MP2 EPR-III (H)
140.05 61.26 61.26 0.44 1.92 1.50 0.44 1.50 1.92 B3LYP EPR-III (H)
129.89 63.87 63.87 0.39 1.22 2.70 0.39 1.22 2.70 MP2 EPR-III (Mu)
159.81 57.77 57.77 0.53 2.17 1.36 0.53 1.36 2.17 B3LYP EPR-III (Mu)

sec-butyl (s1) 1.88 2.21 1.49 12.29 46.42 125.69 113.85 47.16 60.03 MP2 EPR-III (H)
2.10 1.76 1.57 12.85 66.24 137.36 126.70 66.65 61.44 B3LYP EPR-III (H)
1.83 2.49 1.44 11.76 46.48 124.14 127.36 45.44 59.02 MP2 EPR-III (Mu 2-butene)
1.89 2.06 1.44 11.47 65.31 134.62 145.17 64.10 57.74 B3LYP EPR-III (Mu 2-butene)
1.88 2.19 1.46 11.34 44.71 139.55 113.44 47.20 58.98 MP2 EPR-III (Mu 1-butene)
1.88 1.55 1.36 11.39 63.51 157.28 124.17 65.75 57.69 B3LYP EPR-III (Mu 1-butene)

sec-butyl (s2) 14.40 22.92 131.61 34.08 34.22 60.93 11.63 3.84 3.40 MP2 EPR-III (H)
34.38 20.51 148.24 55.90 28.12 60.86 12.11 4.14 3.42 B3LYP EPR-III (H)
14.11 21.70 145.95 32.64 34.36 59.94 11.07 3.84 3.41 MP2 EPR-III (Mu 1-butene)
32.52 18.13 168.32 52.78 26.92 54.12 11.91 3.72 3.03 B3LYP EPR-III (Mu 1-butene)

sec-butyl (s3) 8.15 0.53 77.52 109.71 110.81 62.64 0.10 2.01 2.52 MP2 EPR-III (H)
7.33 0.65 77.15 108.13 123.98 61.69 0.17 1.95 2.81 MP2 EPR-III (Mu cis 2-butene)
7.79 0.88 75.30 121.75 110.27 61.66 0.21 1.99 2.52 MP2 EPR-III (Mu 1-butene)

1-butyl (n1) 0.65 0.44 0.48 66.07 65.52 2.54 1.54 130.21 36.84 MP2 EPR-III (H)
0.18 0.82 0.85 62.03 62.13 2.14 1.73 150.28 54.32 B3LYP EPR-III (H)
0.79 0.59 0.44 65.41 64.82 2.80 1.49 143.46 35.52 MP2 EPR-III (Mu 1-butene)
0.30 1.05 0.76 55.92 55.97 2.22 1.44 169.84 51.67 B3LYP EPR-III (Mu 1-butene)

1-butyl (n3) 2.57 66.26 64.96 1.55 35.32 134.81 1.56 2.07 0.08 MP2 EPR-III (H)
2.62 62.30 61.34 1.86 41.61 157.73 0.82 2.42 0.50 B3LYP EPR-III (H)
2.53 65.58 64.23 1.44 34.05 148.62 1.58 2.19 0.01 MP2 EPR-III (Mu 1-butene)
2.44 58.72 57.70 1.63 39.70 179.42 0.89 2.62 0.44 B3LYP EPR-III (Mu 1-butene)

1-butyl (n4) 63.75 65.04 36.01 122.38 1.00 2.16 0.94 0.43 0.20 MP2 EPR-III (H)
63.02 64.36 34.70 134.94 1.05 2.40 0.91 0.28 0.23 MP2 EPR-III (Mu 1-butene)

Table 5.1: Calculated proton and muon HFCCs of butyl and Mu-butyl isomers. Atoms are labeled according to Figure 5.2. In the last column,
the ‘H’ in the parenthesis denotes that the HFCCs were calculated at their equilibrium structures for the unsubstituted radicals (H atoms
only). The ‘Mu’ in the parenthesis means that the HFCC highlighted in italic was calculated based on the structure, whose C Mu bond was
intentionally stretched to 1.076 times the equilibrium C H bond length. The HFCC values for 1-butyl (n4) were based on the geometry from
MP2 EPR-II calculations.
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on the staggered hydrogen(s) because the eclipsed hydrogen atom can share some spin density

with the aligned half filled pz orbital via hyperconjugation. Therefore, the large muon HFCCs

seen near 0 K experimentally for the muoniated butyl radicals in paper I can be assigned to the

eclipsed conformations. This is also true for some proton HFCCs in paper I. Another fact in support

of assigning eclipsed structures to these radicals is that the incoming Mu H attacks preferentially

to the C C double bond from the p orbital direction and this naturally leads to eclipsed radical

products.59 Some conformations such as i2 and the two 1-butyl (n2 and n5) isomers that do not have

eclipsed hydrogen atoms are not directly formed from H Mu addition to their alkene precursors

at low temperatures, so these structures are only mentioned here without any further discussion.

The proton HFCCs can be satisfactorily obtained at the B3LYP level of theory, but are underes-

timated by MP2 calculations. The calculated muon HFCCs using equilibrium geometries (entries

marked with ‘H’ in Table 5.1) fall some 10–40 MHz (ca. 5–20%) below the experimental data,

which can be seen in paper I and Fig. 5.1-5.4 shown below, for both MP2 and B3LYP calculations.

This di erence stems from vibrational e ects. As already commented, molecules are not at rest

even at 0 K and zero-point motion then a ects the (averaged) HFCCs observed. This dynamical

e ect is especially important in the case of Mu-substituted molecules.50–52 The light muon mass,

about one-ninth that of a proton, makes the average C Mu bond considerably longer than the C H

bond at the same position in an isotopomer. This e ect cannot be accounted for by the clamped

nuclei model that is inherent to the BO approximation. Overlooking this vibrational e ect can

dramatically underestimate the muon HFCCs as noted above. Of course, there is a similar vibra-

tional e ect on the C H bond length, but the proton HFCCs are not a ected much.60 We therefore

calculated the proton HFCCs based on equilibrium geometries.

5.3.3 Vibrational averaging of muon HFCCs

As a convention, a vibration is usually decomposed into anharmonic and harmonic components,

both of which will a ect the averaged properties of molecules. The harmonic correction to HFCCs

is believed to be dominant over the anharmonic one for most regular molecules.27 However, this is

not true for muoniated radicals, in which anharmonicity, especially in the C Mu stretching mode,

becomes important. Theoretical calculations of HFCCs for small molecular radicals, such as HCO

and HOO radicals, showed that anharmonic contributions grew large when a heavy H atom was

replaced by a lighter isotope:50 the anharmonic correction was found to reach up to 45% in the

MuCO case. Calculations of the muoniated ethyl radical have also shown appreciable anharmonic

corrections to the muon HFCC.51,60

To estimate the vibrational corrections to the HFCCs or other molecular properties theoreti-

cally, several approaches have been developed. As previously noted, some first-principles attempts

to solve the vibrational Schrödinger equation were made by Barone and coworkers by applying

perturbation theory within their locally modified code.53 Instead of the direct analytical analysis, a
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path-integral Monte Carlo (PIMC) study was recently carried out to calculate averaged HFCCs of

the muoniated ethyl radical,60 and the results of these calculations are compared with our results in

Table 5.2 below. These theoretical results are also very important for us to benchmark the perfor-

mance of a third approach to estimate vibrationally corrected HFCCs, namely, by changing certain

geometric properties, such as bond lengths, from the optimized equilibrium geometry. This third

alternative is based on a mathematical treatment that proves the anharmonic and partial harmonic

corrections to molecular properties can be obtained at the vibrationally averaged geometry.61

Based on this idea, we specifically sought the vibrationally averaged structure of a muoniated

radical to calculate anharmonically corrected HFCCs for the Mu-butyl (and Mu-ethyl) radicals. In

previous studies of this nature, the C Mu bond in the muoniated ethyl radical was estimated to be

1.054 times the equilibrium C H bond length51 and similarly so for the Mu-methyl radical.9 In

the latter calculation on the Mu-methyl radical, fair agreement with the experimental results cited

therein was achieved.9 The -H atoms of interest here are formally quite di erent from the -H

atoms of the methyl radical. Namely, the -H atoms are relatively more weakly bound to the -C

atom due to their sp3 hybridization, in contrast to the sp2 hybridization at the carbon radical center.

This also a ects the muonium isotopomer. In the recent PIMC results for the Mu-ethyl radical,

an elongation factor for the C Mu bond of 1.076 was acquired, which underwent insignificant

changes upon large-scale temperature variation in the same PIMC study.60 Hence, we have adopted

this scale factor (1.076) here.

The rationale for this scale factor can be appreciated by noting that the C Mu stretching mode

has an extremely large wavenumber, over 7000 cm 1, distinguishing it from any other vibrational

modes of the radical. Evidentally, this wavenumber is associated with a high-energy vibration that

is well separated from other vibrational modes. Past experience60 also suggests that the e ect of

Mu substitution should be well represented by elongating the C H bond from its equilibrium value

by this factor (1.076) over a wide range of temperatures. It should be noted that the averaged bond

distance is not identical to the bond length at the vibrationally averaged geometry, but di ers by a

small amount related to the harmonic vibrational constant.61,62 In this sense, deliberately stretching

the C Mu bond by the aforementioned factor of 1.076 can be regarded as an approximation to the

true e ective geometry of the muoniated radical. In fact, the use of this scheme showed marked

improvement in muon HFCC predictions and resulted in a much better overall agreement with the

experimental data in paper I, with discrepancies between theory and experiment, particularly near

0 K, of less than 10%. Still, as a final caveat, since the HFCC value is not an odd function about

any expansion point in most cases, the harmonic HFCC corrections can never be exactly cancelled

to zero, so any static model geometry that includes bond stretching cannot be used to obtain quanti-

tative HFCC values.20,27 Typical deviation due to harmonic vibrations are reported to be about 10%

of the overall HFCC,27 similar deviations as found here between theory and experiment.
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5.3.4 Benchmark calculations for HFCCs

A study of the hydrogen and muon HFCCs of the unsubstituted and muoniated ethyl radicals was

first carried out to benchmark the performance of the MP2 EPR-III and B3LYP EPR-III methods

applied in the current study and to test the elongation scheme proposed above. It is clear that, at the

electronic structural level, MP2 calculations outperform B3LYP calculations because of the better

agreement between the HFCCs calculated at the MP2 level and at higher levels of theory, such as

MP4, CISD, and CCSD (see 5.2).

To compare with experimental and other theoretical results, we have listed our results for

eclipsed and staggered conformers of the muoniated ethyl radical in Table 5.2. The calculated

-proton HFCCs for the unsubstituted ethyl radical are shown as the averaged values for a ‘freely-

rotating’ CH3 group, which can be directly compared with the experimental EPR data (temperature-

independence down to 4 K, see Ref. 14).

As shown by the comparisons in Table 5.2, -muon HFCC calculated at the MP2 EPR-III level

of theory using the stretched geometry (scale factor 1.076) are far more accurate than any other

calculations, whereas the proton HFCCs in both the ethyl and muoniated ethyl radicals are better

predicted by B3LYP EPR-III. However, this seemingly good agreement with experiment for B3LYP

calculations of the proton HFCCs may be largely fortuitous. This can be inferred specifically in

comparison with the HFCCs for the unsubstituted ethyl radical determined by Chipman’s high-

level ab initio calculations.64 Chipman found that the inclusion of out-of-plane bending at the

carbon causes an increment (to less negative) of the -proton HFCC and a reduced (to less positive)

value for the -proton HFCC. This suggests that the good agreement from B3LYP calculations for

the -proton HFCC in the muoniated (and also in the unsubstituted) ethyl radical was likely due

to error cancellations leading to an overestimation of the HFCC by using a static geometry. In

contrast, the MP2 EPR-III calculated -proton HFCC, after the same corrections, can be expected

to be closer to the experimental data, suggesting it is inherently the better approach. In principle,

if the vibrational corrections are considered, the HFCCs predicted by MP2 should also be a better

starting point than B3LYP.

Nevertheless in this study, as previously noted, the results of both B3LYP and MP2 calculations

are presented to provide a more complete picture of the comparison between theory and experiment

for the HFCCs of the butyl radicals of interest. In fact, in some cases, MP2 results agree better

with experiment for the proton HFCCs than B3LYP calculations. However, as suggested in paper

I, the excellent agreement often seen from B3LYP calculations for the muon HFCCs in the solid

phase (at temperatures near 0 K) indicates that these calculations fortuitously “mimic” the e ect

of guest-host interactions in the solid phase, which were not included in the in vacuo calculations

presented here. This point will be further addressed in the following discussion.
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Isotompomer H (eclipsed) H (staggered) H (averaged) H Theoretical Method
ethyl 141 42 31 82 68 35 67.22 MP2 EPR-III

162 67 40 24 81 05 62.86 B3LYP EPR-III
136 97 31 61 66 73 67.29 MP4 EPR-III
139 77 33 81 69 13 71.14 CCSD EPR-III

69 3 65.7 QCISD(T) TZ2P 17

68 7 62.6 Vibrationally corrected QCISD(T) TZ2P 17

64 95 67.95 CCSD(T) TZ2P 17

65 17 72.29 CCSD(T) Chipman basis set 19

76 63 Experiment66

Mu-ethyl 156 11 30 60 66.48 MP2 EPR-III (elongated C Mu bond)
184 69 37 89 58.25 B3YLP EPR-III (elongated C Mu bond)
195 0 42 6 46.8 B3LYP EPR-III tight-binding equilibrium structure 60

222 2 64 2 59.12 B3LYP EPR-III tight-binding PIMC at 25 K 60

151 36 63 Experiment 63

Table 5.2: Experimental and theoretical HFCCs (in MHz) for protons in unsubstituted ethyl and for muons and protons in muoniated ethyl.
The MP2 EPR-III and B3LYP EPR-III calculations for the Mu-ethyl radical were carried out on a modified geometry whose C Mu bond was
stretched to 1.076 times the equilibrium C bond length.
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5.4 Results and discussion: comparisons with experiment

The central outcome of the present work is the calculated muon and proton HFCCs for the butyl rad-

icals. Entries shown in Table 5.1 are all given at 0 K and have been compared with the extrapolated

data from SR measurements for the muoniated butyl radicals and with early EPR measurements

for the unsubstituted radicals in paper I. In addition, the temperature-dependences of both the (re-

duced) muon HFCCs, A (T), and proton HFCCs, Ap(T), were calculated from a classical model in

paper I, in which these HFCCs were Boltzmann-weighted and fit to the experimental data. In paper

I, on the torsional PES, we assumed three local minima whose hydrogen orientations correspond to

eclipsed (0 ) and staggered ( 120 ) positions. The internal rotation barriers were then determined

by fitting to the experimental data. These results are not discussed further in any detail here, but

rather, additional points relevant to the comparisons between theory and experiment at 0 K are made

on a case-by-case basis.

5.4.1 Isobutyl and tert-butyl radicals formed from isobutene

Two muoniated radicals can be formed from muonium addition to isobutene, the Mu-t-butyl (muo-

niated tert-butyl) and Mu-i-butyl (muoniated isobutyl) radicals, whose A (T) data were compared

with theory in Fig. 5.4. After the chemical reaction, a muonium can be attached to the non-terminal

carbon atom of an isobutene molecule, resulting in an isobutyl radical, shown by structure i1 in

Fig. 5.2b. Our calculations at the MP2 EPR-III level indicate that i1 is 4.90 kcal mol less stable

than the t-butyl radical (Fig. 5.2a). Therefore, isobutyl is less favorable thermodynamically than

t-butyl, consistent with its much weaker experimental signal and fewer data points (compared with

t-butyl in paper I). The muon HFCC of this Mu-i-butyl (i1) radical was calculated to be 129.9 and

159.8 MHz from MP2 and B3YLP calculations, respectively. The MP2 result agrees much bet-

ter with the extrapolated experimental data in the solid phase. The MP2 calculation also yielded

117.9 MHz for the proton HFCC of the unsubstituted isobutyl radical, also in good agreement with

the extrapolated experimental data from EPR measurements (plotted in Fig. 5.4). In both cases, the

classical fitted temperature dependences was also in acceptably good agreement with experiment,

in spite of the scatter nature of the SR data. It is noteworthy that MP2 calculations here have a

better agreement than B3LYP for both the muon and proton HFCCs of the isobutyl radical.

In the case of the Mu-t-butyl radical, over a wider temperature range, in both the solid and liquid

phases, both the SR (Fig. 5.4) and EPR (Fig. 5.5) data are more complete than those for isobutyl.

At first glance, the agreement with experiment for A (T) from B3LYP calculation is excellent, from

0 K up to the melting point (light blue trend line in Fig. 5.4). Similar to that reported in Ref. 44 from

a solution to the torsional Hamiltonian, we obtained a torsional barrier about the C CH2Mu bond

of V2 2.9 kJ mol (paper I). Nevertheless, consistent with much earlier UHF calculations,66,67

the electronic torsional barrier found from the MP2 calculation in this study is 5.8 kJ mol, much

higher than that found for the Mu-ethyl radical (0.7 kJ mol), due to the presence of two other methyl
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Figure 5.4: Figure 3 in paper I. Temperature dependences for the muon HFCC, A (T), for the Mu-
t-butyl (solid cyan-blue triangles, present experiment study; shaded green squares from Ref. 44;
shaded brown squares, from Ref. 65) and Mu-isobutyl (solid black triangles, present study). Error
bars in the present study are meant to reflect estimates of systematic error as well. Also shown are
EPR data points for the unsubstituted isobutyl radical (solid green circles and green trend lines). The
colored trend lines are based on classical calculations for di erent torsional barriers (see legend)
and several theory points are plotted on the Y-axis at 0 K, discussed in paper I. The vertical dashed
line denotes the melting point of bulk isobutene, at 133 K. The sharp discontinuity in A (T) for the
muoniated t-butyl is noteworthy.

groups on the -C atom in the t-butyl radical. Thus, the muon HFCC for Mu-t-butyl is expected to

start to decrease at a higher temperature with a shallower slope compared to the Mu-ethyl radical

(see Ref. 14), just as is observed.

However, benchmark comparisons of the ethyl radical (Table 5.2) suggest that the above seem-

ingly excellent agreement in comparing experiment with B3YLP results for Mu-t-butyl is likely

fortuitous. Such in vacuo calculations cannot account for the environmental e ects or host-guest

interactions that are expected to be important. Experimental evidence for such e ects is clearly

indicated by the discontinuity or the “gap” in A (T) for the Mu-t-butyl radical, where the muon

HFCC drops sharply in the liquid phase precisely at the solid-liquid phase transition point for the

isobutene matrix (vertical dashed line in Fig. 5.4), and similarly so (discussed below) for the sec-
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Figure 5.5: Figure 4 in paper I. Temperature dependences for the -proton HFCC, Ap(T), for the
muoniated and unsubstituted t-butyl radicals. Upper data points and plots for the CH3 protons of
muoniated t-butyl (present experimental data, solid magenta triangles; data from Ref. 44, shaded
purple squares). The two solid green circles are representative of EPR measurements for the methyl
protons of the unsubstituted radical, indicated by the temperature-independent (dashed-black) guide
line, with that for the SR data falling just below (dot-dashed green line). The red and magenta trend
lines shown are classical calculations for the temperature dependence for very di erent torsional
barriers (see legend), and are discussed in paper I, as are the theory points shown at 131 and 28
MHz on the Y-axis at 0 K. Note the marked increase in methyl proton HFCC at low temperature
(red line). It is also noteworthy that there is no discontinuity in these proton HFCCs at the phase
transition.

butyl radicals formed from 2-butene (Fig. 5.6) at the distinct melting points of cis- and trans-2-

butene, respectively. Interestingly, a similar e ect is not seen for the sec-butyl radical formed from

1-butene, where the temperature-dependent A (T) is continuous at the melting point (Fig. 5.7), a

common feature seen for the muoniated ethyl radical.14

The origin of this gap remains unclear, due partly to the seemingly conflicting experimental

results in the temperature-dependent A (T) data from 2-butene and 1-butene mentioned above,

and also partly due to the fact that a similar discontinuity is not seen in the corresponding proton

HFCCs, Ap(T), for either Mu-t-butyl (Fig. 5.5, cognizant of both the scarcity of and scatter in the

data near the melting point) or Mu-sec-butyl (Fig. 5.6). This might suggest that its origin is rooted
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in di erences in the torsional barriers for the same radical in di erent phases, as already proposed

by other researchers.44

The di erences in the muon HFCCs seen in the solid and liquid phases for Mu-t-butyl (and Mu-

sec-butyl, discussed below) were explored by fitting to di erent internal rotation barriers (paper I).

Such rotational barriers were determined from fitting the experimental data to a classical model and

using the HFCCs reported herein. If the same muon HFCCs at 0 K in the solid and liquid phases

are assumed, which is equivalent to the assumption that there is no pure environmental e ect (spin-

polarization and geometric alteration) a ecting A (T) and the discontinuity in the temperature-

dependent HFCC is solely due to the di erences in torsional barriers in di erent phases, one can

indeed get an equally good fit to the liquid phase data (brown trend line in Fig. 5.4) as for the solid

(blue trend line in Fig. 5.4). For the solid phase, we adopted a higher rotational barrier, simply

because internal rotation is more hindered in the solid phase.44

Another possibility is that environmental e ects do a ect the electron spin density at the muon,

and hence the muon HFCC is di erent in the two phases due to the polarized spin density or the

altered molecular geometry. It becomes interesting to appreciate what would happen if we were

able to “switch o ” the environmental e ect due to lattice interactions. We would then expect the

A (T) curve for Mu-t-butyl in the solid to be shifted well below where it is actually seen by experi-

ment (dark blue line in Fig. 5.4), below the calculated trend from the B3LYP calculations, because

these B3LYP calculations are expected to overestimate the muon HFCC near 0 K, in accordance

with the benchmark comparisons of Mu-ethyl discussed earlier (Table 5.2). Thus, in Fig. 5.4, the

MP2 EPR-III calculated muon HFCC of 131.1 MHz at 0 K does indeed fall well below both the ex-

perimental and the B3LYP calculated data. This reinforces the claim that the MP2 EPR-III method

may be fundamentally more accurate than B3LYP for the calculation of the muon HFCCs. B3LYP

calculations happen to mimic the e ect of lattice interactions and fortuitously enhance the muon

HFCCs below the bulk melting point.

More realistically, the two aforementioned e ects that cause the discontinuity should influence

the temperature-dependent HFCCs at the same time. Nevertheless, the internal rotation barrier

di erence in the two condensed phases is more likely to be the dominant factor, which is supported

by the distinct slopes, and therefore distinct torsional barriers in the liquid and solid phases.

The proton HFCCs of the t-butyl radical (Fig. 5.5), measured both by SR and EPR, were also

investigated here. In the case of Mu-t-butyl, there are two sets of nonequivalent protons, the two

protons of the Mu-substituted methyl group (CH2Mu) and the other six from the pair of unsubsti-

tuted terminal CH3 groups. The proton HFCC for the CH2Mu group calculated at the B3LYP level

of theory is in excellent agreement with the temperature-dependent Ap(T) from two perspectives:

the classically calculated thermal average (magenta trend line in Fig. 5.5) and the extrapolated value

at 0 K (atoms 5 and 13 in Table 5.1). This is in accordance with what we have also found for the

ethyl radical. The torsional barrier determined in paper I from a fit based on the calculated HFCCs

is considerably lower (1.9 kJ mol) than that found for A (T), in support of the above suggestion
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that the origin of the gap seen in the temperature-dependent muon HFCC may be related to di er-

ent vibrational behaviors in the solid and liquid phases. As noted earlier, the trend with temperature

is opposite to that for A (T). For the unsubstituted methyl groups, the indistinguishable SR and

EPR data are temperature independent up to 300 K. The B3LYP-calculated HFCC values for these

freely-rotating methyl groups are also in excellent agreement with the experimental data. This fact

lends further testimony to the claim advanced herein, arising from benchmark comparisons with

experiment for the ethyl radical (Table 5.2), that the B3YLP method is superior to MP2 in the

calculation of proton HFCCs.

5.4.2 Sec-butyl radicals formed from 2-butene

In contrast to the t-butyl case above and sec-butyl from 1-butene discussed below, where Mu addi-

tion places the muon in a terminal CH2Mu group, Mu addition to cis- or trans-2-butene places it at

the central methylene position in the sec-butyl radical, CH3 CHMu ĊH CH3. In this case, there

is only one muoniated structure possible for each 2-butene isomer, in contrast to the di erent prod-

ucts from Mu addition to both isobutene and 1-butene. The two muoniated sec-butyl radicals show

a clear distinction in A (T) for the sec-butyls formed from trans- and cis-2-butene in the solid phase,

respectively. This suggests the preservation of the parent geometries of cis- and trans-2-butene so

that the radicals formed from di erent precursors exhibit di erent muon HFCCs. The muon HFCC

(from the CHMu group) demonstrates a rather remarkable sensitivity to various environments, with

marked discontinuities (“gaps”) in A (T) at the melting points of cis- (134 K) and trans-2-butene

(168 K) (vertical dashed lines in Fig. 5.6). Above ca. 150 K, the muon HFCC of the sec-butyl

formed from cis- and trans-2-butene precursors merge into a single curve, demonstrating that the

barriers separating local minima on the PES are mostly overcomed and di erent conformations are

easily interconvertible.

B3LYP calculations provide almost quantitative agreement with the data for the trans-2-butyl

radical in the solid phase, again mimicking the e ect of the lattice interactions that are believed to

enhance the muon HFCC. The B3LYP-calculated value at 0 K is 145.2 MHz (Table 5.1, plotted

on the Y-axis in Fig. 5.6), only a few MHz above the extrapolated experimental result of ca. 140

MHz. Also, a fit to the classical model for A (T) discussed in paper I gives a reasonably good

account of the data (blue trend line in Fig. 5.6), for a torsional barrier of 3.0 kJ mol, essentially the

same good agreement as for the t-butyl radical. The fit temperature-dependent muon HFCC for the

sec-butyl radical formed from cis-2-butene lies just above those for the trans one in Fig. 5.6 with a

somewhat steeper fall-o , suggesting a lower internal rotation barrier about the C C bond. This

is consistent with the theoretical predictions that the cis conformation is associated with a lower

backbone torsional barrier than the trans one.

In like manner to the results for Mu-t-butyl previously discussed, the muon HFCC calculated

at the MP2 level of theory (126.2 MHz) agrees well with the A (T) fit from the liquid phase (the
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Figure 5.6: Figure 12 in paper I. Temperature dependences for the HFCCs, A (T) and Ap(T), for
the sec-butyl radicals formed from cis- and trans-2-butene. The black triangles and guide line to
the eye are A (T) for the cis isomer, while the cyan-blue triangles and fitted trend line is for the
trans isomer. Small di erences seen in the muon HFCCs between cis and trans isomers in the solid
phase are not seen in the liquid (the cis points have been shifted by 3 K for clarity). Noteworthy
are the distinct discontinuities seen in A (T) for both the Mu-sec-butyl isomers at the melting point
of their parent 2-butenes (134 K for cis-2-butene, vertical dashed line) and (168 K for trans-2-
butene, vertical dotted line). The red triangles and fitted red trend line are the -proton HFCC for
the CH3 group of the Mu-sec-butyl radical formed from trans-2-butene, Ap CH3(T). The dramatic
discontinuity seen in Ap CH3(T) is also noteworthy. The short broken-red guide line is the same
proton environment in the liquid phase. The lower data points and fitted magenta trend line are the
proton HFCC of the CHMu group for both the cis (green triangles) and trans (magenta) isomers,
which are indistinguishable by experiment. Note the lack of any discontinuity in these CHMu
proton HFCCs at the bulk melting points. A number of calculated HFCCs are shown on the Y-axis
at 0 K and these, along with the fitted color trend lines, are discussed in paper I.

dark blue trend line in Fig. 5.6), well below the actual experimental data in solid phase. This is

consistent with the theme advanced herein that MP2 calculations of the muon HFCCs are inherently

more accurate in the absence of lattice interactions.

With regard to the remarkable gaps seen in A (T) for the t-butyl and sec-butyl radicals, it is

worth noting that these radicals are formed from planar precursor alkenes: iso- and 2-butenes (trans
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and cis). Therefore, those molecules are expected to exhibit quite di erent packing patterns in the

solid phase from those in the liquid phase. On the contrary, 1-butene, on average, is dominated by

the non-planar gauche form with a flexible carbon skeleton. Ethylene, though planar, has reduced

polarizability compared to butene isomers. Those two species should exhibit relatively less variation

in di erent condensed phases. Thus, it is fair to speculate that the muoniated adducts formed from

1-butene and ethylene precursors are much less influenced by the phase transition at melting point.

And their radical product indeed do not exhibit a gap at the melting temperature.

A remarkable feature of Fig. 5.6 is the observation of a large proton HFCC near 0 K, giving an

experimental intercept of ca. 125 MHz for the muoniated sec-butyl formed from trans-2-butene,

in almost exact agreement with the calculated proton HFCC of 124.1 MHz for an eclipsed proton

of the terminal methyl group (open red triangle on the Y-axis of Fig. 5.6, atom 10 and third entry

for sec-butyl (s1) in Table 5.1). What is significant here is three-fold. First, this large proton

HFCC is for the -atom of the terminal CH3 group, which would otherwise be expected to exhibit

a characteristic value around 70 MHz, of a nearly free rotor, as observed in Mu-t-butyl (Fig. 5.5),

in muoniated sec-butyl formed from 1-butene (Fig. 5.7), and in the unsubstituted ethyl radical.14

Perhaps, the internal rotation of this terminal methyl group about the C CH3 bond is coupled

to the torsional mode of the carbon skeleton. Therefore, the barrier of the internal rotation about

the MuHC CH3 bond is increased due to this coupling. The physical reason for this coupling

might be that the muonium of the CHMuCH3 group is present in the middle of the backbone chain,

causing hindered rotation of the terminal methyl group about the C C bond40 and raising the overall

internal rotation barrier about the C CH3 bond. Second, the temperature-dependent HFCC of this

proton, Ap(T), also exhibits an even more dramatic discontinuity at the bulk melting point of the

trans isomer (168 K) than does A (T). This, to the best of our knowledge, has not heretofore been

reported for any alkyl radical by either SR or EPR. This discontinuity suggests that host-guest

interaction are also impacting the proton HFCC here, causing a significant increase of Ap(T) in

the solid phase. Moreover, this may suggest that the internal rotation about the MuHC CH3 bond

is indeed coupled with the torsion about the C CHMu bond, so that both the muon HFCC and

the HFCC of the terminal methyl group have similar behaviors at the melting point of the trans-2-

butene precursor. Third, the excellent agreement between theory and experiment seen at 0 K (as

noted above) is not from B3LYP calculations, but rather from MP2 calculations. The red trend line

in Fig. 5.6 based on the MP2-calculated HFCCs is in excellent agreement with the experimental

data in the solid phase, though not so far removed, the B3LYP result of 134.6 MHz at 0 K is about

10 MHz higher. It is puzzling though, and likely connected with the high torsional barrier. The

best agreement between theory and experiment for Ap(T) for these terminal methyl protons is from

MP2 calculations, whereas, for all other proton HFCCs in this paper the best agreement is found

with B3LYP calculations instead.

The good agreement between B3LYP calculations and experiment for the proton HFCCs of the

muoniated butyl isomers of interest is still demonstrated by the proton HFCC for the CHMu unit
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of the sec-butyl here. This is clearly shown by the data and solid-line fit in the bottom curve of

Fig. 5.6. The temperature-dependent Ap(T) in paper I is also from the same classical calculation

that has characterized other fits, with a 0 K value of 64.1 MHz (atom 12, fourth entry for sec-butyl

(s1) in Table 5.1), in excellent agreement with the trend in the experimental data (magenta line in

Fig. 5.6). As expected, the trend is again opposite to that for A (T). Importantly, the MP2-calculated

result is 45.4 MHz here, too low. The internal rotation barrier was found to be 5.4 kJ mol in paper I,

essentially the same as that for the rotation of the terminal methyl group of the muoniated sec-butyl

formed from trans-2-butene, lending support to the claim of coupling to the torsional modes of the

carbon skeleton in the muoniated sec-butyl radical formed from trans-2-butene.

5.4.3 Sec-butyl radicals formed from 1-butene

Similar to Mu addition to isobutene that forms both t-butyl and isobutyl with relatively weak signals,

two distinct isomers are possibly formed from Mu H addition to 1-butene, the sec-butyl radical and

the primary n-butyl (or 1-butyl) radical from Mu addition to the central carbon, CH3 CH2 CHMu ĊH2

(n1 n5 in Fig. 5.2).

Among the muoniated sec-butyl isomers possibly formed from 1-butene, the trans-like sec-

butyl (s1 in Fig. 5.2) is suggested to be the primary candidate for the following reasons. First,

Mu is favored to add to the gauche form of 1-butene (gauche conformation in Fig. 5.3) from the

least bulky direction, directly yielding the s1 sec-butyl radical. Second, this adduct is also the most

stable isomer among all eight potential radical products from 1-butene (s1, s2, s3, and n1–n5 in

Fig. 5.2). Finally, the data in Fig. 5.4 exhibit a large muon HFCC around 144 MHz near 0 K due to

the eclipsed C Mu bond (dark blue solid triangles and blue trend line in Fig. 5.7) and a large proton

HFCC close to 125 MHz near 0 K (red triangles and guide line in Fig. 5.7) that can only arise from

an eclipsed C H bond. This convincingly eliminates the s2 sec-butyl radical that has no C H bond

on the methylene group.

The muon HFCC for the muoniated sec-butyl radical directly from 1-butene are well accounted

for by the MP2 calculated HFCC here, both at 0 K where the theory value of 139.6 MHz (atom

10, fifth entry for sec-butyl (s1) in Table 5.1) falls only a few MHz below experiment and in the fit

to A (T) from the classical model calculations (the blue trend line in Fig. 5.4). Unlike muoniated

t-butyl or muoniated sec-butyl formed from 2-butene, there is no gap in A (T) at the melting point

(88 K) of 1-butene. Also, the B3LYP calculated muon HFCC of 157.2 MHz at 0 K (Table 5.1) is

well above the experimental result of 144 MHz, a situation similar to that of the muoniated ethyl

radical (Table 5.2). Such observations and particularly the continuous temperature dependence in

the muon HFCC between the solid and liquid phases support the view expressed herein that MP2

calculation intrinsically may give a better account of the muon HFCC in the absence of solid-state

interactions.

The good agreement between the experiment data and MP2 calculations is also found for the
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Figure 5.7: Figure 8 in Paper I. Temperature dependences for the HFCCs of reduced muon, A (T),
and proton Ap(T), of the sec-butyl radical formed from Mu addition to 1-butene. The cyan-blue
triangles and fitted blue trend line are for the A (T) data, while the red triangles, and red and
orange trend lines are DFT- and MP2-calculated fits for Ap CH2(T) in the solid and liquid phases,
respectively. The magenta triangles and fitted magenta trend line are the experimental data and
DFT-calculated HFCCs for Ap CH2Mu(T), with the mauve triangles and guide line to the data for
the -protons of the terminal methyl groups, Ap CH3 (T). The three uppermost black triangles and
the black curve are liquid phase experimental data and the trend line (based on MP2 calculations)
for the muoniated n-butyl formed from 1-butene, respectively. EPR data are also shown for the
proton HFCCs of the unsubstituted sec-butyl radical. The solid orange circles are for the methylene
protons and solid green circles for the terminal methyl group. The fitted torsional barriers from
the colored trend lines are shown in the legend. Theoretical results are discussed in paper I. The
vertical dashed line at 88 K marks the melting point of bulk 1-butene. It is noteworthy that there
is no discontinuity at the phase transition for the temperature-dependent muon HFCCs, whereas
there is a gap for the proton HFCCs of the methylene group of muoniated sec-butyl formed from
1-butene.

muon HFCC of the less-produced n-butyl radical (n3 in Fig. 5.2), as shown by the uppermost data

points and the fit trend line for A (T) in Fig. 5.7 (black triangles and the black trend line). The

n3 structure was chosen for some reasons. First, its precursor is the more stable gauche 1-butene.

Second, the n3 radical is designated to be the product of Mu H addition to a gauche 1-butene from

less hindered directions, making n3 the most favorable product among all n-butyls. Furthermore, it
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is the only viable candidate giving a trend in A (T) close to (but above) that for the sec-butyl radical

(blue triangles and the blue trend line in Fig. 5.7). The theoretical value of 148.6 MHz at 0 K in

Table 5.1, shown by the open black triangle in Fig. 5.4, is above the MP2-calculated muon HFCC

of 139.6 MHz (open blue triangle in Fig. 5.7) for the more stable Mu-sec-butyl. Because the line

widths were too broad from the experiment, there is no data for the muoniated n-butyl radical in

the solid phase. However, the calculated trend consists well with the few data points measured in

the liquid phase. In comparison, the corresponding B3LYP-calculated value of 179.4 MHz at 0 K

(Table 5.1) is way above the experimental intercept.

Similar to the results for the sec-butyl formed from 2-butene, there is also a large proton HFCC

for the sec-butyl from 1-butene at 0 K because of the eclipsed proton of the CH2 group, with the

B3LYP calculated value of 124.2 MHz (atom 11, sixth entry for sec-butyl (s1) in Table 5.1), shown

by the open red triangle in Fig. 5.7. The temperature dependence of the experimental data, Ap(T),

represented by the red line in Fig. 5.7, is drawn simply as a guide to the eye. The classical model

employed to fit most of the data in that study breaks down for these methylene proton HFCCs,

perhaps due to complicated and fast interconversions between the energetically close-lying isomers.

Two additional proton HFCCs were observed in the data from 1-butene: one due to the protons

of the terminal CH2Mu group (fitted magenta trend line in Fig. 5.7) and the other, much weaker,

believed due to the -protons of the terminal CH3 group (the purple guide line in Fig. 5.7). The

DFT calculated averaged proton HFCC of 37.4 MHz at 0 K (atoms 8 and 9 in Table 5.1) agrees

excellently with the extrapolated trend for CH2Mu so as to the fitted trend line for Ap(T) itself from

these B3LYP-calculated proton HFCCs. The opposite temperature dependence to that of A (T) is

also noted. The torsional barrier found in paper I is 2.1 kJ mol, similar to that for A (T) of 3.0

kJ mol. Again, the HFCCs calculated at the MP2 level of theory fall well below the experimental

data. As could be expected, the high temperature (free rotation) limit of these DFT-calculated

methylene proton HFCC is 68 MHz, almost identical to the value of 70 MHz measured by EPR

(see Fig. 5.7). The purple guide line of Fig. 5.7 has a slope consistent with either DFT or MP2

calculations for the average -proton HFCC of ca 2 MHz at 0 K.

5.5 Overall performance of theoretical calculations

The general level of success found here with the B3LYP EPR-III method employed in our calcula-

tions of the proton HFCCs may have its roots in the parameterization of the basis set that evolved

during the development of the EPR-II and EPR-III basis sets using the spin-unrestricted Kohn-Sham

equations.28 The parameterization of these basis sets promotes the performance of the calculations

of some molecular magnetic property, yet conceals and mixes some other important underlying

physics, such as correlation e ects, dynamic vibrational e ects, and environment host-guest inter-

action e ects. Especially for hydrogen (or muonium), the optimal core shell basis set contrac-

tion scheme for an isolated H atom HFCC can be quite di erent from those of hydrogen atoms
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in molecules. That is, the special treatment in designing the EPR-II EPR-III basis set by fitting

to molecular computations may benefit the comparison between the calculated and experimental

HFCCs, especially for those hydrogens in regular molecules with heavy nuclei. Nevertheless, this

benefit may diminish or even become an obstacle when the unambiguous in vacuo HFCCs at 0 K

are pursued.

On the other hand, all the calculations in this paper have been within the limits of the BO

approximation. Such a model is usually adequate for property calculations, including HFCCs of or-

dinary chemical species whose nuclear masses are overwhelmingly large compared to the electron

mass. However, this approximation is certainly less valid for muoniated species where the muon

mass is only 206 times the electron mass.1,2,60 The basic assumption of a single nuclear configura-

tion may begin to break down. Since quantum tunneling is known to be prominent in Mu reactivity,

such as in addition reactions to alkene double bonds,3 there could also be muonium tunneling ef-

fects altering muon positions in the muoniated butyl radicals studied here, particularly in the solid

phase. This impacts as well on the classical model for the torsional barrier adopted in paper I. In

any muon containing species, there has to be some concern that the motion of the muon is not as

separable from the electron motion as is the case of normal molecules with H atoms. As previously

remarked, diagonal correction calculations beyond the BO approximation have been carried out for

the isotopomers of the H3 reaction system, with a few percent variation in the barrier heights for

the Mu H2 reaction in particular.46

5.6 Conclusions

The HFCCs of muoniated butyl isomers formed from muonium addition to the parent alkenes (re-

ported in paper I) have been investigated through first principles calculations. Based on compar-

isons with experiment, the muon adducts are believed to be (Mu-)eclipsed radicals. The equilib-

rium geometries of the butene precursors and Mu-radical products were established by using both

B3LYP EPR-III and MP2 EPR-III calculations, with MP2 found to be more reliable in predicting

stable conformers. All calculations were carried out in vacuo assuming the BO approximation. To

partially account for vibrational anharmonic contributions to the HFCCs in these muoniated butyl

radicals, a C Mu bond elongation scheme with a scaling factor of 1.076 was introduced to distort

the equilibrium geometry, followed by the muon HFCC calculations using this modified albeit static

structure.

Comparisons of the HFCCs between theory and experiment are complicated by phase transi-

tions between solid and liquid. In the case of the muoniated t-butyl and sec-butyl radicals, formed

from planar isobutene and 2-butene isomers, respectively, the temperature dependence of the muon

HFCC, A (T), exhibits a marked discontinuity at the melting point of the surrounding alkene precur-

sor. These discontinuities signify a large contribution to the muon HFCCs from lattice interactions

in the solid phase. In these cases, the muon HFCCs appear to be best predicted by B3LYP EPR-III
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calculations. Model calculations in paper I have also established that these B3LYP calculations can

account well for the A (T) data in the liquid phase with the proviso that the muon HFCC at 0 K

is intrinsically phase independent. On the other hand, MP2 EPR-III calculations yield good agree-

ment between theory and experiment for the muon HFCC in the liquid phase, but predict the HFCC

at 0 K some 20 30 MHz below the B3LYP results. In the case of sec-butyl formed from 1-butene

(a non-planar precursor on average), there is no gap in A (T) at the melting point and much bet-

ter agreement in both solid and liquid phases is found from MP2 calculations, in accordance with

similar comparative “benchmark” calculations of the muoniated ethyl radical.

We are persuaded that MP2 EPR-III calculations give the best “intrinsic” agreement with the

muon HFCCs in the absence of appreciable guest-host interactions. The seemingly good agree-

ment found with experiment for B3LYP EPR-III calculations is viewed as largely fortuitous. These

DFT calculations e ectively mimic the e ect of lattice interactions in the solid phase due to error

cancellation.

The discontinuity in the muon HFCCs at the melting points is only observed for the planar par-

ent alkenes (isobutene and 2-butenes). This observation suggests that more ordered environments

in turn facilitate enlarged muon HFCCs in the solid phase. This is in contrast to the less ordered

environment of 1-butene where the sec-butyl formed exhibits no such discontinuity in A (T). Un-

fortunately, establishing this appreciation from first-principles calculations would involve including

the e ect of radical-host interactions on the muon HFCCs, which is beyond the level of the calcu-

lations reported here.

In contrast to the muon HFCCs, the -proton HFCCs are, by and large, much more accurately

predicted by B3LYP EPR-III calculations in both phases. In sec-butyl radicals from 1-butene and

2-butene, large proton HFCCs near 0 K are observed, which appear due to the eclipsed C H bonds

from the methylene protons in the 1-butene case but from the protons of the terminal methyl group

in the trans-2-butene case. Classical fits to the temperature dependence discussed in paper I reveal

large torsional barriers, as would be expected, in both such cases. This result for the terminal

CH3 group of trans-2-butyl, however, is surprising, if not remarkable. In all other examples of

the proton HFCCs from (unsubstituted) terminal CH3 groups, it is essentially the “free-rotor” limit

that is observed both in SR and EPR studies. Moreover, this particular terminal methyl group

also exhibits a marked discontinuity in its temperature dependence, Ap(T), at the melting point,

even more dramatically so than for A (T), also suggesting that lattice-interaction influences the

proton HFCCs. Here, it is MP2 calculations that give a much better account of the Ap(T) data

(including at 0 K): a singular exception to the statement above that the best agreement with the

experimental proton HFCC is invariably found in B3LYP calculations. Coupling of the internal

rotation about the C CH3 bond with the carbon backbone torsion in the sec-butyl radical may

enhance the barrier to the C CH3 internal rotation and possibly explain the better agreement

found with MP2 calculations.

There is an important caveat in that the BO approximation assumed throughout our calculations
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carried out in vacuo. It is within this framework that the conclusions stated above of intrinsically

better agreement found from MP2 EPR-III calculations for the muon HFCCs but B3LYP EPR-III

calculations for the proton HFCCs have to be judged. Part of this caveat is most likely rooted in

the role played by Mu tunneling in the measurements reported for the muoniated radicals in paper

I. Such tunneling e ects were not accounted for in the present calculations. Nevertheless, the level

of agreement that has been discussed in the present paper is not noticeably better for Ap(T) than for

A (T), suggesting that the smaller mass ratio between the muon and the electron is likely of little

consequence.

101



Bibliography

[1] E. Roduner. Polarized positive muons probing free radicals: a variant of magnetic resonance.

Chem. Soc. Rev., 22:337–346, 1993.

[2] E. Roduner. Muon spin resonance-a variant of magnetic resonance. Appl. Mag. Res., 13:1–14,

1997.

[3] D. M. Garner, D. G. Fleming, D. J. Arseneau, M. Senba, I. D. Reid, and J. Mikula. Muonium

addition reactions in the gas phase: quantum tunnelling in Mu C2H4 and Mu C2D4. J. Chem.

Phys., 93:1732–1740, 1990.

[4] K. Ghandi, M. D. Bridges, D. J. Arseneau, and D. G. Fleming. Muonium formation as a probe

of radiation chemistry in sub- and supercritical carbon dioxide. J. Phys. Chem. A, 108:11613–

11625, 2004.

[5] J. J. Pan, D. J. Arseneau, M. Senba, D. M. Garner, and D. G. Fleming. Termolecular kinetics

for the Mu CO M recombination reaction: A unique test of quantum rate theory. J. Chem.

Phys., 125:014307–014319, 2006.

[6] E. Roduner, P. W. Percival, D. G. Fleming, J. Hochmann, and H. Fischer. Muonium-

substituted transient radicals observed by muon spin rotation. Chem. Phys. Lett., 57:37–40,

1978.

[7] V. S. Oganesyan, A. N. Cammidge, G. A. Hopkins, F. M. Cotterill, I. D. Reid, and U. A.

Jayasooriya. Muon spin rotation studies of enediynes. J. Phys. Chem. A, 108:1860–1866,

2004.
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Chapter 6

First-principles Studies of the Torsional

Potential Energy Surface of the

Sec-Butyl Radical

6.1 Introduction

Numerous torsional potential energy surfaces (PES) of many chemical species have been investi-

gated to gain key information for molecular thermodynamic state functions. It is also of theoretical

interest to compare the computed PES with available experimental data to develop and improve

computational methods. Even molecules as simple as ethane have attracted the attention of many

theoretical researchers to investigate the physical nature of their torsional barriers. The rotational

barriers of ethane and its congeners were mainly attributed to hyperconjugation interactions, chal-

lenging the conventional wisdom in many textbooks on the importance of steric repulsive interac-

tions.1 However, based on generalized valence bond theory, a recent theoretical study decomposed

the torsional barrier of ethane adiabatically into steric repulsion, hyperconjugation, and several

other insignificant contributions and identified the steric repulsion to be the dominant factor in the

stabilization of staggered conformation.2

Without any ambiguity as to the physical origin of the torsional barriers, the conjugation e ect

has been widely accepted to be the leading cause of the torsional barrier in conjugated systems.

However, this orthodox point of view does not promise good agreement between experiment and

theory in many conformational studies. The torsional energy profile of 2,2 -bifuran was calculated

using various Hamiltonians, and density functional theory (DFT) methods were found inappropriate

to study the conformation of this system.3

In addition, the basis set also plays a significant role. When the PES of biphenyl was studied

using several wave function theory (WFT) methods, the quality of the basis sets was found to be

more important than the Hamiltonians employed.4,5 Besides the separate e ects of the individual

Hamiltonian and the basis set, a delicate balance between the selection of the Hamiltonian and the

basis set can be critical to achieve high accuracy in the calculations of these (semi)rigid molecules.

5A version of this chapter will be submitted for publication. Chen, Y. K.; Fleming, D. G. and Wang, Y. A. First-

principles Studies of Torsional Potential Energy Surface of the sec-Butyl Radical.
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Past theoretical study of the torsion barriers of biisothianaphthene showed that accurate, balanced

description of both conjugation and steric repulsion between non-vicinal hydrogens can only be

achieved after adopting high-level Hamiltonians and large basis sets.6 Being aware of the limita-

tions of popular theoretical tools, we must perform extensive studies to avoid false prediction even

for small molecules based on calculations using a single Hamiltonian with a single basis set.

Other than those well-defined molecules mentioned above, it becomes much more challenging

to investigate the conformation of some transient species, such as radicals, whose PES are usually

too flat for many popular computational methods to attain a faithful description. For example, DFT

methods with the generalized gradient approximation (GGA) outperformed local MP2 method in

predicting the dissociation energies of haloethyl radicals.7 On the other hand, large spin contamina-

tion was found in DFT calculations of OOBr and OOCl, contradicting the popular belief that DFT

methods su er less spin contamination than WFT methods.

Sometimes, many di erent methods may perform poorly in a single case. In a conformational

study of annulene molecules, widely used MP2 and DFT methods were both found to fail one way

or another.8 All such uncertainties and controversies indicate that popular theoretical methods are

still unable to work well universally for conformational studies of molecular systems. Therefore, a

convincing conclusion of conformation analysis requires systematic studies.

In this work, the torsional PES of sec-butyl was studied theoretically to systematically assess the

performance of some widely used theoretical methods. The major experimental data available are

hyperfine coupling constants (HFCCs) of muoniated sec-butyl radicals formed from muonium addi-

tion to various 2-butene isomers.9 Since the electronic Hamiltonian only parametrically depends on

nuclear positions and has nothing to do with the nuclear mass, all sec-butyl isotopomers share the

same PES within the Born-Oppenheimer (BO) approximation. Thus, a conformational study within

the BO framework is equally fundamental for both regular and muoniated sec-butyl radicals. Based

on the analysis of muon spin resonance spectral data, the muoniated sec-butyl radical formed from

cis-2-butene had a large HFCC value on the muon at 0 K and this value was di erent from the muon

HFCC from muonium addition to trans-2-butene.9 Further temperature-dependent HFCC study also

supported the existence of two distinct muoniated sec-butyl radicals, both with high HFCCs on the

muon.9 However, calculations using the popular hybrid-DFT B3LYP Hamiltonian, which had been

believed to accurately predict HFCCs of small organic molecules,10 only located two equilibrium

structures on the ground-state torsional PES (Fig. 6.1). One of the two corresponded to the radical

formed from muonium addition to trans-2-butene (Fig. 6.1a), and the other was a gauche conforma-

tion (Fig. 6.1b) whose HFCC on the muon was only about one third of the experimental value. The

absence of experimentally observed muoniated sec-butyl formed from cis-2-butene (Fig. 6.1c) from

B3LYP calculations motivated us to apply extensive theoretical calculations to study the torsional

PES of the sec-butyl radical. Besides providing static conformations, the PES information can give

access to dynamic (vibrational) and thermodynamic corrections, which are valuable in predicting

the temperature dependence of the HFCCs.
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Some other experimental results from homolysis of butyl radicals are also available. Ther-

modynamic and kinetic studies were carried out to decompose the sec-butyl radical into propene

and methyl radical,11 but detailed conformational information of the parent sec-butyl radical could

not be derived because the high temperature of the homolysis experiment averaged out all confor-

mational fingerprints. Consequently, theoretical calculations have to be performed to appreciate

possible conformations of the sec-butyl radical. To the best of our knowledge, the first ab-initio

study on the conformations of the sec-butyl radical can be traced back to the pioneer Hartree Fock

(HF) calculations in the 1980’s,12 but without taking into account correlation. Therefore, a system-

atic study of the sec-butyl radical with di erent correlated Hamiltonians and basis sets is carried

out in this work.

6.2 Computational details

All calculations in this study were performed using the GAUSSIAN 03 package within the BO

approximation.13 Di erent first-principles electronic Hamiltonians, including spin-unrestricted HF,

MP2, CCSD, CISD, QCISD, CCSD(T) and a variety of Kohn-Sham DFT methods, were utilized.

Wave functions were expanded in terms of atomic-centered one-electron basis functions, including

the Pople-type basis sets: 6-31g(d), 6-311 g(d, p), and 6-311 g(3df, 2pd)14,15 and Dunning’s

correlation consistent basis sets: cc-pVDZ, cc-pVTZ, and augmented cc-pVDZ (aug-cc-pVDZ),

and aug-cc-pVTZ.16 In DFT calculations, numerical integration for two-electron integrals was used

with the grid quality of 75 radial shells and 302 angular points per shell unless specified otherwise.

Geometric optimization was carried out using the Z-matrix coordinate system. Completely

relaxed torsional PES’s of the sec-butyl radical as a function of the dihedral angle ( ) of the four

backbone carbon atoms were plotted for selected combinations of electronic Hamiltonians and basis

sets (Fig. 6.2). The dihedral angle was scanned from 0 to 180 with a step size of 5 , while all

other degrees of freedom were allowed to fully relax. The PES profile for from 180 to 360 is

essentially the mirror image of that from 0 to 180 , if certain symmetry constraints are applied at

proper points. However, for computational simplicity and uniformity, the symmetry of the molecule

was not constrained unless noted otherwise.

Besides the torsional PES, optimized conformations (Fig. 6.1) were calculated at both MP2 and

B3LYP levels. The diagonalized Hessian matrices were also computed to identify the nature of the

stationary structures and to include the zero-point vibrational corrections.

6.3 Results and discussions

Because simple alkyl radicals have a localized unpaired electron at the radical center, single-

reference spin-unrestricted methods should be adequate to calculate their properties and were used

in this study. Spin contamination, which was believed to be responsible for the failure of UMP2 in
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(a) trans-like (b) gauche (c) cis-like

(d) TS0 (e) TS1 (f) TS2 (g) TS180

Figure 6.1: Optimized structures of the stationary points on the torsional potential energy surface of the sec-butyl radical.
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determining the reaction barrier of radical formation reactions,17,18 was found to be very small in

all the spin-unrestricted calculations performed here.

The torsional PES profiles predicted by di erent Hamiltonians are shown in Figure 6.2a, where

their lowest points are taken to be the common reference (zero) point to simplify comparisons.

The cc-pVDZ basis set was employed for geometry optimizations because of its reliability for this

purpose.3 The torsional energy curve obtained from the HF calculation flies above all other PES

profiles, whereas the PES profiles from CCSD, B3LYP19,20 and MP2 calculations are interwoven

near the bottom. Lying in the middle is the potential energy curve obtained from the CISD calcu-

lation. Compared with all other WFT methods, the PES calculated at the B3LYP level drops at a

slower rate with respect to the dihedral angle increment. The B3LYP calculation predicts only two

stable conformations for 180 , whereas all other WFT methods show three stable conformations

(Fig. 6.2a). All methods uniformly found the most stable conformation to be a trans-like structure

at 170 (Fig. 6.1a). A stable gauche conformation (Fig. 6.1b) is also universally visible at

80 , lying about 0.3 0.6 kcal mol above the trans-like ground state.

The existence of the stable cis-like conformation (Fig. 6.1c) is worth elaboration. All the WFT

methods predict the existence of a stable structure on a relatively flat segment of the PES around

50 , whereas the B3LYP method predicts an accelerated energy drop along with an increased

dihedral angle in the same range. This cis-like conformation was recognized as one of three stable

conformations in an early HF calculation, the very first theoretical conformational study of the sec-

butyl radical.12 Because the correlation e ect, important for describing dispersion interaction for

a correct prediction of stable conformations, is omitted in HF calculation, methods taking account

of the correlation e ect must be employed to reassess the conformations. Both DFT and WFT

methods can incorporate the correlation, but they predict di erent torsional PES profiles for the

sec-butyl radical (Fig. 6.2a). As verified by an electron paramagnetic resonance (EPR) experiment,

the cis-like conformation does exist, so that the HFCC on the -muon could be measured without

ambiguity.9 In this regard, WFT methods outperform B3LYP.

When 0 , the HF calculation predicts that the global maximum TS0 (Fig. 6.1d), the tran-

sition state connecting the cis-like conformation with its mirror image, is 2.3 kcal mol higher (less

stable) than the trans-like global minimum. This further indicates that the HF method predicts

stronger bulky steric repulsion (by about 0.4 kcal mol) between the two terminal methyl groups of

the sec-butyl radical than any other correlated calculations because of the neglect of the correlation

e ect. The transition state (TS1) between the cis-like and gauche conformations (Fig. 6.1e) is lo-

cated near 55 60 with a very small barrier (much less than 0.1 kcal mol) from the cis-like

structure. The transition state TS2 is well separated from the trans-like and gauche conformations

(Fig. 6.1f), lying as high as 0.5 kcal mol (from WFT calculations) to as low as 0.1 kcal mol (from

the B3LYP calculation) from the gauche conformation. At 180 , since the symmetry was not

constrained during the relaxed PES scan, the actual torsional barrier between the trans-like confor-

mation and its mirror image could not be obtained directly from the profile. Instead, Cs symmetry
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(a) methods cc-pVDZ (b) DFT cc-pVDZ (no cis) (c) DFT cc-pVDZ (flat)
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was used to help us estimate the torsional barrier at 180 : 0.13 and 0.29 kcal mol at B3LYP cc-

pVDZ and MP2 cc-pVDZ, respectively. For the sake of simplicity, no further e ort was invested to

calculate this barrier height.

Besides the comparison between representative WFT and B3LYP methods, DFT methods em-

ploying di erent density functionals of various forms were also examined with the cc-pVDZ basis

set. Based on the overall shapes of the calculated PES profiles between 40 60 , where the

presence of the cis-like conformation is of interest, DFT methods are classified into three categories

(Fig. 6.2b-d).

Figure 6.2b shows some popular hybrid and GGA functionals which predict no cis-like mini-

mum within the range of interest. The inset reveals the erratically di erent PES profile obtained

from the VSXC calculation. The VSXC functional fails to describe the potential energy maximum

at 0 where the overall steric repulsion between the two terminal methyl groups becomes the

greatest. The other functionals in this group yield very similar potential energy profiles with only

two stable (gauche and trans-like) conformations.

Figure 6.2c shows the second group of functionals that predict relatively flat curves around

55 before the accelerated energy drop to the gauche conformation. Some of these functionals

contain components like PW91 exchange or B95 correlation functionals that were designed to char-

acterize weak interactions.21–23 These may partly compensate the weakness of those functionals in

Figure 6.2b for the flat segment around 55 .

Figure 6.2d shows the last group of functionals that produce a shallow potential well around

40 , similar to those obtained from MP2 and other WFT calculations (Fig. 6.2a). However,

it is well known that the SVWN functional, as any other functionals of local density approxima-

tion (LDA), should not be fully trusted unless the electron density only undergoes small variation

in space. Isolated molecular systems, however, usually exhibit large density gradients especially

around the nuclei and their electronic structure cannot be well predicted by the LDA. Just like

this case, the SVWN calculation predicts a distinct PES curve, very di erent from the other more

reasonable ones. This indicates that SVWN fails to capture non-local exchange and correlation

e ects. Di erent from what it is usually referred to, BHandH, as implemented in Gaussian 0313,24

(with 50% exact exchange, 50% LDA-level exchange, and LYP correlation functionals), is also

inappropriate for the conformational study of the sec-butyl radical. It yields a much deeper poten-

tial well about the cis-like conformation. The calculation using the PBE0 (a.k.a PBE1PBE) hy-

brid exchange-correlation functional (with about 25% exact exchange) predicts a potential energy

curve with a shallow potential well around 45 , in contrast to the flat surface predicted by the pure

PBEPBE calculation. The other three functionals combine the MPw (modified PW91) exchange

functional, the exact exchange functional, and PW91 or meta B95 correlation functionals that were

designed to better describe long-range behavior. PBE0 and MPw1K calculations produce similar

potential energy curves to those from correlated WFT calculations. MPwB1K and MPw1B95, on

the other hand, predict lower-lying curves in the range of 0 60 , indicating underestimated
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repulsion between the two terminal methyl groups.

Based on the PES curves of these various combinations of exchange and correlation function-

als, it is evident that incorporating exact exchange is crucial for locating the cis-like conformation.

This implies that the non-local exchange-correlation e ect must play an important role in this con-

formational study. At the same time, correlation functionals should also be carefully chosen, since

MPw3LYP (Fig. 6.2b), using a similar exchange-correlation functional as MPw1B95 (Fig. 6.2d),

predicts a PES profile without any sign of the cis-like conformation.

Some early studies also suggested that the quality of basis functions can be more important than

the form of the Hamiltonian used in conformational analysis. The cc-pVDZ and 6-31g(d) basis

sets are normally regarded as being too small to correctly capture the dispersion interaction and

thus overstabilize the coplanar conformer of biphenyl.4,5 In a study of thermodynamic properties

of radicals, calculations employing the Pople-type basis sets with various methods only achieved

converged results after the size of the basis set went beyond 6-311g(d).25 To visualize the basis-set

e ect in our current study, the torsional PES profiles of the sec-butyl radical were examined using

both B3LYP and MP2 methods with di erent basis sets.

Because of its single-determinant nature, Kohn-Sham DFT method is often less sensitive to

the variation of the basis sets than multi-determinant post-HF methods. In Figure 6.2e, the PES

profiles show such insensitivity once the basis sets are beyond cc-pVDZ or 6-31g(d,p), both of

which lead to a small cusp at 55 . The calculations with larger basis sets predict smooth,

closely packed, higher-lying PES curves compared with those of the cc-pVDZ or 6-31g(d,p) basis

sets. Theoretical results converge very quickly once the basis set goes beyond 6-311 g(d,p).

Along with the increased size of the Pople-type basis sets, the PES curve moves upwards without

exception. However, the situation within the Dunning basis-set family is complicated. Adding

di use-functions to the cc-pVDZ or cc-pVTZ basis sets increases the relative energies of the gauche

conformation and TS2. On the other hand, the addition of split-valence functions or polarization

functions to the basis set results in a moderately less stable gauche conformation and TS2 but a

dramatic energy increase for TS0. This implies that, when is between 70 and 130 , the system

may be dominated by long-range interactions in which di use basis functions play an important

role. Meanwhile, extra split-valence and polarization functions influence the PES curves at small

torsion angles.

Other than basis set e ects, the quality of integration also a ects the accuracy of a DFT calcula-

tion. A recent DFT study showed that the quality of numerical integration based on grid summation

became critical to accurately predict the equilibrium structure of the sec-butyl cation.26 Thus, an

ultra-fine integration grid consisting of 99 radial shells and 590 angular points per shell was tested

against the default grid. No significant di erence can be found in Figure 6.2e.

Unlike the Kohn-Sham DFT or HF method, MP2 as well as many other correlated WFT meth-

ods are usually sensitive to the size of the basis set because virtual orbitals used to represent excited

configurations are not fully optimized during the self-consistent field procedure. MP2 calculations
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often require a large basis set to attain convergence to a certain level of accuracy. Past studies of

the biphenyl torsional PES indicated that the unbalanced treatment of repulsive and attractive dis-

persion interactions was caused by the small Dunning’s correlation-consistent basis sets used.4,5 In

this study, calculations with the two small basis sets, cc-pVDZ and 6-31g(d,p), overestimate the

repulsion between the two terminal methyl groups, whereas the PES profiles obtained from other

Pople basis sets lie below those from Dunning’s correlation-consisted basis sets. The congregations

of the PES profiles within each basis set family suggest a fast convergence for each basis set family.

On the other hand, some noticeable di erence persists between the two sets of PES curves from

the two basis-set families, indicating that either or both of these families are still away from the

numerical Hartree Fock limit.

To draw a convincing conclusion, calculations based on more advanced Hamiltonians with

larger basis sets are always desirable. Limited by our computer resources and the complexity

of these open-shell systems, the most accurate calculations we could a ord were single-point

CCSD(T) 6-311 g(d,p) calculations at MP2 cc-pVTZ optimized geometries. A similar PES pro-

file with three energy minima was obtained as a result. This resemblance implies that the nearly

exact torsional PES profile from CCSD(T) is quite similar to the MP2 one, which thus provides a

very informative, accurate description of the torsional PES.

Some key geometric parameters of the stable structures of the sec-butyl radical optimized at

both B3LYP and MP2 levels with the cc-pVDZ basis set are listed in Table 6.1. Both of these meth-

ods employed predict very similar bond lengths and bond angles for the same stationary structure

except that the dihedral angle of the gauche conformation calculated at the B3LYP level di ers

from that obtained from the MP2 calculation by about 8 . The C2 C3 bond length decreases al-

most monotonically as the torsional angle increases from 0 to 180 . This indicates that the C2 C3

bond grows stronger from the cis-like conformation to the trans-like conformation because of the

weakened repulsion between the two terminal methyl groups. The hydrogen-hydrogen repulsion

and hyperconjugation involving C2 and C3 only provide minor corrections to the overall PES, be-

cause the energy barrier between the cis-like and trans-like conformations is very small. Among

all optimized structures, the C1 C2 bond stretches most in TS1, implying that the internal rotation

about the C1 C2 bond plays an important role in forming the rotational barrier between the cis-like

and trans-like conformations.

In an early theoretical study by Chen et al., the shallow potential well embracing the cis-like

conformation was regarded merely as a shoulder extending from the more stable gauche conforma-

tion.12 If only the static electronic potential energy is considered, the muoniated sec-butyl formed

from mounium addition to cis-2-butene will not exist or can be easily converted to the gauche

conformation by an extremely small push (e.g., through vibrations) to overcome the tiny barrier.

This consideration seems to contradict the experimental observation in which the muon HFCC of

this cis-like structure remained strong over a wide range of temperatures. Other e ects that may

change the stabilities of the molecules must be taken into account. In addition to the electronic
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Structure C1 C2 C2 C3 C3 C4 C2 H4 C1 C2 C3 Eele EZPC EZPC

TS0 1.499 1.493 1.505 1.500 1.532 1.532 1.094 1.094 123.7 124.4 0.0 0.0 1.788 1.740 1.547 1.694 1.719 1.891
cis-like 1.500 1.503 1.535 1.095 120.9 47.8 0.683 0.814 0.819
TS1 1.499 1.501 1.539 1.093 120.6 55.2 0.779 0.476 0.572
gauche 1.499 1.492 1.501 1.497 1.543 1.546 1.097 1.096 120.4 122.0 74.1 84.6 0.312 0.553 0.512 0.788 0.904 1.308
TS2 1.497 1.492 1.500 1.497 1.539 1.542 1.095 1.096 121.6 122.6 116.7 114.0 0.841 0.682 0.509 0.632 0.719 0.897
trans-like 1.498 1.492 1.500 1.495 1.532 1.532 1.097 1.096 120.4 121.5 169.0 167.9 0.000 0.000 0.000 0.000 0.000 0.000
TS180 1.497 1.491 1.498 1.494 1.531 1.531 1.094 1.094 120.4 121.1 180.0 180.0 0.299 0.126 0.293 0.283 0.157 0.121

Table 6.1: Relative energies and geometric parameters of the stationary structures of the sec-butyl radical. The numbers in each column are
calculated at MP2 cc-pVDZ (before the slash) and B3LYP cc-pVDZ (after the slash) levels, respectively. Bond lengths are in Å. Bond angles
and dihedral angles ( ) are in degrees. Energies are in kcal mol. Relative energies (Eele) are measured from the global minimal trans-like
confirmation. The vibrationally corrected energies are shown in the last two columns for regular (hydrogen) and muoniated isotopomers,
respectively.
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energy, the zero-point vibrational correction will certainly a ect the relative energy di erence be-

tween two structures in a real sense. More complex thermodynamic corrections must be included

for experiments conducted at higher temperatures. In order to make a reasonable comparison with

the experimental data at low temperatures, zero-point vibrational and thermal corrections were cal-

culated (Table 6.1). It turns out that the zero-point corrected energy of the muoniated isotopomer in

the cis-like form is below that of the muoniated gauche conformation, opposite to their relative sta-

bility on the BO surface. Thus, the strong signal of muon HFCC of the muoniated radical (formed

from cis-2-butene) can be well understood after the inclusion of the zero-point correction. Another

relative stability flip after the vibrational thermal correction occurred for the transition state TS180

connecting the trans-conformation and its mirror image: the transition-state structure becomes the

lowest point. This kind of inversion of the BO energy caused by the zero-point correction has been

seen in other studies, but without detailed discussion.7

Conclusion

First-principles calculations using spin-unrestricted HF, MP2, CCSD, and a variety of DFT meth-

ods with di erent basis sets were employed to investigate the stable conformations of the sec-butyl

radical. Several DFT methods only produced two equilibrium structures whose backbone dihedral

angles are about 85 and 170 . All WFT and some DFT methods predicted an extra cis-like sta-

ble conformation with a dihedral angle of about 55 , which is separated by a low torsional barrier

from the gauche conformation (at 85 ). Inclusion of the exact exchange and correlation func-

tionals to take care of the long-range behavior correctly is crucial to locate this additional cis-like

conformation by DFT methods. The selection of basis sets in B3LYP or MP2 calculations does

not alter the number of identified stable conformations, but modifies the overall shape of the PES

profiles. To assess the real existence of the stable conformations beyond the electronic-only poten-

tial BO surface, vibrational thermal e ects, were included. The thermally corrected energies show

that the cis-like muoniated conformer could be more stable than the gauche one after the zero-point

correction, which agrees with available experiment data.
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Chapter 7

Conclusions and Future Directions

We have studied the e ect of introducing single transition metal (TM) atoms into di erent systems,

including small Au clusters, pristine, Stone-Wales defected and single-vacancy defected boron ni-

tride nanotubes (BNNTs), and single-vacancy defected carbon nanotubes (CNTs).

In Chapter 2, small homonuclear Aum (m 5) and bimetallic PtAun (n 4) clusters were

studied using DFT. Both homonuclear and bimetallic clusters tend to form compact 2-dimensional

structures. In PtAun (n 2) clusters, the Pt atom tends to situate at the location that maximizes its

coordination number. All the low-lying Aum clusters have delocalized highest occupied molecular

orbitals (HOMOs), whereas all the PtAun clusters have more localized HOMOs on the Pt atom.

The localized HOMO makes the PtAun clusters more regioselective towards electrophilic reactions

than the Aum clusters. In open-shell bimetallic clusters, the spin density is localized on the Pt atom,

which behaves as the active center in further reactions with radicals.

Adsorptions of N2 and O2 onto these metal clusters were also studied. In N2 adsorption, the

metal clusters donate their electrons primarily to the orbitals of N2 to form end-on complexes

preferably. In O2 adsorption, complicated orbital interactions between the cluster and O2 dom-

inate to form side-on complexes with relatively larger binding energies. The HOMOs of the N2-

bimetallic cluster adsorption complexes remain localized on the Pt site, but with varied directional-

ity, while the adsorption of O2 onto the Pt site delocalizes the HOMO onto the O atoms.

We have exhibited the dependence of electronic structure of PtAum clusters on their composi-

tions. These results are helpful for further studies that seek to optimize the reactivity of Pt based

catalysts. The result of the O2-cluster adsorption study is also a good starting point for further

investigation of the cathode reaction of fuel cells: a reaction bottlenecks fuel cell e ciency and

performance.

In Chapter 3, we examined the possibility of doping first-row TM atoms in the single-vacancy

defect in (5,5) CNTs to the exterior and interior in order to find the stable TM-doped SWCNTs, and

to investigate their properties.

Before this study, we had studied the relative stabilities of endo- and exo- halogen atom (Se,

Te) doped SWCNTs.1 The endo configuration were revealed to be unfavorable compared with the

exo one. The dopant chalcogen atom forms only two bonds with two of the vacancy site carbon

atoms, leaving the third vacancy site carbon atom with dangling bonds. Therefore, TM atoms, with

their versatile bonding capabilities and large radii, were expected to be more favorably doped on

the interior into the single vacancy defected SWCNTs.
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We have studied single-walled carbon nanotubes (SWCNTs) doped with transition metal (TM)

atoms with both exo and endo doping configurations. The electronic and geometric properties of

these TM-doped SWCNTs were calculated within density functional theory. It was found that the

endo-doped SWCNTs are less stable than the associated exo-doped systems due to the large geo-

metric strain of the deformation in the endo-doped nanotubes. Based on Mulliken charge analysis,

the TM-doped SWCNTs have localized net charge distributions, whereas the spin densities in Sc-,

Co-, and Cu-doped SWCNTs are delocalized over the entire nanotubes. The TM-doped SWCNTs

are mostly metallic or narrow-gap semiconductive. With highly localized frontier molecular or-

bitals, the exo-doped SWCNTs are better electron donors than the corresponding endo-doped ones.

As the dopant TM changes from Sc to Zn in the same row of the periodic table or from the top to

the bottom in the same Pt group, the energy of the highest occupied crystal orbital of the TM-doped

SWCNTs decreases, indicating a reduced electron donating ability. The TM-doped SWCNTs were

also found to exhibit similar properties for dopant atoms within the same Pt group.

Though not all the TMs were examined, one can conjecture that the endo second and third row

TM doped SWCNTs should be even much less stable than their exo-doped counterparts, as demon-

strated by the study of Ni, Pd, and Pt doped CNTs. This conjecture roots in the fact that the energy

and radius di erences between 4s and 3d orbitals for the first TM row are generally larger than that

between 5s and 4d or 6s and 5d orbitals for the second and third TM rows, respectively. To under-

stand the energy di erence between the endo- and exo-doped CNTs extensively at a quantitative

level, theoretical calculations involving more transition metals and carbon nanotubes of other sizes

will be carried out by other members in our group.

In this study, endo-TM doped CNTs proved to be always less stable than their exo doped coun-

terparts, but the door to functionalizing the SWCNTs interiorly is not shut completely because other

than doping single TM atoms interiorly, the interior adsorption of Co in the (8,8) SWCNTs2 proved

to be more stable than the exterior adsorption. In addition to this, functionalizing SWCNTs inte-

riorly can also be achieved by attaching bulky groups to the dopant or adsorbate inside nanotubes

so as to prevent their outward configurational inversion. There can be more mean to functionalize

nanotubes on the interior.

In Chapter 4, interactions between atomic Pt and pristine or Stone-Wales-defected (5,5) single-

walled boron nitride nanotubes (BNNTs) were studied using density functional theory (DFT) with

truncated nanotube models. The atomic Pt adsorption on the pristine BNNTs results in a relatively

constant adsorption energy of about 20 kcal mol regardless of adsorption site, which implies the

possible mobility on the outside surface of pristine BNNTs. On the other hand, the Pt is preferably

absorbed around the defect site of a SW defected BNNT. By alleviation of the geometric strain and

the frustrated direct B B bond, the Pt can be favorably inserted between the frustrated B B bond,

with an adsorption energy of about 60 kcal mol. But this adsorption energy decreases drastically

to about 20 kcal mol even if the adsorbate Pt atom moves only several bonds away from the B B

bond. This indicates the Pt will be eventually trapped in the defect site if a SW defect site exists in

122



a BNNT. Electronic structures were studied by analyzing the density of states (DOS) and frontier

orbitals of these systems. The Pt atom can modify the electronic structures of pristine and SW-

defective BNNTs by introducing Pt states into the nanotube band gaps and can thus make these

nanotubes mildly more reactive. In comparison, the Pt atom filling into a B or N single vacancy on

a BNNT changes the electronic structure of the vacancy-defected BNNT so dramatically that the

Pt-doped BNNT becomes semiconducting with much improved reactivity.

Based on this study, the finetuning of the reactivity of the absorbed Pt atom can be achieved

through introducing various defect sites, such as Stone-Wales defect, single-vacancy defect, into a

pristine BNNT.

From the above three studies, the Pt atom introduced to the small gold clusters and nanotubes

usually use its outmost 6s orbital to form chemical bonds with the hosting systems. Therefore, the

HOMOs of the adsorption or doping products are mainly composed of 5d orbitals of the Pt atom.

Similarly, the HOMOs of the TM doped CNTs are mainly constituted by the valence d orbitals of

the transition metals. Introducing TM atoms in these hosting systems typically results in localized

HOMOs and enhanced regioselective electron donating abilities.

Moreover, some Pt-modified systems exhibit tunable electron donating abilities. This is very

important for some reactions catalyzed by TM atoms and TM compounds, especially for some

multi-step reactions that involve binding and unbinding between the intermediates and TM cata-

lysts. Based on several studies here, the finetuning of the reactivity of the absorbed Pt atom is

accessible by loading Pt to di erent sites of some hosting systems.

Besides several potential applications of the Pt modified systems revealed here, there is also a

trend observed that can be predicted by a principle in conceptual DFT—the maximized hardness

principle (MHP), which states that the hardness (approximately proportional to the HOMO-LUMO

gap) tends to increase as analogous molecules become more stable. In Chapter 2, the largest hard-

ness values is often accompanied with the most stable N2 O2-cluster complexes, and the hardness

value is lowered gradually along with the decrease of the stability for the same isomer. The same

trend is also found in the case of Pt atom absorption onto pristine and SW-defected BNNTs: as the Pt

is trapped between the two boron atoms, which is the most stable adsorption complex, the HOMO-

LUMO gap of the absorption adduct reaches its maximum and the hardness becomes smaller when

Pt moves to other less favorable sites.

In Chapter 5, in collaboration with Prof. Donald G. Fleming, a theoretical study of muon (Mu)

hyperfine coupling constants (HFCCs) was carried out to assign structures and to reveal the physics

relevant to temperature-dependent HFCCs.

We have studied HFCCs of the radicals produced by muonium (Mu) addition to butene isomers

(1-, 2-, and iso-butene) by first-principles calculations. The equilibrium geometries and HFCCs for

muons and protons of these muoniated butyl radicals and their proton isotopomers were obtained

at the spin-unrestricted MP2 EPR-III and B3LYP EPR-III levels of theory. Based on comparisons

with experiment, the muon adducts are believed to be eclipsed radicals. A C Mu bond elonga-
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tion scheme that stretches the equilibrium C H bond length by a factor of 1.076 was exploited

to estimate the vibrationally corrected muon HFCCs. Calculated HFCCs were used to assign ex-

perimental HFCCs of the muoniated radicals discussed in the companion experimental paper. In

comparison with the B3LYP method, the MP2 method is more reliable in predicting the equilibrium

conformations according to the experimental results. In many cases, B3LYP calculations yielded

much higher muon HFCCs at 0 K that agree better with the experimental HFCCs extrapolated to

0 K than MP2 calculations. This better agreement is likely due to error cancellations, which makes

up for the vibrational and environmental e ects not included in both calculations. The electronic

contributions to torsional barriers were also calculated in comparison with the barriers determined

phenomonologically in the companion experimental paper. The temperature dependences of the

muon and proton HFCCs were also discussed at a qualitative level. The reason for the discontinu-

ities appeared in the temperature-dependent HFCC plot were also rationalized qualitatively.

Though first order and partial second order vibrational corrections can be obtained by using the

average geometry scheme, the rest of second order and higher order corrections are still at large

and usually cause up to 10% di erence between theoretical predictions and low-temperature ex-

perimental observations. Perturbation theory has shown some power for calculating up to second

order corrections and in principle can be used for higher order corrections. Nevertheless, to ob-

tain the first and second order corrections requires many extra single point calculations that are

only realistic for small molecules. Further thermal corrections can also be calculated using per-

turbation theory together with the Maxwell-Boltzmann formula to account for thermally excited

populations. Further work is still desired to reveal how the vibrational and thermal corrections

a ect (temperature-dependent) HFCCs.

Another mystery that remains is the role of the environmental, which was believed to be re-

sponsible for the discontinuities of the temperature dependent HFCCs for some muoniated butyl

isomers. Because of the lack of solid state parameters of the precursor alkenes and the large de-

mands in the calculation of liquid phase using explicit solvation models, it is very hard for us to

explain which e ect is mainly responsible for these discontinuities by using contemporary theoret-

ical methods, not to mention that we are short of tools for calculating vibrational and environment

corrections simultaneously at an acceptable cost.

Overall, even a qualitative explanation of the temperature-dependent HFCCs still needs large

amounts of computation that can treat the electronic, vibrational, thermal, and environmental e ects

at the same time. Moreover, non-Born-Oppenheimer behaviors can also complicate the situation.

Therefore, there is still much work to do to achieve a quantitative understanding of temperature-

dependent HFCCs of muoniated radicals.

As a secondary study to the HFCC calculations, the sec-butyl torsional PES was studied in

Chapter 6. First-principles calculations were carried out to investigate the torsional potential energy

surface (PES) of the sec-butyl radical. All methods based on wave function theory predict a cis-

like stable conformation with the C C C C dihedral angle of about 47 , in addition to two more
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energy minima: the global minimum trans-like conformation and a gauche conformation. Most

popular density functional theory (DFT) approaches miss the experimentally observed cis-like con-

formation. However, some DFT methods that incorporate the exact exchange and asymptotically

corrected correlation functionals can locate the cis-like conformation successfully. The basis-set ef-

fect was also analyzed with popular B3LYP and MP2 Hamiltonians. Upon changing the basis sets,

we only observed some moderate variations in the shapes of the PES profiles. The stationary struc-

tures and their Hessians were calculated at both MP2 and B3LYP levels of theory, with or without

incorporating the zero-point vibrational energies. Consistent with the experiment observations, the

cis-like conformation is more stable than the gauche one upon the zero-point correction.

The electronic internal rotation about the C C bond in an ethyl radical was calculated to be

0.17 kcal mol, one order of magnitude smaller than the ethane internal rotation barrier, which is

already small and whose physical nature is still under debate. High-level correlated calculations,

such as at CI and CC levels, should be used to verify the real torsional PES. However, for practical

calculations with limited computational resources, in addition to the MP2 method that was found to

be adequate for the PES study of sec-butyl radical, DFT with exact-exchange incorporated exchange

functionals and have asymptotic behavior corrected correlation functionals can be another choice.

From the above two chapters, it can be seen that theoretical tools are quite useful and sometimes

crucial in explaining experimental results. The sole knowledge of experimental muon or proton

HFCCs can only provide local spin charge distribution information. To get a complete view of the

system, the experimental HFCC information must be used together with other techniques, in this

case, theoretical calculations to assign the structures and reveal the physics behind the experimental

results.
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pristine endo-Sc-doped exo-Sc-doped endo-Ti-doped Ti exo-Ti-doped

endo-V-doped exo-V-doped endo-Cr-doped exo-Cr-doped endo-Mn-doped
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exo-Mn-doped endo-Fe-doped exo-Fe-doped endo-Co-doped exo-Co-doped

endo-Ni-doped exo-Ni-doped endo-Cu-doped exo-Cu-doped endo-Zn-doped
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exo-Zn-doped endo-Pd-doped exo-Pd-doped endo-Pt-doped exo-Pt-doped

Figure A.1: Band structures for pristine and doped (5,5) SWCNTs. For spin-unsaturated systems, the left panel is for spin and the right panel,
spin.
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