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Abstract

Room temperature ionic liquids (RTILs) are pure, organic salts, that are liquid at ambient

temperatures. RTILs are highly customizable, with a wide choice of ion types and varying

substituents. The customizability of RTILs also poses the greatest challenge, rational design

of liquid properties from molecular structure.

The influence of RTIL ion characteristics on liquid structure and transport properties is

systematically investigated employing molecular dynamics simulations. The characteristics

investigated include size disparity, ion charges that are displaced from the center of mass,

and variation of the cation-anion charge separation σ′+−. Different simple spherical ionic

liquid models are developed that isolate each of these characteristics.

Statistical mechanical analysis shows that more size disparate models have decreased

coordination numbers, the diffusion coefficients and electrical conductivity increase, and the

viscosity decreases. The effects of size disparity can be canceled to a large extent by decreas-

ing σ′+−. An increasing displacement of the ion charge leads to the formation of directional

ion pairs of increasing strength. Weak pairing results in non-uniform ion distributions and

reduced caging, with similar liquid property trends as size disparate systems. A large charge

displacement and short σ′+− leads to increasing numbers of strong, long-lived directional

ion pairs that dominate the liquid behavior. Increasing viscosities and decreasing electrical

conductivities are observed in this regime. The temperature behavior of the ionic liquid

models deviates from linear Arrhenius behavior, especially for the conductivity. The rela-

tionship between diffusion and viscosity conforms to the fractional Stokes-Einstein equation.

The qualitative conclusions of our calculations suggest the utilization of ions with moderate

charge displacement, and large size disparities, for desired low-viscosity RTILs with large

ion mobilities.

Mixtures of water with ionic liquid models generally show increased diffusion coefficients

and electrical conductivities, and decreased viscosities. The increased mobility of the ions

can be mainly ascribed to dynamical effects due to light water replacing heavy ions in the ion

coordination shell. We observe deviating behavior when water can form strong, directional

interactions with at least one ion, in the case of small, or of strongly charge displaced ions.

In both cases the viscosity increases with increasing water concentration.
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Chapter 1

Introduction

The objective of this thesis is to understand how the structural and transport properties

of room temperature ionic liquids (RTILs) are influenced by the fundamental molecular

characteristics of the constituent ions.

This thesis is organized into a Chapter to introduce the motivation and subject matter,

followed by four Chapters describing the research performed, and finally a conclusion and

outlook on further work that is motivated by the results of this research. The method and

computational approach are discussed in the Appendix.

The introductory Chapter 1.1 gives a basic overview of ionic liquids, their structure,

physical, and chemical properties and some examples for RTIL applications. In Chapter

1.2, an overview of present knowledge is presented on the influence of molecular structure on

RTIL properties, and on their mixture properties. In Chapter 1.3, a brief outline is drawn of

some computational approaches for the simulation of RTILs. Finally, Chapter 1.4 discusses

the present computational approach and the choice of basic ionic liquid characteristics

investigated.

1.1 Introduction to Room Temperature Ionic Liquids

RTILs are fascinating substances of increasing importance in academic research and in in-

dustry. RTILs are pure salts, formed of organic cations and inorganic or organic anions.

In contrast to inorganic, crystalline salts, such as common table salt, RTILs are liquid at

ambient temperatures, displaying melting points that are lower than those of inorganic salts

by one to two orders of magnitude (on the Celsius temperature scale). Common RTILs melt

between 100 and minus 100 degree Celsius.
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Figure 1.1: Chemical structure of various room temperature ionic liquid cations: imida-
zolium (1), pyridinium (2), piperidinium (3), pyrrolidinium (4), ammonium (5) and phos-
phonium (6) cations.

Some common RTIL cations are shown in Fig. 1.1: imidazolium (1), pyridinium (2),

piperidinium (3), pyrrolidinium (4), ammonium (5) or phosphonium ions (6) are commonly

used. The RTIL anions are often simple inorganic ions, for example halides, tetrafluorob-

orate (BF−
4 ) or hexafluorophosphate (PF−

6 ), but in current practice often larger organic

ions are selected such as tosylate (CH3 C6H4 SO−
3 or TsO−), dicyanimide ((NC)2N

−), tri-

fluoromethanesulfonate (CF3 SO−
3 or TfO−), bis(trifluoromethanesulfonyl)amide (Tf2N

− or

(CF3 SO2)2 N−), and others. New ion choices can be made to meet specific RTIL property

targets, for example different azolium(+) and azolate(-) ions (five membered rings with 2-4

nitrogen atoms in the ring) were suggested for the production of energetic materials [1].

Amino acids were proposed as functionalized cations or anions for low cost, biodegradable

RTILs [2, 3].

1.1.1 Ionic Liquid Properties

The general RTIL properties that are thought to be of capital importance are a negligible

vapor pressure, excellent thermal stability, low flammability, an ability to conduct electric-

ity, and strong and selective solubilities of other substances. One major disadvantage for

chemical reactions in RTILs is that they generally have high viscosities, on the order of two

magnitudes higher than organic solvents. This leads to slow mechanical mixing and slower

reaction rates. These fundamental trends in RTIL properties can be mainly attributed to

the strong Coulombic interactions among the ions [17–19], but large variations exist for
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different types of ion combinations. For instance, the solvation behavior and miscibility

of RTILs varies widely [20, 21]. It was observed that many RTILs are hygroscopic, both

hydrophilic (for example 1,3-dimethylimidazolium (Fig. 1.1, 1) with halogen, NO−
3 or TfN−

anions), and hydrophobic RTILs (for example 1,3-dimethylimidazolium with PF−
6 or Tf2N

−

anions) [22, 23].

1.1.2 Utilization and Applications

RTILs are of importance in various research areas and have been proposed to improve di-

verse applications. They are used as reaction media, for surface modifications and synthesis

of nanoparticles [4, 5], as catalysts [6], for chemical separation technology, and as sensors

[7]. RTILs are utilized in electrochemical processes for deposition of metals and alloys, in

electrosynthesis, and in a variety of electrochemical devices such as fuel cells, dye sensitized

solar cells, batteries and double-layer capacitors [8–11]. Due to their ability to dissolve the

bio-renewable resource cellulose, specific RTILs are employed in cellulose processing such

as the production of fuel from biological sources, spinning of cellulose fibers and recycling

of cellulose waste such as tissue paper [11–13]. Another promising application of RTILs

is as lubricants and hydraulic fluids [14, 15]. Mostly these applications are not yet com-

mercialised, but promise to be of great interest to industry. The first commercialisation

of RTILs was the BASIL process (Biphasic Acid Scavenging utilizing Ionic Liquids) by the

company BASF in 2004 [16], other large scale chemical production plants are in current

use.

1.1.3 Environmental Acceptability

RTILs are also praised as new, more sustainable alternatives to commonly used organic

solvents. There are several arguments for the environmental compatibility of RTILs. The

negligible vapor pressure of RTILs eliminates one pathway of environmental release and

reduces inhalative exposure of workers [24]. The low flammability lowers the risk of fast,

exothermic oxidations in case of an accident [24]. Until recently, RTILs were thought to

be relatively non-toxic, but recent studies have shown that environmental compatibility
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strongly depends on the choice of RTIL ions [24–26]. Furthermore, RTILs can be recycled

in a number of different ways [27], for example through biphasic separation, membrane

separation, washing with liquids or gases, distillation or electrodialysis.

1.2 The Influence of Ion Characteristics on RTIL Liquid

Properties

Because the choice of constituting ions is so crucial to the resulting RTIL properties, the

following paragraphs give an overview of present knowledge on the influence of molecular

shape and functionality on a selection of RTIL properties.

1.2.1 Melting Point

In general, ionic liquids with exceptionally low melting points consist of a combination of

large anions and cations that have a diffuse distribution of charge, and that have weak

intermolecular interactions (such as the avoidance of hydrogen bonds) [6]. The melting

points of RTILs are also lowered by lengthening the alkyl side chains of the cation [28, 29],

and by choosing asymmetric ions to prevent orderly packing into crystal structures [4, 30].

The general correlations of molecular structure to melting point described above can be

contradicted by particular RTIL types. In some imidazolium RTILs the elimination of a

hydrogen bond, by exchanging a hydrogen for a methyl group (R′ in Fig. 1.1, 1), leads to

an increase in melting point [22, 31, 32].

Many RTILs form glasses upon cooling. Glasses can be classified as ‘strong’ or ‘fragile’,

depending on their dynamical behavior close to the solidification point [33]. The dynami-

cal behavior of strong glasses follows an Arrhenius temperature dependance when plotted

as the logarithm of viscosity versus Tg/T (where Tg is the glass transition temperature).

Fragile glasses display non-Arrhenius temperature dependances. Glass-forming RTILs can

also be classified in this way, and these concepts may aid in understanding the link between

molecular structure, interactions and fluidity of RTILs [34, 35]. In this work, we are gen-

erally far from the glass transition temperature and we have not attempted to investigate
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these concepts.

1.2.2 Shear Viscosity

Research on the shear viscosity of RTILs has mainly focused on the substituents of the ions.

(In the subsequent document, whenever the term “viscosity” is used, this term denotes

the shear viscosity.) Ions that form a stronger hydrogen bonding network through their

substituents have increased viscosities [6, 8, 22]. Longer or more numerous alkyl side chains

on the cation [8, 28, 36], and fluorination and lengthening of anion substituents [6, 22]

increase van der Waals interactions and so viscosity. Flexibility introduced into the cation

side chains reduces RTIL viscosity [6, 22, 37]. It has been reported that anions with an

asymmetric molecular shape have especially low viscosities [4]. Pyridinium salts (Fig. 1.1,

4) were found to be slightly more viscous than imidazolium salts (Fig. 1.1, 1) [36]. The

viscosity of ionic liquids is reported to be strongly dependant on the temperature, with

viscosity changes up to 20% for a change of 5 K close to room temperature [6, 8]. Addition

of a small amount of organic solvent or water (as an impurity) strongly decreases viscosity

[6, 36], necessitating a strict control of water levels when measuring the viscosity of RTILs.

Halogen impurities, such as chloride originating from RTIL synthesis, can increase the liquid

viscosity [36]. Finally, as an exception to the trends reported in this paragraph, replacing

a hydrogen for a methyl group on an imidazole carbon that is commonly able to hydrogen

bond (R′ in Fig. 1.1, 1), leads to an increase in viscosity [22]. The most likely explanation

for this phenomenon is that the hydrogen bonding disturbs the uniformity of Coulombic

interactions [38].

1.2.3 Electrical Conductivity

Pure RTILs are moderate to poor electrical conductors, of similar strength to solutions

of inorganic electrolytes in organic liquids, one order of magnitude smaller than aqueous

inorganic electrolytes [8, 9]. The electrical conductivity is limited by the number of charge

carriers per unit volume and their mobility. Due to large ion sizes and strong interac-

tions among the ions, diffusion in ionic liquids is hindered [8, 39, 40]. The number of
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charge carriers is effectively reduced through correlated motion of ion pairs or larger aggre-

gates (aggregation and pairing can also increase the vapour pressure of RTILs) [19, 39–43].

Lengthening of the cationic alkyl side chains decreases the conductivity through increased

interactions among the ions [28]. In general, 1-alkyl-3-methylimidazolium (Fig. 1.1, 1)

ions have larger electrical conductivities than N,N-dialkylpyrrolidinium (Fig. 1.1, 4) than

tetraalkylammonium ions (Fig. 1.1, 5). This is attributed to shape; flat, disk-like ions being

more mobile than tetrahedral ions [8]. Conductivity can be improved by mixing different

ionic liquids, or by adding water or organic solvents [8, 9]. RTILs have wide electrochemical

windows, meaning that they do not degrade within a large voltage range [8, 39]. This is an

important prerequisite for a solvent in which electrochemical reactions are conducted.

1.2.4 Impurities and Mixtures

Mixing of RTILs with other substances reveals their complicated, widely varied physical be-

havior. Solvation of solvatochromic and fluorescent molecular probes (such as Reichardt’s

betaine dye, nile red or pyrenes) in RTILs exemplifies this. Solvation was found to depend

on molecular ion sizes, strength of Coulombic interactions, electrical polarizability, dipole

interaction strength, hydrogen bonding acidity or basicity, and ability to form aromatic π

interactions [21, 42, 44–46]. Some RTILs show surfactant-like behavior, the charged groups

and the non-polar alkyl substituents aggregate in separate domains [47]. These types of

RTILs are inhomogeneous solvents, where the length scale of the heterogeneity depends on

the alkyl substituent length and is temperature dependant [48]. Accordingly, some RTILs

can display “dual” solvation behavior towards both polar and non-polar compounds, which

accumulate in the respective domains of the heterogeneous ionic liquid [46, 49]. Some imi-

dazolium RTILs are reported to form three dimensional polymeric supramolecules through

hydrogen bonds [50]. The introduction of other molecules leads to disruption of the network

to the formation of smaller structures, triples, contact ion pairs, and finally single solvated

ions [50].

Mixtures of RTILs with water are extensively studied, most RTILs are hygroscopic,

even those that are largely immiscible with water [23, 43]. The miscibility with water is
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largely determined by the anions, forming anion-water complexes [43, 44]. Miscibility can

be temperature dependant [51]. Even a small amount of water (or other solvents) strongly

decreases the RTIL viscosity and increases the electrical conductivity [52, 53].

Mixtures of RTILs with different organic solvents have been studied. Saturated hydro-

carbons have low solubilities in RTILs, that increase with the length of the alkyl substituent

of the RTIL cation [21, 44, 53]. RTILs often have asymmetric miscibility gaps with organic

solvents, where the ionic liquid is able to dissolve much more of the molecular solvent, than

the solvent can dissolve RTIL molecules [43]. An advantage of ionic liquids is their gener-

ally high densities, which facilitate rapid phase separations with conventional (low density)

solvents [21].

The solubility of gases in RTILs strongly depends on the type of interactions the gases

can have with the RTIL ions. Gases with weak dispersion interactions are little soluble

(H2 < O2 < CH4 < C2H6), gases with quadrupole moments are more soluble (ethene, CO2),

and polar gases are very soluble (SO2, water vapor) in RTILs [43]. It has been observed that

ionic liquids display almost no volume expansion upon the addition of CO2, indicating that

the RTIL structure is only slightly disturbed. CO2 inserts into gaps of the RTIL structure,

coordinating mainly to the anions [43, 54].

1.2.5 Opportunities and Challenges

In summary, the main advantage of RTILs is the customizability of their liquid properties

through combining a wide choice of different ion types, and by attaching different (func-

tionalized) side chains to an ion “base”. On the other hand, this also poses the greatest

challenge of RTILs. In order to design RTILs rationally one needs to be able to predict the

macroscopic liquid properties from the molecular structure of the ions.

7



1.3. Computer Simulations of Ionic Liquids

1.3 Computer Simulations of Ionic Liquids

Computer simulations are an ideal tool for studying RTILs because a direct connection can

be drawn between the molecular structure and macroscopic properties. In this way, com-

puter simulations can assist in the molecular interpretation of experimental observations.

Computer simulations can explore changes in model systems systematically and can probe

extreme physical conditions. Computer simulations can also be used to test theoretical

models and to make predictions based on these models, linking theory and experiment.

Many different simulation approaches have been applied to ionic liquids, each with its lim-

itations, and consequently simulation results must be interpreted carefully. The following

paragraphs give an overview of some different computational methods that have been ap-

plied to pure RTILs and RTIL mixtures, arranged by scale from quantum chemical, to

atomistic, to coarse grained simulation methods.

1.3.1 Quantum Chemical Calculations

Quantum chemical calculations are able to probe the electronic structure of RTILs. They

have been used to develop intramolecular interaction potentials for molecular simulations

[55–57], and to determine the charge distribution and polarizablility of RTIL molecules

[58, 59]. Correlations were found between the interaction energies of gas phase ion pairs

(and ion pair dimers) and melting points [60, 61], viscosity and vapor pressure [62, 63], and

conductivity and ion mobility [18]. It has been determined that the main contributor to the

ion pair interaction energy are the electrostatic Coulombic attractions [18, 64, 65]. Some

studies found that hydrogen bonds [18] or charge transfer complexes [64] contribute little

to the stabilization energy of 1,3-alkylimidazolium ionic liquids, whereas dispersion and

induction interactions are not negligible [18, 65]. Several quantum chemical studies have

suggested that hydrogen bonding in RTILs is of great importance to the (experimentally

determined) transport properties [31, 32, 38, 66–69].

The inherent disadvantage of quantum chemical calculations to the goal of clarifying

the relationship between molecular structure and RTIL properties is the limited scope of
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quantum chemical calculations to one (or a few) ion pairs. The transfer of conclusions from

ion pair calculations in the gas phase to the dense liquid phase must be made with care.

1.3.2 Atomistic Simulations

Atomistic simulations generally use empirically developed force fields to determine the equi-

librium and dynamical properties of a system of molecules. The advantage of these atomistic

simulations, in comparison to quantum mechanical calculations, is the simple additivity of

the molecular interactions, speeding up the calculations and facilitating long simulation se-

quences. Simulations of ionic liquids mostly use either all atom or united atom force fields,

the latter model treats some CH2 and CH3 groups as single atomic units.

The structure and the thermodynamic properties of ionic liquids have been investigated

by several atomistic simulation studies, probing the orientation of the ions [70–72], and the

influence of anion size and alkyl side chain length [73, 74]. Long alkyl side chains, containing

more than four carbon atoms, have been observed to result in the formation of structural

heterogeneity due to tail aggregation and clustering of counterions [75–78].

The direct calculation of transport properties such as viscosity and electrical conduc-

tivity in RTILs is difficult because of long-time correlations that lead to large statistical

uncertainties, especially close to glass formation temperatures [57, 76, 79–81]. Often, the

viscosity and electrical conductivity are estimated from the diffusion coefficients, few re-

searchers have obtained the viscosity [82, 83], or the electrical conductivity [79, 82–84] from

the fundamental Green-Kubo relations (see Appendix A.3.2). Very long simulation times

are needed, and accordingly the simpler united atom models have often been employed to

calculate transport properties. The accuracy of all-atom versus united atom models [77, 79],

rigid versus flexible models [83], of polarizability of RTIL molecules [70, 85], and the influ-

ence of different partial charges on RTIL ions [86, 87] have been tested. All these factors

were found to play a role in determining RTIL structure, and especially the dynamical

properties. Accordingly, the results of atomistic simulations depend critically on the qual-

ity of the force field employed. The influences of anion type and alkyl side chain length of

imidazolium RTIL on diffusion coefficients, viscosity, and electrical conductivity have been
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investigated [69, 83, 84, 88–90]. Often, strong correlations among ions have been found,

such as ion pairs or clusters [79, 82, 85, 91], resulting in relatively low conductivities of

RTILs in comparison to the expected electrical conductivity calculated from their diffusion

coefficients through the Nernst-Einstein equation (see Appendix A.3.2).

The majority of RTIL atomistic simulations is on the structure, thermodynamic and

transport properties of imidazolium cations with plain alkyl substituents. Few studies

examine other RTIL types, such as pyrrolidinium RTILs [85] or imidazolium RTIL with

ether [92], and amino [67] functionalities. Other work investigates RTIL gas-liquid and

RTIL-water interfaces [56, 93–98, 100], confined liquids between electrodes [56, 99, 101, 102],

solutes in RTILs, and RTIL solvent properties [45, 56, 104–109].

Another area of atomistic simulation research is that of RTIL mixtures with water,

alcohols, aromatic compounds, or gases. RTIL diffusion coefficients increase and viscosity

decreases with the addition of water or alcohols [110–113]. Water and alcohol molecules

interact mainly with the small RTIL anions [103, 111, 113–118], cation-anion and water-

water interactions are also of importance, cation-water, and ion-coion interactions were

found to be weak [116]. RTILs with long alkyl side chains were observed to change their

structure upon dilution, from ordered ionic headgroups and aggregated tails in RTIL rich

mixtures, to micelle formation, and finally to disordered ions in water [115]. The aggregate

size and structure were found to strongly depend on the side chain length of the cations

[119].

Organic solvents, such as aromatic compounds and alkenes, on the other hand, prefer-

ably interact with the cation through its alkyl substituents or aromatic ring interactions

[120, 121]. The mixture segregates into polar and non-polar structures, which can result

in the formation of drops and chains of RTIL surrounded by organic solvent [122]. The

addition of moderate amounts of non-ionic solvent decreases the viscosity and increases the

electrical conductivity, whereas a high amount of non-ionic solvent decreases the electrical

conductivity [122] due to a decreasing density of charge carriers. A study of mixtures with

acetonitrile shows the same trends for transport properties upon dilution [123].

The addition of gases to RTILs has also been studied in simulations, especially the
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addition of CO2. CO2 was found to be far more soluble in RTILs than other gases, for

example nitrogen or oxygen [124, 125]. Upon addition of CO2 the volume of the RTIL-CO2

mixture stays nearly constant, whereas the density increases [54, 126]. Little structural

change is observed, CO2 inserts into the free volume of the RTIL network, interacting

mainly with the anion [54, 124, 127]. At high CO2 concentrations, the alkyl side chains

were observed to extend, and the cation-anion distances increased slightly [127]. Addition

of CO2 to amine functionalized RTILs leads to an increased number of hydrogen bonds and

a strong increase in viscosity and decrease in ionic diffusion coefficients [126].

1.3.3 Coarse Graining Approach

In the coarse graining technique several (typically three) heavy (non-hydrogen) atoms are

combined into one united particle bead, greatly simplifying the molecular structure. The

coarse graining parameters are chosen to reproduce the structure (for example radial distri-

bution functions) of a particular RTIL at a specific temperature, density and composition.

Coarse grained simulations are much more efficient and faster than atomistic simulations

and accordingly processes that take place across large spatial and temporal scales can be

investigated. On the other hand, they can suffer from transferability due to fitting of the

effective pair potential to a specific state. Coarse grained models sometimes exhibit faster

translational and rotational timescales, and so it may not be possible to quantitatively

predict the dynamical properties [128, 129].

Coarse graining simulations of RTILs found tail group aggregation, the formation of

non-ionic domains, and so spatial heterogeneity [130–133]. Aggregation into micelles was

observed in aqueous solution [134]. Furthermore, gas-liquid interfaces of RTILs were sim-

ulated, again separation of non-polar and ionic domains was observed, with alkyl groups

pointing from the surface into vacuum [132, 135]. A comparison was made between molec-

ular dynamics simulations of all-atom and coarse grained models of ion velocities and elec-

trical conductivity in high electrical fields [136]. The coarse grained simulation was found

to produce less accurate results, but was significantly faster, and so simulations with large

numbers of particles are feasible.
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1.3.4 Progress and Limitations of Ionic Liquid Simulations

In summary, computer simulations of RTILs have been used to good effect to gain new

insights into the details of molecular orientation and structure in ionic liquids. The impor-

tance of different RTIL molecular interactions, and the effects of some molecular features

on macromolecular RTIL properties have been determined.

On the other hand, the system size of quantum mechanical calculations, and the approx-

imations and fitting of force field parameters of atomic and coarse grained simulations, can

lead to doubts about the applicability of some of these results. This argument is supported

by the sometimes contradictory results of some simulations. Even though many studies

closely mimic particular RTILs down to atomic or even electronic level, they still cannot

reproduce the transport properties accurately. The strong correlations of ions, and accord-

ingly slow dynamics and long-time correlations, result in problematic transport property

calculations with large uncertainties. Some studies provide little value because they simply

provide a comparison of calculated to experimental properties, with few new insights. We

note a lack of systematic approaches to study the effect of specific molecular features on

RTIL liquid properties.

1.4 The Present Approach

1.4.1 Choice of RTIL Ion Characteristics

We try to approach the challenge of predicting RTIL properties from characteristic molec-

ular features in a very systematic way. First, we identify molecular characteristics that

distinguish RTILs from molten salts. We isolate each molecular characteristic from other

factors by designing simplified, specific RTIL models that vary only in this molecular charac-

teristic. Then we explore the time evolution of the RTIL model systems through molecular

dynamics simulations (Appendix A.2), and through statistical analysis find the structure

and time dependant properties (Appendix A.3).

To identify some of the important molecular characteristics, we compare the structure of

high temperature molten salts with ionic liquids that melt at ambient temperatures. Com-
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Figure 1.2: Diagram of the size disparate ionic liquid model with constant counterion dis-
tance σ+−.

mon salts such as NaCl, KCl, CaSO4, CaCO3 or MgSO4 all consist of small inorganic ions.

Ionic liquids consist of much larger organic cations in combination with inorganic anions,

so RTILs often have large ion size disparities. Size disparity is the first molecular charac-

teristic that we investigate, the results are presented in Chapter 2. Using simple spherical

models that interact via Lennard-Jones and Coulombic potentials (for the computational

approach see Appendix A.1), we increase the size of the cation, while decreasing the size of

the anion at the same time. The simultaneous change ensures a constant distance of posi-

tive to negative charge centers σ+−, and we avoid changing the strong attractive Coulombic

interactions that have a large influence on ionic systems (see Fig. 1.2). Other factors are

also held constant, for example, reduced density (packing fraction) and mass.

RTIL cations also differ from simple inorganic cations of common salts in the distribu-

tion of their charge. Many ionic liquid cations consist of delocalized ring structures with

heteroatoms (usually nitrogen). Here the charge is distributed, not centered on a single

atom as in inorganic cations. For these cyclic cations and also for quaternary ammonium

ions with asymmetric substituents, the center of charge is not necessarily the same as the

center of mass. We chose this displacement of the charge as the second characteristic for

our investigation. Kobrak and Sandalow propose a theoretical framework for the treatment

of RTIL charge arms in their work, and show some examples of the influence of RTIL ion

13



1.4. The Present Approach

Figure 1.3: Diagram of the charge displaced ionic liquid model. The cation center of mass
is shown as a dot and the cation center of charge is depicted as +. The anion center of mass
and center of charge are at the same position (−). σ+− is the center of mass counterion
distance, σ′+− is the center of charge counterion distance and lq is the cation “charge arm”,
its center of mass to center of charge distance.

charge arms on liquid properties [137]. To isolate the charge displacement from all other

influences, we employ a model that consists of spheres of the same size, where the cation

charge is displaced from the center of the sphere, its center of mass (see Fig. 1.3 and

Appendix A.1.2). The investigation of the charge displaced model is described in Chapter

3.

We also investigate a combination of both models, with size disparity and charge dis-

placement, to determine the relative importance of these characteristics. This study also

highlights the important influence of variation in the cation-anion charge distance, and so

of the strong Coulombic attraction. These results are presented in Chapter 4. A schematic

overview of all simulation models used in this work is shown in Fig 1.4. ∗

There are many other influences worth considering that distinguish ionic liquids from

molten salts, for example shape (spherical versus disk- or rod-like), variation of substituents,

or more complicated intermolecular interactions due to delocalized charges, polarizability,

∗Note that different nomenclature has been used for the same models in subsequently published Chapters.
The nomenclature of each Chapter is described in the respective ”Models and Simulation Method” part,
and used consistently throughout each Chapter. Tables A.1-A.3 in Appendix A.4 summarize the different
nomenclatures used.
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directional hydrogen bonds, or varying strength of van der Waals interactions. These would

be interesting to investigate, but exceed the scope of this thesis. However, some of these

characteristics will be dealt with in future work of this group, which is described in more

detail in Chapter 6.3.

As water plays an important role on RTILs due to their hygroscopic nature, the final

investigation of this thesis considers the impact that water has on the liquid properties of

the above RTIL models. This investigation is described in Chapter 5.

1.4.2 Advantages of this Approach

Simulations of these relatively simple RTIL models provide several advantages in compari-

son to detailed atomistic models. Firstly, these models allow different molecular influences

to be decoupled, and so produce well-defined, and physically comprehensible results. The

qualitative importance of different molecular characteristics can be distinguished, and the

fundamental features that govern RTILs clarified. More complex models do not provide

explicit and coherent insights on the influence of single molecular features on the liquid

properties of RTILs. We note that even the simple models investigated in this work can

display astonishingly complex liquid behavior. Additionally, our models facilitate fast simu-

lations and accordingly enable us to carry out the long simulation sequences that are needed

to resolve the long time correlations and slow dynamics of ionic systems.
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Figure 1.4: Schematic overview of all simulation models. We label the charge-centered
and charge-off-center models “XCY” and “XOCY”, where X = σ+/σ− indicates the size
disparity, and Y = σ′+− (in Å) is the minimum distance between the cation and anion
charges.
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[71] C. Schröder, T. Rudas and O. Steinhauser, J. Chem. Phys. 125, 244506 (2006).
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Chapter 2

Structural and Dynamical

Properties of Ionic Liquids:

The Influence of Ion Size Disparity
∗

2.1 Introduction

Ionic liquids range from molten salts, consisting of simple inorganic ions, to room temper-

ature ionic liquids, which are composed of large organic cations, for example, quaternary

amines, imidazoles or other heterocyclic molecules and organic or inorganic anions [1–3].

There are many possibilities of assembling ionic liquids due to the variety of ions and the

variations in side chains of the ions. Room temperature ionic liquids are of importance

for two reasons. Firstly, they have very different properties than common organic solvents

and therefore are used as alternate solvents in chemical reactions. Secondly, they have the

advantage of flexibility, because the solvent properties can be adjusted by altering the ionic

liquid molecules, for example adding side chains or functional groups. Tuning can also be

achieved by changing the composition of ionic liquid mixtures.

The variety of ionic liquid building blocks is an advantage, but also brings difficulties

for researchers trying to tailor make new ionic liquids. For example, for use in chemical

or electrochemical reactions low melting points and viscosities are desired. However, it is

difficult to accurately predict ionic liquid properties from the molecular structure. Some

insight into ionic liquid properties has been gained. For example, as one would expect,

melting points are especially low for ionic liquids that are combinations of large anions and

∗A version of this chapter has been published. H. V. Spohr and G. N. Patey, “Structural and Dynamical
Properties of Ionic Liquids: The Influence of Ion Size Disparity”, J. Chem. Phys. 129, 064517 (2008).
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2.1. Introduction

large cations. Low molecular symmetry is also observed to decrease melting points [4, 5].

Viscosities tend to increase with the introduction of longer side chains and/or hydrogen

bonding groups [5, 6]. Furthermore, the viscosity of some room temperature ionic liquids

decreases strongly with increasing temperature [5, 6]. However, it is not yet possible to

draw a consistent picture that includes all molecular characteristics of ionic liquids.

Our objective is to find and separate the features of ionic liquids that govern their

solution properties. In contrast to many simulation studies of ionic liquids, which employ

all atom models, we focus on simpler model systems in order to isolate the influences of

different molecular traits. In this Chapter we employ molecular dynamics (MD) simulations

to investigate the importance of ion size disparity on structural and dynamical properties of

ionic liquids. In room temperature ionic liquids the cations are often much larger than the

anions. For example, quaternary amines have van der Waals radii of 2.8 Å for the smallest

Me4N
+, 4.13 Å for Bu4N

+ and even larger values for longer side chains [7]. Imidazoles and

other heterocyclic rings are of the same size or larger. In contrast, the van der Waals radius

of the chloride ion is 1.8 Å, the other halogenides and anions such as BF−
4 or PF−

6 have

radii of about 2.5 Å or smaller.

Previous investigations aimed at isolating the influence of particle size disparity on

structural and dynamical properties of liquids are relatively few. There have been studies

of melting in 2D Lennard-Jones (LJ) systems [8, 9], and of structure and dynamics in 3D

soft-sphere systems [10]. There have also been MD studies of structure and transport in

models of particular molten salts [11–13], but the size-disparity range of these models is

very limited, also several parameters are varied simultaneously, making it near impossible

to identify specific influences. One recent simulation study has focused on size disparity,

investigating a binary mixture of particles having a 5:1 size ratio and interacting through

Yukawa potentials [14]. No other size ratio was considered and only structural information

was reported. The main finding was that as the temperature was decreased, the large par-

ticles first crystallized onto a face-centered-cubic lattice while the small particles remained

fluid. The smaller particles crystallized upon further cooling.
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2.2. The Model and Simulation Method

Here we report structural and dynamical results for charged LJ particles. The size

disparity is varied systematically, while holding other model parameters fixed, so that the

influence of particle size disparity can be clearly identified and understood. The temper-

ature dependence of the transport properties is examined, and compared with experiment

wherever possible. The remainder of the Chapter is divided into three parts. The model

and simulation method are described in Chapter 2.2, the results are presented and discussed

in Chapter 2.3, and our conclusions are summarized in Chapter 2.4.

2.2 The Model and Simulation Method

We consider simple model ionic fluids characterized by the pair interaction

u(rij) = 4ǫij

[

(

σij
rij

)12

−
(

σij
rij

)6
]

+
qiqj

4πǫ0rij
, (2.1)

where ǫij and σij are the energy and length parameters of the LJ potential, qi is the charge of

the ion i (all ions are univalent), rij is the interionic separation, and ǫ0 is the permittivity of

free space. In the MD simulations the LJ potential is truncated and shifted in the usual way

to avoid discontinuity [15]. The LJ parameters for cross interactions are calculated according

to the Lorentz-Berthelot mixing rules. Periodic boundary conditions are employed and the

long-range Coulombic interactions are handled with Ewald sums [16, 17].

We are interested in isolating as far as possible the influence of ion size disparity on the

properties of ionic liquids. Therefore, we vary the cation and anion “diameters”, σ+ and

σ−, while holding as many other variables as possible fixed. To avoid obviously large effects

that would come through changing the strong cation-anion attraction, σ+− = (σ+ + σ−)/2

is held constant. The reduced density, ρ∗ = ρ+σ
3
+ +ρ−σ

3
− (this fixes the packing fraction) is

also kept constant by varying the sample volume. The ǫij parameters are held fixed and set

to the same value, ǫ, for all pair interactions, and the mass is taken to be a constant value

for all ions. The values of the parameters employed in our simulations are given in Table

2.1. Note that the σ+ : σ− ratio varies from 1:1 to 5:1 with σ+− = 5 Å for all systems.

The value of ǫ and the constant mass were selected to be roughly in the range one would
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expect for real ionic liquids, given the constraints imposed to better identify the influence of

size disparity. Of course, if one wished to model a particular ionic liquid these constraints

should be lifted, allowing the choice of more realistic parameters.

Ionic Systems σ+(Å) σ−(Å) U(kJ/mol) P (bar)

1 : 1 5.000 5.000 −445 −1679
2 : 1 6.667 3.333 −432 −1529
3 : 1 7.500 2.500 −415 −1121
4 : 1 8.000 2.000 −404 −881
5 : 1 8.333 1.667 −396 −740

LJ Systems σL(Å) σS(Å) U(kJ/mol) P (bar)

1 : 1 5.000 5.000 −27.7 3612
2 : 1 6.667 3.333 −25.1 2329
3 : 1 7.500 2.500 −22.7 1573
4 : 1 8.000 2.000 −21.5 1266
5 : 1 8.333 1.667 −20.6 1091

Table 2.1: σi is the LJ length parameter, U is the average configurational energy (standard
deviation < 0.6%), and P the average pressure (standard deviation < 0.5%). Also, in all
simulations, ǫ = 6 × 10−21J , the mass m = 1.99265 × 10−25kg, and the reduced density
ρ∗ = 0.8.

Most simulations were carried out with 216 ions in a cubical box of length L, but tests

were performed with 512 particles to ensure that our qualitative results were not strongly

size dependent. All short-range interactions were truncated at L/2, the Ewald inverse-length

parameter was set at 6.0/L, and wavevectors with k2 ≤ 50 were included in the Fourier

space sum. The equations of motion were integrated using a fifth order Gear predictor-

corrector algorithm, with a timestep of 2 × 10−15 seconds. Each system was equilibrated

with simple temperature scaling until equilibrium was achieved (usually runs of 2 ns were

sufficient). Four production runs each of 2 ns were then carried out under NVT conditions

at 1200K (unless otherwise specified), employing a Gaussian isokinetic thermostat [18].

Averages collected for each production run were used to estimate standard deviations in

the overall averages for the physical properties reported in this Chapter.

For comparison purposes, simulations were also carried out for LJ fluids obtained by

simply removing the ionic charges. The cations then become large LJ particles and the
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anions smaller ones. Comparing the LJ and ionic liquid results helps reveal the role played

by Coulombic interactions.

Diffusion coefficients are obtained employing the Einstein relationship [17]

Dα =
1

6
lim
t→∞

d

dt

〈

|rα(0) − rα(t)|2
〉

, (2.2)

where rα(t) is the position vector of an ion of species α.

The shear viscosity η is given by the Green-Kubo relation [17, 19]

η =
V

kBT

∫ ∞

0

〈Plk(0)Plk(t)〉 dt , (2.3)

where V is the volume, T the temperature, and kB the Boltzmann constant. Plk denotes

an off-diagonal element (l 6= k) of the pressure tensor defined by

Plk(t) =
1

V

(

∑

i

vil(t)vik(t)mi +
∑

i

ril(t)Fik(t)

)

, (2.4)

where the summation on i is over all particles in the simulation cell and vil, Fil and ril

denote the l components of the velocity, force, and position of particle i. In calculating

the elements of the pressure tensor for Coulombic systems, care must be taken with the

Fourier space contribution occurring in the Ewald sums. This requires special treatment of

the Fourier space contribution to the forces as described by Heyes [20] and others [12]. We

note that the average pressure, P , is obtained from the diagonal elements of the pressure

tensor

P =
1

3

∑

l

< Pll > , (2.5)

where the sum on l is over x, y, and z.

The static electrical conductivity is given by

σel =
1

3kBTV

∫ ∞

0

〈J(0) · J(t)〉 dt , (2.6)
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where

J(t) =
N
∑

i=1

qivi(t) , (2.7)

is the current.

2.3 Results and Discussion

Chapter 2.3 is divided into three parts. We first consider structural and thermodynamic as-

pects followed by a discussion of transport properties. Finally, we compare the temperature

dependence of the transport properties to experimental observations.

2.3.1 Structural and Thermodynamic Properties

Ion-Ion radial distribution functions are given in Fig. 2.1, and, for comparison purposes,

functions for corresponding LJ fluids are plotted in Fig. 2.2. In the cation-anion radial

distribution functions the first peak is at the same distance for all systems. This is mainly

due to the constraint that σ+− has the same value for all systems considered. The peak

height increases slightly from 4.4 for the 1:1 and 2:1 systems up to 4.9 for the 5:1 case.

This small effect likely arises because as the size disparity increases anions can more readily

approach the cation without hindering each other. The attractive Coulombic interactions

reinforce the effect of constant σ+−, pulling oppositely charged ions together as close as the

repulsive core interactions allow. In the LJ system (Fig. 2.2) the first peak shifts to slightly

longer distances and becomes broader reflecting the absence of strong attractive Coulombic

interactions.

The first peak of the cation-cation radial distribution function is shifted to larger dis-

tances for more size disparate systems. The peak position is 6.8 Å for the 1:1 system and

8.8 Å for the 5:1 case. Also, the peaks increase in height and become narrower. In the LJ

system the first peak of the large-large distribution function also shifts to larger distances

from 5 Å for 1:1 to 8.8 Å for 5:1. The peak positions shift roughly in accordance with the LJ

distance parameters (σ++(1:1) = 5 Å, σ++(5:1) = 8.3 Å). Comparing corresponding ionic

and LJ fluid results, we note that the position of the first peak for the large LJ particles is
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Figure 2.1: Radial distribution functions of ionic systems of different size disparity.
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Figure 2.2: Radial distribution functions of LJ systems of different size disparity.
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much smaller than that between cations (5 Å vs. 6.8 Å) in the 1:1 system, but essentially

the same for the 5:1 case (8.8 Å). The smaller cations in the 1:1 and 2:1 systems have strong

repulsive Coulombic interactions that push the cations apart, whereas the large LJ parti-

cles of the corresponding systems do not. For the larger cations the Coulombic interactions

are less important and the core repulsions dominate. Therefore the peak position for the

large cations is the same as that of the corresponding LJ particles. We do note that the

height of the first peak in the cation-cation function increases with increasing size disparity,

and actually exceeds that of the corresponding LJ function for size disparities of 3:1 and

larger. This is somewhat unexpected due to the Coulombic repulsion, and clearly reflects

the importance of anion-cation correlations in these strongly coupled systems.

In contrast with the cation-cation case, the anion-anion radial distribution functions

display a trend opposite that of the small LJ particles. For the small-small distribution

functions the first peak shifts to shorter distances with increasing size disparity, whereas the

first peak of the anion-anion distribution function shifts to longer distances, displaying the

same trend as the cation-cation radial distribution function. This suggests that the anion-

anion distributions are strongly influenced by anion-cation correlations, with the direct

anion-anion interactions playing a more minor role. The diffusion coefficients discussed in

Chapter 2.3.2 also indicate strong anion-cation coupling.

In this regard, it is interesting to consider the radial charge distribution function [21]

Q(r) = Q+(r) +Q−(r) = ρ [g++(r) + g−−(r) − 2g+−(r)] , (2.8)

where ρ = ρ+ = ρ−. Following Ref. [21] we plot the function rQ(r) in Fig. 2.3. We note

that for all liquids considered, this function displays the exponentially screened oscillatory

decay characteristic of strongly-coupled ionic systems, with significant charge ordering. The

screening length varies from ∼ 27.4 Å for the 1:1 case to ∼ 18.7 Å for 5:1. Thus, screening

becomes more effective with increasing size disparity.

The average potential energies and pressures are given in Table 2.1. The energy varies

smoothly from -445 kJ/mol for the 1:1 system to -396 kJ/mol for 5:1. We note that an
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Figure 2.3: Radial charge distribution functions of systems of different size disparity, plotted
as rQ(r).

increase in energy with size disparity is also found for the LJ fluid, although the magnitude

of the energy is much smaller in the LJ case. For the ionic fluids, the pressure increases

from the 1:1 to the 5:1 system (see Table 2.1), whereas a continuous decrease occurs for LJ

systems. Clearly, in the ionic systems the variation of pressure with size disparity appears

to be dominated by increasing Coulombic repulsion.

2.3.2 Transport Properties

Viscosity and viscosity variation with size disparity is of interest for ionic liquids. We

calculate the viscosity employing Eq. (2.3). The pressure tensor autocorrelation functions

and their integrals as a function of the upper limit time, tUL, are shown in Fig. 2.4. The

viscosity is obtained in the tUL → ∞ limit. All viscosities are plotted in Fig. 2.5. It

can be seen that the viscosities decrease with increasing size disparity. The viscosities

decrease strongly from 1:1 to 2:1 to 3:1, then the rate of decrease diminishes, and by 5:1 the
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Figure 2.5: Viscosities for ionic and LJ fluids as functions of size disparity. The triangles
represent results obtained with 512 ions. The error bars indicate one standard deviation.

viscosity appears to be approaching a limiting value. The viscosities of the LJ system are

approximately three times smaller, but also decrease with increasing size disparity. Thus,

size disparity decreases viscosity for fluids with or without charges, but the decrease is

stronger in charged systems. Results obtained with 512 ions are included in Fig. 2.5 for 1:1

and 5:1 systems. We note that the same trend is evident and, if anything, the 216 particle

system underestimates the decrease in viscosity with increasing size disparity.

The diffusion coefficients obtained from the mean square displacement through Eq. (2.2)

are shown in Fig. 2.6. Ionic fluid results are displayed on top, those for the LJ system on

the bottom. Some results obtained with 512 ions are included in the figure, and we note

that they lie close to the values obtained with 216 particles. For the 1:1 system the diffusion

coefficients of the cation and anion are obviously equal. For both ionic and LJ fluids, the

diffusion of the small particles is faster than that of the large ones, as one would expect. The

diffusion coefficients of both anions and cations increase up to size ratios of 3:1, but there
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Figure 2.6: Diffusion coefficients as functions of size disparity for ionic (Top) and LJ (Bot-
tom) fluids. The simulation results are compared with diffusion coefficients given by the
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values, respectively, obtained with 512 ions. The error bars indicate one standard deviation.
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are no substantial variations in diffusion coefficients for more size disparate systems. In

contrast, the diffusion coefficients of small LJ particles increase continually with increasing

size disparity, while those of large LJ particles remain nearly constant. In the ionic fluid

the motion of the positive and negative ions is clearly strongly correlated. This correlation

reduces the diffusion for both ionic species relative to the corresponding LJ system, but is

particularly important for the smaller anions in fluids with strong size disparity. The strong

anion-cation coupling is also evident in the behavior of the anion-anion radial distribution

functions, and in the radial charge distribution functions, as described in Chapter 2.3.1.

Further insight can be obtained by examining the diffusion coefficients given by the

Stokes-Einstein formula (stick boundary conditions) [19]

DST =
kBT

3πηdST
, (2.9)

where dST is the Stokes diameter of the particle. In our calculations we take this diameter to

be the LJ parameter σα. Of course, one could always find “hydrodynamic radii” that compel

Eq. (2.9) to yield correct diffusion coefficients, but this is not particularly instructive for the

present analysis. Also, the possible applicability of the so-called “fractional” Stokes-Einstein

relationship is examined in Chapter 2.3.3 when we discuss the temperature dependence of

the transport properties. Comparing the Stokes diffusion coefficients (Fig. 2.6, dashed

lines) to those obtained directly from simulations (Fig. 2.6, solid lines), we note that the

Stokes equation fails markedly for the small anions of the size-disparate systems. The slope

of the Stokes-Einstein diffusion coefficients of the cations is also smaller. In contrast, the

Stokes-Einstein formula performs relatively well for the LJ fluid (Fig. 2.6, bottom). This

behavior is not unexpected and is again an indication of the strong anion-cation correlations

that are not included in the Stokes-Einstein expression. In the LJ system the small-large

correlations are not as strong and the Stokes-Einstein results are much improved.

Additional insight into diffusion in the ionic fluids can be obtained from the velocity

autocorrelation functions plotted in Fig. 2.7. Of course, estimates of the diffusion coeffi-

cients can be obtained by integrating the velocity autocorrelation functions and applying
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the well-known Green-Kubo relationship [19]. Without making any attempt to treat the

expected long-time tails, we find that the diffusion coefficients found this way are about

3% smaller than those given by Eq. (2.2), which is reasonable agreement. The behavior

of the velocity autocorrelation functions is obviously consistent with the variation of the

diffusion coefficients with size disparity discussed above. Note in particular that for both

ionic species the correlation functions cut the time axis at longer times and that the neg-

ative portion diminishes in importance as size disparity increases. This gives rise to larger

diffusion coefficients.

In many ionic liquids that have been studied experimentally the diffusion coefficients

of cations and anions are similar, even though the ions differ markedly in size and mass

[23, 24]. This is consistent with our observations for size disparate systems with strong

Coulombic coupling. In other ionic liquids, the diffusion coefficient of the larger cation is

found to be larger than that of the smaller anion [23, 24]. Our simulations do not provide

any explanation of this phenomena, except that its origin appears to lie in factors other

than strong coupling.

Another property of interest in ionic liquids is the electrical conductivity given by Eq.

(2.7). The current autocorrelation function and σel(tUL), where tUL is again the upper limit

of integration, are shown in Fig. 2.8. Note, the static conductivity is obtained as tUL → ∞.

It can be seen from Fig. 2.8 (bottom) that the estimated tUL → ∞ limits are not as

certain as those achieved for the viscosities. It is difficult (even with very long MD runs)

to obtain sufficiently accurate current autocorrelation functions, and the accuracy of the

integral is further compromised by the positive and negative contributions. Nevertheless, a

definite trend in the conductivities can be identified, as shown in Fig. 2.9. The conductivity

increases from 1:1 to 3:1, and then decreases over the range 3:1 to 5:1.

This behavior can be understood by comparing with Nernst-Einstein conductivities

given by the expression [19]

σNE =
∑

α

ρα Dα q
2
α

kBT
, (2.10)

where ρα = Nα/V . From Fig. 2.9 (dashed line), it can be seen that the Nernst-Einstein
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Figure 2.9: Conductivities of ionic fluids as functions of size disparity. Simulation results
(solid line) are compared with Nernst-Einstein values (dashed line). The triangles represent
results obtained with 512 ions. The error bars indicate one standard deviation.

formula overestimates the conductivity. This is likely because correlations amongst the

ions are neglected. Nevertheless, the Nernst-Einstein values show the same trend with

changing size disparity. This suggests that the non-monotonic behavior of the conductivity

observed in our simulations is not due to ion correlation effects. Considering the Nernst-

Einstein equation, we can easily rationalize the trend observed. The Nernst-Einstein formula

includes the diffusion coefficients, which increase from 1:1 to 3:1. This results in increasing

conductivities over this range of size disparity. The Nernst-Einstein formula also includes

the number densities ρα of the ions. At constant packing fraction, the number (charge)

densities decrease with increasing size disparity. The diffusion coefficients between 3:1 and

5:1 increase very little, whereas the number densities of the ions continue to decrease. This

leads to reduced conductivities explaining the shape of the curves in Fig. 2.9.
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2.3.3 Temperature Dependence of Transport Properties

The temperature dependence of the transport properties is of interest, and allows quali-

tative comparison with experiment. Here we focus on the 1:1 and 3:1 systems. The 1:1

system crystallized spontaneously at approximately 800 K into a CsCl structure. The crys-

tallization was signalled by a sharp drop in the configurational and total energy at fixed

temperature. The crystal structure could be easily identified in configurational “snapshots”.

The 3:1 system was fluid at 800 K, and remained disordered at lower temperatures eventu-

ally becoming “glassy” (600 K), at least on simulation time scales. We did not observe any

signs of spontaneous crystallization for the 3:1 case.

As expected, the diffusion coefficients and electrical conductivities decrease as the tem-

perature is reduced, and the vicosities increase. The logarithm (base 10) of the diffusion

coefficients, viscosities and conductivities are plotted versus 1/T in Fig. 2.10. We note that

the deviations from linearity (Arrhenius behavior) are most noticeable for the conductivity.

The temperature dependence of all three properties is well described by the Vogel-Fulcher-

Tammann (VFT) equation

A = A0 exp

(

B

T − T0

)

, (2.11)

where A represents the diffusion coefficient, viscosity or electric conductivity, and A0, B,

and T0 are fitting parameters. The fits obtained are shown in Fig. 2.10. We note that the

VFT equation gives excellent fits to experimental results for the same transport properties

[22–24], although more curvature is observed in the experimental plots.

We have also attempted to fit the diffusion coefficients to the “fractional” Stokes-Einstein

expression [25–27]

Dα = C

(

T

η

)β

, (2.12)

where C and β are the fitting parameters. Of course, in the conventional Stokes-Einstein

formula β = 1, but other values have been reported for ionic liquids [26, 27]. The fits

obtained for the 1:1 and 3:1 systems are shown in Fig. 2.11, and in all cases we find

β ≈ 0.8. This value is in good agreement with the exponents reported by Voronel et al.
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Figure 2.10: Logarithms (base 10) of diffusion coefficients, viscosities and electrical conduc-
tivities as functions of 1/T for systems 1:1 and 3:1. The solid lines are fits to the VFT
equation. The error bars indicate one standard deviation.
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Figure 2.11: Diffusion coefficients as functions of T/η for systems 1:1 and 3:1. The lines are
fits to Eq. (2.12). The error bars indicate one standard deviation.

[26] for a number of molten inorganic salts. However, we note that other values (e.g. ∼ 0.9)

have been reported for more complex ionic liquids [27]. It may be that the exponent ∼ 0.8

is appropriate for molten salts comprised of simple inorganic ions, but that the value varies

for the more complex non-spherical ions (with side chains etc.) that tend to form room

temperature ionic liquids.

2.4 Summary and Conclusions

We have attempted to isolate the influence of ion size disparity on the properties of ionic

liquids. This is done by varying the ion size ratio while holding other variables, most

importantly, the characteristic interionic distance, σ+−, and the packing fraction, fixed.

For all systems considered, the radial charge distribution function exhibits oscillatory decay

characteristic of Coulombic systems in the strongly coupled regime. The screening length
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decreases with increasing size disparity. Structurally, for larger size disparities the cation-

cation (the larger species) and cation-anion correlations appear to dominate. This view is

supported by the anion-anion radial distribution function, where the first peak is broad and

actually moves to larger separations as the anion decreases in size. This behavior contrasts

with that observed for fluids of corresponding LJ particles, of the same size ratio, and

indicates strong cation-anion correlations.

The fluid viscosity is also strongly influenced by varying the size disparity, decreasing

by about a factor of three as the size ratio varies from 1:1 to 5:1. The decrease is rapid at

first, then slows, and appears to be approaching a limiting value at 5:1.

The diffusion coefficients of both species increase over the range 1:1 to 3:1, but then

become practically constant. The diffusion coefficient of the smaller anion is larger than that

of the cation in the strongly size disparate systems, but the variation with size ratio is similar

for both ions. The conventional Stokes-Einstein formula gives a reasonable approximation

to the diffusion coefficient of the cations, but fails completely for the anions. This is not

surprising since the Stokes-Einstein expression does not take explicit account of the strong

anion-cation correlations in the size disparate systems.

The electrical conductivity is sensitive to ion size disparity, but less so than one might

have expected. The conductivity increases by about 25% from 1:1 to 2:1, remains nearly

constant up to 3:1, then decreases until at 5:1 it is only a little larger than the 1:1 case. The

Nernst-Einstein formula (which does not directly include ion correlation effects) seriously

overestimates the conductivities but does show the non-monotonic behavior. With aid of

the Nernst-Einstein expression, the non-monotonic behavior of the conductivities can be

explained in terms of competing effects. As the size ratio is increased, increasing diffusion

coefficients act to increase the conductivity, but decreasing number densities tend to reduce

it, resulting in the behavior observed.

In comparison with room temperature ionic liquids the model considered here is clearly

oversimplified. The melting point remains well above room temperature even for large size

disparities. Consequently, the viscosities of the model fluids are much below those observed

in room temperature systems. Nevertheless, some features of the temperature dependence
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of the transport properties do coincide with experimental observations. In particular, the

temperature dependence of the diffusion coefficients, viscosities, and electrical conductivities

is well represented by the VFT equation, as are corresponding experimental results. Also,

we show that the diffusion coefficients follow the fractional Stokes-Einstein equation Dα ∝

(T/η)β with β ≈ 0.8. This agrees with the experimental value obtained for many molten

inorganic salts [26], but other values have been reported for room temperature ionic liquids

[27]. This leads us to speculate that ∼ 0.8 might be the “appropriate” exponent for strongly

coupled molten salts comprised of relatively simple spherical ions, but that other factors

(possibly weaker coupling due to the molecular structure of the ions) influence the exponent

for some room temperature ionic liquids.

Finally, we believe that the present systematic investigation of ion size disparity is a

necessary first step towards identifying the molecular factors that are important in real ionic

liquids. Additional features are obviously important, and other aspects of ion geometry are

investigated in the following Chapters, particularly, the effect of off-center charge location

(Chapter 3), which is thought to be an important feature of some ionic liquids [28].
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Chapter 3

Structural and Dynamical

Properties of Ionic Liquids:

The Influence of Charge Location ∗

3.1 Introduction

Room temperature ionic liquids differ from simple molten inorganic salts in that they are

not composed of simple spherical ions with a charge located at their center. Rather, such

liquids consist of a wide variety of large organic cations combined with inorganic or or-

ganic anions, which might be simple or complex [1–3]. Consequently, the equation of state,

viscosity, conductivity, and other properties of interest strongly depend on the chemical

structure of the ions involved. Some correlations between ionic structure and liquid prop-

erties have been noted. For example, low melting points are favored by ion size disparity

and by low molecular symmetry [1, 4, 5], the presence of side chains and the ability to

form hydrogen bonds tend to result in more viscous liquids [5, 6]. However, despite such

general observations many questions persist, and exactly how the chemical structure of the

ions influences the liquid properties remains to be determined. The present Chapter is a

contribution towards this end.

Our objective is to isolate the influence of particular features of the chemical structure

by carrying out simulation studies of model systems where, insofar as possible, only one

structural feature is varied at a time. There have been many “all-atom” simulations of room

temperature ionic liquids [7], and while these provide much insight, it is difficult to relate

specific features of the chemical structure of the ions to particular liquid properties, when

everything is included at once. Furthermore, the determination of transport properties

∗A version of this chapter has been published. H. V. Spohr and G. N. Patey, “Structural and Dynamical
Properties of Ionic Liquids: The Influence of Charge Location”, J. Chem. Phys. 130, 104506 (2009).

49



3.2. Models and Simulation

requires very long simulations, and these are more easily achieved with simplified models.

As a first step, we focused on the influences of ion size disparity, showing that size disparity

alone can increase ion diffusion, decrease the liquid viscosity, and increase the conductivity

(see Chapter 2) [8]. In the present Chapter we investigate the influence of the ion charge

location.

Kobrak and Sandalow [1, 9] have recently considered the issue of charge distribution in

the complex ions that tend to form room temperature ionic liquids. They introduced the

concept of a “charge arm”, defined as the distance of the charge from the center of mass

multiplied by the charge. Based on theoretical analysis and experimental data, they argue

that the charge arm is an important parameter influencing the dynamical properties of ionic

liquids. In particular, they suggest that an increasing charge arm should lead to increased

ion mobilities and lower liquid viscosities, in accord with some experimental observations

[10]. In the present Chapter, we examine ionic models in which only the charge arm varies,

thus allowing us to clearly isolate its influence.

We note that a simulation study aimed at determining the influence of ion shape and

charge distribution on liquid properties has been recently reported by Malvaldi and Chiappe

[11]. This is interesting work, but limited in that a systematic investigation of charge

location was not carried out. The authors do find that locating the charge off center

increases the ionic diffusion coefficients, which is in accord with the suggestions of Kobrak

and Sandalow [9], but viscosities and conductivities were not reported.

The remainder of this Chapter is divided into three parts. The models and simulation

methods employed are described in Chapter 3.2, the results are presented and discussed in

Chapter 3.3, and our conclusions are given in Chapter 3.4.

3.2 Models and Simulation

We wish to isolate and examine the influence of charge location on the properties of ionic

liquids. Therefore, we consider models consisting of univalent spherical ions of the same

size, but the charge of the cation is located a distance lq from the center of mass. The charge
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3.2. Models and Simulation

of the anion remains at the center of mass for all systems considered. The ions interact

through the pair potential

u(ij) = 4ǫ

[

(

σ

rij

)12

−
(

σ

rij

)6
]

+
qiqj

4πǫ0r′ij
, (3.1)

where σ and ǫ are the Lennard-Jones (LJ) parameters taken to be the same for all pair

interactions, rij is the distance between the centers of mass of ions i and j, r′ij is the

charge-charge distance, qi is the charge of ion i and ǫ0 is the permittivity of free space.

The systems considered and parameters employed are summarized in Table 3.1. The

systems are labelled OCxx, where OC indicates off-center charge and xx is the value of

lq/Rion, where Rion is the ionic radius taken to be σ/2 for the present model. All parameters

were selected to be roughly in the range one might expect for ionic liquids. Note that in

all cases the reduced density ρ∗ = ρσ3 = 0.8, where ρ = (N+ +N−)/V is the total number

density.

lq(Å) U(kJ/mol) P (bar) DR(1011Hz) τµ(ps) τip(ps) % p.c.
(< 0.4%) (< 1%) (< 5%) (< 5%) (< 5%) (< 5%)

OC0 0 −445 −1679 − − − −
OC0.25 0.625 −455 −2447 49.0 1.2 0.04 8
OC0.5 1.25 −488 −1541 7.5 1.3 0.08 20
OC0.625 1.563 −518 −414 4.2 1.6 0.17 36
OC0.688 1.719 −539 574 3.2 1.9 0.9 90
OC0.75 1.875 −566 2120 2.2 2.9 2.6 96
OC0.875 2.188 −651 7760 1.5 3.8 90 99

Table 3.1: Systems with off-center charge. lq is the distance of the cationic charge from the
center of mass, U is the average configurational energy, P is the average pressure, DR is the
rotational diffusion coefficient of the cation, τµ is the orientational relaxation time of the
cation, τip is the average lifetime of bonded ion pairs, and % p.c. is the percentage of paired
cations. The numbers in brackets indicate the standard deviations of the quantities. All
results are for 1200 K. Other parameters used in the simulations are: the LJ parameters,
σ = 5 Å, ǫ = 6 × 10−21J , the charges q = ±1e, the mass m = 1.99265 × 10−25kg, the
moments of inertia of the cation Ixx = Iyy = 2.8 × 10−46kgm2, and the reduced density
ρ∗ = 0.8.
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3.2. Models and Simulation

In order to separate effects due to the off-center charge location from those coming

simply through the stronger Coulombic attractions that result when unlike charges can get

closer together, we also carried out calculations for ionic liquids with centered charges but

smaller ionic radii to give similar Coulombic attractions. Specifically, for these systems σ+−

is defined as the minimum +− separation possible in the corresponding off-center case when

the center of mass separation is σ. The volume of the system is reduced for the smaller ions

such that ρ∗ remains fixed at 0.8. These charge-centered systems are labelled Cxx, where

xx indicates that the system is comparable with the OCxx case. The C systems considered

are listed in Table 3.2 together with some of their properties. The parameters not included

in Table 3.2 are the same as those given in Table 3.1.

σ(Å) U(kJ/mol) P (bar)
(< 0.3%) (< 0.5%)

C0.5 3.75 −599 −7768
C0.625 3.437 −655.8 −11793
C0.75 3.125 −724 −18062
C0.875 2.812 −812 −28210

Table 3.2: Systems with centered charge. σ is the LJ parameter, U is the average configura-
tional energy, P is the average pressure, and the numbers in brackets indicate the standard
deviations. The results are for 1200 K and the reduced density ρ∗ = 0.8.

All simulations were carried out in the NVT ensemble employing a Gaussian isokinetic

thermostat [12]. As in Chapter 2 [8], unless otherwise specified, all results reported are

at 1200 K. Each system was first equilibrated for 1 ns using simple temperature scaling

followed by a further 1 ns of equilibration with the thermostat turned on. Five production

runs each of 2 ns were then carried out to give a total run time of 10 ns. Average physical

properties of interest were obtained for each production run and standard deviations were

estimated using these averages. The LJ potential was was truncated at L/2, where L is the

length of the cubic simulation cell, and shifted to avoid discontinuity [13]. The long-range

Coulombic interactions were taken into account using Ewald sums [14] with an inverse length

parameter of 6.0/L and 50 wavevectors. A fifth order Gear predictor-corrector algorithm

was employed to integrate the equations of motion [14]. In all simulations the timestep was
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2× 10−15s, except for the OC0.875 system where 1× 10−15s was used. In most simulations

there were 216 ions in the central cell, but some calculations were performed with 512 ions

to ensure that the number dependence was not qualitatively significant.

The transport properties were obtained in the usual way. The diffusion coefficients were

found from the Einstein relation [14]

Dα =
1

6
lim
t→∞

d

dt

〈

|rα(0) − rα(t)|2
〉

, (3.2)

where rα(t) is the position vector of an ion of species α.

The shear viscosity η is given by [14, 15]

η =
V

kBT

∫ ∞

0

〈Plk(0)Plk(t)〉 dt , (3.3)

where V is the volume, T the temperature, and kB the Boltzmann constant. Plk (l 6= k) is

an off-diagonal element of the pressure tensor defined by

Plk =
1

V

(

∑

i

vilvikmi +
∑

i

rilFik

)

, (3.4)

where the summation on i is over all particles and vil, Fil, and ril denote the l components

of the velocity, force, and position vectors of particle i. Our system includes long-range

interactions which are partly calculated in Fourier space, therefore, particular care must

be taken in calculating the forces [16, 17]. The pressure P is obtained from the diagonal

elements of the pressure tensor

P =
1

3

∑

l=x,y,z

Pll . (3.5)

The static electrical conductivity is obtained from the current-current correlation func-

tion [15]

σel =
1

3kBTV

∫ ∞

0

〈J(0) · J(t)〉 dt , (3.6)
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where the current

J(t) =
N
∑

i=1

qivi , (3.7)

with qi being the charge of particle i, and vi its velocity.

For the positive ions with off-center charge it is of interest to calculate rotational diffusion

coefficients defined as [15]

DR =
1

2

∫ ∞

0

〈ω(0) · ω(t)〉 dt , (3.8)

where ω is the angular velocity of a cylindrically symmetric positive ion. Note that in our

model the charge is placed on the z axis, such that it is an axis of cylindrical symmetry,

and there is no torque about this axis. Therefore, the relevant components of ω are ωx and

ωy only. These are included in Eq. 3.8.

It is also of interest to examine the reorientational autocorrelation function

O(t) = 〈µ(0) · µ(t)〉 , (3.9)

which describes the orientational decay of the vector µ joining the center of mass and

the charge of the cation. We note that this function is analogous to the dipole-dipole

autocorrelation function familiar in the theory of dipolar liquids.

Finally, as the cation charge is moved further from the center, it interacts more strongly

with the charge of the anion, and eventually we would expect “bonded” directional ion pairs

(cations and anions tending to form dumbbells) to become a significant factor influencing

the properties of ionic liquids. To explore this effect, we adopt a procedure sometimes

used to investigate hydrogen-bond dynamics in liquids and solutions [18, 19]. This involves

introducing two population variables h(t) and H(t) associated with bonded ion pairs. h(t)

is one if a “tagged” pair of ions are “bonded” at time t and is zero otherwise. H(t) is one

if the tagged pair remains continuously bonded from time 0 to time t, and otherwise zero.

We then construct the continuous bonded ion-pair time correlation function
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Sip(t) =
〈h(0)H(t)〉

〈h〉 , (3.10)

where the angular brackets denote an average over all ion pairs that are bonded at t =

0. Sip(t) describes the probability that an ion pair, which is bonded at t = 0, remains

continuously bonded up to time t. Sip(t) decays as a single exponential (apart from a very

brief inertial period at short times), and the characteristic relaxation time τip is the average

time that an ion pair persists after it is selected at t = 0, or, the average “lifetime” of a

bonded ion pair.

Of course the definition of a “bonded” ion pair is somewhat arbitrary, but here we use

geometric criteria as is sometimes done for hydrogen bonds [18, 19]. An ion pair is said to

be bonded if the ions are within a certain distance of each other, and if the angle between

the vector µ (defined above) and the vector rCM joining the centers of mass lies within a

certain range. The distances and angles considered are discussed in Chapter 3.3.3.

3.3 Results and Discussion

3.3.1 Structural and Thermodynamic Properties

In Figs. 3.1 and 3.2 the radial distribution functions of the charge-centered system OC0 are

compared to those of the off-center charge model. For the cations with off-center charge,

radial distribution functions are given for the center of mass (CM) (Fig. 3.1) and the center

of charge (CC) (Fig. 3.2). For convenience, we use abbreviated symbols for the radial

distribution functions. For example, the radial distribution function between the cation

charge and the anion is denoted CC+−, and that of the center of mass of the cations as

CM++.

We see from Figs. 3.1 and 3.2 that CM+− and CC+− show similar trends, in that the

first peak becomes slimmer and shifts to shorter distances as the charge is moved further

off center. The positive charge is more exposed to the anion as it moves away from the CM,

leading to stronger and more localized anion-cation interactions. For systems OC0.75 and
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Figure 3.1: Center of mass radial distribution functions for the OC systems.
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Figure 3.2: Charge-charge radial distribution functions for the OC systems.
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OC0.875, the CM+− splits into two peaks at small separations. The first, very narrow peak

indicates the formation of strongly “bonded” ion pairs, whereas the outer peak, which is

broader and smaller in magnitude is associated with “non-bonded” neighbors. For charges

that are well off-center, we would expect the ion pairs to be highly directional, and their

nature and lifetime are discussed in detail in Chapter 3.3.3.

For the OC0 system, CM++ and CM−− must be identical, but moving the charge

off center obviously breaks this symmetry. From Fig. 3.2, we see that the charge-charge

function CC++ changes a little as the charge is initially moved, but that there are only

small variations beyond OC0.5. This indicates that as the positive charges become more

exposed, Coulombic repulsion dominates this function. CM++, on the other hand, shows

significant dependence on charge location. As the charge is moved further away from the

center, the first peak broadens, and shows two distinct maxima for the more off-center cases.

This behavior reflects the fact that when the charges are off-center, cation pair interactions

depend on the orientation of approach. The inner peak at ∼ 5.5 Å is associated with

orientations where the charges are directed outward away from each other, and the outer

peak where they are directed inward. The broadness of the peak comes from averaging over

the different orientational possibilities. The anion function CM−− is surprisingly sensitive

to the position of the charge of the cation. We see from Fig. 3.1 that the first peak moves

to significantly smaller separations and becomes sharper as the charge is moved off center.

The inward shift of the first peak likely indicates that once ion pairs are formed, favorable

interactions with the positive charge act to significantly counter the anion-anion repulsion.

It is instructive to consider running coordination numbers defined as

CNα(R) = 4π

∫ R

0

(ρβgαβ + ραgαα)r2dr , (3.11)

where ρα is the number density of species α, and gαβ and gαα are the counterion and coion

radial distribution functions, respectively. The CNα(R) together with the counterion and

coion contributions are shown in Fig. 3.3 for systems OC0 and OC0.75. For the off-center

system OC0.75, two sets of results are included; one is obtained using radial distribution
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and center of charge (bottom) are included. The contributions from counterions and coions
as well as the total coordination number are shown.
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functions about the center of mass and the other about the center of charge. We note

that the center-of-mass curves are not very sensitive to charge location, and that the total

number of neighbours in the “first shell” (R ≈ 7.5 − 8 Å) is essentially the same for both

systems, and for both ions. A distinct feature in the center-of-charge curves for OC0.75 is

the flat initial portion with CN(R) ≈ 1, obviously coming from the counterion contribution.

This is another manifestation of the strong directional ion pairing noted above. The results

shown in Fig. 3.3 indicate that the influences of off-center charge on the transport properties

discussed in Chapter 3.3.2 do not come simply through changes in coordination number. For

the off-center systems all neighbors are obviously not equivalent. Some counterions interact

more weakly with a central ion, others more strongly, in the limit forming strongly bound

directional ion pairs. It is mainly this asymmetry of the of the interactions, not changes

in the total coordination number, that influences the transport properties of systems with

off-center charge.

It is interesting to examine charge ordering and Coulombic screening in these systems

as revealed by the radial charge distribution functions [20, 21]

Qα(r) = ρα [CMαα(r) − CMαβ(r)] , (3.12)

where α and β denote the ionic species and CM is the center of mass radial distribution

function. Results for rQ+(r) are plotted in Fig. 3.4 on both linear and logarithmic scales.

The rQ−(r) plots are qualitatively similar and hence are not shown. For the OC0 system we

see the screened oscillatory behavior characteristic of strongly coupled Coulombic systems

[20]. As the charge is moved significantly off center, the behavior of rQ+(r) changes rather

dramatically, with a strong, sharp minimum appearing at the most probable +− charge

separation. At larger separations an oscillatory structure still persists, but the amplitude of

the oscillations becomes continually weaker as the charge is moved further off center. This

behavior probably indicates that the system is moving from a strongly coupled Coulombic

system towards a system of tightly bound neutral (dipolar) dumbbells. Assuming that at

sufficiently large r, Qα(r) = Aα

r e
−r/λ sin

(

2πr
d + φ

)

, where d and φ are the period and phase
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shift of the charge oscillation, the screening length λ can be estimated [20, 21] from the

logarithmic plot shown in Fig. 3.4. We find screening lengths ranging from ∼ 17 − 11 Å

for systems OC0−OC0.875, respectively. Estimates for the anion span approximately the

same range. These screening lengths are comparable to those reported [21] for more realistic

models of particular RTILs.

The average configurational energies and pressures (together with other quantities dis-

cussed in Chapter 3.3.3) are summarized in Table 3.1. Not surprisingly, we note that the

energies become more negative as the positive charge is moved off center and can interact

more strongly with the charge of the anion. The pressure initially decreases but then in-

creases with increasing lq. The initial decrease is due to the increased Coulombic attractions,

but as oppositely charged ions are drawn more closely together, the negative contribution

to the pressure is overcome by the positive contribution from the LJ potential, leading to

the increasing values observed.

3.3.2 Transport Properties

The pressure tensor autocorrelation function (Fig. 3.5, upper panel) strongly increases

near t = 0, and decays more slowly as the charge is moved off center. In addition, rapid

oscillations appear for the more off-center systems. These oscillations also occur in other

time correlation functions discussed in Chapter 3.3.2, and are associated with ion pairing.

The viscosities obtained by integrating Eq. (3.3) are plotted in Fig. 3.5 (lower panel) as

functions of the upper integration limit tUL. The shear viscosity of the liquid is obtained

in the limit tUL → ∞. We note that convergence to the infinite time result is slower in

systems OC0.75 and OC0.875 where the charges are furthest from the center.

The electrical current autocorrelation functions are shown in Fig. 3.6. These functions

also display rapid oscillations and decay more slowly as the charge is moved further off

center. The conductivities σel(tUL) obtained by integrating the current autocorrelation

functions are included in Fig. 3.6 (bottom panel). The static conductivity is obtained as

tUL → ∞. The more off-center systems decay very slowly to the limiting value. The slow

decay is due to the persistent negative tails of the current autocorrelation functions, which
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can be clearly seen in the magnified view shown in the inset (Fig. 3.6, top panel). We note

that for the OC0.875 system the static conductivity is approaching zero, consistent with

the insulating limit we would expect for strongly bound neutral ion pairs.

The velocity autocorrelation functions plotted in Fig. 3.7 are also instructive. We see

that for both the cation and anion the so-called “caging” effect, signalled by negative values

of the velocity autocorrelation function, becomes less pronounced and eventually disappears

as the charge is moved off center. This leads to increased diffusion coefficients as discussed

in the next paragraphs. It is interesting to note that for the C systems, where the charge

remains centered, but the characteristic cation-anion distance parameter corresponds to

that of the off-centered systems, caging effects are enhanced as the cation-anion interactions

become stronger, and the diffusion coefficients decrease (see next paragraphs). This serves

to illustrate the importance of the fact that the enhancement of the cation-anion interaction

is highly directional when the charge is off-center, caging is only enhanced along the cation-

anion “bond” and not in all directions as in the C system case. We note that oscillations

develop in the velocity autocorrelation functions for the more off-center systems, and these

can again be attributed to the ion pairs. The extent of the pairing is also evidenced by the

fact that for system OC0.875 the cation and anion results are nearly identical, consistent

with the ions moving as strongly bound pairs on the timescale (2 ps) shown in the plot.

This is in complete agreement with the “bonded” ion pair lifetimes discussed in Chapter

3.3.3.

Diffusion coefficients, viscosities and conductivities are plotted in Fig. 3.8. Inspection

of these plots shows that the OC systems separate into two categories with dramatically

differing behavior. For systems OC0 - OC0.625, we observe relatively slow variation in

the transport properties as the charge is positioned further from the center, whereas much

more rapid change (particularly for the viscosity and conductivity) is evident in the range

OC0.625 - OC0.875. These rapid variations are associated with the onset of significant

directional ion pairing.

Considering the diffusion coefficients (top panel of Fig. 3.8) more closely, we note that for

the OC systems the cation diffusion coefficient D+ increases as the charge is moved further

65



3.3. Results and Discussion

A

A

A

A

A

A

A

A

A A A
A

A

A

A

A

A

A
A A A A

A A A A
A

A
A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A

-0.2

0

0.2

0.4

0.6

0.8

1

〈v
(t

)⋅v
(0

)〉 
/ 〈

v(
0)

⋅v
(0

)〉 OC0
OC0.25
OC0.5
OC0.625
OC0.688
OC0.75A A

OC0.875

A

A

A

A

A

A

A

A
A A A

A

A

A

A

A

A

A
A A A

A
A A A A

A
A

A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A

-0.2

0

0.2

0.4

0.6

0.8

1

〈v
(t

)⋅v
(0

)〉 
/ 〈

v(
0)

⋅v
(0

)〉

A

A

A

A

A

A

A

A

A
A A

A
A

A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A

0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2
time (ps)

-0.2

0

0.2

0.4

0.6

0.8

1

〈v
(t

)⋅v
(0

)〉 
/ 〈

v(
0)

⋅v
(0

)〉

OC-system cation

OC-system anion

C-system

Figure 3.7: Normalized velocity autocorrelation functions of OC and corresponding C sys-
tems.

66



3.3. Results and Discussion

off center over the entire range considered; the anion diffusion coefficient D− increases up

to OC0.625 and then decreases slightly. For OC0.875, D− and D+ are nearly equal, which

is as we would expect for tightly bound ion pairs. In contrast, for the C systems D+ = D−

decreases in a near linear fashion as σ+− is decreased (top panel of Fig. 3.8). Thus the

asymmetry of the Coulombic interactions in the OC systems allows the ions to diffuse more

freely. We note that in the OC systems the diffusion constant of the anion is larger than

that of the cation. Since the total average coordination numbers of the anions and cations

are very similar to each other, and not strongly dependent on the charge location, the

differences between the anion and cation diffusion constants are likely due to asymmetries

in various multi-ion “clusters”. For example, if one considers linear triples, + − + will be

more strongly “bonded” than − + −, because it is not possible for the two anions to bond

equally strongly to a cation with off-center charge, whereas the cations can reorient such

that both charges are as close as possible to the anion. Therefore, we would expect the

more stable + − + cluster to slow the diffusion of two cations and one anion more than

a − + − slows the diffusion of two anions and one cation, thus contributing to a larger

diffusion coefficient for the anion.

Stokes-Einstein (SE) results (stick boundary conditions) given by [15]

DST =
kBT

3πηdST
, (3.13)

where dST is taken to be the LJ parameter σα for an ion of species α, are also plotted

in Fig. 3.8 (top panel, dashed lines). We note that for the OC systems, the SE curve is

in fair agreement with the true diffusion coefficients up to OC0.5, but then the SE curve

decreases rapidly as the viscosity increases (see middle panel), drastically parting company

with the true diffusion coefficients. For the OC systems the increase in viscosity associated

with directional ion paring is not reflected in the diffusion coefficients. We show in the

next paragraphs that the relationship between diffusion coefficients and viscosities is better

represented by a “fractional” Stokes-Einstein equation, and that this is particularly true

in the strongly paired regime. In contrast to the OC systems, for the C systems the SE
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equation gives a reasonable representation of the diffusion coefficients over the entire range

of σ+− considered.

Turning to the viscosity (middle panel, Fig. 3.8), we see that for the OC systems

the viscosity first decreases up to OC0.5, but then increases, turning up rather sharply at

OC0.625 as directional ion pairing becomes important. For the C systems, the viscosity

increases continually as σ+− decreases.

The electrical conductivities are plotted in the lower panel and compared with values

given by the Nernst-Einstein (NE) equation [15]

σNE =
∑

α

ρα Dα q
2
α

kBT
, (3.14)

where ρα = Nα/V . For the OC systems the conductivities increase slowly up to OC0.625

and then decrease sharply towards zero. The decrease reflects the formation of ion pairs, and

is reasonable considering that in the limit of all ions tightly paired the conductivity must

approach zero. We note that the conductivities of the C systems are in close agreement with

the OC results until ion paring becomes important. In this region, the conductivities of the

C systems also decrease but not nearly as rapidly as in the OC case. The NE conductivities

are generally much larger than the true results and, not surprisingly, cannot capture the

strong influence of ion pairs.

We note that the decrease in viscosity and increase in conductivity observed in the

range OC0−OC0.5 is completely consistent with the analysis of Kobrak and Sandalow [9].

However, these authors did not anticipate the possible influence of directional ion pairing.

Effects consistent with ion pairing do show up in experimental results for some ionic liquids,

and this is further discussed in the next paragraphs.

3.3.3 Cation Rotation, Reorientation, and Ion-Pair Lifetimes

The rotational motion and reorientation of the cations with off-center charge is of interest.

If we take the vector µ (drawn from the CM to the charge location) to be the z axis,

then the autocorrelation function of the ωx = ωy component of the angular velocity is
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Figure 3.9: Normalized cation angular velocity autocorrelation functions.

shown in Fig. 3.9 for selected systems. The corresponding rotational diffusion coefficients

obtained by integration (Eq. (3.8)) are given in Table 3.1. We note that the angular velocity

autocorrelation function oscillates more and more rapidly as the charge is moved further off

center. This is another indication of the formation of strongly directional ion pairs.

Further insight into the reorientational motion of the positive ion is provided by Fig.

3.10, where we plot the normalized time correlation function of the vector µ (Eq. (3.9)).

The corresponding relaxation times τµ (estimated assuming exponential decay at long times)

are given in Table 3.1. We note that for the system OC0.25, where the charge is only a

little off-center, O(t) decays rapidly to zero exhibiting some structure with a first minimum

occurring at ∼ 0.25 ps. The oscillations are in all likelihood associated with weakly bound

ion pairs. As the charge is moved further off center, O(t) looks more and more like a single

exponential decay with some weak structure at short times. This behavior is very similar

to the decay of the dipole-dipole correlation function in strongly polar dielectric liquids and

is consistent with strongly bound ion pairs. The relaxation time τµ increases from 1.2 to
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3.8 ps over the range of systems considered.

Since directional ion pairing is obviously important in the OC model, we have calculated

the “bonded” ion pair correlation function, Sip(t), as described in Chapter 3.2. Ion pairs

are defined if the angle between µ and rCM is sufficiently small and if the intercharge

distance is less than a certain value. We examined Sip(t) for angles of 10 − 20 degrees and

distances corresponding to the first minimum in CC + −. In all cases, Sip(t) (not shown)

exhibited single exponential behavior (except for small inertial contributions at short times),

and the estimated ion-pair “lifetimes” did not exhibit significant dependence on the angle

considered. The ion-pair lifetimes obtained for 15 degrees are given in Table 3.1, and we

see that they vary from very short, 0.04 ps for OC0.25 to very long, 90 ps for OC0.875. For

OC0.688-OC0.75, the lifetimes (0.9-2.6 ps) are comparable to those of hydrogen bonds in

water under ambient conditions.
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3.3.4 Temperature Dependence and Comparison with Experiment

For systemsOC0, OC0.5, OC0.625 andOC0.75 we have carried out calculations for different

temperatures in the range 700-1200 K. Logarithms of the transport properties versus 1/T

are plotted in Fig. 3.11 (the OC0.625 results are not shown for clarity). The Vogel-Fulcher-

Tammann (VFT) equation [1]

A = A0 exp

(

B

T − T0

)

, (3.15)

where A is a transport property and A0, B and T0 are fitting parameters, is commonly used

to fit experimentally measured diffusion coefficients, viscosities and electrical conductivities

[22]. It can be seen from Fig. 3.11 that the VFT equation gives good fits to the results for our

model. The largest deviations from linear (Arrhenius) behavior occur for the conductivities.

Additionally, the conductivity plot for system OC0.75 exhibits curvature that is opposite

that observed for the other systems. This is likely a manifestation of the fact that ion

pairing is much more important in the OC0.75 system. The ion-pair lifetimes are given

in Table 3.3, and we see that these are short and increase only weakly with decreasing

τip(ps) 1200K 1100K 1000K 900K 800K 700K

OC0.5 0.08 0.08 0.09 0.10 0.10 0.10
OC0.625 0.17 0.19 0.19 0.21 0.23 0.25
OC0.75 2.2 3.3 4.1 5.6 7.9 13.3

% paired cations 1200K 1100K 1000K 900K 800K 700K

OC0.5 20 21 22 22 23 23
OC0.625 36 37 39 41 44 45
OC0.75 96 97 97 98 98 99

Table 3.3: Bonded ion-pair lifetimes and percentages of paired cations for different temper-
atures. Standard deviations are as in Table 3.1.

temperature for OC0.5 and OC0.625, but are much longer and increase strongly at lower

temperatures for OC0.75. Therefore, one might speculate that for OC0.75 there are two

distinct activation barriers to conductivity; one associated with the breaking of “bonded”
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ion pairs, and one with the movement (diffusion) of ions through the fluid. For the other

systems where the charge is not so far off-center only the second barrier is operative. We

note that a similar “ion association” barrier to conductivity in ionic liquids could be caused

by other factors such as cation-anion hydrogen bonding [23].

In Fig. 3.12 the diffusion coefficients Dα are plotted versus T/η and the curves are fitted

to the “fractional” Stokes-Einstein equation [24–26]

Dα = C

(

T

η

)β

, (3.16)

where C and β are fitting parameters. In the conventional Stokes-Einstein formula β = 1.

For common high temperature molten inorganic salts it is found [25] that β ≈ 0.8, and

we have obtained similar exponents for systems of spherically symmetric but size disparate

ions (Chapter 2.3.3, Fig. 2.11) [8]. Here we find that the results for systems with off-center
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charges are equally well described by the fractional Stokes-Einstein equation, but that the

values of β become smaller as the charge is moved off center, we obtain approximately 0.7,

0.45 and 0.3 for systems OC0.5, OC0.625 and OC0.75, respectively. Thus the systems with

off-center charges deviate strongly from the conventional Stokes-Einstein equation, and also

from common molten salts. We will discuss the implications of these and related results in

a separate publication.

Comparing the transport properties of our model systems with those of real room tem-

perature ionic liquids [1, 22], we note that the viscosities of our models are generally too

low and the diffusion coefficients and conductivities are too high. This is mainly due to

the fact that our simulations are carried out well above room temperature in order to avoid

crystallization in some systems (the OC0 system freezes at 700 K), or very slow convergence

in others. It is difficult with present simulation methods to estimate the freezing-melting

temperature of the systems with off-center charge because when cooled these systems tend

to become trapped in “glassy” states and do not form crystals on simulation time scales.

Also it must be noted that our models are oversimplified compared with real systems, lack-

ing details of shape and structural features such as side chains. It is likely that such missing

features also contribute to the quantitative discrepancies observed.

The simulation results can be used to directly test ideas recently put forward by Kobrak

and Sandalow [1, 9]. As noted above, these authors suggest that the charge arm Lc = |lqQ|,

where lq is the distance from the center of mass to the charge of magnitude Q, is an

important parameter in determining the transport properties of ionic liquids. They predict

lower viscosities and higher electrical conductivities for ions with larger charge arms. We

find that for short to moderate charge arms this is exactly what happens, but that for more

extreme charge arms precisely the opposite effect is observed, i.e., the viscosity increases

steeply and the conductivity decreases sharply as the charge arm is further increased (see

Fig. 3.8). This behavior can be traced to the formation of directional ion pairs.

Our results might possibly explain an inconsistency pointed out by Kobrak and Sandalow

[9] between some experimental data and their charge arm analysis. Experimental results

[9] for 1-butyl-3-methyl-imidazolium (BMIM), N-butyl-N-methyl-pyrrolidinium (P14), and
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N-hexyl-N,N,N-trimethylammonium (N6111), all with the counterion bis(trifluoromethyl-

sulfonyl)imide ((Tf)2N
−), are given in Table 3.4. These cations have comparable masses,

and since BMIM and P14 have similar charge arms they are expected to have similar prop-

erties, as they do. On the other hand, N6111, which has a larger charge arm, has a higher

viscosity and a lower conductivity than the other liquids, contrary to expectation. Kobrak

and Sandalow attribute this discrepancy to the flexibility of N6111 and this might well be

true, however, our simulations suggest that directional ion pairing might be an alternative

explanation. To examine this possibility, we consider the normalized, dimensionless charge

arm L∗
c = Lc/eRion, where Rion is the total ion radius rather than Lc itself. The reason for

this is that a large ion might have a large absolute charge arm but still not form ion pairs,

whereas a smaller ion might form ion pairs with a shorter charge arm. Note that normalized

charge arms defined in this way were used to label our systems, for example, L∗
c = 0.5 for

OC0.5. Estimates of L∗
c for BMIM, P14 and N6111 are given in Table 3.4, and we note

that the estimated L∗
c for N6111 lies in the range where the transport properties do show

the influence of directional ion pairing, whereas the estimates for the other two cations do

not.

BMIM P14 N6111

Cation Mol. Wt. (g/mol) 139.1 142.2 144.3
Charge Arm (eÅ) 1.0 0.9 2.5

Normalized Charge Arm (range) 0.18 − 0.24 0.16 − 0.22 0.63 − 0.89
Viscosity (mPas, 25oC) 69 85 153

Conductivity (10−1 S/m, 25oC) 3.9(20oC) 2.2 0.4
Melting Point (oC) −22 −18 < 25

Table 3.4: Experimental data [9] for different cations with (Tf)2N
− counterions.

3.4 Summary and Conclusions

We have investigated the influence of charge location on the properties of ionic liquids. The

models considered consist of spherical univalent ions of the same size but with the charge

of the cation located a distance lq from the center of mass. It is found that the parameter
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lq has a significant influence on the liquid structure, and is particularly important for the

transport properties.

Initially, as the charge is moved off center (lq . 0.6σ), the diffusion coefficients increase,

signaling that the ions have become more mobile. This is accompanied by increasing elec-

trical conductivities, and decreasing viscosities. These observations confirm suggestions put

forward by Kobrak and Sandalow [9], and are likely due to the fact that the off-center

charge of the cation leads to spatially non-uniform distributions of neighboring counterions,

reduced “caging” and consequently greater ion mobility. To confirm that the anisotropy

of the interactions is crucial, we carried out calculations for charge-centered ionic liquids

(C systems) with similar cation-anion interaction strengths, and for these systems exactly

opposite behavior was observed.

As lq is made larger (& 0.6σ), the behavior of the transport properties changes dramati-

cally. In this region, the diffusion coefficients increase no further, the electrical conductivity

decreases sharply, and the viscosity shows a strong increase. We trace this behavior to

the formation of directional ion pairs that are strongly “bonded”. In analogy with current

treatments of hydrogen bonding, we introduce a geometric definition of “bonded” ion pairs,

and a correlation function to describe their time dependence. It is found that both the

number of directional ion pairs, and their estimated lifetime increase rapidly in the region

where the strong increase in viscosity and decrease in conductivity is observed. We note

that the influence of directional ion pairing might explain why some real ionic liquids have

higher viscosities and lower conductivities than one would expect, if one assumed that the

lq-dependence of these properties is simply monotonic [9].

The rotational behavior of the cations was investigated by calculating their angular

velocity autocorrelation function, and the reorientational time correlation function of the

vector drawn from the center of mass to the charge (analogous to the dipole-dipole autocor-

relation function in dipolar fluids). These functions, together with the associated rotational

diffusion coefficients and relaxation times, also provide evidence of strong directional ion

pairing.

The temperature dependence of the transport properties was examined for selected sys-
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tems. Diffusion coefficients, viscosities, and conductivities were all well fit by the VFT

equation, as are experimental results. The the biggest deviation from Arrhenius behavior

is displayed by the conductivity. For larger values of lq, the conductivity exhibits quali-

tatively different behavior than it does for smaller values, and again we attribute this to

directional ion pair bonding. We speculate that in these systems there are two “barriers”

to conductivity, the usual barrier associated with ion diffusion, and an additional barrier

related to the breaking of ion pair bonds. Finally, we find that for all systems considered the

fractional Stokes-Einstein equation holds extremely well. The exponent obtained decreases

with increasing lq, varying from ∼ 0.8 for charge-centered systems to ∼ 0.3 in our most

extreme off-center case.
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Chapter 4

Structural and Dynamical

Properties of Ionic Liquids:

Competing Influences of Molecular

Properties ∗

4.1 Introduction

There have been many attempts to link the molecular features of ionic liquids to their

physicochemical properties, and these have been discussed in several recent reviews [1–3].

Several important molecular features distinguish so-called room temperature ionic liquids

(RTILs) from molten salts. In RTILs, the cations tend to be organic in nature, and are

generally much larger than the inorganic cations of molten salts, thus introducing large

cation-anion size disparities. Additionally, in RTILs one or both ions is usually non-spherical

in shape, and more complex electrostatic effects due to charge displacement, dipoles, higher

multipoles etc., come into play. Finally, in particular systems, a variety of other influences

such as π-system interactions, hydrogen bonding, or the clustering of aliphatic chains, can

become important.

We are interested in focusing on some of the most basic molecular features of the ions,

and systematically examining their influences on the liquid behavior, with particular empha-

sis on transport properties. In Chapter 2 [4], we considered the influence of ion size disparity

in models where all other important variables, notably, the characteristic length parameter

determining the Coulombic attraction (here called σ′+−, see Fig. 4.1), dispersion interac-

tions, the mass, and the packing fraction, were held fixed. The constant σ′+− was achieved by

∗A version of this chapter has been published. H. V. Spohr and G. N. Patey, “Structural and Dynamical
Properties of Ionic Liquids: Competing Influences of Molecular Properties”, J. Chem. Phys. 132, 154504
(2010).
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4.1. Introduction

Figure 4.1: Sketch of the geometry used for the charge-off-center (XOCY ) model. lq is the
distance of the charge from the center of mass, σ+− is the distance between the centers of
mass, and σ

′

+− is the charge separation.

simultaneously enlarging the cation and shrinking the anion, while altering the ion densities

to maintain a specified packing fraction. Under these conditions, increasing size disparity

increases diffusion coefficients, and decreases the shear viscosity. The electrical conductivity

is not a simple monotonic function of size disparity, but displays the competing influences

of the changes in diffusion coefficients and charge density. The temperature dependence of

all transport properties was well represented by the Vogel-Fulcher-Tamman (VFT) equa-

tion, in accord with many experimental observations. Not unexpectedly, comparing results

for our rather simple model with experiment does not lead to unambiguous conclusions.

For example, one experimental study [5] that considers the cations triethylpentylammo-

nium and triethylpentylphosphonium coupled with the bis(trifluoromethanesulfonyl)amide

anion, reports larger diffusion coefficients, higher electrical conductivity, and lower viscosity

for the phosphonium case, where the size disparity is larger, in apparent agreement with

our observations. However, another study [6] of 1-butyl-3-methylimidazolium coupled with

the anions, PF−
6 , AsF−

6 and SbF−
6 , reports decreasing viscosities for the larger anions, where

the size disparities are actually smaller (note that the cation is much larger than any of the

anions). The authors [6] attribute their observations to weaker cation-anion interactions,
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due to the increasing size of the anion, and indeed this is a factor not included in our model,

where σ′+− was held fixed in order to isolate the influence of size disparity. One purpose of

the present Chapter is to extend our model calculations to include systems where both size

disparity and σ′+− can vary, and, in fact, we show that these parameters can have strongly

competing effects on the transport properties.

Inspired by suggestions of Kobrak and Sandalow [2, 7], we have also examined how

charge location can affect the structural and transport properties of ionic liquids (Chapter

3) [8]. The model employed consisted of spherical, univalent ions of the same size, with

the cation charge displaced from the center of mass (see Fig. 4.1). For “small” charge

displacements, the shear viscosity decreases, and the diffusion coefficients, as well as the

electrical conductivity, increase. For larger charge displacements, this behavior is essentially

reversed, while the diffusion coefficients vary little, the viscosity increases strongly, and the

conductivity decreases sharply towards zero. This reversal of behavior can be traced to the

formation of significant numbers of long-lived, directional ion pairs. Strong cation-anion

correlations, such as ion pairs or other neutral aggregates, decrease the conductivity of

some particular RTILs [9–13]. These observations are even more striking when one notes

that the diffusion coefficients are not necessarily coupled to the electric conductivity, but

RTILs with lower conductivities can have larger diffusion coefficients [9, 11, 12]. Hydrogen

bonding has been put forward [14] as a rationalization for the low conductivity of 1-ethyl-3-

methylimidazolium bis(trifluoromethanesulfonyl)amide in comparison to the corresponding

system where the anion is replaced with tetrafluoroborate.

Another surprising discovery concerning hydrogen bonding in RTILs is worthy of note.

While in many cases increasing the hydrogen bonding ability of ionic liquids (by chang-

ing the anion type [15–17], or introducing different functional groups [18, 19]), has been

shown to increase viscosity, in other instances removal of a hydrogen bond (1-butyl-3-

methyl-imidazolium to 1-butyl-2,3-dimethyl-imidazolium) was shown to increase the vis-

cosity [15, 20–22]. A somewhat similar effect is observed in the behavior of our charge-off-

center models, and we attempt to draw comparisons at the conclusion of this Chapter.
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The present Chapter is a significant extension of our earlier efforts. As a further step

towards realistic systems, we consider models where both size disparity and charge displace-

ment occur in the same ionic liquid, and both can be varied independently. The important

parameter σ′+− is unconstrained, and will vary as well. Our purpose is to determine how

these different molecular features influence each other, and to gauge the relative importance

of their contribution to the behavior of ionic liquids.

The remainder of this Chapter is organized as follows. The models and simulation

method are described in Chapter 4.2, results are presented and discussed in Chapter 4.3,

and our conclusions are given in Chapter 4.4.

4.2 Ionic Liquid Models and Simulation Method

In order to identify the influence of different physical characteristics of the ions, we con-

sider relatively simple models consisting of spherical ions of different size. For all systems

considered here, the location of the charge of the anion coincides with the center of mass,

but this is not necessarily the case for the cations, a feature consistent with the situation

for many ionic liquids [7, 23]. The ion-ion pair potential is given by

u(ij) = 4ǫ

[

(

σij
rij

)12

−
(

σij
rij

)6
]

+
qiqj

4πǫ0r′ij
, (4.1)

where σij = (σi + σj)/2, and ǫ are the Lennard-Jones (LJ) parameters, rij is the distance

between the centers of mass of ions i and j, r′ij is the charge-charge distance, qi is the

charge of ion i, and ǫ0 is the permittivity of free space. Values for all parameters used in

our simulations are given in Tables 4.1 and 4.2.

For description and reference purposes, it is useful to label our charge-centered and

charge-off-center models as XCY and XOCY , respectively, where X is the size disparity

σ+/σ−, and Y is the minimum charge separation σ′+− (in Å), when the anion and cation

centers of mass are separated by σ+− (see Fig. 4.1). Note that for the XCY systems

σ′+− = σ+−.
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4.2. Ionic Liquid Models and Simulation Method

model system σ+(Å) σ−(Å) s+−(Å) δ(%)

XC5 1C5 5 5 4.85 3
2C5 6.667 3.333 4.85 3
3C5 7.5 2.5 4.85 3
4C5 8 2 4.85 3
5C5 8.333 1.667 4.85 3

XCY 1C5 5 5 4.85 3
1.1C4.8 5 4.5 4.6 3
1.3C4.5 5 4 4.35 3
1.4C4.3 5 3.5 4.1 3
1.7C4.0 5 3 3.85 4
2.5C3.5 5 2 3.35 4

5C3 5 1 2.85 5

1CY 1C5 5 5 4.85 3
1C3.8 3.75 3.75 3.6 4
1C3.4 3.437 3.437 3.3 4
1C3.1 3.125 3.125 3.0 4
1C2.8 2.812 2.812 2.65 6

Table 4.1: Parameters and results for the charge-centered models XC5, XCY and 1CY .
Here X is the size disparity σ+/σ−, Y is σ′+− (rounded), and σ+ and σ− are the LJ length
parameters for the respective ions. s+− is the position of the first peak in the cation-anion
radial distribution function, and δ is the percentage difference between σ′+− and s+−. All
ions considered are univalent, and for all particles the LJ energy parameter ǫ = 6× 10−21J ,
the masses m = 1.99265 × 10−25kg.

85



4.2. Ionic Liquid Models and Simulation Method

model system lq/R+ s+−(Å) δ(%) DR(1011Hz) τµ(ps) τip(ps) % p.c.
(< 5%) (< 5%) (< 5%) (< 5%)

1OCY 1OC5 − 4.85 3 − − − −
1OC4.4 0.25 4.7 −7 49.0 1.2 0.04 8

(27.7 1.3 0.10)a

(19.0 − 0.18)b

1OC3.8 0.5 3.55 5 7.5 1.3 0.08 20
(5.7 1.5 0.13)a

(4.2 1.7 0.24)b

1OC3.4 0.625 3.0 13 4.2 1.6 0.17 36
1OC3.3 0.688 2.75 16 3.2 1.9 0.9 91
1OC3.1 0.75 2.5 20 2.2 2.9 2.6 95

(1.8 3.3 4.2)a

(1.4 4.2 5.8)b

1OC2.8 0.875 2.0 29 1.5 3.8 90 99

2OCY 2OC5 − 4.85 3 − − − −
2OC4.2 0.25 4.2 −1 22.0 1.6 0.08 11
2OC3.8 0.375 3.5 7 6.0 2.1 0.17 22
2OC3.3 0.5 2.8 16 2.6 3.1 1.0 69
2OC2.9 0.625 2.15 26 2.2 3.1 2.6 95

3OCY 3OC5 − 4.85 3 − − − −
3OC4.1 0.25 4.0 2 12.1 1.9 0.30 14
3OC3.6 0.375 3.2 11 3.5 2.7 0.45 31
3OC3.1 0.5 2.5 20 2.3 3.5 1.1 68
3OC2.7 0.625 1.75 34 2.5 1.8 17 99

Table 4.2: Parameters and results for the charge-off-center models 1OCY , 2OCY and
3OCY . σ+ and σ−, interaction parameters, and masses are as for systems 1C5, 2C5 and
3C5, respectively (Table 4.1). X, Y , and δ are as in Table 4.1. lq/R+ indicates the charge
displacement (Fig. 4.1), and s+− is the position of the first peak in CC+−. DR and τµ
are the rotational diffusion coefficient and the orientational relaxation time of the cation,
respectively, τip is the average ion-pair lifetime, and % p.c. is the percentage of paired
cations. The superscripts a and b denote results obtained with cation moments of inertia
Ixx = Iyy = 2.8×10−45, and 2.8×10−44 kg m2, respectively. All other results were obtained
using Ixx = Iyy = 2.8 × 10−46 kg m2.
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It is appropriate at this point to describe the physical motivations for the particular

models we have chosen to study. Considering first the charge-centered systems, we would

expect both ion size disparity and σ′+− to significantly influence the properties of ionic

liquids, and our models are selected to isolate and understand these effects. In Chapter

2 [4], we examined the influence of size disparity while holding σ′+− fixed at 5 Å. This

was achieved by simultaneously enlarging the cation while shrinking the anion (see Table

4.1). In the present notation, this model is labeled XC5 and its purpose is to highlight the

effects of size disparity. However, in many experimental studies one ion is held constant

while the counterion is varied, which will in general change both the size disparity and σ′+−.

In the charge-centered context, model XCY , where σ+ is held fixed at 5 Å, while σ− is

systematically reduced, mimics this situation. Here, the size disparity increases, while σ′+−

decreases simultaneously. We also consider model 1CY , where the ions are of the same size,

but σ′+− varies. Comparing models XCY and 1CY allows us to separate the influence of

σ′+− from that of size disparity. Note that in order to remove effects due to varying packing

fraction, in all of our simulations the reduced density ρ∗ = ρ+σ
3
+ + ρ−σ

3
−, where ρi = Ni/V

(Ni is the number of ions of species i and V is the sample volume), is held fixed at 0.8.

For physically realistic ionic masses, for most of our models ρ∗ = 0.8 corresponds to liquid

densities in the range 0.6 to 2.1 g/mL, with the majority of systems being around 1 g/mL.

These densities lie in the range of common RTILs. Other variables, such as the ionic masses

and LJ energy parameters, that effect the physical properties, are taken to be the same for

all particles (Table 4.1).

Further, since in many real ionic liquids the ionic centers of mass and centers of charge

do not coincide, we investigate models where the size disparity, charge location, and σ′+−

all vary (Fig. 4.1). Model 1OCY , considered in Chapter 3 [8], consists of spherical ions of

the same size but with the cationic charge located a distance lq from the center of mass.

This obviously has the additional effect of decreasing σ′+−. In the present Chapter we

extend this approach to include models 2OCY and 3OCY , where the size disparity, charge

location, and by consequence σ′+−, are all varied (see Table 4.2). Again, the masses and

LJ parameters are held constant for all ions (Table 4.1). For the charge-off-center models
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it is also necessary to assign moments of inertia Ixx = Iyy to the cations, and three values

that span the range expected for real ionic liquids are considered † (Table 4.2). Of course,

for the classical liquids considered here, the equilibrium properties are independent of the

masses and moments of inertia, but the transport and other dynamical properties can be

influenced. Comparing the results obtained for the charge-off-center systems with those of

appropriate XCY models, allows us to assess the relative influences of size disparity and

charge location on the physical properties of ionic liquids, where both effects are present.

All simulations were carried out in the NVT ensemble with the temperature T fixed

at 1200 K by means of a Gaussian isokinetic thermostat [24]. This temperature ensures

that all of our models are liquid at the density considered. The temperature dependence

of various properties of our model ionic liquids was discussed in Chapters 2.3.3 and 3.3.4

[4, 8]. A cubic simulation cell (of length L) with the usual periodic boundary conditions

was employed. The LJ potential was cut and shifted at L/2 to avoid discontinuity [25], and

Ewald sums were used to treat the long-range Coulombic interactions [26]. In the Ewald

calculations the inverse length parameter was taken to be 6.0/L, fifty wavevectors were

employed in the k-space sum, and the real space interactions were truncated at L/2. Each

simulation was started with the ions on a lattice, and was equilibrated with simple temper-

ature scaling for 1 ns, and continued with the thermostat turned on for another 1 ns. Then

five production runs of 2 ns each were conducted to calculate the overall average properties

(10 ns), and the 2 ns runs were used to estimate standard deviations. The equations of

motion were integrated with a fifth order Gear predictor-corrector algorithm [26] with a

timestep of 2 × 10−15 seconds, except for systems 1OC2.8, 2OC2.9 and 3OC2.7, where a

timestep of 1 × 10−15 seconds was used. Most results were obtained using 216 ions in the

simulation cell, but some runs were performed with 512 ions to ensure that the number

dependence was not qualitatively significant.

†Note that in real RTIL cations there does not appear to be a strong correlation between lq and the
relevant moments of inertia. For example, for the cations 1-butyl-3-methyl-imidazolium (BMIM), and N-
hexyl-N,N,N-trimethylammonium (N6111), the lq/R+ values are ∼ 0.2 and ∼ 0.8, respectively, but their
relevant moments of inertia are both ∼ 5 × 10−45 kg m2.
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The usual transport properties (translational diffusion coefficients Di, shear viscosities

η, and electrical conductivities σel) were calculated via the usual time correlation functions

[26, 27], and the details are discussed in Chapters 2.2 [4], 3.2 [8] and Appendix A.3. In

addition, for the charge-off-center ions (positive ions in our XOCY models) it is interesting

to calculate the rotational diffusion coefficients [27]

DR =
1

2

∫ ∞

0

Cω(t)dt , (4.2)

Cω(t) = 〈ω(0) · ω(t)〉 , (4.3)

and the reorientational autocorrelation function

O(t) = 〈µ(0) · µ(t)〉 , (4.4)

where µ is the vector joining the center of mass and the charge of the cation, and ω is the

angular velocity in a coordinate system where the axis of cylindrical symmetry z lies along

µ (and there is no torque about this axis). We know from Chapter 3.3.3 [8], that both DR

and the decay time τµ associated with O(t), provide signatures of directional ion pairing in

the charge-off-center models.

Directional ion pairing can be further illuminated by calculating the continuously bonded

ion pair time correlation function

Sip(t) =
〈h(0)H(t)〉

〈h〉 , (4.5)

which describes the probability that an ion pair, which is bonded at t = 0, remains contin-

uously bonded up to time t. In Eq. (4.5), h(t) is unity if a tagged pair of ions is defined

to be “bonded” at time t, and is zero otherwise. H(t) is unity if the tagged pair remains

continuously bonded from time 0 to time t, and is otherwise zero. The angular brackets

indicate averages taken over all ion pairs that are bonded at t = 0. We define a directional

ion pair geometrically. A pair of ions is defined to be bonded if they are closer than the
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first minimum in the cation-anion center of charge radial distribution function, and if at

the same time the angle between the vector µ (defined above) and the vector rCM joining

their centers of mass is smaller than 15 degrees. This definition was shown to be physically

reasonable in Chapter 3.3.3 [8]. Apart from a short initial period where inertial effects ex-

ert an influence, Sip(t) decays exponentially, and its relaxation time τip can be regarded as

the average “lifetime” of directional ion pairs. We note that the procedure outlined above

is analogous to a method sometimes used to investigate the dynamics of hydrogen bonds

[28, 29].

4.3 Results and Discussion

4.3.1 Structural Properties

Radial distribution functions are plotted in Figs. 4.2 - 4.7. Both center of mass (CM) and

center of charge (CC) functions are displayed, and these are given the obvious notation

CMij and CCij, where ij refer to the ionic charges.

Influence of Size Disparity and the Distance σ′+−

In Chapter 2 [4] we focused on isolating the influence of ion size disparity, and σ′+− (note

that, σ′+− = σ+− for charge-centered models) was held fixed at 5 Å. Here, we refer to this

model as XC5, and the radial distribution functions obtained are shown in Fig. 2.1. To

briefly summarize, because of the constraint on σ′+−, for model XC5 the position of the

first peak in CM+− is essentially independent of the ion size disparity X. As the cation

becomes larger, the first peak in CM++ moves to larger separations, and becomes more

determined by the core repulsions rather than the Coulombic interactions, as one would

expect. On the other hand, as the anion becomes smaller, the first peak in CM−− moves

to larger separations, “following” the cation peak. This indicates that the structure of these

strongly coupled Coulombic systems is largely determined by the packing of the larger ionic

species.
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The radial distribution functions for model XCY are plotted in Fig. 4.2. We note that

the first peak in CM+− now moves to smaller separations as σ′+− decreases from 5 to 3

Å. This effect is expected, but comparing with results (not shown) for model 1CY (ions of

the same size but varying σ′+−) we see that the height of the first peak is amplified by ion

size disparity. For model XCY , the cations are the same size for all systems considered

(σ+ = 5 Å), but we see from Fig. 4.2, that the first peak in CM++ moves to smaller

separations (from 7 to 5.05 Å) as the size disparity increases. Clearly, smaller anions

allow the larger cations to approach each other more closely, likely by inserting between

them and counteracting some of the direct Coulombic repulsion. The position of the first

peak in CM−− moves to smaller separations as the anion decreases in size, but remains

completely in step with the first peak in CM++. This again demonstrates the strongly

coupled nature of these Coulombic systems. To summarize, in these relatively simple ionic

liquids, the structure is very strongly influenced by the strong cation-anion attractions, and

the importance of these interactions appears to increase with ion size disparity.

Influence of Size Disparity and Charge Location

A detailed discussion of the radial distribution functions of model 1OCY with displaced

charges, compared with model 1CY (same σ′+− as 1OCY , but no charge displacement)

is given in Chapter 3.3.1 [8]. Therefore, here we concentrate on models characterized by

both size disparity and charge displacement. The relevant radial distribution functions are

plotted in Figs. 4.3 - 4.7. In these figures, results for models 1OCY , 2OCY , and 3OCY

are displayed in the top, middle, and bottom panels, respectively.

First consider CC+− shown in Fig. 4.3. For all systems with no charge displacement

(1OC5, 2OC5, and 3OC5, note that σ′+− = 5 Å for all three), the first peak is at the

same location and the peak heights are nearly the same. A repeating pattern emerges for

all models when the charge is displaced. The first peak moves to shorter distances, first

becoming wider and lower, then higher and narrower. The high peaks at short distances

clearly show the increasing Coulombic counterion attraction. As the cation charge is more

“exposed” to the anion, directional ion pairs of increasing strength are formed (see also
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Figure 4.2: Center of mass radial distribution functions for model XCY .
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Chapter 3.3.1 [8]). The peak height for systems with the same σ′+− is higher for more size

disparate systems (3OCY > 2OCY > 1OCY ). This apparent increase in the counterion

attraction is due to size disparity, in accord with Chapter 4.3.1, above.

The effective mean strength of the Coulombic attraction of oppositely charged ions can

be assessed by comparing σ′+− with the position of the first peak in CC+−, which we will

call s+−. These distances (note that σ′+− is included in the system label) together with

the percentage difference, δ = 100(σ′+− − s+−)/σ′+−, are given in Tables 4.1 and 4.2. For

charge-centered systems (Table 4.1), δ = 3− 6%, showing larger increases for systems with

smaller σ′+−, as one would expect. For systems with off-center charge (Table 4.2), σ′+−

becomes smaller, so at first sight we might expect a corresponding increase in δ. However,

from Table 4.2 we see that this depends on how far the charge is displaced from the center.

If the displacement is small, we observe a decrease in δ, with negative values for some

systems. This indicates that for small charge displacements the distribution of counterions

about the positive ion remains nearly spherically symmetric, and hence the mean charge-

charge distance is larger than σ′+−. As the charge is moved further off center, the Coulombic

attraction becomes stronger, leading eventually to strongly bound directional ion pairs, and

large positive values of δ.

Evidence of ion pairing can also be observed in CM+− (Fig. 4.4). Here the first peak

again shifts to shorter distances as the charge is displaced, but now, in addition, it splits

into two peaks. The new first peak can be attributed to directional ion pairs, the second

peak to “non-bonded” counterion neighbors. The peak shift and splitting happens more

rapidly as a function of charge displacement for the more size disparate charge-off-center

models, showing that ion pairs form more easily and are stronger if there is size disparity.

CM++ is shown in Fig. 4.5, and we note that different behavior is observed for 1OCY

than for the size disparate models. For 1OCY , the first peak becomes broader and shifts

to smaller separations as the charge is moved off center, whereas, for 2OCY and 3OCY

the first peaks exhibits little sensitivity to charge displacement. This is because in 1OCY

the formation of directional ion pairs with the possibility of different relative orientations

influences the center-of-mass distribution of the cations. In 2OCY and 3OCY , directional
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ion pairs are also formed (even more readily), but in these systems the cations are so large

that their core repulsions dominate the distribution of their centers of mass.

Further structural insight can be obtained from CC++ and CM−− plotted in Figs. 4.6

and 4.7. It is immediately apparent, particularly for the size disparate systems 2OCY and

3OCY , that CC++ and CM−− are of similar shape and exhibit the same dependence on

charge location. This can be explained by the strong Coulombic coupling and ion pairing in

these systems. Qualitatively, one can regard the directional ion pairs as single “units”, with

their average separation mainly determined by the core repulsions of the larger cations (see

above discussion of CM++). This results in distributions of similar shape for the positive

and negative charges, but shifted to larger distances for the positive charges, because in an

ion pair the positive charge is closer to the cation center of mass.

To briefly summarize, from a structural perspective, charge displacement combined with

size disparity leads to varied behavior that can be largely rationalized by considering the

shifting importance of the different interactions present in the system. Displacing the charge

away from the center of mass strongly influences the importance of the Coulombic attrac-

tions. Small displacements weaken its influence, but larger displacements strengthen it

leading to directional ion pairs. As pairs are formed, the importance of the Coulombic

repulsions are reduced due to cancellation effects of the opposite charges bound in close

proximity. This effect is especially pronounced for size disparate systems where the core

repulsions of the larger species (the cation in our models) become increasingly important

with increasing size disparity.

Further insight into the nature of the Coulombic coupling in our model ionic liquids can

be obtained from the radial charge distribution functions defined as [30, 31]

QCM/CC
α (r) = ρα [gαα(r) − gαβ(r)] , (4.6)

where α and β denote the ionic species and gαβ(r) is either the center of mass [to obtain

QCM
α (r)] or the center of charge [to obtain QCC

α (r)] radial distribution function. Some

example rQCM
α (r) plots are given in Fig. 4.8, and we note that all functions of this type
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have some common features. In particular, all have a deep, sharp minimum at the most

probable countercharge separation, and all display the screened oscillatory behavior typical

of strongly coupled Coulombic systems. For all models, the first minimum moves to smaller

separations as the charge is moved off center, and in most cases the amplitude of the

oscillations decreases as well. This behavior can be attributed to the formation of ion

pairs; strongly bound opposite charges “neutralize” each other to a large extent, such that

less screening from other “unbound” charges is needed. An exception is rQCM
+ (r) for size

disparate systems (e.g., model 3OCY , middle panel of Fig. 4.8), where the oscillations

decrease only slightly in amplitude as the charge is moved off center. This is because in this

size disparate system with large cations, the non-Coulombic, cation-cation core interactions

tend to determine the cation center-of-mass distribution, even for systems where the charge

displacement is large.

To assist with our understanding of the transport properties, particularly the diffusion

coefficients, discussed in Chapter 4.3.2, it is useful to consider running coordination numbers

defined as

CNα(R) = 4π

∫ R

0

[ρβCMαβ(r) + ραCMαα(r)] r2dr , (4.7)

where α and β again denote the ionic species. CN+(R) results are plotted in Fig. 4.9

for models XC5 and XCY (top panel), and model 3OCY (bottom panel). We see that

for both XC5 and XCY , the coordination numbers decrease significantly with increasing

size disparity, at least at the fixed reduced density (ρ∗ = 0.8) considered here. The results

for 3OCY show that, at fixed size disparity, the coordination numbers are not strongly

dependent on the charge location. This is consistent with our earlier observations in Chapter

3.3.1, Fig. 3.3 [8] for model 1OCY , with off-center charge, but no size disparity. We note

that plots of CN−(R) (not shown) are very similar to those shown in Fig. 4.9, and exhibit

exactly the same trends.
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4.3.2 Transport Properties

Influence of Size Disparity and the Distance σ′+−

We first compare model XC5, where the size disparity increases but σ′+− remains constant,

with XCY , where σ′+− decreases as the size disparity increases. The transport properties

for both models are plotted in Fig. 4.10 as functions of size disparity. Note that the charge

density (ρ+ = ρ−) varies with size disparity at fixed reduced density ρ∗ = 0.8. Therefore,

to make clear the influence of other factors on the conductivity, σel/ρ+ is shown in Figs.

4.10-4.13. It can be seen (Fig. 4.10) that for XC5 the diffusion coefficients increase with

increasing size disparity, and the viscosity decreases. Precisely opposite trends are observed

for XCY . So, increasing size disparity and decreasing σ′+− exert opposite influences on

these properties. We note that for both of these charge-centered models, the coordination

numbers decrease with increasing size disparity (see above), which helps explain the increas-

ing diffusion coefficients observed for XC5. Apparently, for XCY this effect is more than

offset by the stronger Coulombic interactions associated with the decreasing σ′+−. The situ-

ation is similar for the electrical conductivities. For XC5, σel/ρ+ increases with increasing

size disparity, whereas a decrease is observed for XCY , closely following the behavior of

the diffusion coefficients.

Next, we compare XCY (increasing size disparity, decreasing σ′+−) with 1CY (no size

disparity, but decreasing σ′+−). For these models, the dependence of the transport properties

on σ′+− is shown in Fig. 4.11. For 1CY , the diffusion coefficients decrease with decreasing

σ′+− in a roughly linear manner. For XCY , the diffusion coefficients show similar behavior

for large σ′+− (where size disparity is small), but then deviate from this trend and show

little further decrease with σ′+−. This again illustrates that the influences of σ′+− and size

disparity are opposite in nature, and can essentially cancel each other. A similar effect can

be seen in the viscosity, where the increase with decreasing σ′+− is much larger for 1CY than

forXCY . Clearly, size disparity is a very important variable influencing the viscosity of ionic

liquids, and will significantly decrease the viscosity, even if σ′+− is small. For both XCY

and 1CY , σel/ρ+ decreases with decreasing σ′+−, but the decrease is considerably slower
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for XCY . This is another demonstration of the competing influences of size disparity and

σ′+−.

Influence of Size Disparity and Charge Location

For the off-center models (1OCY , 2OCY , 3OCY ), it is instructive to view the transport

properties as functions of both lq/R+ (R+ = σ+/2) (Fig. 4.12) and of σ′+− (Fig. 4.13). Note

that in Fig. 4.13, results for the charge-centered model 1CY are included for comparison.

Note also that some results obtained with 512 ions (instead of 216) are shown in Fig.

4.13. Except for the viscosity of model 1CY , the number dependence can be described as

small, and clearly in no case does it influence our qualitative conclusions. From Fig. 4.12,

we see that for all three models the diffusion coefficients increase as the charge is moved

further off center, and also with increasing size disparity. Note that moving the charge

off center does not significantly influence the coordination numbers (see Fig. 4.9), so the

increase of the diffusion coefficients with increasing lq/R+ is not associated with reduced

coordination numbers. Rather, the increases are likely due to the increasing asymmetry of

the ion-counterion interactions. From Fig. 4.13, we see that the behavior of the diffusion

coefficients is not simplified when viewed as functions of σ′+−, but in this plot one can

see a clear contrast with the charge-centered model 1CY , where the diffusion coefficients

decrease with decreasing σ′+−. We note also, that for the XOCY models, D+ and D− tend

to approach each other at small σ′+− (large lq/R+), reflecting ion pair formation.

For the charge-off-center models, the viscosity first decreases, and then increases steeply,

as functions of both lq/R+ and σ′+−. Viewed as a function of lq/R+ (Fig. 4.12), the upturn

in viscosity occurs at smaller lq/R+ values as the size disparity is increased, whereas, when

the viscosities are plotted as functions of σ′+−, the results for all XOCY models collapse

roughly onto the same curve. This indicates that for all models the upturn in viscosity is

mainly associated with directional ion pairs, and that the propensity to form such pairs

is mostly determined by σ′+−. This observation is further supported by the fact that an

increase in ion pair lifetimes τip (Table 4.2) coincides with the increase in viscosity for all

models. We note that for 1CY the viscosity increases as σ′+− decreases, and is always larger
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than that of the charge-off-center models for σ′+− . 3.25 Å.

For the XOCY models, σel/ρ+ shows little dependence on lq/R+ or σ′+− until the

onset of ion pairing. Ion pairing induces a steep decrease in the conductivity at smaller

lq/R+ values as size disparity is increased (Fig. 4.12), similar to the increases observed in

the viscosity. As a function of σ′+−, there is some collapse of the data towards a single

curve (Fig. 4.13), but not to the extent found for the viscosity. We note that in the

unpaired regime (lq/R+ . 0.375, σ+− & 4 Å) size disparity leads to significantly increased

conductivity, likely reflecting the increased diffusion coefficients discussed above. For 1CY ,

the conductivity is lower than that of the XOCY models at values of σ′+− where ion pairing

is not important, but remains larger in the region where directional ion pairs greatly reduce

the conductivities of the XOCY models.

Angular velocity autocorrelation functions Cω(t) and reorientational correlation func-

tions O(t) are shown for the cations of selected size-disparate, charge-off-center models

(3OCY ) in Figs. 4.14 and 4.15, respectively. We note that the behavior of these functions

for models 1OCY and 2OCY is generally similar (not shown). From Fig. 4.14, we see

that Cω(t) displays oscillatory behavior with the period of oscillation becoming shorter as

the charge is moved further from the center. This behavior leads to decreasing rotational

diffusion coefficients, and is clearly associated with the increasing number and lifetimes of

directional ion pairs (see Table 4.2).

The functions O(t) (Fig. 4.15) display two modes of decay: (i) a very fast short-time

mode, that becomes less pronounced as the charge is moved further off-center, and is likely

due to “free” cations and/or the librational motions of cations within ion pairs; and (ii) a

much slower decay, consistent with the behavior one would expect for the reorientational

motion of directional ion pairs (dipoles). As the charge is further displaced, we see that

O(t) decays more slowly for systems 3OC4.1 to 3OC3.1, but then at 3OC2.7 a reversal

occurs, and the decay becomes faster. This is clearly reflected in the relaxation times τµ

(estimated assuming exponential decay at long times) given in Table 4.2, note the increasing

times up to 3OC3.1, then the decrease for 3OC2.7. The increasing τµ up to 3OC3.1 can be

explained by the increasing numbers and lifetimes of directional ion pairs, but what gives
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Figure 4.15: Reorientational time correlation functions for model 3OCY .
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rise to the substantial decrease for 3OC2.7? One possible explanation is, that while there

are more ion pairs (99% of the cations are paired), and their lifetimes are longer (17 ps vs.

1.1 ps for 3OC3.1) for 3OC2.7, because the most probable charge separation s+− is shorter

(1.75 Å vs. 2.5 Å for 3OC3.1), the dipole moment of a 3OC2.7 ion pair is significantly

smaller than that of 3OC3.1. We would expect the decay of O(t) to depend not only on

the numbers and lifetimes of the directional ion pairs, but also on the magnitude of the

associated dipole moments, indeed this last factor should dominate the relaxation once

nearly all of the ions are paired. Thus, the faster relaxation observed for 3OC2.7 is likely

due to smaller dipole moments, and hence weaker ion-pair-ion-pair interactions. We note

that this could also account for the slight increase in DR observed for 3OC2.7 (Table 4.2),

which is also a reversal of trend. The reduced dipole moment can also explain the decrease

in the first peak of CC++ and CC−− for 3OC2.7 in comparison to 3OC3.1.

The rotational motion of the cations depends on their moment of inertia, and can

influence the dynamics of our charge-off-center model. Therefore, in order to check the

sensitivity of the transport properties to this parameter, for three 1OCY systems we have

carried out calculations with three different values of the cation moment of inertia, spanning

two orders of magnitude (Table 4.2). The results obtained are included in Fig. 4.12, and we

see that larger moments of inertia lead to reduced diffusion coefficients, larger viscosities,

and lower conductivities. However, the variation of the transport properties is relatively

small, and does not influence any of the qualitative trends discussed above. As one would

expect, increasing the moment of inertia does have a significant effect on the rotational

dynamics of the cation, reducing the rotational diffusion constants, and increasing the

reorientational correlation times, τµ (Table 4.2). Also, as might be expected, the ion pair

lifetimes are increased. Nevertheless, we note that these effects do not strongly influence

the transport properties, indicating that dynamically the rotational-translational coupling

is relatively weak, at least over the range of physically relevant moments of inertia.
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4.4 Summary and Conclusions

In this Chapter we report how various molecular features influence the transport properties

of ionic liquids. The main variables considered, both alone and in combination, are ion size

disparity, charge location, and the characteristic length σ′+− that determines the strength

of the crucially important Coulombic attractions. Chapter 4 both extends and generalizes

our earlier studies in Chapters 2 and 3 [4, 8] that focused on particular features, but not

on how they enforce and/or oppose each other when present in combination.

For charge-centered models, we discuss the influence of varying size disparity for two

different physical situations. In one case, as the size disparity is varied, the distance σ′+−,

that characterizes the Coulombic attraction, is held fixed. This model (here denoted XC5)

serves to highlight the influences of size disparity alone, and was discussed in detail in

Chapter 2 [4]. In the present Chapter, we also consider the experimentally more usual

situation [6], where one ion is held constant while the counterion is changed systematically.

In this model (XCY ), both size disparity and σ′+− vary with the changing counterion.

We find that both models are similar in that, at fixed reduced density, the coordination

numbers decrease significantly with increasing size disparity. For model XC5, this leads to

predictable changes in the transport properties; the diffusion coefficients, and the electrical

conductivity normalized by the density of charge carriers (σel/ρ+) increase, and the shear

viscosity decreases, with increasing size disparity. For model XCY , the results are less

predictable. For this model, despite similar reductions in the coordination numbers, the

trends in the transport properties described above for XC5, are essentially reversed. Thus,

for XCY the influences of size disparity are opposed, and to some extent overcome, by the

increasing Coulombic attraction associated with decreasing values of σ′+−. Nevertheless,

comparisons with model 1CY (varying σ′+−, but ions of equal size), clearly show that the

effects of decreasing σ′+− are largely mitigated by increasing size disparity.

For the charge-off-center models (denoted XOCY ), the different influences on the trans-

port properties are less easy to characterize. The behavior of these systems is made more

complex by the formation of directional ion pairs, that become the dominant species in all
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XOCY systems when lq/R+ is sufficiently large. This can have rather dramatic effects on

the viscosity and conductivity. The behavior of the diffusion coefficients is relatively simple,

these tend to increase with increasing lq/R+, eventually becoming approximately constant,

or decreasing slightly in the strongly paired limit. We note that moving the charge off

center has only a marginal effect on the coordination numbers in all XOCY systems, so

the increase in the diffusion coefficients with increasing lq/R+ cannot be associated with

decreases in the coordination numbers, as is the case for size disparity. Instead, one sur-

mises that the asymmetric nature of the cation-anion interactions facilitates diffusion. Also,

comparing different XOCY systems, we find that in all cases the diffusion coefficients are

significantly increased by size disparity, even in the strongly paired regime.

The behavior of the viscosity and conductivity for the XOCY systems is more compli-

cated, and it is necessary to distinguish between weakly paired (or unpaired) and strongly

paired regimes, noting that as lq/R+ is increased the crossover from one regime to the other

occurs rather sharply. In the weakly paired region, the viscosity is reduced, and σel/ρ+ ei-

ther remains practically constant, or is slightly increased, as the charge is moved off center.

Also, in this regime, the viscosity is decreased and σel/ρ+ increased by size disparity, con-

sistent with the behavior of the diffusion coefficients described above. At the crossover into

the strongly paired regime, the viscosity increases rapidly, and the conductivity decreases

rather sharply towards zero. This behavior is qualitatively similar for all XOCY models.

We would expect the characteristic length σ′+−, which varies both with charge displacement

and size disparity, to be important for ion pairing. For all XOCY models, the crossover in

the viscosity occurs at similar values of σ′+−. However, the agreement is not as good for the

conductivity, indicating that other factors are at play.

Although our XOCY model is obviously highly simplified, particularly in the assump-

tion of spherical ions, it is possible to make some connection to real RTILs using the volume

and lq estimates available for a number of complex ions, for example, in Ref. [23]. If we

make the further assumption of spherical ions, then the estimated lq/R+ values range from

near zero to ∼ 0.8, which spans the range that we consider. A large majority, but not all,

of these ions have lq/R+ values that would place them in the regime that we have identified
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as weakly paired. However, as discussed in Chapter 3.3.2 [8], the transport properties of

some RTILs with larger lq/R+ values do show behavior [7] which suggests that they may

lie in the strongly paired regime.

Briefly summarized, our calculations show that size disparity, charge location, and σ′+−

can all have important influences on the transport properties of ionic liquids. Our results

suggest possible strategies for optimizing desirable liquid properties. For example, high size

disparity combined with a charge location that is off center, but outside the strongly paired

regime, should help lower the viscosity and increase the conductivity of ionic liquids.

Interestingly, directional ion pairing, due to hydrogen bonding [20–22, 32] has been

associated with reduced viscosities in some ionic liquids. This is strikingly similar to what

we find for our charge-off-center, but not too far off-center, models. In this case, one has ion

pairs that are relatively weakly bonded, compared to the far off-center systems where the ion

pairs are much more strongly bonded and long-lived. In the weakly bonded regime, we find

reduced viscosities consistent with the behavior described above, and we trace its origin to

the asymmetric ion-counterion distributions in Chapter 3 [8]. That is, although the ions in a

“bonded” pair interact more strongly with each other, they interact less strongly with other

neighboring ions, leading to increased diffusion coefficients, and reduced viscosities. We note

that in some experimental situations, where a hydrogen bond is introduced by replacing a

methyl group with a hydrogen, the interpretation of the results is complicated by associated

changes in the molar volume [32]. This is not an issue in our simulations because the ion size

does not change as we change the charge location, thus in our case the viscosity changes can

be solely attributed to the formation of directional ion pairs. It is important to emphasize,

that in our model the directional ion pair bonds become increasingly stronger as the cation

charge is moved further off center. In this regime, where long-lived ion pairs dominate the

system, the viscosity trend is reversed, and the viscosity becomes an increasing function of

charge displacement. This does not appear to have been observed in experiments, and, in

fact, it has been suggested that making more strongly hydrogen bonded ion pairs might lead

to further viscosity reduction [32]. Given our observations for the strongly bonded regime,

it will be interesting to see if this proves to be the case.
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Chapter 5

The Influence of Water on the

Structural and Transport

Properties of Model Ionic Liquids ∗

5.1 Introduction

Room temperature ionic liquids (RTILs) often contain trace amounts of water, owing to

the absorption of water vapor from the atmosphere. This common impurity changes the

physical properties of RTILs considerably even at low concentrations [1, 2].

For most RTILs the viscosity decreases strongly when a small amount of water is present,

but the effect weakens as the mixture becomes water rich [3–9]. This viscosity reducing

effect is found to be stronger at lower temperatures. In some particular RTILs, water can

have an apparently opposite effect, water induces gelation in RTILs consisting of 1-octyl-3-

methyl-imidazolium cations with bromide or tetrafluoroborate anions [10, 11]. The electrical

conductivity of RTILs [6–9] increases upon the addition of water up to a maximum value,

and this effect is usually ascribed to increased ion mobility due to the decreasing viscosity. In

water-rich mixtures, the conductivity decreases as a result of the reduction in the density

of charge carriers. Simulation studies [12–15] and experiments [16] have shown that the

addition of water increases the diffusion coefficients of the RTIL ions. Also, the addition of

water narrows the electrochemical window of RTILs, likely due to the electrolysis of water

[6, 16, 17].

A considerable number of experimental [18–24] and simulation [12, 14, 15, 25, 26] studies

have focused on the structure of ionic-liquid-water mixtures, particularly on the water-

ion interactions. Not surprisingly, a variety of often complex behavior has been reported

∗A version of this chapter has been accepted for publication. H. V. Spohr and G. N. Patey, “The Influence
of Water on the Structural and Transport Properties of Model Ionic Liquids”, J. Chem. Phys. (2010).

117



5.1. Introduction

[14, 24]. Generally, at low water concentrations (. 30 mol%) only isolated water molecules

are detected [12, 18, 19, 25]. (Note that here and elsewhere in this paper mol% is defined as

100×Nw/(Nw +N+ +N−), where Nα is the number of particles of species α.) These water

molecules tend to hydrogen bond with one anion [19], or with two anions [14, 18, 19, 25],

depending perhaps on the nature of the anion. The strength of the water-anion hydrogen

bond is found to increase as the mole fraction of water is decreased [26]. Other studies

[15, 22–24] also found that cation-water interactions are of importance. As the water

concentration is increased, the dominant, long-range Coulombic interactions among the

ions become less important, due at least in part to dielectric screening [15, 26], and ion-

water and water-water interactions gain importance. At high water content (& 0.75 mol%),

continuous water networks are found to surround single ions, and ion clusters [12]. Some

RTILs act like short chain surfactants and aggregate above a critical micelle concentration

[20, 21].

Clearly, the physical property changes that RTILs experience upon the addition of

water, can be of advantage in some applications and detrimental in others. Therefore,

it is of interest and importance to study the influence of water on RTILs in detail. Our

research in this area aims to relate the macroscopic behavior of ionic liquids to the molecular

characteristics of the constituent ions, with particular emphasis on transport properties. In

previous studies, we considered several relatively simple models that served to single out

particular commonly occurring features of RTIL ions. These include ion size disparity in

Chapter 2 [27], the displacement of the ion center of charge from its center of mass in Chapter

3 [28], and the characteristic length parameter determining the strength of the obviously

important Coulombic attractions in Chapter 4 [29]. All of these variables were shown to

have important, often competing, influences on the transport properties, sometimes in easily

predictable ways, and sometimes through less obvious mechanisms.

The present Chapter is a systematic investigation of the influence of water on the prop-

erties of these model ionic liquids. We consider six model ionic liquids that cover much of

the parameter space outlined above, and examine the mixture properties as a function of

water concentration up to 50 mol%. Some mixtures where water is replaced by a nonpolar
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species are also considered for comparison purposes.

We show that the effect of water on the transport properties can be complex, and can

come through several microscopic mechanisms. These include not only variations in the

underlying liquid structure of the mixtures, but also effects that are dynamical in nature,

stemming from the fact that the molecular mass of water is generally smaller, often much

smaller, than that of the ions it replaces in ionic-liquid-water mixtures. This latter point

is very important but does not appear to have received much attention, most studies focus

almost entirely on structural effects when attempting to explain the strong influence of

water on RTILs.

The remainder of this Chapter is divided into three parts. The models and simulation

method are briefly described in Chapter 5.2, our results are presented and discussed in

Chapter 5.3, and finally our conclusions are summarized in Chapter 5.4.

5.2 Models and Simulation Method

The ionic liquid models and simulation method closely follow our earlier work (see Chapters

2.2, 3.2, 4.2, and Appendix A.1) [27–29]. Two simple models that were originally employed

to investigate the influences of ion size disparity, and charge location, on ionic liquid prop-

erties are again considered here. The ions are modeled as Lennard-Jones (LJ) spheres of

different sizes with embedded point charges, that are not necessarily located at the ion

center of mass. For the general case, the ion-ion pair interactions can be written in the

form

u(ij) = 4ǫ

[

(

σij
rij

)12

−
(

σij
rij

)6
]

+
qiqj

4πǫ0r′ij
, (5.1)

where σij = (σi + σj)/2 and ǫ are the LJ length and energy parameters, rij is the distance

between the ion centers of mass, r′ij is the charge separation, qi is the ionic charge, and ǫ0

is the permittivity of free space. Note that we have assumed that the LJ energy parameter

ǫ is the same for all ions.
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In this Chapter we consider models where the centers of mass and charge coincide

(charge-centered models) as well as systems where this is not true for the cation (charge-

off-center models). Following our previous practice in Chapter 4 [29], the charge-centered

and charge-off-center models are labeled XCY and XOCY , respectively, where C and

OC denote charge-centered (C) and charge-off-center (OC) models. Also, in this notation

X = σ+/σ− indicates the size disparity, and Y = σ′+− (in Å) is the minimum distance

between the cation and anion charges, when their center of mass separation is σ+−.

The molecular properties of the ionic liquid models employed here are summarized in

Table 5.1. Note that three charge-centered and three charge-off-center systems are consid-

ered. The charge-centered models are size disparate, but note that as in Chapter 2 [27],

σ+/σ− is varied subject to the constraint that σ′+− = σ+− remains fixed at 5 Å, thus Y = 5

in all cases. This is to allow size disparity effects to be distinguished from other, possibly

stronger, influences coming through variations in the Coulombic attraction. For the charge-

off-center models considered, the ions are of the same size (X = 1) in all cases, but Y can

vary depending on the distance lq of the charge from the center of mass. lq is sometimes

called the charge arm [30, 31], and values of the normalized charge arm lq/R+, where R+

is the cation radius (σ+/2), are given in Table 5.1. Note that in our models only the charge

of the cation can be located off center, the anion charge is always at the center of mass.

model σ+(Å) σ−(Å) lq/R+

1C5(1OC5) 5 5 −
2C5 6.667 3.333 −
3C5 7.5 2.5 −

1OC4.3 5 5 0.25
1OC3.8 5 5 0.5
1OC3.1 5 5 0.75

Table 5.1: System parameters for the size disparate and charge-off-center models. σ+

and σ− are the LJ length parameters, lq/R+ is the normalized charge displacement. The
LJ energy parameter is ǫ = 6 × 10−21J for all ions, the charges q = ±1e, the ion mass
m = 1.99265 × 10−25kg, the moment of inertia of charge-off-center cations is Ixx = Iyy =
2.8×10−46kg m2. Test simulations were also carried out with Ixx = Iyy = 2.8×10−45kg m2

and Ixx = Iyy = 2.8 × 10−44kg m2.
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In order to carry out MD simulations, it is necessary to specify ion masses, as well

as moments of inertia for the charge-off-center cations. Here, for simplicity we take all

ion masses to be the same at a value (Table 5.1) that is physically realistic for the large

molecular ions of which RTILs are usually comprised. The majority of calculations were

done with a fixed cation moment of inertia that did not vary with the charge arm (Table

5.1), but, as in Chapter 4 [29], some calculations were carried out with values spanning two

orders of magnitude to verify that the transport properties are not very sensitive to this

parameter.

In our ionic-liquid-water mixture calculations, the so-called simple point charge (SPC)

water model [32, 33] was employed (note that results obtained with the SPC/E water model

differed negligibly from those obtained with SPC). This model consists of three point charges

embedded in a LJ sphere, and is obviously convenient for use with our model ions. We also

investigated the effect of the water mass on the dynamical properties, so we label the regular

SPC model as “w18”, and an analogous water model, where we increased the molecular mass

of water to 120u, as “w120”. The LJ parameters for the cross ion-water interactions were

obtained using the Lorentz-Berthelot rules, ǫ12 =
√
ǫ1ǫ2 and σ12 = (σ1 + σ2)/2.

All simulations were performed under periodic boundary conditions using a cubic central

cell. Most results reported are for systems containing 216 particles in total, but some

simulations were carried out with 512 particles to ensure that the number dependence of

the transport properties was not qualitatively significant. In all simulations, the volume V

of the cell was adjusted such that the reduced density ρ∗ =
∑

i ρiσ
3
i = 0.8, where ρi = Ni/V ,

Ni is the number of particles of species i, and the sum is over all species. This means that all

systems are compared at fixed packing fraction. We note that this value of ρ∗ corresponds

to real RTILs in the density range 1.3− 0.7 g/mL. The LJ potential was cut and shifted at

the half the box length L to avoid discontinuity [34]. Ewald summation [35, 36] was used

to treat all Coulombic interactions [35], with an inverse parameter length of 6.0/L, fifty

wavevectors, and a real space truncation at L/2. The simulations were carried out in the

NVT ensemble with a Gaussian isokinetic thermostat [37]. A fifth order Gear predictor-

corrector algorithm [35] was used to integrate the equations of motion with a timestep of
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1 × 10−15 seconds.

Beginning from a lattice, systems were first equilibrated for 2 × 105 timesteps at 2200

K with simple temperature scaling, then again for 1 × 106 timesteps at 1000 K still with

simple temperature scaling, a final equilibration of 1× 106 timesteps at 1000 K was carried

out with the thermostat turned on. We note that 1000 K is obviously much higher than

the melting points of RTILs, but it is necessary to ensure that all of our ionic liquid models

are in the liquid state. Liquid properties were calculated as averages from five production

runs of 2 ns each, resulting in total simulation times of 10 ns. Standard deviations were

calculated assuming that the five 2 ns production runs give independent estimates of the

quantities of interest. During the production runs, the temperature was scaled to 1000 K

every 5000 timesteps for the size disparate and every 1000 timesteps for charge-off-center

models. Transport properties are obtained via the Einstein (diffusion coefficients) and

the Green-Kubo (shear viscosity, electrical conductivity) relations [35, 38] as described in

Chapters 2.2, 3.2, 4.2, and Appendix A.3 [27, 28], with sampling of positions, orientations,

and velocities every 20 timesteps.

5.3 Results and Discussion

In the following, we first discuss the structural and then the transport properties of our

model ionic liquids. We relate commonly observed trends in the transport properties to

the underlying molecular properties. We note when the behavior of our models agrees with

experimental observations, as well as where and why deviations may occur.

5.3.1 Structural Properties

Size Disparate Models

Center of mass radial distribution functions (rdfs) are shown in Figs. 5.1 - 5.3 for model

XC5 mixed with water or LJ particles. The cation-anion rdfs are shown in Fig. 5.1 for

water-1C5 (top panel), water-3C5 (middle panel), and LJ-1C5 (bottom panel) mixtures.

We note that the addition of water decreases the height of the first peak in both cases, but
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Figure 5.1: Cation-anion rdfs for charge-centered models at different water concentrations.
Results are shown for 1C5-water (top panel), 3C5-water (middle panel), and 1C5-LJ-
particles (bottom panel).
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more strongly in the size disparate system (water-3C5). This simply indicates that water

weakens the ion-ion correlations through “solvation”, and that this is more significant when

there is a smaller ion present. The cation-anion correlations are somewhat enhanced by the

addition of nonpolar LJ particles, which can interact only weakly with the ionic species.

The like-ion rdfs (not shown) are only slightly influenced by the addition of water or LJ

particles.

Ion-water rdfs for mixtures containing 30 mol% water are shown in Fig. 5.2. As one

would expect, the first peak in the anion-water rdf (bottom panel) increases strongly in

height, and moves to shorter distances as the anion decreases in size. As the cation becomes

larger, the first peak (top panel) moves to larger distances as it must, but somewhat unex-

pectedly, the peak height increases. Since the direct water-cation interaction is weakened

by increasing cation size, this is likely due to strengthening of the indirect water-anion-

cation correlations. Not surprisingly, the LJ-particle-ion correlations are weaker than the

water-ion case.

Water-water (oxygen-oxygen) rdfs for systems 1C5 (top panel) and 3C5 (bottom panel)

with different amounts of water are plotted in Fig. 5.3. The result for pure water at the

same ρ∗ and temperature is included for comparison. We note that for system 1C5, the

water-water rdf is only weakly dependent on the amount of water present, but that a strong

dependence is observed for system 3C5. This likely indicates that in system 3C5 water

prefers to interact with the anion rather than with itself, leading to a large decrease in the

height of the first peak at lower water concentrations. In system 1C5 water interacts with

itself as strongly as it does with either ion.

In attempting to understand the behavior of the transport properties discussed in Chap-

ter 5.3.2, it is useful to know how the “occupied” volume about an ion varies with changing

water concentration. Therefore, we define the reduced occupied volume Vα(R) as

Vα(R) =
Vocc(R)

4πσ3
+−/3

= 4π

∫ R

0

[

ρα
σ3
α

σ3
+−

gαα(r) + ρβ
σ3
β

σ3
+−

gαβ(r) + ργ
σ3
γ

σ3
+−

gαγ(r)

]

r2dr , (5.2)

where α, β and γ denote the different species, σ+− = (σ+ + σ−)/2 = 5 Å, and gαβ(r) is the
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centered models at 30 mol% water. For model 1C5, ion-LJ-particle results are included for
comparison.
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Figure 5.4: The reduced occupied volume V−(R) [Eq. (5.2)] for charge-centered models at
different water concentrations. Both the total V−(R) (top panel) and its ionic contribution
(bottom panel) are shown.

center of mass rdf between species α and β. Note that for an ion, Vα(R) has contributions

from the coion, counterion, and water. Vα(R) is similar to a running coordination number,

but takes account of the fact that the different species in a coordination shell have different

sizes.

V−(R) for systems 1C5, 2C5, and 3C5 with different amounts of water are shown in Fig.

5.4. Curves are included for the total V−(R), including cations, anions, and water, as well as

for the result obtained when only the ions are included. We note that for system 1CY , the

total V−(R) curves are practically independent of the water concentration, whereas the ion-

only curves show a significant variation. This indicates that in this system the ions in the

coordination shells are replaced by water, but the total occupied volume remains essentially
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constant. This is less true for the size disparate systems, but still the total occupied volume

depends only weakly on the amount of water, particularly so for water concentrations less

than 30 mol%. The trends for V+(R) (not shown) are similar.

We noted above that for system 3C5 the anion-water correlations are very strong. In-

spection of anion-water running coordination numbers (not shown) indicates that at con-

centrations less than 33 mol% (at 33 mol% all species are present in equal numbers) each

anion tends to have a single water molecule in its first coordination shell. At higher water

concentrations, several water molecules can be coordinated to a single anion. We never

observe more than one anion in the first coordination shell of a water molecule in systems

3C5 and 2C5, likely due to the strong Coulombic repulsion of the anions.

Models with Charge Displacement

Selected rdfs for model 1OCY mixed with water or LJ particles are plotted in Figs. 5.5,

5.6, and 5.8. All rdfs shown are for the ion centers of mass (CM), except for Fig. 5.8 (top

panel), where the cation center of charge (CC) is used.

It is useful to recall that in Chapter 3 [28] we found that charge-off-center models tend

to form directional ion pairs, whose strength and lifetime depend on the normalized charge

displacement, lq/R+. Furthermore, the dynamical behavior of these ionic liquids can be

roughly divided into two regimes, depending on whether the directional ion pairs are weakly

or strongly “bonded”. Of the three 1OCY systems considered in the present Chapter (see

Table 5.1), 1OC4.3 and 1OC3.8 fall into the weakly paired regime, and 1OC3.1 lies in the

strongly paired regime. In the weakly paired regime, the asymmetry introduced by charge

displacement reduces the cation-anion correlations (Chapter 3) [28]. We find that in these

systems the addition of water has little influence on the ion-ion rdfs (not shown), simply

leading to slight decreases in the height of the first peak.

In contrast, in the strongly paired regime water has a significant influence on the cation-

anion rdf, as illustrated for system 1OC3.1 in Fig. 5.5. Note that in this system the cation-

anion rdf shows two distinct peaks at small separation. The first peak is associated with

strongly bound directional ion pairs, and the second peak with “non-bonded” counterion
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Figure 5.5: Cation-anion center of mass rdfs for 1OC3.1-water mixtures at different water
concentrations.

neighbors. As the water concentration increases, the first peak decreases in height, until at

30 mol% it has entirely vanished, never to reappear as more water is added. Essentially,

what is happening is that the directional cation-anion pairs are being replaced by cation-

water pairs, as evidenced by the cation-water rdfs (Fig. 5.6, top panel) discussed in the

next paragraph. Note that at 33 mol% there are just enough water molecules present to

replace all of the anions taking part in directional ion pairs.

Ion-water rdfs for the different charge-off-center systems at 30 mol% water are shown

in Fig. 5.6, together with some LJ particle results for comparison. First, we focus on the

cation(CC)-water(O) rdfs given in the top panel. As the cation charge is moved further off

center, the first peak in the rdf initially decreases in height and broadens, then increases

in height and narrows. For 1OC3.1, the first peak is much higher and occurs at smaller

separations than for the other systems, indicating cation-water(O) “bonds” in this liquid.

This is what destroys the directional ion pairs, as discussed above. For system 1OC3.8, the

first peak is also shifted to markedly smaller separation, indicating that cation-water(O)
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Figure 5.7: A configurational snapshot of the 1OC3.8-water system at 30 mol% water. One
cation-water-anion triple is indicated, others can be clearly seen. The anions are blue, the
cations turquoise, the water oxygen atoms are red, and the water hydrogen atoms are white.
All particles are shown with somewhat reduced diameters to reveal the hydrogen sites of
the water molecules, and the charged site of the cations (dark turquoise).

interactions are quite strong in this system as well. For all systems, varying the water con-

centration does not influence the qualitative behavior of the cation-water rdfs (not shown).

Anion-water(O) (middle panel) and anion-water(H) (bottom panel) rdfs are also shown

in Fig. 5.6. The anion-water rdfs do not vary greatly with the amount of water added (not

shown), but the dependence is much stronger for 1OC3.1 than for the other models. Also,

for 1OC3.1 the anion-water correlations, as measured by the height of the first peak in the

rdfs, are clearly stronger than for the other systems. Given that the anion is the same in

all systems, this is almost certainly due to the cation-anion attraction indirectly supporting

the anion-water correlation. Indeed, in the “snapshot” shown in Fig. 5.7, one can easily
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spot cation-water-anion triples in system 1OC3.1. We shall see in Chapter 5.3.2 that these

structures likely influence the viscosity as well. Finally, we note that the ion-LJ-particle

correlations are relatively weak, and depend only slightly on the charge displacement.

Water-water rdfs for systems 1OC3.8 and 1OC3.1 with varying water concentration are

shown in Fig. 5.8. We note that for system 1OC3.8, the dependence of the water-water

rdfs on water concentration is relatively small. This is also true of the charge-centered

systems as can be seen in Fig. 5.3 (top panel). However, for system 1OC3.1 this is not

the case. For concentrations less than 30 mol% water, the first peak in the water-water rdf

(compared with pure water) is entirely missing. This is because at 30 mol% and lower all

water molecules are strongly bound to cations, and do not interact directly with other water

molecules. At higher water concentrations where there are “unbound” water molecules, the

first water-water peak reappears.

The total V+(R) (top panel) and its ionic contribution (bottom panel) for systems

1OC3.8 and 1OC3.1 with varying water concentrations are plotted in Fig. 5.9. We note that

for both systems the total V+(R) curves for different water concentrations are essentially

superimposable, whereas the ion-only curves vary significantly. This indicates that for these

systems water replaces ions in the coordination shells, but the total occupied volume remains

practically constant.

5.3.2 Transport Properties

Size Disparate Models

Diffusion coefficients for the size disparate models with added water are shown in Fig. 5.10.

In some cases results for LJ particle mixtures are shown for comparison. For system 1CY

results obtained with 512 particles (orange squares) are included, and we note that the

system size dependence is not significant.

In Chapters 2 and 4 [27, 29] we found that, for pure ionic liquids, size disparity leads to

increased ionic diffusion coefficients, and that this is at least partially due to decreases in

the first shell coordination numbers at fixed packing fraction (see Chapter 4.3) [29]. This
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effect is also observed here for the diffusion coefficients of the ions (top and middle panels),

but the diffusion coefficient of the water decreases with increasing ion size disparity. This

is in all likelihood due to the strong water-anion interactions, that become stronger as the

anion is reduced in size.

For the mixtures containing water, we see from Fig. 5.10 that the diffusion coefficients

of the ions and of the water all increase with increasing water concentration, as has been

observed in simulations with other models [12–15]. It is interesting to probe a little more

deeply into why this is so. We showed above (Fig. 5.4) that the “occupied” volume around

the ions does not change much with water content, so simple packing effects cannot explain

the increasing diffusion coefficients. The correlations among the ions will be influenced,

likely weakened, by the presence of water, so this is a possible contributing factor.

However, in addition to these structural factors, there is a possible dynamical effect that

must be considered. In the ion coordination shells, counterions that tend to be heavy are

being replaced with lighter water molecules. In our model liquid mixtures the ion/water

mass ratio is 120/18. Therefore, to explore the possible influence of mass differences, for

systems 1C5 and 3C5 we have carried out simulations with “heavy” water (labeled w120),

which is just the same water model, but with the molecular mass increased from 18u to

120u. The results obtained are plotted in Fig. 5.11. We note that in all cases changing the

mass of the water particles has a substantial effect on the diffusion coefficients of the ions.

For model 1C5 with w120, the diffusion coefficients of both ions still increase with increasing

water concentration, but the increase is much smaller than for real water (w18). For model

3C5 with w120, the diffusion constant of the cation is essentially independent of the water

present at least up to 50 mol%, and the anion values actually decrease with increasing water

concentration. Note that the anion is smaller in this system and interacts more strongly

with water. Thus, we conclude that the increase in the ionic diffusion coefficients is in large

part not due to water-induced structural changes, but rather to the fact that the water is

lighter than the ions it displaces from the coordination shell.

The mass effect can also be clearly seen in the velocity autocorrelation functions. Both

cation and anion results for system 3C5 are shown in Fig. 5.12. Curves are included for the
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Figure 5.10: Diffusion coefficients versus water (LJ particle) concentration for 1C5-water
(or LJ particles), 2C5-water, and 3C5-water systems. Results are shown for the cations
(top panel), anions (middle panel), and water (LJ particles) (bottom panel). The orange
squares indicate results obtained with a total of 512 particles, all other results shown were
obtained with 216 particles. The error bars represent one standard deviation.
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pure ionic liquid, and for systems with w18 and w120 at 50 mol%. We note that compared

with the pure ionic liquid, the “caging” is reduced for w18, but not for w120.

The viscosity (top panel) and the electrical conductivity divided by the density of charge

carriers σel/ρ+ (bottom panel) are plotted versus the water concentration in Fig. 5.13.

Because the total number of particles of all types is fixed in our simulation cell, as more

water is added the charge density (ρ+ = ρ−) is reduced. Therefore, to remove this trivial

effect from our consideration of factors influencing the conductivity, we plot σel/ρ+, rather

than σel itself. For system 1C5 some results obtained with 512 particles are included for

mixtures with water (orange squares) and LJ particles (orange diamonds). We note that

there is a significant number dependence in the viscosity, with the larger systems giving

somewhat higher viscosities. However, this appears as a shift of the entire curve, and the

trends with increasing water concentration remain the same. The number dependence in

σel/ρ+ is very small and lies within the error bars.

First, let us consider the viscosities. We see from Fig. 5.13 that for systems 1C5 and

2C5 the viscosity decreases as water is added, but that the slope is considerably smaller

for system 2C5. For system 1C5 results for different concentrations of LJ particles are

also shown. We note that the viscosity also decreases in this case, but not as much as

for corresponding water concentrations. Also, for the LJ particles, the viscosity closely

follows the simple ideal relationship, ηmixture = XILηIL +XLJηLJ , where ηIL and ηLJ are

the viscosities of the pure components at the same ρ∗ and temperature, and XIL and XLJ

are the mole fractions. For 1C5 with water, the viscosity falls faster than the appropriate

ideal relationship would imply. We note that a decrease in viscosity when water is added

is the usual observation [3–9] for RTILs. Below we show explicitly that the small mass of

the water molecules compared to the ions is a significant factor contributing to the water-

induced viscosity reduction, just as it is for the increased ion diffusivity discussed above.

Somewhat surprisingly, for the strongly size disparate system 3C5, we do not see the

same trend, rather, the viscosity remains practically constant up to 20 mol% water, and

then increases up to 50 mol%. This is despite the fact that the diffusion coefficients of

all species in this system increase with increasing water concentration, as is also the case
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Figure 5.14: A configurational snapshot of the 3C5-water system at 50 mol% water. One
of the chain-like, anion-water structures is indicated. The colors are as in Fig. 7, and again
the diameters are somewhat reduced to reveal the hydrogen sites of the water molecules.

for the other systems. The likely physical origin of this unusual behavior can be found

by inspecting the snapshot of a typical configuration from a 50 mol% solution given in

Fig. 5.14. Here we see evidence of chain-like, anion-water structures that fit in among the

larger cations. It is likely these associated structures that lead to the increased viscosity

as water is added. Clearly, at some water concentration, the viscosity must again decrease,

but this does not happen below 50 mol%. Such water-anion structures are not found for

systems with 1C5, and, although some association does occur in 2C5, it is less important.

Presumably, in these systems the anions are too large for these anion-water structures to

form and fit among the cations. We remark that this behavior, a water induced viscosity

increase, does not appear to have been reported for any real RTILs.

Turning to the conductivity, we see from Fig. 5.13 that σel/ρ+ increases with the

addition of water for all systems considered. This is consistent with the behaviour of the
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diffusion coefficients discussed above (Fig. 5.10). We note that when LJ particles are added

σel/ρ+ decreases for concentrations above 30 mol%. This is possibly due to the increased

cation-anion correlations in these systems (see Fig. 5.5).

As for the ionic diffusion coefficients discussed above, the fact that the molecular mass

of water is considerably less than that of the ions it replaces is a significant contributing

factor to the behavior of the viscosity and conductivity as water is added. Results for 1C5

and 3C5 with w18 and w120 are shown in Fig 5.15. We see that for 1C5 the viscosity

decreases for both w18 and w120, but that the decrease is less for w120. For 3C5, the

viscosity increases with added water, but the increase is larger for w120. The conductivity

also shows the now expected behavior. For 1C5, σel/ρ+ increases more slowly for w120,

and for 3C5 it decreases with added water for w120, whereas an increase is observed for

w18.

Models with Charge Displacement

It is convenient to divide this discussion into two parts. First we consider systems 1OC4.3

and 1OC3.8, which are in the weakly paired regime, as discussed above. For these systems,

the dependence of the transport properties on water content is generally consistent with

experimental observations for ionic liquids. In contrast, the behavior of water-1OC3.1

mixtures (recall that 1OC3.1 lies in the strongly paired region) deviates from commonly

observed trends, and we discuss this system separately.

The diffusion coefficients of models 1OC4.3 and 1OC3.8 mixed with water or LJ par-

ticles, together with results for the charge-centered model 1OC5 (1C5) for comparison

purposes, are plotted in Fig. 5.16. As observed in Chapter 3.3.2 (Fig. 3.8) [28], we see in

Fig. 5.16 (top and middle panels) that in the weakly paired regime the diffusion coefficients

of all species increase as the cationic charge is moved further off center. We note that in all

charge-off-center systems the anions diffuse a little faster than the cations. In the pure ionic

liquid case we noted that, since the ions are of the same size and the coordination numbers

are very similar, this is most likely due to asymmetries in multi-ion clusters. Considering

the simple example of linear ion triples, the two cations in + − + are both able to bind
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Figure 5.15: Dependence of the viscosity (top panel) and σel/ρ+ (bottom panel) on the
molecular mass of water for systems 1C5-water and 3C5-water. Results are shown for
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the anion closely, by orienting their off-center charge towards the anion, whereas in −+−,

the cation will bind closely to one anion, but the other anion will be more weakly bound.

Accordingly, linear triples of − + − will be more weakly bound then + − +, “freeing” the

anions and enabling them to diffuse faster. Here we see that the same situation persists in

the ionic-liquid-water mixtures as well.

Figure 5.16 shows that in all ionic-liquid-water mixtures, the diffusion coefficients of

all species increase with increasing water concentration. This is consistent with the usual

observation, and the occupied volume plot (Fig. 5.9) strongly indicates that this is not

due to near-neighbor packing considerations. Rather, it is largely due to lighter water

molecules replacing counterions in the first coordination shell, as discussed above in the size

disparate case. We see that the diffusion of water (bottom panel) is as expected reduced

by the presence of the ions (For our pure water model at this temperature and density

the diffusion coefficient is ∼ 57 × 10−9 m2/s.). Note also that the diffusion coefficients of

water are slightly smaller in 1OC3.8 than in 1OC4.3 reflecting the stronger cation-water

interactions when the charge is further off center. The results for LJ particles included

for comparison purposes show that the ionic diffusion coefficients are much less affected by

these nonpolar particles, with only very small increases observed up to 50 mol%. In system

1OC3.8 the diffusion coefficients remain practically constant over the entire concentration

range.

The viscosities and σel/ρ+ for systems in the weakly paired regime are plotted in Fig.

5.17. For pure ionic liquids we have shown in Chapter 3.3.2 (Fig. 3.8) [28] that in the

weakly paired regime the viscosity is lower for more charge displaced systems because charge

displacement leads to spatially nonuniform counterion distributions. Again, we see that the

viscosities decrease as water is added. The decrease in viscosity is stronger than the ideal

case (dotted line), but the deviation from ideal behavior is less for the more charge off

center system 1OC3.8. The likely reason for this is that as the charge is moved further off

center, the cation-water interaction becomes stronger. This effect is also evident above 20-30

mol%, where the viscosities of 1OC3.8-water mixtures are larger than those of corresponding

1OC5 and 1OC4.3 systems. For LJ particles, the viscosities also decrease with increasing
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Figure 5.16: Diffusion coefficients of the cations (top panel), anions (middle panel), and
water (LJ particles) (bottom panel) versus water (LJ particle) concentration for charge-off-
center models mixed with water (solid lines) or LJ particles (dashed lines). The error bars
represent one standard deviation.
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Figure 5.17: Viscosity (top panel) and σel/ρ+ (bottom panel) versus water (LJ particle)
concentration for charge-off-center models mixed with water (solid lines) or LJ particles
(dashed lines). The lightly dotted lines (top panel) show the linear behavior expected for
all ideal 1OCY -water mixtures. The error bars represent one standard deviation.
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concentration, following the ideal lines (not shown) to a good approximation.

For pure ionic liquids σel/ρ+ increases with charge displacement as long as the model

remains in the weakly paired regime (Chapter 3.3.2, Fig. 3.8) [28]. Here we see that σel/ρ+

increases with added water consistent with the behavior of the diffusion coefficients (Fig.

5.16) discussed above. In mixtures with LJ particles, σel/ρ+ decreases with increasing

concentration, in all likelihood due to increased cation-anion correlations, as noted above

for size disparate systems.

We now consider system 1OC3.1 which has a relatively large charge displacement, and

lies in the strongly paired regime. For this system the variation of the transport properties

with added water is very different from that described above for systems where the ions are

only weakly paired.

Diffusion coefficients for mixtures of 1OC3.1 (blue lines) with water and LJ particles are

shown in Fig. 5.18. The corresponding results for models 1OC5 and 1OC3.8 are included

in this plot for ease of comparison. For model 1OC3.1, the ionic diffusion coefficients (solid

blue lines, top and middle panels) decrease to a minimum at approximately 30 mol% water,

then show a strong increase similar to the other models. The diffusion coefficients of water

(bottom panel) are much lower in the 1OC3.1 mixtures than in corresponding systems with

the other ionic liquid models. The water diffusion coefficients remain essentially constant

up to about 30 mol% water, and then increase strongly. In fact, for . 30 mol% water the

diffusion coefficients of water are very close to those of the cations, with those of the anions

being slightly larger. These observations can be easily understood in view of the very strong

cation-water correlations that appear in the corresponding rdfs, and are discussed above

(Chapter 5.3.1). For mixtures that are . 30 mol% water, all water molecules are tightly

“bound” to cations and diffuse at the same rate. There are no “free” water molecules below

∼ 30 mol% water, and cation-water “bonding” can explain both the minimum in the cation

curve, and the constant value found for water at lower concentrations. The corresponding

minimum in the anion curve illustrates that the diffusion of both ionic species is very strongly

coupled. Above 33 mol%, there are not enough cations to bind all of the water molecules,

and the presence of “free” water molecules leads to increasing diffusion coefficients of all
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species at concentrations above ∼ 30 mol% water. We note that the results obtained with

LJ particles do not exhibit these effects, but rather the diffusion coefficients show a small

continuous increase with concentration.

The influence of water on the viscosity and σel/ρ+ of 1OC3.1-water mixtures is given in

Fig. 5.19. Note from the 1OC3.8 results included for comparison, that the viscosities (top

panel) of these systems are much larger, and the conductivity (bottom panel) considerably

lower than those found in the weakly paired regime. For pure ionic liquids that fall into

the strongly paired regime, the strong directional ion pairs are responsible for the high

viscosities, compared to those of weakly paired systems (see Chapter 3, Fig. 3.8) [28].

From Fig. 5.19, we see that when water is added to this system, the viscosity (solid blue

line, top panel) increases even further reaching a maximum at about 30 mol% water. In

contrast, when LJ particles are added a slightly decreasing viscosity is observed over the

entire concentration range. We demonstrated above that the directional cation-anion pairs,

that are present in pure 1OC3.1, are replaced by cation-water pairs as water is added to the

system. The stronger cation-water “bonds” might be a contributing factor to the viscosity

increase. However, if we inspect configurational snapshots, such as the example given in

Fig. 5.7, we note the presence of more extended structures that are likely significant. In

these mixtures one finds cation-water-anion “tethers” that can interact with other tethers

to form more extended connections. It is probably these structures that give rise to the

rapid increase in viscosity as water is added. The decrease in viscosity above 30 mol% water

can be accounted for by the presence of “free” water molecules reducing the influence of the

ion-water structures.

For model 1OC3.1, σel/ρ+ also displays rather unusual behavior. For pure ionic liq-

uids, the diffusion coefficients for 1OC3.1 are larger than those for charge-centered, or less

charge displaced models (see Fig. 5.18), yet, σel/ρ+ is lower for 1OC3.1. These apparently

contrasting observations for pure ionic liquids are explained by the existence of long-lived

directional ion pairs in 1OC3.1, which effectively reduces the number of charge carriers (as

also seen in Chapter 3, Fig. 3.8) [28]. From Fig. 5.19, we see that for system 1OC3.1, as

the amount of water is increased σel/ρ+ increases (solid blue line, bottom panel), whereas
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Figure 5.18: Diffusion coefficients of the cations (top panel), anions (middle panel), and
water (LJ particles) (bottom panel) versus water (LJ particle) concentration for model
1OC3.1 mixed with water (solid lines) or LJ particles (dashed lines). Results for some
corresponding mixtures with the different ionic liquid models indicated on the figure are
included for comparison. The error bars represent one standard deviation.
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Figure 5.19: Viscosity (top panel) and σel/ρ+ (bottom panel) versus water (LJ particle)
concentration for model 1OC3.1 mixed with water (solid lines) or LJ particles (dashed
lines). Corresponding results for 1OC3.8-water systems are included for comparison. The
error bars represent one standard deviation.
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the ionic diffusion coefficients decrease for concentrations up to 30 mol% water. The expla-

nation for this unusual behavior is that when electrically neutral water molecules replace

the anions in the directional cation-anion pairs, the number of “free” charge carriers is

effectively increased. Thus, when water is added, σel/ρ+ increases, even though the ion

mobility decreases or remains approximately constant. We note that when LJ particles are

added, σel/ρ+ (dashed blue line, bottom panel) decreases despite that fact that the diffusion

coefficients remain nearly constant (Fig. 5.18). As in other situations discussed above, this

is likely due to increased cation-anion correlations (pair bonding in this case), when the

nonpolar component is added.

It is worth noting, that as in Chapter 4 [29], we did carry out some calculations varying

the cation moment of inertia over the physically expected range (see Table 5.1). Consistent

with our previous results in Chapter 4.3.2 (Fig. 4.12) [29], we find that larger moments

of inertia decrease the diffusion coefficients and electrical conductivity, and increase the

viscosity a little. However, the rotational-translational coupling is weak, and does not

influence the qualitative trends observed for the transport properties.

5.4 Summary and Conclusions

Water is a common impurity in ionic liquids, it can be absorbed from the atmosphere,

and tends to have an important influence on the transport properties of RTILs, even at

relatively low concentrations. In the present Chapter, we have investigated the effects of

water on the behavior of several model ionic liquids, that capture some of the common

characteristics of RTIL ions. Perhaps more importantly, we have attempted to probe the

underlying reasons for water’s significant influence on properties such as the shear viscosity,

and electrical conductivity, that are of much interest in RTIL research.

The ionic liquid models that we consider vary in ion size disparity, and in the location

of the cation charge. We note, that for the models we consider, the pure ionic liquid

properties are invariant to exchanging the signs of the ionic charges, due to the symmetry

of the Coulombic interactions. However, this invariance to charge exchange does not hold
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when water is added, because the water model employed does not interact symmetrically

with positive and negative charges. Therefore, the results we report for the water mixtures

are in this sense less general then is the case for the pure ionic liquids.

The types of behavior that we observe when water is added to our model ionic liquid

can be roughly divided into two classes. For the less “extreme” systems, where the ion size

disparity is not too large (cation:anion diameter ratio . 2:1), or the cation charge is not

too far off center (weakly paired regime in the pure ionic liquid case), the general trends

that we find compare well with those commonly observed in experiments. In particular, the

addition of water increases the ionic diffusion coefficients and the electrical conductivity,

and decreases the viscosity. In some systems, the water-induced viscosity reduction is much

greater than a simple ideal relationship would imply.

We attempted to identify the origin of water’s influence by analyzing our results in some

detail. From a structural perspective, we noted that water tends to replace counterions, in

the first coordination shell of the ions. This weakens the ion-ion correlations as one would

expect, but in some systems, where the ion-ion correlations are affected only slightly by

water, there are still large changes in the transport properties. Moreover, we show that while

water replaces counterions in the first coordination shell, the occupied shell volume remains

practically constant. Therefore, changes in local “density” cannot explain the increased

ion diffusivity induced by adding water. Thus, at least at lower water concentrations,

structural changes do not appear to offer a convincing explanation of commonly observed

water-induced effects.

This motivated us to seek a possible dynamical explanation. If one notes that in typical

RTILs the molecular mass of water is generally much less than that of the ions, then one

might expect dynamical effects to be significant. Therefore, we carried out simulations with

the same water model, to ensure that the equilibrium structural effects are unaltered, but

with the mass increased to that of the ions. We find that the larger mass significantly reduces

the influence of water on the transport properties, clearly demonstrating that dynamical,

rather than equilibrium structural effects, can be dominant. Basically, when counterions are

displaced from the first coordination shell by much lighter water molecules, the “caging” of
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the ions is reduced. This in turn leads to larger ionic diffusion coefficients, lower viscosity,

and increased conductivity. We note that the effects of the molecular mass of water on the

dynamical properties of RTIL-water mixtures could be confirmed by carrying out simula-

tions varying the water mass, as we have done, but using all-atom models that are expected

to give a more realistic representation of RTILs.

That we are dealing primarily with a first coordination shell effect is clear when one com-

pares the results for water with those for corresponding systems where water is replaced by

LJ particles. The LJ particles do not displace counterions from the first coordination shell,

their effect on the transport properties is much weaker than that of water, and essentially

in accord with the ideal expectations.

In more “extreme” systems with large size disparities, or the cation charge far removed

from the center (the strongly paired regime in pure ionic liquids), our models can differ

from the commonly observed behavior, and this is especially true of the viscosity. In a size

disparate system (3C5) where the cation:anion ratio is 3:1, the diffusion coefficients and the

electrical conductivity behave “normally” increasing with increasing water concentration.

However, the viscosity deviates, increasing with water concentration, at least up to 50 mol%

water. We believe that the reason for this viscosity increase is the formation of chain-like

water-anion clusters that can “weave” among the larger anions. These structures do not

form for smaller size disparities.

In a pure ionic liquid where the charge is far off center (1OC3.1), there exist large

numbers of strongly bonded directional ion pairs, which lead to high viscosities and very low

conductivities (Chapter 3) [28]. When water is added to this system, the viscosity increases

steeply up to about 30 mol% water, then levels off, and decreases at higher concentrations.

The electrical conductivity increases with added water, despite the fact that the diffusion

coefficients decrease up to 30 mol%, and only increase slightly at higher concentrations. This

peculiar behavior can be readily explained by noting that water replaces the anion in the

directional cation-anion pairs to form even more strongly bonded cation-water pairs, until,

at 33 mol%, all anions have been replaced by water. In these systems, one finds cation-

water-anion triples, and we believe that these structures account for the sharp viscosity
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increase, reaching a maximum at approximately 30 mol%, above this concentration the

“free” water molecules cause the viscosity to decrease. The increase in conductivity can be

explained by the replacement of strongly bound, electrically neutral cation-anion pairs with

charged cation-water pairs hence increasing the density of “free” charge carriers.
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Chapter 6

Conclusion

6.1 Analysis

This thesis systematically investigates the influence of some basic RTIL ion characteristics

on liquid structure and dynamical properties. The characteristics considered are size dis-

parity, charge displacement from the center of mass, and counterion charge distance. We

developed several simple models that isolate these features, while keeping other variables

constant. Molecular dynamics calculations are employed to calculate the model structure

and its dynamical properties such as diffusion coefficients, viscosity and electrical conduc-

tivity (for the computational approach see Appendix A).

In Chapter 2 the influence of ion size disparity on the structural and dynamical properties

of ionic liquids is systematically investigated. Ion size ratios are varied over a realistic range

(1:1 to 5:1), while other important molecular and system parameters are fixed. In this

way we isolate and identify effects that stem from size disparity alone. In Chapter 3 the

influence of charge location on the structure and transport properties of ionic liquids is

investigated. The model considered consists of univalent spherical ions with the cation

charge displaced from its center of mass. In Chapter 4 we extend our work to spherical

ionic liquid models where both size disparity and charge displacement are present, and where

the characteristic distance σ′+−, determining the strength of the Coulombic attractions, is

unconstrained. We consider the interplay among these molecular features, and elucidate

their relative importance to the behavior of ionic liquids. Finally, in Chapter 5 we consider

mixtures of size disparate and charge displaced models with water or neutral Lennard-Jones

particles.

We find that size disparity, charge location, and σ′+− can all have large and often com-

peting effects on the transport properties. Size disparity has the effect of increasing the
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diffusion coefficients and electrical conductivity, while decreasing the viscosity. This effect

can be mainly traced to a reduction in coordination numbers for more size disparate sys-

tems. Reducing σ′+− has an opposite effect of similar magnitude, so that the effects of

size disparity and σ′+− can largely cancel each other. A small charge displacement leads to

weakly bound, directional ion pairs, the resulting asymmetric ion-counterion distribution

gives rise to increased diffusion coefficients, and consequently lower viscosity and increased

conductivity. In this regime, the effects of size disparity and displaced charges complement

and strengthen each other. σ′+− decreases with increasing charge displacement, but the

effects of size disparity and displaced charges outweigh the opposing effects of σ′+−. A large

charge displacement and short σ′+− leads to strongly bound, long-lived, directional ion pairs,

and in this regime the trends noted above are reversed, increased viscosities and decreased

conductivities are observed. Here, size disparity is of little importance for viscosity and

electrical conductivity. The strong, directional ion pairing dominates the liquid behavior.

The addition of water to ionic liquid models with moderate size disparities or moderate

charge displacement leads to increased diffusion coefficients and electrical conductivities,

and decreased viscosities. This agrees with what is commonly observed experimentally

for room temperature ionic liquids. This effect of water can not be explained simply with

changes in the equilibrium structure. The dominant effect of water is shown to be dynamical

in origin. Light water molecules replace heavy ions in the first coordination shell of an ion,

thereby reducing caging and increasing ion mobility. If water can form strong associated

structures with one of the ions in an ionic liquid model, the liquid property trends can

deviate from the common behavior. Water strongly couples to the small anions of strongly

size disparate ionic liquid models. The formation of elongated water-anion clusters around

the large cations leads to increasing viscosities for mixtures with higher water content.

In systems with large charge displacements, where long-lived directional counterion pairs

are formed, water inserts itself into the counterion pairs, coupling strongly to the cation.

The formation of cation-water-anion triples increases the viscosity strongly and decreases

diffusion coefficients up to concentrations of 30 mol% water. At higher concentrations of

water, this behavior is reversed due to the presence of water molecules that are not coupled
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Figure 6.1: Schematic overview of all simulation results. The black arrows indicate an
increase or decrease in the RTIL characteristic, the red (green) arrows indicate a corre-
sponding increase (decrease) in transport properties. Here, SD stands for size disparity, OC
for a displacement of the cation charge from the center of mass (off-center model) and σ′+−

is the positive-negative center of charge distance.

to cations. Despite decreasing diffusion coefficients, the electrical conductivity increases as

a consequence of the loosening of the directional counterion pairs.

6.2 Comparison with Experimental Work

Comparison with experimental results is attempted throughout the thesis. For example,

our predictions about size disparity and varying σ′+− agree qualitatively well with ex-

perimental studies of systematic changes in RTIL ions such as those of Seki et al. [1]

and Shirota et al. [2], as described in Chapter 4.1. Seki et al. investigate the differ-

ence between triethylpentylammonium and triethylpentylphosphonium ionic liquids with

the bis(trifluoromethanesulfonyl)amide anion, Shirota et al. investigate 1-butyl-3-methyl-

imidazolium with PF−
6 , AsF−

6 and SbF−
6 anions.

Our charge displaced models directly explore the effects of displaced charge to (counter)

charge interactions, but the interactions of these models are also analogous to directional

interactions such as hydrogen bonds, ion-dipole or dipole-dipole interactions. We can find

experimental examples that show the same trends in dynamical properties as our models
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(Chapter 4).

In this thesis, an increase in viscosity is observed when comparing a slightly charge

displaced to a charge centered system. Similarly, the removal of a single hydrogen bond

on imidazolium (R’=methyl instead of hydrogen in Fig. 1.1, 1) was found to increase

the viscosity in experiments [3–6]. The imidazolium has the same total charge for either

substituent, but the hydrogen substituent has a larger partial positive charge, and so the

positive charge is displaced further from the center of mass, leading to an increased charge

arm for the cation with a hydrogen substituent. Both our model and the hydrogen bond

are directional interactions between a (partial) positive charge that is displaced from the

center of mass and an anion. It was also observed that RTILs that are able to form

multiple hydrogen bonds have relatively large viscosities [7–9]. These types of ions form

“network-like” interactions, whereas a single weak directional interaction has the effect

of strengthening interactions in one direction, while weakening interactions in the other

directions.

The strongly charge displaced cations lead to the formation of long-lived ion pairs, these

systems have high viscosities and low conductivities. The formation of directional ion pair

interactions (and also larger aggregates) in RTILs is used to explain experimental observa-

tions of anomalously low conductivities of some RTILs that at the same time display large

diffusion coefficients [10–13]. Recently, creating more strongly hydrogen bonded, directional

ion pairs has been put forward as a possible means of achieving larger viscosity reductions

[6]. Our work shows that this might not work in practice, as the viscosity increases when

strong counterion pairs are formed.

The temperature dependence of the transport properties is examined for size disparate

and charge displaced models in Chapters 2 and 3. In accord with experiment, the tem-

perature dependence of all transport properties is well represented by the Vogel-Fulcher-

Tammann equation [14, 15]. Deviations from Arrhenius behavior are found to be most

important for the conductivity of strongly charge displaced systems. Based on our results,

this possibly indicates that directional ion pairs create an additional “barrier” to charge

transport in some ionic liquids. The dependence of the diffusion coefficients on the temper-
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ature/viscosity ratio is well described by the fractional Stokes-Einstein relation D ∝ (T/η)β .

For many molten inorganic salts, it was shown that the exponential factor β ≈ 0.8 [16]. The

deviation of β from one is explained by a difference in the elementary mechanisms of diffu-

sion and viscosity. The self diffusion coefficient is dependant on the motion of the particle

itself, whereas the viscosity depends on the interactions among many particles, (and the cor-

relation functions are accordingly one-particle and many-particle functions, respectively).

Different energies of activation are needed for these two processes to occur, and it is likely

that their ratio determines the factor β (see Appendix A.3.2). Our results are consistent

with this physical explanation for the fractional Stokes-Einstein relation. The size disparate

models are similar to simple molten salts, and so in agreement with experiments, our size

disparate systems do show a fractional Stokes-Einstein dependence with β ≈ 0.8. On the

other hand, the charge displaced systems differ substantially in their particle interactions

from simple molten salts. For these systems β decreases with increasing displacement. Ad-

ditional influences of the strong ionic pairs on the viscosity lead to the stronger deviation

of the exponential factor in these systems.

A direct comparison of our simple models to experimental RTIL ions (or atomistic RTIL

simulation models) with their multiple variables is difficult in many cases. Often changes

in size disparity or charge placement are accompanied by changes in other variables. For

example, a change of charge placement, through elongating alkane substituents of quater-

nary amines or imidazoles, changes both molecular shape and the strength of van der Waals

interactions among the ions. This simultaneous change of multiple ion characteristics pro-

hibits separation of single influences, an experiment observes the influence of the sum of

the changing molecular interactions on transport properties. Our models should only be

compared to experiments in which size disparity, charge displacement and/or σ+− are the

dominant factors.

The simplicity of our models is both a weakness and a strength. On one hand, our

models do not capture all influential characteristics of RTIL ions. If a specific RTIL ion is

compared to our model, one might argue that we are missing an important characteristic, for

example, a particular ion shape, charge distribution, or effect of substituent variation. On
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the other hand, the simplicity of our models allows us to observe the direct effect of a single

ion characteristic on the structure and transport properties of the liquid. The variation of

single characteristics, followed by an investigation of a combination of them, enables us to

judge the interrelationships and relative importance of different characteristics in different

regimes.

The simplicity of our models and the strong Coulombic attraction between ions, requires

us to use high simulation temperatures to achieve a liquid state, simulation temperatures

that are in the range of molten salts rather then around room temperature. At these

temperatures, our strongly correlated models have the advantage of relatively fast dynamics,

and so the time correlations of the dynamical properties decay quickly. Accordingly, we can

calculate the transport properties of our systems accurately. Overall, diffusion coefficients

and electrical conductivities are one to two magnitudes higher in our models than in RTILs,

and the viscosities are lower by a similar amount. A close quantitative fit of our models

to RTIL liquid properties is not the purpose of this work. Our intention of investigating

the influence of some of the basic physical properties of the ions was achieved. We are able

to make qualitative predictions about the importance of the chosen ion characteristics on

ionic liquid properties.

6.3 Future Work

The analysis in the previous paragraph, of the advantages of the models used in this the-

sis, but also their shortcomings, suggests various new approaches for future simulations of

RTILs.

One area of future work should be the investigation of other important RTIL ion char-

acteristics that have not been studied in this work. Here we identify two main areas of

interest; ion shape, and ion charge distribution.

The first step in the direction of mimicking RTIL ion shape more closely, would be to

better capture the disk-like shape of some common RTIL ions that consist of five- and six-

membered (heteroatom) rings, and the rod-like shapes of ions with long substituents. The
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influence of prolate/oblate ion shapes on structure and transport properties is currently

being investigated in our group. A further convergence to RTILs might be to emulate more

complicated ion shapes by merging spheres, disks or rods rigidly into simple shapes. Simple

dumbbells, of two same-sized or differently sized spheres, disks with small attached spheres

or rods, would be more similar to spherical or disk-like ions with substituents. Even closer

to experimental RTILs would be models that consist of linked spheres with flexible “bond”

angles, imitating the flexible side chains of some RTILs. This approach could be very similar

to coarse grained models, which have been already studied (Chapter 1.3.3).

Charge distributions also play an important role for RTIL liquids [19, 20]. Each ion

has an overall charge, which is distributed over all atoms in the RTIL molecule, leading

to electrostatic multipole interactions. In aromatic rings, for example, the electron-rich π

system above and below the ring is negatively charged, while the ring plane is positively

charged, resulting in an electric quadrupole. Many RTILs contain aromatic cations, so

a model that includes quadrupole-ion interactions would more closely resemble this type

of RTIL. Kobrak et. al [20] affirm that the dipolar description of charge and dielectric

continuum models commonly used for non-ionic liquids cannot describe RTILs correctly due

to their ionic nature. Future work will have to apply more appropriate, newly developed

theories to these liquids.

The high melting temperatures of our model ionic liquids in comparison to RTILs lead

to the question of the reason for the low melting points of the latter. Low melting points in

RTILs are commonly ascribed to large ions, diffuse distributions of charge, asymmetry and

weak interactions (Chap. 1.2.1). Future work should investigate the influence of isolated ion

characteristics on melting and crystal structures of RTILs. A simulation study of this kind

is currently implemented in our group. A genetic algorithm is used to predict crystalline

structures of simple ion models. Subsequently, the solid-liquid phase transition of these

simple ion models will be investigated.

Of further interest might be systematic computational studies of the transport properties

and structure of simple ion models at solid (charged) interfaces. One area of interest in

RTILs is their useage in electrochemical processes [23–25]. RTILs are also proposed as
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components of devices for the renewable production of energy, such as fuel cells and dye

sensitized solar cells [26]. The classical theories for electrical double layers in dilute aqueous

electrolytes and also in molten salts were found to be inaccurate for RTILs [27]. Simple

models might provide insights about the influence of different ion characteristics on the

deviation of RTIL-solid interface properties from that of molten salts.
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Appendix A

Simulation methods

This Appendix describes the computational model details (A.1) and the methods used to

simulate the time evolution of our systems (A.2). Furthermore, it describes the statistical

mechanical methods used to calculate the structure and the time dependent properties of

the model ionic liquids (A.3).

A.1 The Simulation Model

This thesis uses simple spherical ion models to investigate the influence of RTIL ion charac-

teristics on liquid structure and transport properties. The characteristics of the two main

models are described in the introductory Chapter 1.4 (see Figs. 1.2 and 1.3) and in Chap-

ters 2.2, 3.2, 4.2, and 5.2. Here, we give the computational details of the models such as

the treatment of different interaction potentials and the rotational treatment of asymmetric

bodies.

A.1.1 Interaction Potentials

The interactions of model ions are calculated from interaction potentials, that describe the

potential energy, and so the forces, between pairs of particles.

For simplicity, we use a combination of two interaction potentials for our models. We use

the Lennard-Jones (LJ) potential uLJ(rij) [1], to include core and dispersion interactions,

uLJ(rij) = 4ǫ

[

(

σij
rij

)12

−
(

σij
rij

)6
]

, (A.1)

where σij and ǫij are the LJ parameters, and rij is the separation between particles i and j.

We truncate the LJ potential spherically at a cutoff distance, which introduces an energy
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discontinuity for particles entering or leaving the truncation boundary (the total energy is

not conserved). To avoid the discontinuity, we shift the LJ potential by a constant amount

and use the truncated, shifted LJ potential [1].

LJ parameters for interactions between different species of particles are calculated ac-

cording to the Lorentz-Berthelot mixing rules, so that σij = (σi + σj)/2 and ǫij =
√
ǫiǫj .

The LJ particle size parameters σi are listed for different models in Chapter 2.2 (Table 2.1),

Chapter 3.2 (Table 3.1 and 3.2), Chapter 4.2 (Table 4.1 and 4.2), and Chapter 5.2 (Table

5.1), the energy parameter ǫ = 6 × 10−21J for all models. The LJ parameters are chosen

in the range of RTIL sizes, the energy parameter is based on neopentane model parameters

[2].

We use the Coulombic potential to account for the ionic interactions [1],

uCoul(r
′
ij) =

qiqj
4πǫ0r′ij

, (A.2)

where qi = ±1e is the charge of the ion i, r′ij is the charge-charge distance of ions i and j,

and ǫ0 is the permittivity of free space.

As we are calculating liquid properties of the bulk phase, we employ periodic boundary

conditions that periodically repeat the simulation box in all directions to avoid surface phe-

nomena. For the short-range Lennard-Jones interactions it is sufficient to only incorporate

interactions with the closest replica (minimum image) of all other particles. However, the

Coulombic interactions are long-range and only including the minimum image of the other

particles is not sufficient, too many contributions to the potential interactions would be

neglected. The total potential energy originating from the Coulombic interactions can be

written as

uCoul,tot =
1

8πǫ0

∑

n

′
N
∑

i,j

qiqj
|r′
ij + nL| , (A.3)

where we account for all charges and their interactions with all periodic images n (where

n is an integer vector denoting the original simulation box n = (0, 0, 0) and each periodic

image n = (nx, ny, nz)). The prime indicates that in the case i = j the term n = (0, 0, 0)

is omitted. In this way, the simulation box is surrounded by a sphere of (simulation box)
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periodic images, whose interaction with the ions in the original box are explicitly calculated

[3]. To achieve a bulk liquid, this sphere is then surrounded by a homogeneous medium,

which is in our case a conductor, the ionic liquid.

The Ewald summation technique is used to account for periodic charge images beyond

the simulation cell [1, 3–5]. For our purpose, with small numbers of particles in the simu-

lation cell and simple particle models, the Ewald method is sufficiently fast, but there are

more sophisticated, faster summation techniques for simulations with a large number of

particles [4–6].

The Ewald method splits the Coulombic interaction into two terms. This can be ex-

pressed in a simplified fashion as

1

r′
=
f(r′)

r′
+

1 − f(r′)

r′
. (A.4)

The function f(r′) is chosen so that the first term is negligible beyond a cutoff, ideally

only the minimum images of particles contribute. The second term should be a slowly

varying function, so that its Fourier transform converges rapidly in reciprocal space (only

few reciprocal vectors have to be used). For the Ewald method, f(r′) is chosen as the

complementary error function,

erfc(x) = 1 − erf(x) = − 2√
π

∫ ∞

x
exp(−t2)dt , (A.5)

but there are many other possible choices for this function.

The total Coulombic potential energy according to the Ewald method is

uCoul,tot = ur + uk + us + ud , (A.6)

where ur is the real space term, uk the reciprocal (k-)space term, us a constant self-term

correction, and ud the surface dipole correction. These are described in equations A.7 to

A.9. In this work, the last term vanishes, because we are surrounding the considered sphere

of charges with a conducting medium and not a vacuum or homogeneous dielectric medium.

170



A.1. The Simulation Model

The real space term ur is

ur =
1

4πǫ0

∑

i

qi
∑

j>i

qj
∑

n

erfc(κ|r′
ij + nL|)

|r′
ij + nL| . (A.7)

Physically, we can interpret this as surrounding each point charge with an opposite charge

distribution of equal magnitude, so that within a short distance, their influences cancel each

other. Typically, the width of the opposite charge distribution, κ, is chosen so that only

the original simulation box has to be taken into account in the real space part (n = 0).

The size of κ is determined by a series of test calculations, κ is chosen so that the potential

energy for both the real space and the reciprocal space terms is converged.

The reciprocal space term uk is

uk =
1

V ǫ0

∑

k

1

|k|2 exp

(

−|k|2
4κ2

)





(

∑

i

qi cos(k · ri)
)2

+

(

∑

i

qi sin(k · ri)
)2




+
1

2V ǫ0

∑

i

q2i
∑

k

1

|k|2 exp

(

−|k|2
4κ2

)

,

(A.8)

where V is the simulation box volume, ri the position of particle i, and k a reciprocal

space vector. This sum can be interpreted as a charge correction that restores the original

charge, it is an equal distribution of charge as that added in the reciprocal space part, but

of opposite sign.

The self-term us compensates for interactions of the artificially introduced charge-

distributions with themselves (first term), and the interactions of charges within the same

molecule (second term),

us = − 1

4πǫ0

[

κ√
π

∑

a

q2a +
∑

a

qa
∑

b

qb
erf(κ|d|)

|d|

]

, (A.9)

where a and b are charges in the same molecule and |d| is the distance of these charges.
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A.1.2 Interaction Site Models and Quaternions

For more complicated simulation models, such as the charge-off-center model and the water

model, we include several interaction sites in one molecule. Each site has its specific charge

and LJ parameters, and interacts with the sites of all other molecules, but not with the

sites on the same molecule. The particle sites are at fixed positions within the particle

coordinate system.

The orientation of multiple site particles can be described by Euler angles or by quater-

nions [1]. Both describe the orientation of the particle’s coordinate system around its center

of mass with respect to the global coordinate system of the simulation box.

The quaternion Q of a particle is a set of four scalar quantities,

Q = (q0, q1, q2, q3) . (A.10)

The quaternion uses four parameters to describe a system with three degrees of freedom

(rotation around the x, y, and z axis). One of the quaternion parameters is redundant, and

the representation of the quaternion is not unique. To achieve uniqueness, the quaternion

is constrained by specifying that the sum of the squares of its four constituents must be

one. The quaternion can be converted into Euler angle notation, and vice versa,

q0 = cos 1
2
θ cos 1

2
(φ+ ψ) ,

q1 = sin 1
2
θ cos 1

2
(φ− ψ) ,

q2 = sin 1
2
θ sin 1

2
(φ− ψ) ,

q3 = cos 1
2
θ sin 1

2
(φ+ ψ) .

(A.11)

The treatment of the equations of rotational motion through quaternions avoids singularities

occurring in the treatment with Euler angles [7, 8], and is therefore applied in this work.
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The rotational matrix A,

A =













q20 + q21 − q22 − q23 2(q1q2 + q0q3) 2(q1q3 − q0q2)

2(q1q2 − q0q3) q20 − q21 + q22 − q23 2(q2q3 + q0q1)

2(q1q3 + q0q2) 2(q2q3 − q0q1) q20 − q21 − q22 + q23













, (A.12)

which transforms coordinates from the global into the particle coordinate system, can be

written in terms of the quaternions (or in terms of the Euler angles, by substituting Eqs.

A.11 into Eq. A.12). The sites of a particle are located at fixed positions within the

particle’s coordinate system, and so can be retrieved from the information of the particle’s

center of mass coordinates and its rotational matrix (and vice versa),

rs = A−1dpc + r , (A.13)

where rs is the site vector and r is the center of mass vector in the global coordinate system,

and dpc is the vector from the center of mass to the site in the particle coordinate system.
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A.2 Time Evolution of Model Systems

To calculate the time evolution of the model systems, we use molecular dynamics simula-

tions. In molecular dynamics, the forces between a set of particles at time t are calculated.

The projected particle positions at time t+ δt are calculated from the forces (and torques)

through equations of motion (e.g. Newton’s). These two steps are repeated to generate the

time evolution of the system of particles.

A.2.1 The Gear Predictor-Corrector Algorithm

The Gear predictor-corrector algorithm is a numerical method to solve the equations of

motion [1, 9]. The equations of motion are ordinary differential equations that describe

the motion of particles under the influence of interaction forces. Their solution can be

approximated by a finite difference method such as the Gear predictor-corrector algorithm.

The Gear predictor-corrector algorithm predicts the properties xP (t) (which include the

positions rP , the angular velocities ωP , the quaternions QP and their time-derivatives, with

superscript P for predicted) at time t from their values x at the previous time step t − δt

with the Taylor expansion

























xP (t)

xP1 (t)

xP2 (t)

xP3 (t)

xP4 (t)
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1 1 1 1 1
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x(t− δt)

x1(t− δt)

x2(t− δt)

x3(t− δt)

x4(t− δt)

























, (A.14)

where the scaled time derivatives of xP are xP1 = δt ddtx
P , xP2 = 1

2
δt2 d

2

dt2
xP , xP3 =

1
6
δt3 d

3

dt3
xP , and xP4 = 1

24
δt4 d

4

dt4
xP . The matrix is the Pascal triangle matrix. For this

prediction, only the particle properties x and their time derivatives are used, no information

about the intramolecular interactions (or the equations of motion) are considered explicitly.

The predicted values are moderately accurate for a continuous interaction potential.
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Next, the forces and torques are calculated for these predicted properties xP by explicitly

evaluating the equations of motion and the interaction potentials.

The force Fs between the site i of one particle and the site j of another particle is

calculated from the interaction potential u(rij) described in Appendix A.1,

Fs(rij) = −
(

∂

∂x
ux +

∂

∂y
uy +

∂

∂z
uz

)

u(rij) , (A.15)

where uα is a unity vector in x, y or z. The total translational force F on the particle’s

center of mass is the sum of all interactions of the particle’s sites with all other particle

sites.

The torque τ pc on the particle center of mass in the particle coordinate system is

τ pc = A
∑

s

τs = A
∑

s

d × Fs , (A.16)

where A is the rotational matrix expressed in terms of the quaternions (Eq. A.12), τs is the

torque, Fs is the force on site s, and d = (rs−r) is the vector from the center of mass to the

site, all in the global coordinate system. (The torque is described in the particle coordinate

system because the equations of motion for the rotational acceleration (Eq. A.18) and the

quaternion (Eq. A.19) are expressed in the particle coordinate system.)

The forces and torques are used to correct the particle properties x at time t with the

help of the equations of motion. The corrected translational acceleration and the corrected

rotational acceleration are

d2

dt2
rC = F /m , (A.17)

d

dt
ωpcC
χ = (τpc

χ + ωpcP
ψ ωpcP

ϕ (Iψψ − Iϕϕ))/Iχχ , (A.18)

where m is the mass, ω is the angular velocity and I is the principal moment of inertia,

χ, ψ and ϕ can be the Cartesian coordinates x, y or z (superscript P stands for predicted

properties and superscript C for corrected properties). In Eq. A.18 all properties are defined

in the particle coordinate system.
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The quaternion is treated in a similar manner, its equations of motion are



















d
dtq
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d
dtq
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. (A.19)

Note that Eq. A.17 is a second order equation, whereas Eqs. A.18 and A.19 are first order

equations.

The following correction factors ∆xcorr,

∆rcorr =
d2

dt2
rC − d2

dt2
rP , (A.20)

∆ωcorr =
d

dt
ωC − d

dt
ωP , (A.21)

∆qcorr =
d

dt
qC − d

dt
qP , (A.22)

are used to correct the properties xC(t),
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∆xcorr , (A.23)

where cα are the Gear corrector coefficients. These coefficients depend on the order of the

differential equation solved, and are c0 = 19
120

δt2

2
, c1 = 3

4
δt
2
, c2 = 1, c3 = 1

2
6

2δt , c4 = 1
12

24
2δt2

for the positions r and their derivatives, and c0 = 251
720
δt, c1 = 1, c2 = 11

12
2
δt , c3 = 1

3
6
δt2

,

c4 = 1
24

24
δt3

for the angular velocities ω and quaternions Q and their derivatives.

The prediction-correction sequence should be iterated until convergence. Due to re-

peated calculation of the forces, this is costly in computer time. So generally only one

prediction-correction sequence is applied per time step.
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The Gear predictor-corrector algorithm is fast and allows the use of sufficiently large

timesteps, making the calculation of long time trajectories feasible. At the same time,

the algorithm is time reversible and conserves momentum and energy well. In this work

the energy drift of NVE calculations was < 1 × 10−3 % for 40000 steps with a timestep

length of 1 × 10−15 seconds. The Gear predictor-corrector algorithm is also convenient for

implementing the equations of motion for asymmetric particles or temperature constrained

systems (NVT).

A.2.2 Simulation Constraints

The simulations in this work were carried out under NVT conditions, with a constant num-

ber of particles N , constant volume V and a constant temperature T . The temperature is

constrained with a Gaussian isokinetic thermostat, that constraines the kinetic temperature

by setting its time derivative to zero [1, 10]. It has been shown that the equilibrium time

correlation functions (Appendix A.3.2) are independent of the thermostatting in the large

system limit [10, 11].

The Gaussian isokinetic thermostat is implemented by separately adding an additional

constraint term to the correction of the particle accelerations (Eq. A.17) and to the correc-

tion of the particle angular accelerations (Eq. A.18). This leads to a new set of equations of

motion that are implemented in the corrector part of the Gear predictor-corrector algorithm,

d2

dt2
rC = F /m− ξ p/m , (A.24)

d

dt
ωpcC
χ = (τpc

χ + ωpcP
ψ ωpcP

ϕ (Iψψ − Iϕϕ))/Iχχ − ζ ωpcP
χ , (A.25)

where ξ and ζ are the correction factors, p = mv is the momentum of a particle, and

v the velocity. The equations of motion and the trajectory of the molecular dynamics

simulation are perturbed as little as possible from the Newtonian trajectory (in a least

squares sense), the magnitude of the overall constraint force is minimal [10]. The correction

factor ξ is determined from a sum over all particle momenta and forces of all particles (i),
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and correction factor ζ from the angular momenta and torques,

ξ =

∑

i p · F
∑

i |p|2
, (A.26)

ζ =

∑

i L · τ
∑

i |L|2 , (A.27)

where L = I · ω is the angular momentum.

For the initialization of a simulation, where a constant temperature is desired to be

reached as quickly as possible (and we are not concerned about producing a Newtonian

trajectory) , we scale the velocities v and the angular velocities ω with a simpler method

[1],

v = ϑv , ϑ =

√

Twanted
Tsys,transl.

=

√

Twanted 3NkB
2
∑

i |v|2m
, (A.28)

ω = ̺ω , ̺ =

√

Twanted
Tsys,rot.

=

√

Twanted 3NkB
2
∑

i

∑

χ Iχχω
2
χ

, (A.29)

where Twanted and Tsys are the desired and the actual system temperatures (for translational

or rotational motion), N is the number of particles, kB is the Boltzmann constant and the

sum over χ is over the x, y, and z coordinates. The system is then equilibrated before the

production run is started.
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A.3 Statistical Analysis of Model Systems

During the production runs of the simulation, the positions, velocities, angular velocities

and the orientations (quaternions) of all particles are collected every 1 × 10−14s (10 - 20

timesteps). This data for individual particles is accumulated and, through statistical me-

chanical equations, information can be obtained about experimentally measured many-

particle, and single-particle properties.

A.3.1 Structural Properties

Radial distribution functions (rdfs) help us to resolve the average structure of our model

systems. The rdf gives the probability of finding a particle at distance r from a selected

particle, relative to the probability of randomly distributed particles (it shows the relative

particle density). rdfs can be calculated from particle positions as [1]

gαβ(r) =
V

NαNβ

〈

Nα
∑

i

Nβ
∑

j

δ(r − rij)

〉

, (A.30)

where Nα is the number of particles of species α, V the simulation box volume, δ the delta-

function, and r the distance of interest. In practice, the rdf is calculated as a histogram,

with a grid width of ∼ 0.05 Å in this work.

Through integration of a rdf we can obtain a running coordination number CNα(R),

that gives the average number of particles at a distance R from particle α,

CNα(R) = 4π

∫ R

0

[ραgαα(r) + ρβgαβ(r) + ργgαγ(r)] r
2dr , (A.31)

where α, β and γ are the particle species (our models include up to three species) and

ρα = Nα/V is the number density of species α.

It can be useful to analyse the occupied volume at a distance R from a particle, for

the consideration of the transport properties in mixtures of particles of different sizes. We
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define the normalized occupied volume Vα(R) as

Vα(R) =
Vocc,α(R)

4πσ3
+−/3

= 4π

∫ R

0

[

ρα
σ3
α

σ3
+−

gαα(r) + ρβ
σ3
β

σ3
+−

gαβ(r) + ργ
σ3
γ

σ3
+−

gαγ(r)

]

r2dr ,

(A.32)

where σα is the diameter of particle α, and σ+− = (σ+ +σ−)/2 the distance between cation

and anion.

We also examine the charge ordering and Coulombic screening within a system trough

the radial charge distribution function [12, 13],

Qα(r) = ρα [gαα(r) − gαβ(r)] . (A.33)

A.3.2 Dynamical Properties

The time evolution of the molecular dynamic simulation is used to calculate dynamical

properties. We calculate time autocorrelation functions, that evaluate the change of a

particle or system property with time. The integrals of of certain time autocorrelation

functions are directly related to macroscopic transport coefficients.

The diffusion of particles can be investigated through different methods. The Einstein

diffusion coefficient DE,α is calculated from the mean square displacement
〈

|rα(0) · rα(t)|2
〉

through the Einstein relation [1],

DE,α =
1

6
lim
t→∞

d

dt

〈

|rα(0) − rα(t)|2
〉

, (A.34)

where rα(t) is the position vector of a particle of species α at time t. The Green-Kubo diffu-

sion coefficient DGK,α is calculated from the velocity autocorrelation function 〈vα(0) · vα(t)〉

through a Green-Kubo relation [1],

DGK,α =
1

3

∫ ∞

0

〈vα(0) · vα(t)〉 dt , (A.35)

where vα(t) is the velocity of a particle of species α at time t. DE,α and DGK,α are formally

equivalent [14]. However, in our work we mainly report diffusion coefficients estimated
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from the mean square displacement. The velocity autocorrelation functions have long-time

asymptotic tails (decaying as t−3/2), that would have to be included in the integration to

achieve accurate values of DGK,α [14]. Without a correction for long-time tails, the Green-

Kubo diffusion coefficients in our work are about 3% smaller than the Einstein diffusion

coefficients, which we consider as reasonable agreement between the methods.

Diffusion coefficients can also be estimated from the Stokes-Einstein equation in the

hydrodynamic limit (stick boundary conditions) [1],

DST,α =
kBT

3πηdST,α
, (A.36)

where dST,α is the Stokes diameter of a particle, which is taken to be the LJ parameter

σα for an ion of species α in this work. For some systems, the fractional Stokes-Einstein

equation holds, where

D ∝
(

T

η

)β

, (A.37)

and β is a system dependent exponent [15]. Both diffusion coefficient and viscosity can be

expressed as Arrhenius equations [15]

D ∝ exp(
−ED
kBT

) , (A.38)

T

η
∝ exp(

−Eη
kBT

) , (A.39)

and the fractional Stokes-Einstein equation can be derived from their division, such that

β =
ED
Eη

. (A.40)

The coefficient β accordingly is the ratio between the activation energies of the two transport

processes, diffusion and viscosity.
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The rotational diffusion coefficient DR for the cation can be calculated from the angular

velocity autocorrelation function 〈ω(0) · ω(t)〉,

DR =
1

2

∫ ∞

0

〈ω(0) · ω(t)〉 dt , (A.41)

where ω is the angular velocity. Only the ωx and ωy components are relevant to rotational

diffusion, because the cation is cylindrically symmetric around the z-axis, and so there is

no torque about this axis.

The reorientational autocorrelation function,

O(t) = 〈µ(0) · µ(t)〉 ∝ exp

(

− t

τµ

)

, (A.42)

describes the orientational decay of a charge-off-center ion, where the vector µ joins the

center of mass and the center of charge. τµ is the orientational relaxation time.

The shear viscosity η can be calculated from [1, 14],

η =
V

kBT

∫ ∞

0

〈Pχψ(0) · Pχψ(t)〉 dt , (A.43)

where Pχψ represents an off-diagonal element of the pressure tensor. Pχψ (χ 6= ψ) is

Pχψ =
1

V

(

N
∑

i

viχviψmi +
N
∑

i

riχFiψ

)

, (A.44)

where the summation on i is over all particles in the simulation system, and viχ, Fiχ, and

riχ denote the x, y or z components of the velocity, force, and position vectors of particle i.

The usual bulk pressure P is obtained from the diagonal elements of the pressure tensor,

P =
1

3

∑

χ=x,y,z

Pχχ . (A.45)

In periodic boundary conditions particular care must be taken in calculating the pressure

tensor of an ionic system [16, 17]. The Ewald method must be applied to the product of

riχFiψ, not to Fiψ alone, because the total k-space force on particle i depends not only on

182



A.3. Statistical Analysis of Model Systems

the distance to particle j in the original simulation box, but on various distances to particle

j and its images. In periodic boundary conditions, the second term of Eq. A.44 must be

calculated as [16, 17]

N
∑

i

riχFiψ =
N−1
∑

i

N
∑

j>i

24ǫ

[

2

(

σ

rij

)12

−
(

σ

rij

)6
]

rijχrijψ

|rij |2

+
1

4πǫ0

N−1
∑

i

qi

N
∑

j>i

qj

[

erfc(κ |rij |) +
2κ√
π
|rij | exp(−κ2 |rij |2)

]

rijχrijψ

|rij |3

+
1

2ǫ0V

∑

k6=0

[

δχψ − 2kχkψ
k2

− kχkψ
2κ2

]

1

k2
exp

(

− k2

4κ2

)





(

N
∑

i

qi cos(k · ri)
)2

+

(

N
∑

i

qi sin(k · ri)
)2


 .

(A.46)

The static electrical conductivity is obtained from the current-current correlation func-

tion [14],

σel =
1

3kBTV

∫ ∞

0

〈J(0) · J(t)〉 dt , (A.47)

where the current is

J(t) =
N
∑

i=1

qivi , (A.48)

with qi being the charge of particle i, and vi its velocity. When the cross terms of the

current correlation function 〈Ji(0) · Jj(t)〉 are neglected, and only the self-correlation terms

〈Ji(0) · Ji(t)〉 =
∑

i q
2
i 〈vi(0) · vi(t)〉 are integrated in Eq. A.47, the Nernst-Einstein electri-

cal conductivity σNE [14] is derived,

σNE =
∑

α

ρα Dα q
2
α

kBT
. (A.49)

A comparison of σNE to σel shows the importance of the current cross correlations to σel.

The current cross correlations generally make a significant (negative) contribution to the

electrical conductivity of molten salts. Equations A.47 and A.49 illustrate that the electrical

conductivity basically depends on the number of charge carriers and their motion (diffusion
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coefficient) at constant volume and temperature.

The directional bonding of one charge-off-center cation to an anion is investigated with

a specifically constructed time correlation function, that is similar to one sometimes used

to investigate hydrogen-bond dynamics [18, 19]. We construct Sip(t) so that it describes

the probability that an ion pair, which is bonded at t = 0, remains continuously bonded up

to time t,

Sip(t) =
〈h(0)H(t)〉

〈h〉 . (A.50)

h(t) is one if a “tagged” pair of ions are “bonded” at time t and is zero otherwise. H(t) is

one if the tagged pair remains continuously bonded from time 0 to time t, and otherwise

zero. The average is taken over all ion pairs that are bonded at time t = 0. “Bonding” of a

pair is defined geometrically, the ions are bonded if they are within a certain distance and

angle of each other. For bonding, the ions must have a shorter separation than the first

minimum of the center of charge cation-anion radial distribution function. For bonding,

the angle between the vector connecting the cation center of mass to center of charge and

the vector of the cation center of mass to anion center of mass/charge must be smaller then

15 degrees. Slight variations of distance and angle were shown to not have a significant

influence on Sip(t), and other quantities derived from it, see Chapter 3. Sip(t) exhibits an

exponential decay at long times, so ion-pair lifetimes τip can be estimated from it. We also

calculate the average percentage of bonded ion pairs from h(0), averaged over all timesteps.
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A.4 Nomenclature Variations in Different Chapters

Chapter 2 Chapter 4/5

model −XC5
system system

1 : 1 1C5
2 : 1 2C5
3 : 1 3C5
4 : 1 4C5
5 : 1 5C5

Table A.1: Different Nomenclature used for the charge-centered size disparate ionic liquid model,
with constant σ+−

, in Chapters 2, 4, and 5.

Chapter 3 Chapter 4

model − 1CY
system system

C0 1C5
C0.5 1C3.8
C0.625 1C3.4
C0.75 1C3.1
C0.875 1C2.8

Table A.2: Different Nomenclature used for the charge-centered same size ion model, where σ+−

decreases, in Chapters 3 and 4.

Chapter 3 Chapter 4/5

model − 1OCY
system system

OC0 1OC5
OC0.25 1OC4.4
OC0.5 1OC3.8
OC0.625 1OC3.4
OC0.688 1OC3.3
OC0.75 1OC3.1
OC0.875 1OC2.8

Table A.3: Different Nomenclature used for the charge-off-center model, with same size anions and
cations, in Chapters 3, 4, and 5.
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