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Abstract

The primary objective of this masters study is to develop an understand-
ing of the physical processes driving the timing of the spring phytoplankton
bloom in Rivers Inlet. The spring bloom is initiated as light limitation is
lifted causing an increase in growth which overcomes loses due to grazing
and advection. The bloom is terminated by nitrate exhaustion. The physi-
cal system can impact the spring bloom through variations of winds, cloud
coverage, and river input. Strong winds showed two effects. First, strong
winds increased the mixing layer depth which decreased the amount of light
available for phytoplankton, thus delaying the timing of the spring bloom.
Second, large outflow winds caused flushing events to occur resulting in
rapid horizontal advection removing the plankton population from the area.
River discharge has two opposite effects on the timing of the spring bloom.
High river discharge causes the water column to stratify, reducing the mix-
ing layer depth which provides more light available for growth and results
in an earlier bloom. High discharge will also result in higher upwelling ad-
vection leading to a larger advective loss term for phytoplankton, delaying
the bloom. Changes in cloud coverage will directly affect the incoming solar
radiation and the light available for photosynthesis.

A coupled bio-physical model is used to explore the driving forces in-
volved in the timing of the spring phytoplankton bloom in Rivers Inlet,
British Columbia, Canada. The primary control on the timing of the spring
bloom in Rivers Inlet is wind speed and direction. Secondary control on the
timing is due to freshwater flow; high river discharge delays the bloom in
Rivers Inlet. Single outflow wind events can result in a 7 day delay in the
bloom timing. The shift in bloom timing resulting from multiple outflow
wind events is greater than the sum of the individual wind events. Impli-
cations of flushing events in fjords along the British Columbia coastline are
also discussed.
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Chapter 1

Introduction

This thesis is written as part of the Rivers Inlet Ecosystem Study (RIES),
which is a multidisciplinary project involving scientists from the University
of British Columbia, Simon Fraser University and the Department of Fish-
eries and Oceans, Canada. The Rivers Inlet Ecosystem Study was initiated
to investigate the driving forces behind the collapse of the Rivers Inlet sock-
eye salmon run. Strong bottom-up trophic links between phytoplankton,
zooplankton and fish yields have been found to occur in southern coastal
British Columbia (Ware & Thomson 2005). The primary objective of RIES
is therefore to develop an understanding of factors influencing the early life
history of Rivers Inlet sockeye salmon (Oncorhynchus nerka), with special
focus on the link between the physical environment, spring plankton abun-
dance, and sockeye smolt growth and survival.

Fisheries are of global importance and influence economic growth, hu-
man welfare, and have effects on marine diversity and ecosystems (Kelleher
& Weber 2006). Fluctuations in fisheries have been attributed to habitat
alteration, increased predator populations, overfishing, and water pollution
(Lajus 2004, Lackey 2009a). Decadal and longer scale regime shifts in ma-
rine ecosystems caused by changing climate cycles in turn cause fluctua-
tions in fish stock productivity (Harrison & Parsons 2000). Two sudden
regime shifts occurred in the NW Europe marine ecosystem in 1979 and
1988 as a consequence of changing environmental factors (Weijerman et al.
2005). Similar research conducted in the North Pacific identified two cli-
matic regime shifts during the winter of 1976-77 and another in 1989 (Hare
& Mantua 2000) indicating a shift in climate-ocean interactions throughout
the Northern Hemisphere.

Biological fluctuations have been linked to El Niño (Barber & Chavez
1983) and the North Atlantic Oscillation (Ottersen et al. 2001). Whether
there is a causal link between fish population response to oceanographic
regime shifts or merely a correlated consequence of other unknown processes
is still not fully understood and remains difficult to demonstrate (Platt et al.
2007). It is suggested that fluctuations in physical forcings caused by effects
of climate change, will have an impact on phytoplankton, copepod herbivores

1



Chapter 1. Introduction

and zooplankton carnivores. This will inevitably require fish, seabirds and
marine mammals to adapt to a changing spatial and temporal distribution
of primary and secondary production (Richardson 2004).

There is significant evidence accumulating that shows trends in Pacific
salmon abundance are linked to climate changes (Beamish et al. 1999) as
well as evidence of bottom up control of fish production. Apparent instances
of bottom up control have been reported in the northeast Pacific Ocean
(Ware & Thomson 2005) and Atlantic Ocean (Richardson 2004). Fluctua-
tions in salmon populations have been linked to shifts in primary produc-
tivity (Frederiksen et al. 2006, Richardson 2004, Ware & Thomson 2005)
and macrozooplankton abundance (Richardson 2008), which in turn can be
linked to physical changes in the ocean (Lavaniegos et al. 1998, Richardson
2008, Wiafe et al. 2008).

Rivers Inlet is a temperate coastal fjord located on the central coast of
British Columbia, Canada. Historically, Rivers Inlet was the location of
one of the largest sockeye salmon runs in Canada. It provided a source
of economic stability and a way of life for the Wuikinuxv people, as well
as being a major contributor to the commercial fishing industry in British
Columbia (Foskett 1958, Godfrey 1958, McKinnell et al. 2001). The sockeye
salmon stock began to experience instability in the late 1970’s and crashed
in the early 1990’s, with returns dropping to only 1% of the historical aver-
ages (DFO 1997, McKinnell et al. 2001). This collapse of the Rivers Inlet
stocks drastically changed the subsistence culture of the aboriginal residents
(Rutherford & Wood 2000, McKinnell et al. 2001).

Preliminary findings point to an increased mortality in the early marine
stages of the sockeye lifecycle as the source of population decline (McKinnell
et al. 2001), possibly due to unfavorable conditions for growth at first ma-
rine entry. The spring phytoplankton bloom drives the zooplankton bloom
biomass and composition (Richardson 2004, Irigoien et al 2004, El-Sabaawi
et al. 2009). Zooplankton are the primary food source of juvenile sockeye
salmon (Foerster 1968, Pauley et al. 1989), and thus changes in the timing
and composition of these lower trophic levels may be a contributor to fluctu-
ations in sockeye salmon biomass. Tommasi et al. (2010a) hypothesized that
higher cloud cover, increased wind events and higher freshwater discharge
result in a delayed, short-lived spring bloom. Understanding how the driving
physical variables affect the timing and duration of the spring phytoplank-
ton bloom and the effects this will have on sockeye salmon juvenile growth
rates through changes in zooplankton will be essential to ecosystem based
management under climate change.

While Rivers Inlet has experienced a drastic collapse in the sockeye
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Chapter 1. Introduction

salmon stock, this is not an isolated incident. Corresponding declines have
been seen in Northern and Central BC (McKinnell et al. 2001, Rutherford
& Wood 2000, Riddell 2004). Of the 65 lakes that could be assessed in
the central and north coastal regions, 34% were categorized as depressed,
indicating they were less than 25% of their base abundance (Riddell 2004).
Pacific salmon stocks along the West Coast of Canada have been in sharp
decline since the early 1990’s (Noakes et al. 2000). In 1993, the National
Marine Fisheries Service initiated a status review of coho salmon in Wash-
ington, Oregon, and California in response to petitions seeking protection for
coho salmon under the Endangered Species Act. It was determined that the
natural populations of coho salmon along the California coast were in dan-
ger of extinction, while populations along the Washington and Oregon coast
lines were likely to become endangered in the foreseeable future (Weitkamp
et al. 1995). Noakes et al. (2000) reasoned that the most likely causes
for the decline in Pacific salmon stocks were a combination of overfishing,
climate change and freshwater habitat destruction. Large-scale salmon en-
hancement projects have been in place to help curtail the declining salmon
populations (Lackey 2009b). Despite the continued release of millions of
hatchery salmon, the survival rates of Pacific salmon in the Strait of Geor-
gia rapidly declined in the 1990’s. Pacific salmon are a complicated natural
resource along the west coast of North America with many regional stocks
being driven to near extinction (Lackey 2009b). Further research is needed
to understand the underlying causation of the decline in Pacific salmon and
to provide valuable information to current policy makers.

To examine how fish populations are affected by fluctuations in primary
productivity and climate cycles, it is important to investigate the physical
factors affecting the growth of phytoplankton on an appropriate regional
scale. Studies have shown that juvenile salmon survival rates co-vary within
the order of 100 to 1000km (Mueter et al. 2002). This implies that only
regional factors are important in the survival rates of juvenile salmon. The
coastal regions of British Columbia are important staging areas for juvenile
salmon and while the importance of bottom up control is becoming more ev-
ident, the physical variables driving phytoplankton production in temperate
coastal fjords is still not well understood (Tommasi et al. 2010a).

Phytoplankton abundance is largely controlled by nutrients, light avail-
ability, advection and temperature of the water column (Reynolds 2006,
Winter et al. 1975). In temperate regions, there is a strong seasonal cycle of
nutrients and light. Sverdrup (1953) proposed a model in which changes in
the mixed layer depth affect the timing of the spring bloom. During the win-
ter season, strong winds mix nutrients up into the surface layer and a deep
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Chapter 1. Introduction

mixed layer is formed. Light availability is the limiting factor in phytoplank-
ton growth. The phytoplankton are mixed below their critical depth, the
mixing depth at which the water column integrated photosynthesis equals
the water column integrated respiration, and are not able to grow. As the
days become longer, incoming radiation increases, and thus the critical depth
deepens. Winds decrease and incoming solar radiation heats the upper water
column, both decreasing the mixed layer depth and increasing stratification
in the water column. A sudden burst of phytoplankton biomass, termed
a spring bloom, will occur when the critical depth equals the mixed layer
depth (Longhurst 1995). Nutrients now become the limiting growth factor.
During the summer months, nutrients cannot be replenished from deeper
waters due to the increase in water column stratification. Blooms collapse
when the limiting nutrient has been exhausted in the euphotic zone. Phyto-
plankton growth rates are tightly correlated to nutrients, temperature and
light availability for photosynthesis. Changes in these variables would affect
the spatial extent and timing of the phytoplankton blooms (Tommasi 2008).

The classic Sverdrup model for phytoplankton dynamics has been well
developed and validated with observations from many situations including
estuaries and in coastal upwelling areas (Mann & Lazier 2006). However,
the influence of the mixed layer depth may be of less importance in a vari-
ety of other marine environments (Lucas et al. 1998, Huisman et al. 1999).
In the Strait of Georgia, mixing occurs without homogenizing the temper-
ature or salinity due to a significant buoyancy flux into the upper water
column (Collins et al. 2009). This mixing layer, the layer that is actively
mixing, must be distinguished from a mixed layer, which is defined as a
region near the surface that is well mixed with respect to temperature and
salinity (Collins et al. 2009). Following Large et al. (1994) we use the defini-
tion that the mixing layer depth is the depth to which the bulk Richardson
number remains less than 0.3, such that, below this depth stratification in-
hibits surface forced turbulence. An influx of freshwater can result in a
mixed layer depth that is shallower than the critical depth, but due to a
mixing layer that is deeper than the critical depth, phytoplankton growth
is inhibited. This effect has been seen in other regions where it has been
assumed that mixing is occurring down to a strong halocline (Erga & Heim-
dal 1984). Other deviations from the Sverdrup model include spring blooms
that were observed to occur in Norwegian fjords in the absence of a mixed
layer (Eilertsen 1993) as well as in the Gulf of Maine (Townsend et al. 1992).
Another limiting factor for phytoplankton growth is advective loss (Winter
et al. 1975). Wind-driven advection causing the removal of a plankton pop-
ulation from a basin has been observed in Puget Sound (Winter et al. 1975)
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Chapter 1. Introduction

and in Otsuchi Bay, Japan (Furuya et al. 1993).
The primary objective of the work reported here is to develop an un-

derstanding of the driving forces of the spring phytoplankton bloom. I ex-
amined the environmental variables helping to initiate and drive the spring
phytoplankton bloom within Rivers Inlet using a coupled biophysical model
(SOG) originally developed to predict the spring bloom in the Strait of
Georgia. The physical model is a one-dimensional, vertical-mixing bound-
ary layer model (Large et al. 1994), while the biological model uses one class
of phytoplankton and uses nitrate as the sole nutrient to determine growth
rates (e.g. Dickson and Wheeler, 1995). The biophysical model requires lo-
cal forcings including air temperature, wind, clouds, humidity, river outflow
and nutrient levels. Sources of historical meteorological data are not present
for Rivers Inlet, requiring an examination of longterm meteorological data
from surrounding areas (e.g. Port Hardy) to compare to short term in-situ
measurements to allow extrapolation to simulate the conditions for Rivers
Inlet. Higher vertical resolution (0.25m) was needed to correctly model the
shallow freshwater layer observed in Rivers Inlet. A one-sided open basin
system was developed to correctly depict the bio-physical dynamics occur-
ring within Rivers Inlet during outflow wind events. The physical model is
used to reproduce the mixing due to turbulent vertical velocities of unre-
solved eddies and numerically calculates horizontal velocities, temperature,
salinity, and diffusivities in both space and time.

The SOG model incorporated many processes in addition to the original
KPP mixing model to adapt to a coastal region (Collins et al. 2009). Mod-
ifications to some of these additional parametrizations in the SOG model
were made to use the model in the Rivers Inlet basin. In-situ measurements
of temperature, salinity and nitrate averaged from 40-50m were used to cal-
culate an empirical fit to constant and seasonal components used as bottom
boundary conditions for the model.

Estuarine circulation has two effects which must be accounted for in
Rivers Inlet. First, the influx of freshwater into the surface layer of Rivers
Inlet causes it to remain relatively fresh and keeps the water column strati-
fied. This required a parametrization of the effects of freshwater specific to
Rivers Inlet and the input from Wannock River. Second, vertical advection
is affected by estuarine entrainment, and a parametrization to determine the
influence of freshwater inflow on estuarine entrainment processes was devel-
oped. A parametrization for the absorption of light in the water column was
calculated to specify the light conditions for River Inlet.

This study eludicates the physical controls that are driving the timing of
the spring phytoplankton bloom in Rivers Inlet and demonstrates how large
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Chapter 1. Introduction

variations in environmental variables can cause considerable differences in
the timing of the spring bloom. Wind speed and direction are the primary
control of the timing of the spring bloom. Sustained outflow wind events will
result in basin flushing. Rapid horizontal advection of the phytoplankton
population out of the basin delays the onset of the bloom. Large outflow
wind events are observed in Rivers Inlet and Burke Channel leading up to the
spring bloom. This suggests the importance of flushing events to the spring
bloom timing along the British Columbia coastline. Climatic changes in the
large scale low pressure systems that drive the outflow wind events along the
coastline would potentially cause changes in the frequency and occurrence of
outflow events and ultimately change the timing of the spring phytoplankton
bloom. The timing of the spring bloom may be influential in the survival
of higher trophic levels (Cushing 1974, 1975, 1982, Richardson 2004, Ware
& Thomson 2005). Possible match/mismatch of the phytoplankton bloom
and higher trophic levels could have led to the decline of the sockeye salmon
in Rivers Inlet. This research brings new insight into the physical controls
of the primary productivity in fjords and in particular Rivers Inlet and
will hopefully answer some of the questions that the Rivers Inlet Ecosystem
Study set out to address about the decline of sockeye salmon in Rivers Inlet.
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Chapter 2

Impact of advection loss due

to wind and estuarine

circulation on the timing of

the spring phytoplankton

bloom in a British Columbia

fjord

2.1 Introduction

In temperate regions, phytoplankton follow a strong seasonal cycle which is
typically characterized by a prominent spring phytoplankton bloom. The
spring bloom occurs when growth rates of phytoplankton exceed the loss
rates from a variety of processes, resulting in a rapid accumulation of biomass
(Longhurst 1995). Growth rates of phytoplankton are determined by light
and nutrient limitations and can be mediated by water temperature (Parsons
et al. 1984, Reynolds 2006). Light and nutrient levels in turn are strongly
affected by physical processes.

Sverdrup (1953) proposed a model in which physical processes affect the
timing of the spring bloom by varying the mixed layer depth. While the
classical critical depth theory has been well developed and validated with
observations in many situations including estuaries and in coastal upwelling
areas (Mann & Lazier 2006), the influence of the mixed layer depth may be
of less importance in other marine environments (Lucas et al. 1998, Huisman
et al. 1999). A model of the spring bloom in shallow estuaries found that
leakage of phytoplankton from the shallow surface layer as well as sinking
or turbulent diffusion in permanently stratified estuaries is important and
must be taken into consideration when modeling the spring bloom (Lucas
et al. 1998). Flushing events have been seen in Puget Sound (Winter et al.
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2.1. Introduction

1975) and in Otsuchi Bay, Japan (Furuya et al. 1993) where sustained winds
have resulted in rapid horizontal advection causing an exchange in water
masses which dilute the phytoplankton populations in the basins. Other
factors affecting biomass accumulation are grazing, sinking, advection and
viral lysis (Welschmeyer & Lorenzen 1985, Collins et al. 2009).

British Columbia is well known for its complex coastline, interwoven
with fjords and inlets. Fjords are associated with high latitudes and glacial
activity. They are characterized by steep sides and deep, elongated channels
with a sill (Pedersen 1978, Valle-Levinson 2010). A significant loss term
in many fjord regions is dilution due to vertical entrainment, a result of
estuarine circulation and wind-driven advection (Lucas et al. 1998). The
strength of the estuarine circulation is determined by the freshwater flux
into the fjord. Fjord estuarine circulation is characterized by moderate to
large river discharge and a weak to moderate tidal forcing resulting in a
strongly stratified estuary (Pedersen 1978, Valle-Levinson 2010). A shallow
surface layer transports freshwater out towards the inlet mouth while deeper
and often nutrient-rich waters enter the inlet over the sill at the mouth
of the fjord. Phytoplankton located in the freshwater-driven current will
experience horizontal advection with estuarine circulation controlling the
horizontal distribution of the plankton (Kaartvedt & Svendsen 1990). In
coastal embayments, large wind events can also result in rapid horizontal
advection, flushing the phytoplankton population out of the area (Winter
et al. 1975). Sustained winds large enough to reverse the surface layer flow
were found to occur in Knight Inlet, a British Columbia fjord (Baker & Pond
1995).

Poor understanding of the physical forcing variables of phytoplankton
production and the potential contribution to the decrease in marine survival
rates of juvenile salmon warrants study of the driving forces that effect the
timing of the spring phytoplankton bloom. In this paper, a numerical model
is used to analyze the impact of advective loss due to wind and estuarine
circulation on the timing of the spring bloom in a British Columbia fjord.
Rivers Inlet fjord is the system being modelled. Rivers Inlet is a temperate
coastal fjord, located on the central coast of British Columbia (Figure 2.1),
that historically hosted one of the largest sockeye salmon runs in Canada
until stocks collapsed in the 1990’s. The inlet is uniformly deep (200-300 m),
is 40 km long and 3 km wide, and has a relatively deep and complex sill
region at its mouth (depth 110 m), opening into Queen Charlotte Sound.
The major source of freshwater is the Wannock River located at the head
of the Inlet which drains Oweekeno Lake.

There is considerable interannual variability in the timing and duration
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2.1. Introduction

of the spring bloom in Rivers Inlet (Tommasi et al. 2010a). In other regions
it has been suggested that the timing of the spring bloom may be influential
to the survival of various higher trophic levels through a match/mismatch
process (Cushing 1974, 1975). For example, in the Strait of Georgia, early
spring blooms can cause nauplii of N. plumchrus, which migrate to the sur-
face in the spring, to miss the spring bloom causing them to rely solely
on post-bloom phytoplankton which are less abundant and less nutritious
(El-Sabaawi et al. 2009). In Rivers Inlet, a late spring bloom resulted in a
smaller, delayed zooplankton biomass peak and a change in the zooplank-
ton community composition (Tommasi et al. 2010a). Zooplankton are the
primary food source of juvenile sockeye salmon (Foerster 1968, Pauley et al.
1989), and thus changes in the timing and composition of these lower trophic
levels may be a contributor to fluctuations in sockeye salmon biomass.

In Rivers Inlet, we expect the interannual variation in the timing of the
spring bloom to be dependent on mixing layer depth, advective loss, and
incoming radiation. Nutrient availability should not be a factor in deter-
mining the onset of the bloom, although it influences the termination of
the bloom. Winter concentrations of zooplankton are similar between years
and concentrations do not increase significantly until after the spring phyto-
plankton bloom occurs (Tommasi et al. 2010a). Thus zooplankton grazing
has an insignificant effect on the interannual variation of the timing of the
spring phytoplankton bloom. We use a coupled bio-physical model (Collins
et al. 2009) to determine which physical forcings most strongly influence
the timing of the spring phytoplankton bloom in Rivers Inlet. A quasi one-
dimensional vertical mixing model is used to model the physical properties
of Rivers Inlet . The physical model is a K-Profile Parametrization (KPP)
non-local boundary layer model (Large et al. 1994) adapted to a coastal
fjord region (Collins et al. 2009). The model reproduces the mixing due to
turbulent vertical velocities of unresolved eddies and numerically calculates
horizontal velocities, temperature, salinity, and diffusivities in both space
and time. To carefully determine the effects of surface mixing on phyto-
plankton growth, fine vertical resolution is needed. Here we use a vertical
resolution of 0.25m to resolve the near-surface mixing processes and to cor-
rectly depict the spring phytoplankton bloom. In Rivers Inlet, the initial
spring bloom occurs near the surface with the chlorophyll maximum occur-
ring above 3 meters. This resolution is easily achieved in a 1-D model, but
would be very difficult in a 2-D or 3-D model. Knowledge from previous
studies and high resolution data being collected allow us to parametrize the
necessary 2D physical processes (estuarine circulation, baroclinic pressure
gradients) and tune the 1D model to correctly represent the Rivers Inlet
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2.2. Data and Methods

physical processes.
The spring bloom is initiated as light limitation is lifted and, in Rivers

Inlet, is terminated by nitrate exhaustion. The first organisms to bloom are
diatoms, primarily Thalassiosira spp (Tommasi et al. 2010a). Our model
is thus limited to one nutrient type (nitrate) and one phytoplankton class
(diatom). This model is fast and simple, allowing for both an interpolative
mode for the years with observed data, and an extrapolative mode for years
where data does not exist and for hypothetical forcings. This will allow us
to be able to vary the physical forcings (wind speed, cloud coverage, and
freshwater flux) to determine the individual impacts on the timing of the
spring bloom. The following sections will discuss the observational data
needed to initialize and force the model, the physical model and biological
model (Section 2.2), model results (Section 2.3), discussion to address which
physical processes are affecting the initiation of the spring phytoplankton
bloom in Rivers Inlet and the significance to other fjord regions (Section
2.4).

2.2 Data and Methods

2.2.1 Data

The field data used in this research was collected for the Rivers Inlet Ecosys-
tem Study during the early spring and summer months of 2007, 2008 and
2009. Sampling took place approximately twice monthly between February
and August (Tommasi et al. 2010a, Hodal & Pawlowicz 2010). The sta-
tion chosen to be modeled is DF02 (Figure 2.1). In 2007 and 2008, daily
sampling of temperature, salinity, photosynthetically active radiation (PAR)
and chlorophyll fluorescence took place at the Florence Daily site located
near DF02 down to 30 m using a Hydrolab R©DS5X sonde. During the 2008
season, the Hydrolab R©sonde broke down several times. For the periods
April 1 to April 9th, April 30 to May 15, May 25 and 26, June 8, and June
14 to 22, 2008, profiles of temperature, salinity and fluorescence were taken
using a SBE 25 Sealogger CTD (Tommasi et al. 2010a). In 2009, the daily
profiles were taken using a RBR XR-620 CTD. During the twice monthly
cruises, profiles of temperature, salinity, chlorophyll fluorescence, and PAR
were taken using the SBE25 CTD. Nitrate, phytoplankton, and chlorophyll
a were sampled using Niskin bottles at depths 0 m, 5 m, 10 m, and 30 m.

Meteorological field data was obtained from 2 weather stations that were
mounted near DF02 (Figure 2.1) (R. Routledge, personal communication,
February 21, 2009, Hodal & Pawlowicz 2010) and from the Port Hardy
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meteorological station (Environment Canada 2009). Laska weather station
replaced Ethel weather station in 2009. Hourly values of wind speed and
direction were collected from Ethel and Laska station during March and
April of 2008 and 2009. Data collected from the Port Hardy meteorological
station included daily values of humidity, cloud fraction data, air tempera-
ture, and hourly wind speed and direction. Daily Wannock River discharge
data was obtained from the Water Survey of Canada (Environment Canada
2006).

2.2.2 SOG Model

The SOG model is a one-dimensional coupled biophysical model. It success-
fully predicts the timing of the spring phytoplankton bloom in the Strait
of Georgia, British Columbia, Canada (Collins et al. 2009). Details of the
model are given in Appendix A and B. The model is initialized using a fall
profile of temperature (T), salinity (S), chlorophyll fluorescence and nitrate
(M. Robert, unpublished data, 2005-2007. IOS/OSD Data Archive: DFO,
Hodal & Pawlowicz 2010). The biology model is optimized to predict the
interannual variation in the timing of the spring bloom from 2007-2009.

2.2.3 Physical Model Modifications

The physical model is tuned to provide realistic parameters to describe the
physical dynamics of the Rivers Inlet system. The tuned physics model
is coupled with the biology model which is then tuned independently to
correctly match the timing of the spring phytoplankton bloom. The physical
model incorporates many additional processes to the original KPP mixing
model to adapt to a coastal region (Collins et al. 2009). Modifications to
these additional parametrizations in the SOG model were made to to use
the model in the Rivers Inlet basin.

At this point, it is useful to distinguish between variables estimated from
observations and tuned variables. There are numerous parametrizations
used in the model in which a variable is determined from observational data
of some kind and not tuned thereafter. A tuned variable, on the other hand,
is one that is used in the model and is adjusted to produce the most favorable
model output. Parametrizations of variables estimated from observations are
discussed in the following subsections, while tuning variables are described
in Sections 2.3.1 and 2.3.2.
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Estuarine Flow

Estuarine circulation has two effects. First, the influx of freshwater into the
surface layer of a fjord causes it to remain relatively fresh and keeps the
water column stratified. Second, vertical advection is assumed to be largely
controlled by estuarine entrainment.

Freshwater is added into the surface layer based on a parametrization of
total freshwater flow into the Inlet. The surface salinity at station DF02 is
observed to be correlated with the Wannock River flux. An empirical fit is:

Ssurface = SD
exp (−QW /α1) + β exp (−QW /α2)

γ1 + exp (−QW /α1) + β exp (−QW /α2)
(2.1)

where QW is the Wannock River flux, SD = 31.8, the observed average salin-
ity between 40-50 m in Rivers Inlet, α1 = 80.0 m3s−1, α2 = 1500.0 m3s−1,
γ1 = 0.04, β = 0.01 (Figure A.1). The surface salinities of the model are
then forced this fit using the following dilution rate to decrease salinities:

Js exp(γz) = FwQW So

(

QW

Q

)σs

exp

(

z

ahhm

)

(2.2)

where Fw = 2.0x10−6s−1, So is the mixed layer salinity at the previous time
step, ah = 3.5, Q = 7000 m3s−1, σs = 1.38, z is vertically upward starting
at the sea surface, and hm is the mixing layer depth determined by the
KPP model. The constants Fw, σs, and ah were tuned to match the model
surface salinity to the interpolated observed salinity (see Section 2.3.1). To
determine a good match between model and observed halocline depths, the
depth over which freshwater was added (ah in equation 2.2) was tuned.

Estuarine entrainment largely controls upwelling in a fjord and is also
parametrized in the model. The magnitude of the vertical velocity as a
function of Wannock River flow was determined using the Knudsen Rela-
tions (Dyer 1973) based on salinity observations at DF02 assuming a 16 m
deep surface layer. Its vertical profile was determined using a force balance
between the estuarine pressure gradient and turbulent momentum mixing
(Collins et al. 2009). To relate upwelling velocity to river discharge we use:

we = w∗

[

QW

Q
exp

(

−QW

Q

)]

[

1 −

(

1 −
z

2.5d

)2
]

(2.3)

where w∗ = 1.08x10−4ms−1 and d = 6.4 m is the average depth at which
the cumulative freshwater reaches 67% of its total value at DF02. For the
flow rates observed for the Wannock River (<3000m3s−1), equation 2.3 is
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nearly linear in QW ; we include the exponential term to give model stability
for hypothetical very large river flows. This vertical velocity advects tem-
perature, salt, momentum, nitrate and phytoplankton in the model. The
vertical velocity is strongest at depth compared with the surface causing a
vertical convergence of water which results in a horizontal removal of these
properties throughout the depth of the modeled water column.

Wind-driven Vertical Advection

The Strait of Georgia was modeled as a closed basin system (Collins et al.
2009) but advection out of the mouth of Rivers Inlet due to outflow winds is
an important loss mechanism. A one-sided open basin system was developed
to correctly depict the bio-physical dynamics occurring within a fjord during
outflow winds. During an outflow wind event, the mouth of the fjord is
assumed to have an outflow velocity equal to the velocity seen at the central,
modelled station. This causes the surface layer to flow out of the inlet,
resulting in deeper water moving upwards to replace it. Upwelling occurs
requiring the additional parametrization of a wind driven vertical velocity
which was added to the entrainment velocity, we. Vertical advection is thus
being driven by both estuarine circulation and wind. Details of the one-sided
open basin system can be found in Appendix C.

Internal Mixing

Rivers Inlet is much narrower than the Strait of Georgia. When numerically
calculated, the baroclinic velocities produce high vertical mode numbers
leading to step-like mixing which is not seen in the observations. To remove
this unrealistic behavior, the model was forced to have stronger implicit
mixing by smoothing the diffusivity calculated by the model over 5 grid
points rather than the 3 grid points used in Collins et al. (2009).

Light

The SOG physical model incorporates light in 3 parts: a cloud model (which
determines the amount of light penetrating the atmosphere at a given time
and hitting the water surface), an albedo (which controls how much light
enters the water column), and the parametrization for the depth profiles of
photosynthetically active radiation, Ipar, and the total light spectrum that
is available for heating, Itotal. The total non-reflected light entering the
water column, Itotal(0m), is calculated by the geometry of the solar angle
for a given time and latitude and the cloud filtering (Collins et al. 2009).
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The profiles of Itotal with depth is based on the Jerlov (1976) classification
(Collins et al. 2009).

To specify the light conditions in the water column, a photosynthetically
active irradiance profile must be determined through a parametrization of
the attenuation coefficient, Kpar. Examination of Ipar profiles taken at the
daily station from February - June 2009 (Hodal & Pawlowicz 2010) showed a
positive correlation between the attenuation coefficient and with the amount
of phytoplankton mass in the water column (based on chlorophyll concen-
trations) and no significant correlation with river discharge. River turbidity
is not significant until after the freshet begins, which occurs after the spring
bloom (R. Pawlowicz, personal communication, December 4, 2009). Ipar

profiles measured in 2007 with another instrument were apparently too dark
to sustain a phytoplankton population and were deemed unreliable. Data
from other years was unavailable. An empirical fit of the change in Ipar

over depth, eK, was determined where eK = exp(−Kpardz) is a function
of depth with dz = 1m. The empirical relationship between the measured
light and the phytoplankton quantity in the water (measured chlorophyll,
Pc) was found to be:

Kpar = αl + βlP̄
0.665 + θl exp

(

z

dl

)

(2.4)

where P = Pc/(1mg Chl m−3) and the exponent on P follows Ménesguen
et al. (1995). The empirical fit gave αl = 0.1709m−1, βl = 0.02m−1, θl =
2.53 m−1, and dl = 0.53m (See Appendix A for details).

Wind

Wind speed and direction measurements come from Port Hardy Airport and
the Ethel and Laska weather stations in Rivers Inlet (Environment Canada
2009, R. Routledge, personal communication, February 21, 2009, Hodal &
Pawlowicz 2010, respectively). Sources of historical meteorological data are
not available for Rivers Inlet. A comparison of nearby longterm meteoro-
logical data from surrounding areas with short term in-situ measurements
allowed for extrapolation to simulate the conditions for Rivers Inlet. To
represent the local wind direction in Rivers Inlet, a regression tree was de-
veloped using a comparison between the Port Hardy Airport and the Laska
Meteorological Station wind directions (Table 2.1). Wind speed from Port
Hardy is used as a proxy for the wind speed in Rivers Inlet. The linear
relationship is:

VRI = mVP (2.5)
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where VRI is the wind speed at Laska weather station, VP is the wind speed
at Port Hardy meteorological station and m = 0.877. Wind speed and
direction are transformed into meridional and zonal components and rotated
to align with the major axis of Rivers Inlet. Wind speed and direction that
are available in 2008 and 2009 from Ethel and Laska meteorological stations
are used in place of the extrapolated Port Hardy data. Data was available
from Ethel station from February 35, 2008 to September 21, 2008. Data
from the Laska station was available from March 1, 2009 to April 8, 2009
and June 1,2009 to March 18, 2010. Wind direction from Ethel station was
originally calibrated to magnetic north. The wind direction was rotated
19.15◦ west to calibrate to true north. The wind stresses were calculated
from these velocities following Large & Pond (1982).

Bottom Boundaries

Temperatures and salinities from the 2008-2009 Rivers Inlet Ecosystem
Study cruises (Hodal & Pawlowicz 2010) were used to determine an annual
fit for the bottom boundary inputs. Measurements were averaged between
40-50 m and an empirical fit was determined using a constant and seasonal
component. For temperature:

TB = y1 + y2 sin (ωt + y3) (2.6)

where TB is the temperature at 40 m, y1 = 7.63◦C, y2 = 0.63◦C, y3 = 3.04,
ω = 2π/365.25day−1, and t is the time in yearday. For salinity:

SB = y1 + y2 sin (ωt + y3) (2.7)

where SB is the salinity at 40 m, y1 = 31.66, y2 = 0.46, and y3 = 4.51. A
40 m bottom nitrate value of 21µM was calculated by samples taken from
bottles during the August 2006, 2007 and 2008 CCGS J.P Tully cruises (M.
Robert, unpublished data, 2005-2007. IOS/OSD Data Archive: DFO), along
with samples obtained from the 2008 Rivers Inlet fortnightly cruises (Hodal
& Pawlowicz 2010). A weighted average nitrate profile was determined for
DF02 to initialize the model because the accuracy of the Tully data was
higher than that of the Rivers Inlet nitrate data. A weighted mean was
calculated for each bottle depth (0, 5, 10, 30, and 50m) using

N̄ =

∑n
i=1

(

Ni/σ
2
i

)

∑n
i=1

(

1/σ2
i

) (2.8)

where N̄ is the weighted nitrate mean at a particular depth, Ni is nitrate
measurements, and σi is the variance of the measurements for Tully or Rivers
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Inlet data. Nitrate concentrations were considered constant at 40m which
is consistent with observations seen at multiple stations throughout Rivers
Inlet. A low-level constant background value of phytoplankton was used for
the bottom boundary inputs.

2.2.4 Biological Model Modifications

The primary objective of the biological component of the SOG model, when
coupled with the physical model, is to predict the timing of the spring phy-
toplankton bloom. A simple model is used to determine the growth rate of
phytoplankton. As light limitation is lifted, a spring bloom is initiated which
is then terminated by nitrate exhaustion, the limiting nutrient in Rivers
Inlet (Figure 2.2). Only one size class of phytoplankton is used (micro-
phytoplankton, >20µm) and only nitrate is modeled as a nutrient. During
the spring bloom, over 99% of the total phytoplankton abundance is diatoms.
In 2007, the bloom contained both Skeletonema costatum and Thalassiosira

spp. (Tommasi et al. 2010a). A phytoplankton analysis was done on samples
taken from 10m at DF02 during 2 cruises dating March 31, 2008 and April
23, 2008. Thalassiosira spp. was found to bloom first in Rivers Inlet in 2008.
In the model, we use Thalassiosira spp.. Modeling Skeletonema costatum

instead of Thalassiosira spp. would cause an insignificant difference in find-
ing the timing of the spring bloom because both diatoms have high growth
rates at low light and low temperatures. While ammonium is being used by
phytoplankton, the amount of ammonium available at any time is too small
to sustain the biomass of the spring bloom for longer than several hours,
and its inclusion in the model was shown to make no substantial changes to
the spring bloom timing (Collins et al. 2009).

Phytoplankton concentrations are affected by growth rates, natural mor-
tality, grazing, sinking and physical processes. Growth rates are based on
light and nutrient limitation. Growth rates, grazing and mortality are de-
pendent on temperature. Grazing is based on a tuned concentration of
zooplankton that is held constant. Winter concentrations of zooplankton
in Rivers Inlet are similar between years (Tommasi et al. 2010a). Zoo-
plankton concentrations do not increase significantly until after the spring
phytoplankton bloom occurs (Tommasi et al. 2010a), allowing for a constant
zooplankton concentration to be used in a model to determine the timing of
the spring bloom. A density-dependent mortality rate was used to described
the functional response of zooplankton grazing at very low chlorophyll lev-
els. The grazing threshold is defined as the concentration of prey, below
which, the predator stops feeding (Cugier et al. 2005, Leising et al. 2003). A
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value of 0.09mg Chl/m−3 was used for the chlorophyll predation threshold.
The physical processes include loss due to entrainment and turbulent diffu-
sion determined by the physical model. Advective terms due to horizontal
variations in phytoplankton concentration are not included in the model.
The timing of the spring bloom is nearly spatially uniform in the inlet with
differences in bloom timing at different sites a maximum of three days apart
(Tommasi et al. 2010a). Table 2.2 gives values for all biological parameters
modified from Collins et al. (2009).

2.3 Results

2.3.1 Physical Model Tuning

The physical model was run independently of the biological model and com-
pared with observations. The model was deemed useful when the modeled
physical profiles resembled the observed physical profiles. Surface salinity
values, and depth and steepness of the halocline were quantitatively com-
pared. The modelled average depth and steepness of the halocline was within
one-half of one standard deviation from observations. To modify the physical
model, internal mixing and freshwater parameters were tuned. The vertical
advection velocity determined through w∗ was based on analytic calculations
and was not tuned. The internal wave mixing values were set to those used
in the Strait of Georgia (Collins et al. 2009). The dilution rate (Fw and σs

in equation 2.2) was tuned to produce surface salinities that matched the
empirical relationship (equation 2.1). The depth range in which freshwater
was added (ah in equation 2.2) was tuned to obtain a good match between
the model and observed halocline depth.

2.3.2 Biological Model Tuning

The biological model was tuned independently of the physical model. Two
biological parameters were tuned to provide the best match between the tim-
ing of the peak magnitude of the modeled spring bloom and the observed
spring bloom for the years 2006-2009: maximum growth rate (Rmax(Tref ))
and concentration of zooplankton (Zw). The 0-3 m averaged phytoplankton
concentrations were compared with daily chlorophyll fluorescence measure-
ments for each model run and surface nitrate was compared to discrete
bottle sampled nitrate at 0 m (Figure 2.3). The chlorophyll fluorescence
measurements were calibrated to 0.7µm filtered chlorophyll a. Averaged 0-
3 m phytoplankton concentration was used because the initial spring bloom
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is surface focused with the observed chlorophyll maximum occurring above
3 m in the water column. The spring bloom peak was defined as the date
of the maximum 0-3 m averaged phytoplankton concentration within 4 days
of the 0-3 m averaged nitrate concentrations going below 0.1µM.

2.3.3 Spring Bloom Timing

The interannual variation in the timing of the spring phytoplankton bloom is
predicted successfully with the modeled peaks occurring within +/- 4 days
of the observed blooms (Figure 2.3). Considerable interannual variability
was seen in the timing of the spring bloom at DF02. The earliest bloom
occurs in 2008, with observed 0-3m averaged chlorophyll values peaking on
April 3rd. The latest bloom occurs in 2007, on April 28th, as a result of high
river discharge and larger, more frequent wind events (Figure 2.4). Blooms
in 2008 and 2009 are observed to occur 10 days apart even though wind
speed, river flow, cloud coverage, and winter zooplankton abundance are
similar between years. As will be shown later (Section 2.4), differences in
the wind direction of large wind events occurring within 6 weeks of the ini-
tiation of the bloom for 2008 and 2009 appear to have significant effects on
the timing of the spring bloom. Initial hindcasts of 2006 using Port Hardy
winds extrapolated to simulate the conditions for Rivers Inlet resulted in
a spring bloom that occurred on April 30th, 2006. The observed spring
bloom occurred between March 29th-April 12th, 2006 (Tommasi 2008). Ex-
trapolating wind direction from Port Hardy to simulate conditions in Rivers
Inlet was not precise and resulted in possible error in wind direction even
for strong wind events. Reversing the direction of large outflow wind events
6 weeks prior to the 2006 spring bloom (Section 2.3.4) resulted in a bloom
occurring on April 11th, within range of observations.

To quantify the effect of different physical forcings on the initiation of
the spring bloom, a series of 48 tests was done (Table 2.3). In each test,
one physical variable (wind (w), Wannock River flow (r), or cloud coverage
(c)) was replaced with data from another time period, while all other vari-
ables remained constant. For example, ”R6wR7” is the 2006 spring bloom,
initialized in September 2005 and run until November 2006 using data from
2005-2006 with the exception of wind data, which was replaced with winds
from 2006-2007. Each test scenario was compared to its control year, for
example the timing of the R6wR7 bloom would be compared to the 2006
bloom date using 2006 meteorological data. Results of the sensitivity tests
are given in Table 2.4 and are described below.
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2.3.4 Effect of Winds

The timing of the spring bloom is highly sensitive to the wind speed and
direction. Wind events were stronger and occurred more frequently in 2007
than in other years which resulted in a delay in bloom timing for all years
run with 2007 wind data. The largest delay of 10 days occurred during
the 2006 spring bloom (R6wR7). Wind strength and frequency was similar
between 2008 and 2009. Differences in wind direction resulted in delays in
the spring bloom for 2006 and 2008 using wind data from 2009, whereas
wind data from 2008 with fewer outflow winds, caused an earlier bloom to
occur in 2006 and 2009 (Table 2.4).

Sensitivity to Basin Flushing

To explore the sensitivity of the model to wind direction a test case model
was run where large outflow winds in 2006 were reversed in direction to flow
up inlet (Figure 2.5). Outflow winds to be reversed were selected by having
wind speed cubed values over 400m3s−3 between January 1st and April 28th,
2006. These strong winds grouped naturally into 5 events, each of less than
6 days duration. The original 2006 run using the correlated wind speed and
direction from Port Hardy resulted in a spring bloom occurring on April
28th, 2006. All the wind events but one were changed in direction to inflow
to determine the effect of single outflow events on the timing of the spring
bloom (Table 2.5). Then test runs were done with multiple outflow wind
events (Table 2.5). Reversing all 5 wind events to outflow winds produced a
bloom that occurred on April 9th, 2006, a 19 day shift. Outflow wind events
that occurred in January resulted in a 1 to 2 day shift in the spring bloom
timing. Outflow events that occurred in March resulted in a shift of 4 days
and events occurring in April shifted the bloom by up to 7 days. Strength
of a wind event did not have as strong an effect on bloom timing. Doubling
the wind strength of an outflow event 3 weeks prior to the bloom resulted
in a 2 day delay in the spring bloom.

2.3.5 Effect of Wannock River Flow

The timing of the spring bloom is sensitive to freshwater flux. Average
Wannock River discharge from February through April was stronger in 2007
(226 m3s−1) compared with 2006 (95 m3s−1), 2008 (100 m3s−1) and 2009
(76 m3s−1). This resulted in all modeled test runs computed with 2007
river data to experience a delayed bloom. Freshwater discharge was similar
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in 2006, 2008, and 2009 and there was minimum variation in bloom timing
when compared to control years.

River flux has two effects that have opposite effects on the bloom timing.
First, higher river discharge causes the water column to become more strat-
ified, resulting in an earlier spring bloom. Second, large river discharge also
causes higher upwelling advection leading to a larger advective loss term for
phytoplankton, delaying the spring bloom (refer to Appendix A, Freshwa-
ter Flux). A sensitivity test was run to determine which river effect was
dominant in Rivers Inlet. 2006 was used as the run year for the test case.
Constant river discharge was used between January 1, 2006 - April 30, 2006
while observed river discharge values were used the rest of the year. Sixteen
test cases were run, starting with a constant discharge of 50 m3s−1 and in-
creasing in increments of 10 m3s−1, to finish with a constant discharge of
200 m3s−1. A moderate river discharge of 105 m3s−1 resulted in a spring
bloom that occurred on April 22, 2006. At low river discharge (50 m3s−1),
the spring bloom was delayed by 5 days due to a deeper mixing layer depth.
High river discharge values (200 m3s−1) resulted in a 9 day delay of the
spring bloom due to high advection rates. (Figure 2.6).

2.3.6 Effect of Cloud Coverage

Interannual differences in cloud coverage has an insignificant effect on the
timing of the spring bloom in Rivers Inlet. Cloud coverage is very consistant
between years during the two months preceding the spring bloom (February
and March). Average cloud coverage during February and March varies less
than 10% between 2006-2010. The largest effect was seen using 2007 as the
forcing cloud data. Using 2007 clouds resulted in a 3 day delay in the timing
of the 2006 and 2009 spring bloom and a 1 day delay in bloom timing in
2008. All other years used to force cloud coverage resulted in an advance or
delay of less than 3 days of the timing of the spring bloom.

2.3.7 Sensitivity to Biological Parameters

While only two biological parameters were used to tune the model(Rmax(Tref )
and Zw), three parameters were examined to determine the effects on the
timing of the spring bloom: maximum growth rate (Rmax(Tref )), mortal-
ity (RM (Tref )), and concentration of zooplankton (Zw). The timing of the
spring bloom is highly sensitive to growth rate and mortality and less so to
concentration of zooplankton. Increasing the maximum growth rate from
2.16 to 2.8 day−1 (33%) results in a bloom that occurs 22 days earlier on av-
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erage. Decreasing the mortality rate from 0.075 to 0.05 day−1 (33%) results
in a bloom that occurs on average 7 days earlier. Decreasing the concentra-
tion of zooplankton from 0.089 to 0.06 (33%) results in a bloom that occurs
on average 3 days earlier.

The spread of the spring bloom is defined as the time difference of the
spring bloom between different years. Growth rate and mortality of phy-
toplankton have a larger effect on phytoplankton concentrations during the
spring and summer months than during the winter. This results in changes
in the spread of the spring bloom date when these parameters are varied.
Increasing the maximum growth rate by 33% resulted in an average decrease
in spread of 10 days while decreasing the mortality rate by 33% resulted in
an average decrease in spread of 11 days. The zooplankton concentration has
a constant effect on the winter and spring concentrations of phytoplankton.
This results in zooplankton concentration not having a significant effect on
the spread between the spring bloom dates. Growth rate and mortality of
phytoplankton have a similar effect on the timing of the spring bloom thus
only one parameter is needed for tuning the model. The mortality was set
to 0.075day−1 at 10◦C . A single value was found for each tuning parameter
(Table 2.2) to produce optimal results for the timing of the spring bloom
for the four years (Table 2.6).

2.4 Discussion

How do different physical forcings affect the timing of the spring

bloom?

Wind speed and direction is the primary physical forcing on the timing of the
spring bloom. In the winter months, strong winds increase the mixing layer
depth (Figure 2.4), limiting phytoplankton growth (Figure 2.7). Increasing
the mixing layer depth causes the phytoplankton to be mixed below their
critical depth in which there is enough light to grow. Many large wind
events are seen to decrease the depth averaged chlorophyll concentrations
and wind speed and direction within the 2 months before the spring bloom
have a significant impact on the timing of the spring bloom. The direction of
large wind events can amplify the mixing layer depth. If the wind direction
is directed down inlet towards the mouth, the fresh water layer is advected
out of the fjord which is conducive to deeper mixing. Large wind events
that are directed up inlet towards the head do not have this effect as the
freshwater layer is not lost from the inlet. Outflow events will also result in
flushing events that advect phytoplankton populations away from the basin.
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A single outflow wind event within 2 weeks of the spring bloom caused a 7
day delay in the bloom timing.

Freshwater flux is a secondary control and has a large effect on the mixing
layer depth as well as the timing of the spring bloom. Higher river flux
increases the upwelling advection while shallowing the mixing layer depth.
Low river discharge causes the opposite effect: less advection but a deeper
mixing layer depth. Increased upwelling advection caused by high freshwater
discharge is the dominant river effect in Rivers Inlet. In 2007, higher river
input caused a muting effect on the mixing layer depth determined by wind
events. However, the high river discharge in 2007 also resulted in all test
years run with 2007 river data to experience a delayed bloom, illuminating
the importance of advective loss of phytoplankton due to increased upwelling
advection.

Interannual cloud coverage has an insignificant effect on the timing of
the spring bloom in Rivers Inlet. Cloud coverage is very consistant between
years in Rivers Inlet with an average of 80% cloud coverage in Feburary
and March. Light is considered an important controller of phytoplankton
biomass accumulation (Reynolds 2006) and is seen as a controlling factor
in many locations including the Strait of Georgia (Collins et al. 2009) and
northerly fjords in Norway (Eilertsen et al. 1995). If climatic changes were
to effect the average winter and early spring cloud distribution over Rivers
Inlet, cloud cover would have a much larger potential influence on the timing
of the spring bloom.

Wind Driven Advection

Blooms in 2008 and 2009 occur 10 days apart due to differences in the wind
direction of large wind events occurring within 6 weeks of the initiation of the
bloom. Close examination of the winds in Rivers Inlet taken from the Laska
and Ethel weather stations revealed 2 wind events in 2008 leading up to the
bloom where the primary wind direction was up inlet (inflow), and in 2009,
there was 1 very large wind event where the primary wind direction was
down inlet, towards the mouth (outflow). Because of the high stratification
seen in Rivers Inlet due to continual river input and the non-constricted
opening at the mouth of the fjord, a large wind event directed down inlet
causes rapid horizontal advection, flushing the phytoplankton population
out of the inlet. The intensity of the flushing events is dependent on outflow
wind timing and strength, strength of water column stratification, and how
constricted the mouth opening is. Wind events large enough to reverse
surface-layer flow were found to be a common occurrence in Knight Inlet
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(Baker & Pond 1995). During 2-3 day wind forcings in Knight Inlet, speeds
at 2m depth were as large as 30 cms−1 and up to 5 cms−1 as deep as
20-25 m. Incorporating an open basin system in the model resulted in an
additional loss term of phytoplankton due to the advection from wind which
produced significant effects on the timing of the spring bloom and explained
the difference between the bloom timing in 2008 and 2009.

Single outflow wind events have significant effects on the timing of the
spring bloom. Outflow wind events occurring within 2 months prior to the
spring bloom caused a 4-7 day delay in the bloom timing. Events occurring
in January and February had a smaller effect, shifting the bloom by 1-2
days. The shift in bloom timing resulting from multiple outflow wind events
was greater than the sum of the individual wind events. The strength of the
outflow event is of less importance than the timing. Doubling the strength
of 1 outflow wind event 3 weeks before the spring bloom resulted in a 2 day
delay in the timing of the spring bloom.

Significance

In the narrow valleys and fjords in British Columbia, significant winds will
only occur as inflow or outflow (up or down valley) (Jackson & Steyn 1994).
Outflow is the dominant direction in the winter (Jackson & Steyn 1992).
Outflow winds, also known as gap or Squamish winds, occur when cold,
dry air at low levels moves from the interior to the coast, dissecting the
coastal mountains (Jackson 1993). Gap winds occur when a strong Arctic
anticyclone develops a high pressure cold and stable air mass over the inte-
rior, east of the Coast Mountains. Differences in temperature and humidity
between this air mass and the warm, moist coastal air, creates a large pres-
sure gradient that is oriented perpendicular to the coast. This will cause
strong low-level winds that develop in fjords and valleys. Strong outflow
can also occur as a result of a deep cyclonic center that approaches the
coast. This will create a similar pressure gradient, driving outflow winds
through the fjords. These deep cyclonic centers produce frequent rainfall
and southwesterly winds during the winter months in the Pacific North-
west (Logerwell et al. 2003). The timing of the transition between winter
southwesterly winds and summer northeasterly winds is termed the spring
transition. This transition can occur any time between March and June.
(Logerwell et al. 2003, Thomson & Hourston 2009). In Rivers Inlet, large
outflow events are not seen during summer months (Figure 2.7). Contin-
uing north to Burke Channel, Cathedral Point, a weather station located
near Bella Coola, BC also shows very large outflow wind events occurring
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only in the winter months. Summer months (June - August) at Cathedral
Point are indicative of smaller inflow wind events. While Rivers Inlet and
Burke Channel both experience an increase in large out-flow events caused
by large-scale low pressure systems during the winter months, the timing of
such events is not correlated. Transition timing will effect all inlets along
the coastline creating potential for outflow wind events, but the stochas-
tic nature of these wind events will not allow a non-local generalization of
outflow events along the British Colombia coast.

In fjord regions, the winds before the spring transition favor outflow
within the fjord which cause a delay in the timing of the spring bloom.
Logerwell et al. (2003) indexed the spring transition date for the Oregon
Production Index (OPI) area based on the first day where the value of the
10-day running average for upwelling is positive and the 10-day running
average for sea level is negative. Based on this index, the mean date of
the spring transition occurs on April 6th but can range from early Febru-
ary to early July (Figure 2.8). Thomson & Hourston (2009) determine the
spring transition timing off of the west coast of Vancouver Island using the
alongshore wind stress at meteorological buoy 46206. The spring transitions
showed strong similarities between the Oregon and British Colombia coast-
lines (Figure 2.8). One feature of note is the late transition dates that occur
in the 1990’s in both regions, with 2 years being the latest transitions seen
since the 1970’s. Late transition dates are more conducive to outflow winds
occurring later in the spring which will delay the onset of the bloom.

It has been suggested that the timing of the spring bloom may be critical
to the growth and survival of higher trophic levels (Cushing 1974, 1975, 1982,
Richardson 2004, Ware & Thomson 2005). In the Strait of Georgia, early
spring blooms can cause nauplii of N. plumchrus to miss the spring bloom
causing them to rely solely on post-bloom phytoplankton which are less nu-
tritious (El-Sabaawi et al. 2009). The sockeye salmon crash in Rivers Inlet
occurred in the early 1990’s, coinciding with the late transition dates seen off
Vancouver Island. It has been hypothesized that bottom up effects control
juvenile sockeye salmon growth in Rivers Inlet (Buchanan 2007). Changes in
the Rivers Inlet spring phytoplankton bloom have caused interannual vari-
ability in the timing, magnitude and composition of the zooplankton bloom
(Tommasi et al. 2010b). Match/mismatch of the phytoplankton bloom and
the inlet zooplankton community may have resulted in less prey for juvenile
salmon thus diminishing the success of recruitment and is a possible scenario
leading to the decline of the sockeye salmon in Rivers Inlet.

Flushing events have potential to be an important controlling factor in
determining the timing of the spring bloom. Flushing events have been seen
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in Puget Sound (Winter et al. 1975) and in Otsuchi Bay, Japan (Furuya
et al. 1993) where rapid horizontal advection caused the removal of plank-
ton populations from the basins. However, in northerly Norway as well as
high latitudes including West Spitzbergen the onset of the spring phyto-
plankton bloom is regulated by daylength and linked to the entrainment of
phytoplankton resting spores from the bottom layers (Eilertsen et al. 1995)
causing the spring phytoplankton bloom to occur at approximately the same
time each year (Eilertsen et al. 1989). Rivers Inlet and Burke Channel dis-
play large outflow wind events leading up to the summer months. Sustained
outflow winds will cause rapid horizontal flushing of the fjord causing a delay
in the timing of the spring bloom. This suggests the importance of flushing
events to spring bloom timing along the BC coast. Climatic changes in the
large scale pressure systems encountering the BC coast would cause changes
in the spring transition dates, potentially leading to more frequent and later
occurring outflow events and ultimately delaying the timing of the spring
phytoplankton bloom.
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Figure 2.1: Map of Rivers Inlet on the West Coast of British Columbia
including sample station DF02 (black diamond), the Florence Daily site
(black circle) and the Laska meteorological station (black x).

26



2.4. Discussion

Step 1 Step 2 Step 3 Step 4

WP < 50 WP = WP + 360 Return to Step 1

WP < 60
|WPP - WP | < 5

WL = 360

|WPP - WP | > 5
WL = WLP

WP < 140 WL = WLP

WP < 150
WLP < 180
WL = 180

WLP > 180
WL = WLP

WP < 160 WL = 180

WP < 170 WL = WLP

WP < 180
WLP < 180
WL = 360

WLP > 180
WL = WLP

WP < 210 WL = 360

WP < 220
|WPP - WP | < 5

WL = 360

|WPP - WP | > 5
& WPP < WP

WL = 180

|WPP - WP | > 5
& WPP > WP

WL = 360

WP < 240 WL = 180

WP < 260 WL = WLP

WP < 280 WL = 360

WP < 300 WL = WLP

WP < 310
|WPP - WP | < 5

WL = WLP

|WPP - WP | > 5
& WPP > WP

WL = 180

|WPP - WP | > 5
& WPP < WP

WL = 360

WP < 320
|WPP - WP | < 5

WL = WLP

|WPP - WP | > 5
& WPP > WP

WL = 180

|WPP - WP | > 5
& WPP < WP

WL = WLP

WP < 390 WL = 180

WP > 390 WL = WLP

Table 2.1: A regression tree developed to simulate the wind directions for Rivers

Inlet using a comparison between the Port Hardy Airport and the Laska Mete-

orological Station wind directions. WP is the current value of Port Hardy wind

direction, WPP is the previous value (1 hr. previous) of Port Hardy wind direction,

WL is the current value of Laska wind direction, and WLP is the previous value

(1 hr. previous)of Laska wind direction. Find the value of WP being used in Step

1 and then continue on to Step 2 and continue following the steps until a value of

WL is reached.
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Symbol Parameter Value Source

Rmax(Tref ) maximum growth rate (24hr) 2.16 day−1 tuned, < Hitchcock (1980) > Durbin (1974)

Tref reference temperature 10◦

Prth Predation threshold concentration 0.05 < Cugier et al. (2005)

RM (Tref )
mortality
maximum temperature for growth
range of dec. due to temp.

0.075 day−1

18◦

8◦

< Spitz et al. (2003) > Denman & Peña (2002)
Durbin (1974)

κp half-saturation for zooplankton grazing 0.2µM N < Denman & Peña (2002)

Υ(Tref ) maximum ingestion, mesozoo 0.6 day−1 Cugier et al. (2005)

Zw zooplankton concentration 0.089µM N tuned

Chl/m3 to µM N conversion 1.7:1 M. Maldonado, per. comm., February 9, 2010

Table 2.2: Model parameters used in the Biological Model. The ‘<’ and ‘>’ symbols indicate whether the value
is greater than (>) or less than (<) the referenced value.
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Run ID Control Years Forcing Varied Value of Changed Forcing

R*wR6 R7,R8,R9 Wind R6 wind

R*wR7 R6,R8,R9 Wind R7 wind

R*wR8 R6,R7,R9 Wind R8 wind

R*wR9 R6,R7,R8 Wind R9 wind

R*rR6 R7,R8,R9 Freshwater R6 freshwater

R*rR7 R6,R8,R9 Freshwater R7 freshwater

R*rR8 R6,R7,R9 Freshwater R8 freshwater

R*rR9 R6,R7,R8 Freshwater R9 freshwater

R*cR6 R7,R8,R9 Clouds R6 clouds

R*cR7 R6,R8,R9 Clouds R7 clouds

R*cR8 R6,R7,R9 Clouds R8 clouds

R*cR9 R6,R7,R8 Clouds R9 clouds

Table 2.3: List of test runs to determine the impact of cloud coverage, wind,
and freshwater on the timing of the spring bloom. List of the control runs
is given in Table 2.6. The ’*’ in the Run ID is replaced by the number of
the control run in column 2.
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R6 R7 R8 R9

R*wR6 0 -7 1 -2

R*wR7 10 0 6 3

R*wR8 -1 -11 0 -4

R*wR9 2 -6 3 0

R*rR6 0 -9 0 0

R*rR7 10 0 8 8

R*rR8 -1 -12 0 -1

R*rR9 0 -11 -1 0

R*cR6 0 -3 -1 0

R*cR7 3 0 1 3

R*cR8 1 -3 0 1

R*cR9 0 -2 0 0

Table 2.4: Table of results for test runs to determine the impact of cloud
coverage, wind, and freshwater on the timing of the spring bloom. Numbers
represent the number of days the bloom is advanced or delayed in comparison
to the control run. Positive numbers are a delay in bloom date from the
control run, and negative numbers indicate an earlier bloom, with 0 resulting
in a same day bloom date. The ’*’ in column 1 is replaced by the number of
the control run in columns 2-5. For example, the offset of bloom timing of
R6wR7 is given in row 2, column 1 and is 10 days delayed from the control
run.
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Wind event label Date of wind event Average wind speed cubed

e1 Jan 2 - Jan 8, 2006 1569 m3s−3 for 6 days

e2 Jan 31, 2006 702 m3s−3 for 1 day

e3 Feb 28 - Mar 1, 2006 881 m3s−3 for 3 days

e4 Apr 2, 2006 611 m3s−3 for 1 day

e5 Apr 15 - Apr 19, 2006 591 m3s−3 for 4 days

Wind event(s) reversed Date of bloom

none (5 outflow events) Apr 28, 2006

e3 Apr 24, 2006

e4 Apr 27, 2006

e5 Apr 21, 2006

e3,e5 Apr 17, 2006

e1,e3,e5 Apr 16, 2006

e2,e3,e5 Apr 16, 2006

all (5 inflow events) Apr 9, 2006

Table 2.5: Using winds derived from Port Hardy, 5 outflow wind events were
identified (e1, e2, e3, e4, and e5). A sensitivity test was done where a single
wind event was reversed to an inflow event to determine the effect on the
bloom timing. The upper table gives the labels of the outflow wind events
that were identified, the date of the wind events, and the average wind
speed cube of each wind event. The lower table gives the wind event(s)
that were reversed to inflow event(s), and the resulting spring bloom date.
Two examples: the first test run, was where all 5 wind events were outflow,
resulting in a bloom that occurred on April 28th, 2006. The next test run
reversed the e3 event to an inflow event, which resulted in a bloom that
occurred on April 24th.
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Run ID Start Date End Date Observed Bloom Modeled Bloom

R6 Sept 1 2005 Nov 1 2006 Mar 29-Apr 12 2006 Apr 9 2006*

R7 Oct 8 2006 Nov 1 2007 Apr 28th 2007 Apr 30 2007

R8 Aug 29 2007 Nov 1 2008 Apr 3th 2008 Mar 31 2008

R9 Sept 22 2008 Nov 1 2009 Apr 18th 2008 Apr 19 2008

Table 2.6: Model runs used to hindcast the spring blooms for 2006, 2007,
2008, and 2009 with the observed and modeled peak bloom dates. The
modeled peak date for 2006 (*) uses modified wind directions as discussed
in Section 2.3.4.
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Figure 2.2: Nutrient limitation in Rivers Inlet: The ratio of PO4 to NO3

+ NO3 (a) and the ratio of Silica to NO3 + NO3 (b). Plotted is the 0m
bottled data (red circles) and the 5m bottled data (black triangles) from the
2008 and 2009 fortnightly cruises at DF02. Nitrate is the limiting nutrient
in Rivers Inlet.
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Figure 2.3: Modeled 0-3 m averaged phytoplankton (solid blue line) and
observed daily 0-3 m averaged chlorophyll (black circles) for a) 2007, b)
2008, c) 2009. Surface modeled nitrate (solid blue line) and surface bottle
sampled nitrate from bi-weekly cruises (x’s connected by dashed black line)
for d) 2007, e) 2008, f) 2009.
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Figure 2.4: Daily-averaged wind speed cubed (gray shaded), modeled daily-

averaged mixing layer depth(shaded black), and Wannock River flow (solid line)

for February 1 to November 1 for each year. River flow in February-April was

stronger in 2007 (226 m3s−1) compared with 2006 (95 m3s−1), 2008 (100 m3s−1)

and 2009 (76 m3s−1) corresponding with a dampened mixing layer depth in 2007

(0.8 m from February-April). Stronger winds in 2006 (average windspeed cubed

97.31 m3s−3) resulted in a deeper mixing layer depth compared with 2008 (48.89

m3s−3), even though river input was similar. The mixing layer depth in 2009 was

deepest (3.4m) due to low river input and several outflow wind events
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Figure 2.5: Daily-averaged wind speed cubed (gray shaded), modeled daily-
averaged mixing layer depth (black shaded), modeled 0-3 m averaged phy-
toplankton (black line) and 3-day averaged along inlet wind component (red
line) for (a) 2006 using winds derived from Port Hardy (b) 2006 where large
outflow winds are reversed in direction (>400 m3s−3). Large outflow events
occurring on March 24th and April 15th 2006 in the Port Hardy derived
winds clearly affect the mixing layer depth.
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Figure 2.6: A sensitivity test to determine which river effect was dominant
in Rivers Inlet. Large river discharge (200 m3s−1) results in higher upwelling
advection leading to a larger advective loss term for phytoplankton, delaying
the spring bloom. At low river discharge (50 m3s−1), the spring bloom is
delayed due to a deeper mixing layer depth.
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Figure 2.7: Daily averaged wind speed cubed (gray shading), modeled 0-
3 m averaged phytoplankton (solid black line), and daily-averaged along
inlet wind component (red line) for all four years. Winds are strongest in
2007 (Feb-April) (b) and weakest in 2008 (c); the bloom is latest in 2007
(b) and earliest in 2008 (c).
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Figure 2.8: Anomalies in the date of the physical spring transition from 1969
to 2008 for the OPI area (shaded bars) and the spring transition dates for
the west coast of Vancouver Island (Thomson & Hourston 2009). Anomalies
are based on an average date of April 6th (Logerwell et al. 2003).
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Conclusions

The Rivers Inlet Ecosystem Study (RIES) set out to investigate the con-
tribution of bottom up controls to the collapse of the Rivers Inlet sockeye
salmon run. In the late 19th century, the Rivers Inlet fishery produced the
3rd largest catch of sockeye salmon in British Columbia (McKinnell et al.
2001) until a period of instability in the late 1970’s and a large crash in the
early 1990’s reduced returns to only 1% of historic averages (Rutherford &
Wood 2000, DFO 1997). Preliminary results indicate that reasons for the
decline are due to an increased marine mortality rate of juvenile salmon
(McKinnell et al. 2001). It has been hypothesized that increased cloud cov-
erage, large wind events and higher river discharge in Rivers Inlet result in
a delayed spring bloom and that sockeye survival rates are reduced due to
bottom up controls on fish populations (Tommasi et al. 2010a).

This study examined the physical processes driving the timing of the
spring phytoplankton bloom in Rivers Inlet using a coupled bio-physical
model. Wind speed and direction, as well as freshwater inflow were found
to control the timing of the spring bloom in Rivers Inlet. High wind speeds
caused a deep mixing layer to occur which delayed the onset of the spring
bloom. Large outflow wind events caused a flushing of the upper layer
resulting in rapid horizontal advection of the phytoplankton population,
delaying the bloom timing. River discharge has a significant yet complicated
effect on the timing of the spring bloom. A sensitivity test exploring the
effects of freshwater flux on bloom date was conducted using meteorological
conditions from 2006. High river discharge averaging 200m3s−1 between
January and April stratified the water column, yet increased the upwelling
advection resulting in a large advective loss term for phytoplankton. This
resulted in a delay in the spring bloom timing. Low river discharge averaging
50m3s−1 between January and April resulted in a deeper mixing layer depth
due to reduced stratification which delayed the bloom as well. Thus both
low and high river discharge result in a delay in bloom timing relative to
moderate conditions. A moderate river discharge (in this case averaging
105m3s−1) balances a high advection but shallow mixing layer with low
advection but a deeper mixing layer. However, one should note that the
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exact value of river flow giving the earliest spring bloom will depend on the
specific meteorological conditions of a given year.

Observed interannual cloud coverage did not have a significant effect on
the timing of the spring bloom. Cloud coverage is very consistent between
years in Rivers Inlet in the 2 months prior to the spring bloom (February and
March). If climatic changes were to affect the average winter and early spring
cloud distribution, incoming light could have a much larger potential effect
on the timing of the spring bloom in Rivers Inlet. This was in contrast to the
Strait of Georgia which showed primary control of the spring bloom being
driven by winds and a secondary control by incoming solar radiation with no
significant changes caused by river influx (Collins et al. 2009). In the Strait
of Georgia, advection is driven by freshwater flux which varies on the time
scale of weeks, thus resulting in slow changes in vertical advection. Rivers
Inlet is highly sensitive to freshwater discharge, with the residence time
of the upper layer varying between 5-15 days (Hodal & Pawlowicz 2010).
Fjords are characterized by significant buoyancy flux which can result in
river discharge playing an important role in phytoplankton advective losses.
Stratification of the water column also makes it possible for flushing events
to occur during large outflow wind events.

Flushing events thus have potential to be a significant driving force de-
termining the timing of the spring phytoplankton bloom. Rapid horizontal
advection due to sustained winds has been seen in Puget Sound (Winter
et al. 1975) and in Otsuchi Bay, Japan (Furuya et al. 1993) diluting the
phytoplankton population. However, this is not true in many other fjord
systems. Spring blooms occur at approximately the same time each year in
northerly Norway as well as high latitudes including West Spitzbergen (Eil-
ertsen et al. 1989). It has been suggested that the timing of spring blooms in
northerly fjords is controlled by daylength and entrainment of phytoplank-
ton resting spores from the bottom layers (Eilertsen et al. 1995). Our results
suggest that the spring bloom in Rivers Inlet is largely affected by outflow
winds which cause flushing events to occur. Wind data from Cathedral
Point in Burke Channel, BC also displays large outflow events during the
late winter, early spring months suggesting the importance of flushing events
to spring bloom timing along the BC coast. The transition between win-
ter southwesterly winds to summer northeasterly winds is termed the spring
transition. Late spring transition dates are more conducive to outflow winds
occurring later in the spring which produce flushing events that will delay
the onset of the bloom. Climatic changes in the synoptic scale low pressure
weather systems interacting with the BC coast could cause changes in the
spring transition dates, thus leading to more frequent and later occurring
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outflow events and ultimately delaying the timing of the spring phytoplank-
ton bloom in fjords along the British Columbia coastline. Late transition
dates will effect all inlets along the coastline creating potential for later oc-
curring outflow wind events but due to the stochastic nature of these wind
events, it is not predictable whether or not they will happen.

It has been hypothesized that the timing of the spring bloom may be
influential to the survival of higher trophic levels (Cushing 1974, 1975, 1982,
Richardson 2004, Ware & Thomson 2005). The relationship between the
timing of plankton production, as a function of climate, to recruitment of
fish has been coined by Cushing as the match/mismatch hypothesis (Cushing
1974, 1975). Temperature anomalies are one way in which climate variabil-
ity may inhibit phytoplankton blooms, causing the bloom to occur either
earlier or later than usual. Phytoplankton lead to a zooplankton bloom and
will affect meroplankton (barnacle larvae). A mismatch can occur between
primary producers and plankton, as well as between plankton and fish, re-
sulting for example in less prey for juvenile fish larvae thus diminishing the
success of recruitment (Cushing 1982). The correspondence of the sockeye
salmon crash in Rivers Inlet with the late transition dates seen on Vancou-
ver Island in the 1990’s highlights the possible mechanism of outflow wind
events causing delays in the timing of the spring bloom which could lead
to a mismatch of the phytoplankton bloom and higher trophic levels. As
to why Rivers Inlet experienced such a dramatic stock crash in comparison
to other BC regions, Rivers Inlet may have had the right combination of
outflow wind timing and strength, strength of water column stratification,
and lack of inlet mouth constriction to focus the intensity of the flushing
events creating the optimal conditions to delay the timing of the spring
bloom enough to trigger a collapse in the higher trophic levels.

Rivers Inlet is one of many fjords located along the British Columbia
coastline. While Rivers Inlet sockeye salmon stocks experienced an un-
precedented collapse, corresponding declines have been seen in Northern
and Central BC (McKinnell et al. 2001, Rutherford & Wood 2000, Riddell
2004). It is unknown whether the driving physical forcings examined in
this study are controlling phytoplankton dynamics in these other regions.
The bio-physical model used in this research to determine the environmental
variables driving the spring bloom in Rivers Inlet could be expanded upon
to establish the physical controls of the spring bloom in other systems, lead-
ing to insight on the decline in salmon survival along the BC coast. This
study highlights the importance of precise wind speed and direction, which
is specific to local regions. Accurate wind data is needed to correctly predict
the timing of the spring bloom using the SOG bio-physical model. Meteo-
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rological stations are needed in the areas of interest to acquire reliable wind
information, in particular the months leading up to the spring bloom.

The primary objective of the RIES is to understand the dynamics of
spring productivity and how it affects the growth of juvenile sockeye salmon.
This study has clarified the driving physical controls on the timing of the
spring bloom, and illustrated how large variations in the environmental vari-
ables can cause significant differences in the timing of the spring bloom.
Fluctuations in environmental processes have been shown to influence changes
in primary production and zooplankton abundance in Rivers Inlet (Tommasi
et al. 2010a). Current research is being done on the seasonal and interannual
dynamics of zooplankton, relating to variations in the physical environment
and phytoplankton production and on the diet and growth rate of juvenile
sockeye salmon in Rivers Inlet. This will help in our understanding of the
mechanisms linking changes in the environment with productivity dynamics
and growth to survival of juvenile sockeye salmon survival.
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Appendix A

Physical Model

The SOG model uses a version of the K-Profile Parametrization (KPP) non-
local boundary layer model (Large et al. 1994) adapted to a coastal fjord
region. The model reproduces the mixing due to turbulent vertical veloc-
ities of unresolved eddies and numerically calculates horizontal velocities,
temperature, salinity, and diffusivities in both depth and time. To carefully
determine the affects of surface mixing on phytoplankton growth in typical
fjord density profiles, fine vertical resolution is needed. The SOG- model
provides the needed vertical resolution of 0.25m to examine the near-surface
mixing processes. Tides are neglected in this model. Tidal excursions are on
the order of 3km in Rivers Inlet which is small in comparison to the length
of Inlet basin.

The model procedure is as follows: the external forcings are prescribed,
the diffusivity and non-local transport are calculated, and finally the mixing
layer depth is determined.

The model is initialized with profiles of temperature (T), salinity (S) and
chlorophyll fluorescence. Mixing at the surface is controlled by both turbu-
lent and non-turbulent forcings. The turbulent forcings include wind stress,
heat flux (including net long wave radiation, latent and sensitive fluxes) and
freshwater flux. Non-turbulent forcing is determined using incoming solar
radiation that is distributed over the water column. These forcings are ap-
plied continually using hourly meteorological data and daily river flow data.
These external forcings are specific to Rivers Inlet and cause processes that
vary horizontally (estuarine circulation, baroclinic pressure gradients) and
must be parametrized into the model. The equations for across-inlet and
along-inlet velocity, temperature and salinity are represented as:

∂u

∂t
− fv = −

1

ρo

∂p

∂x
−

∂

∂z
((we + ww)u) + V (u) (A.1)

∂v

∂t
+ fu = −

1

ρo

∂p

∂y
−

∂

∂z
((we + ww)v) + V (v) (A.2)

∂T

∂t
= −

∂

∂z
((we + ww)T ) +

ITOTAL (z)

cpρ (z)
+ V (T ) (A.3)
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∂S

∂t
= −

∂

∂z
((we + ww)S) − Js exp (γz) + V (S) (A.4)

where u and v are the across and along inlet velocities, T is temperature, S is
salinity, t is time, x, y are across and along inlet distance and z is zero at sea
surface and positive upwards, f is the Coriolis parameter, V is the mixing
prescribed by the KPP model (Large et al. 1994), ρ is the density of water,
ρo is the constant reference density, p is the baroclinic pressure, cp is the
specific heat at constant pressure, we is a vertical estuarine-driven upwelling
flux, ww is the wind-driven vertical velocity, Js is an added dilution rate,
1/γ is the scale depth of the freshwater flux and ITOTAL is the incoming
shortwave radiation. The additional terms added to the standard KPP
model are underlined and are discussed in detail along with the incoming
shortwave radiation in the External Forcings section.

External Forcings

The SOG model was originally optimized for the Strait of Georgia and in-
cluded parametrizations for the specific physical dynamics of that basin.
There were three components that were developed specifically for the Strait
of Georgia that needed to be modified to model the physical behavior of
Rivers Inlet. Firstly, freshwater input was modified. The influx of freshwa-
ter into the surface layer of Rivers Inlet causes it to remain relatively fresh,
keeping the water column stratified and the vertical advection is assumed to
be largely controlled by estuarine entrainment. Secondly, the parametriza-
tion of pressure gradients had to be changed to represent a narrower inlet.
Finally, the light absorption scheme had to be re-parametrized to model the
coastal light system of Rivers Inlet. These parametrization are discussed in
greater detail in the following sections.

Freshwater flux

The physical dynamics in Rivers Inlet are primarily controlled by the river
input of the Wannock River, driving the estuarine circulation.

Estuarine circulation has two effects which are seen in the salinity equa-
tion. First, the influx of freshwater into the surface layer of Rivers Inlet
causes it to remain relatively fresh and keeps the water column stratified.
Second, vertical advection is assumed to be largely controlled by estuarine
entrainment.

Freshwater is added into the surface layer based on a parametrization of
total freshwater flow into the Inlet. The surface salinity at DF02 is found
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to be well correlated with the input of the Wannock River into Rivers Inlet.
An empirical fit is determined for the surface salinity at station DF02 and
is modeled as

Ssurface = SD
exp (−QW /α1) + β exp (−QW /α2)

γ1 + exp (−QW /α1) + β exp (−QW /α2)
(A.5)

where QW is the Wannock River flux, SD = 31.8, α1 = 80.0 m3s−1, α2 =
1500.0 m3s−1, γ1 = 0.04, β = 0.01. Figure A.1 shows the correlation be-
tween the surface salinity at DF02 and the river discharge from Wannock
River. The empirical fit was forced to agree with physical requirements
such that at low river discharge values, the surface salinity approached the
bottom boundary salinity value of 31.8 and with very high river discharge,
the surface salinity goes to zero (Figure A.1). This allows us to interpolate
the observed salinities at DF02 to daily resolution. The surface salinities of
the model are then forced to those of the observations using the following
forcing term:

Js exp(γz) = FwQW So

(

QW

Q

)σs

exp

(

z

ahhm

)

(A.6)

where Fw = 2.0x10−6s−1, So is the mixed layer salinity at the previous time
step, ah = 3.5, Q = 7000m3s−1, σs = 1.38, and hm is the mixing layer depth
determined by the KPP model. The scale depth over which the freshwater
flux impacts the water column is 1/γ = ahhm . The freshwater scale factor
for river flow and the exponential on the amount of freshwater added to
Rivers Inlet (Fw and σs in equation A.6, respectively) was tuned to give
surface salinities that matched the empirical relationship (equation A.5).
To determine a good match between model and observed halocline depths,
the depth over which freshwater was added (ah in equation A.6) was tuned.
The dilution rate is proportional to the freshwater flux, QW which directly
affects the stratification in the inlet (see equation A.4).

Estuarine entrainment is assumed to largely control upwelling and is
parametrized into the model. The vertical velocity scale is determined using
the Knudsen Relations, the vertical structure comes from the estuarine pres-
sure gradient and turbulent momentum mixing (Collins et al. 2009). The
empirical fit correlating upwelling velocity to river discharge is:

we = w∗

[

QW

Q
exp

(

−QW

Q

)]

[

1 −

(

1 −
z

2.5d

)2
]

(A.7)

where w∗ = 1.08x10−4 ms−1 and d = 6.4 m is the average depth at which the
cumulative freshwater reaches 67% of its total value at DF02. The empirical
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fit is forced to agree with physical requirements of zero vertical velocity at
both zero river flow and infinite river flow. This vertical velocity controls
the advection of temperature, salt, momentum, nitrate and phytoplankton.
The vertical velocity is strongest at depth compared with the surface. This
causes a convergence of water which results in a removal of these properties
throughout the depth of the modeled water column. The observed upwelling
velocities have a nearly linear relationship with river discharge at the values
observed for the Wannock River (Figure A.2). This results in a higher advec-
tive loss term for phytoplankton due to an increase in freshwater discharge
for all reasonable river flows.

Baroclinic Pressure Gradients

Due to the enclosed nature of Rivers Inlet, a flow in a given isopycnal layer
will cause accumulation of a given layer downstream and a corresponding
baroclinic pressure gradient against the flow. A parametrization of these
pressure terms needed to be included in the model equations. Rivers Inlet is
much narrower than the Strait of Georgia, causing the numerically calculated
baroclinic velocities to produce high vertical mode numbers. This resulted in
a step-like behavior in the density profiles that were not seen in observations.
To compensate for this, we forced the model to mix implicitly by smoothing
the diffusivity and increasing the interior viscosity.

Light

The physical model of SOG incorporates light in 4 parts: a standard calcu-
lation of total light to top of atmosphere based on solar angle and orbital
geometry, a cloud model determining how much light is penetrating the at-
mosphere at a given time and hitting the water surface, an albedo (which
controls how much light enters the water column), and the parametrization
for the depth profiles of photosynthetically active radiation, Ipar, and the
total light spectrum that is available for heat, Itotal(Collins et al. 2009).

The cloud model used in SOG, was developed following procedures de-
veloped for the North Atlantic Ocean (Dobson & Smith 1988). Short wave
radiation was obtained from the Department of Agroecology Science at UBC
(R. Ketler, personal communication, 2005). Cloud fraction data from the
Vancouver International Airport was categorized using the okta system to
parametrize the filtration of sunlight through the clouds, estimating the
amount of light that penetrates the atmosphere at a given time and reach-
ing the water surface (Collins et al. 2009).
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The next parameter, albedo, is the fraction of light that is reflected back
into the atmosphere after hitting the water surface. An albedo of 18% was
calculated for the Strait of Georgia and was used as the value for Rivers Inlet.
The total non-reflected light at the surface of the water column, Itotal(0m),
is determined by the solar angle, the albedo, and the cloud filtering.

Ipar must be distinguished from Itotal. Comparison between the inte-
gration of the whole light spectrum at 0 m and between wavelengths 400-
700 nm, reveals that 44% of the total light spectrum is within the range of
400-700 nm, in clear water (Jerlov 1976). In the SOG model, the biologically
active surface irradiance value, Ipar(0m) is calculated as 44% of the total
non-reflected light (Itotal).

To determine a biologically active irradiance profile, a parametrization of
light attenuation, Kpar, is needed. Attenuation is the measure of how light is
absorbed in the water column and is dependent on the amount of particular
matter in the water. This includes organic material such as phytoplankton
and inorganic material such as sediments transported by the river. Exami-
nation of Ipar profiles taken at the daily station from February - June 2009
showed a positive correlation between the attenuation coefficient and with
the amount of phytoplankton biomass in the water column (based on chloro-
phyll concentrations) and no significant correlation with the amount of river
discharge. Data from other years was either unavailable or unrealistically
dark. An empirical fit of the change in Ipar over depth, eK, was determined
where eK = exp(−Kpardz) is a function of depth with dz = 1m. An empiri-
cal relationship between the measured light and the phytoplankton quantity
in the water (measured chlorophyll, Pc) was found to be:

Kpar = αl + βlP̄
0.665 + θl exp

(

z

dl

)

(A.8)

where P = Pc/(1mg Chl m−3) and the exponent on P follows Ménesguen
et al. (1995). The empirical fit gave αl = 0.1709 m−1, βl = 0.02 m−1,
θl = 2.53 m−1, and dl = 0.53 m. Figure A.3 compares real eK profiles
calculated using daily Ipar profiles from 2009 with the empirical eK profiles
determined using equation A.8.

The total distribution of light in the water column used to calculate
the non-turbulent heat flux profile is taken from the Jerlov (1976) water
classification system providing data on the distribution of light with depth.
This distribution follows a double exponential decay. Collins et al. (2009)
discusses the two attenuation coefficients estimated for each water type.
Total light is determined by integrating from the surface.
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Figure A.1: Daily surface salinity values at DF02 from 2007 using the
Hydrolab R©DS5X sonde (black triangles), measurements taken during the
2008 bi-weekly cruises (red triangles) and the empirical fit determined to
correlate surface salinity at DF02 and Wannock River discharge (blue solid
line)
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Figure A.2: The observed upwelling velocities (red dots), the linear fit to
the data (black line), the empirical fit using equation A.7 (blue line), and the
largest river discharge observed in the Wannock River between 1961-2010
(red star).
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Figure A.3: a) Observed eK profiles from the daily 2009 Ipar profiles and
b) modelled eK profiles using equation A.8.
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Biological Model

The biological model used in SOG is a simplified NPZ model (Collins et al.
2009). The biological model is a nitrogen model, where all units are nitrogen
atom concentrations. The phytoplankton and nitrate equations used in the
model are

∂P

∂t
= {min[uc(IPAR), un(N)]−Rm}P−Υ

Z(t, z)(P − Prth)

κP + P − Prth

+
δ

δz
(wsP )−

δ

δz
((we+ww)P )+V (P )

(B.1)
∂N

∂t
= {min[uc(IPAR), un(N0)]}P −

δ

δz
((we + ww)N) + V (N) (B.2)

where P is the phytoplankton concentration, N is the nitrate concentration,
Prth is threshold concentration for feeding on P , uc is the growth based on
light-limitation, un is the growth due to nitrate limitation, Rm is the rate of
natural mortality, Z is the zooplankton concentration, Υ is the maximum
ingestion of phytoplankton by zooplankton, κp is the half-saturation for
zooplankton grazing, ws is the sinking rate of phytoplankton and the last
two terms of each equation are the estuarine advective loss and turbulent
diffusion calculated by the physical model (Appendix A).

The spring bloom is initiated as light limitation is lifted and is termi-
nated by nitrate exhaustion. The first organisms to bloom are diatoms. In
2007, the bloom contained both Skeletonema costatum and Thalassiosira

spp., while in 2008 the bloom was dominated by Thalassiosira spp (Tom-
masi et al. 2010a). Our model is thus limited to one nutrient type (nitrate)
and one phytoplankton class (diatoms). The growth rate of phytoplank-
ton and the temperature dependency is based on Thalassiosira spp.. Both
Skeletonema costatum and Thalassiosira spp. have high growth rates at low
light and low temperatures and can dominate the bloom early in the season
(Hegseth & Sakshaug 1983). Skeletonema costatum can tolerate a wide tem-
perature and salinity range unlike Thalassiosira gravida which has a much
narrower range of comfortable temperatures and is most competitive below
10oC (Hegseth & Sakshaug 1983). Modeling Skeletonema costatum instead
of Thalassiosira would cause an insignificant difference in finding the timing
of the spring bloom because both diatoms have high growth rates at low
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light and low temperatures. If the timing of a summer bloom was of inter-
est, the growth rate temperature dependace of the different species would
become an important factor that would have to be taken into consideration.

Initialization

The biological model is initialized using two profiles: a profile of chloro-
phyll fluorescence measurements to initialize the phytoplankton and sample
nitrate bottle data to initialize nitrate concentrations. Fluorescence mea-
surements are converted from mg Chl/m3 to µM N using a conversion factor
1.7:1 (M. Maldonado, personal communication, February 9, 2010). Bottle
data was sampled at 0, 5, 10, 30 and 50m and is interpolated on 0.25m
intervals matching the grid spacing of the physical model. Nitrate concen-
trations were considered constant between 40-50m which is consistent with
observations seen at multiple stations throughout Rivers Inlet.

Phytoplankton Growth

Growth of phytoplankton is limited by both light and nitrate. The limiting
factor is determined by whichever is a minimum. If there is an abundance
of nitrate, growth rates will be dependent on the amount of light available

uc = Rmax(T )

[

1 − exp

(

−IPAR

0.67Iopt

)][

1.8 exp

(

−IPAR

2.7Iopt

)]

(B.3)

where Iopt = 38.4 W/m2 is the light intensity for peak growth and Rmax(T )
is the maximum growth rate and was tuned to 2.16 day−1. The maximum
growth value for Thalassiosira nordenskioldii was measured by Hitchcock
(1980) and Durbin (1974) as 2.8 day−1 and 2.0 day−1, respectively. The
maximum growth value is not known in Rivers Inlet but the value used
in the model is between these values. The coefficients are chosen to give
a Steeles-like shape for low light (Steele 1962, Collins et al. 2009) and to
fit experimental light curves for Thalassiosira spp. (Collins et al. 2009).
The relationship between photosynthetic growth rate and light intensity de-
scribed by equation B.3 is shown in Figure B.1. Respiration is incorporated
in the model as part of the natural mortality term.

When light availability is not limiting, growth rates depend on nitrate
availability

un = Rmax(T )
N

κ + N
(B.4)
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where κ = 0.5µM is the half-saturation constant for nitrate (N) (Collins
et al. 2009).

Mortality and Grazing

Phytoplankton loss terms include natural mortality and grazing. Morality
(Rm(T )) is taken as 0.075 day−1at 10◦C (between values used by Spitz et
al. 2003 and Denman & Peña 2002). Grazing is based on a tuned zoo-
plankton concentration that is held constant throughout the year. Winter
concentrations of zooplankton are similar between years. Zooplankton con-
centrations do not increase significantly until after the spring phytoplankton
bloom occurs (Tommasi et al. 2010a). This results in an insignificant effect
of a grazing curve on the timing of the spring bloom, allowing for a constant
zooplankton concentration to be used in the model.

A density-dependent mortality rate was used to described the functional
response of zooplankton grazing at very low chlorophyll levels. The graz-
ing threshold is defined as the concentration of prey, below which, the
predator stops feeding (Cugier et al. 2005, Leising et al. 2003). A value
of 0.09 mg Chlm−3 was used for the chlorophyll predation threshold.

Sinking

The sinking rate of diatoms increases when they are nutrient limited (Cugier
et al. 2005). Nutrient limitation is calculated following Cugier et al. (2005).

fN =
N

κ + N
(B.5)

and the sinking speed as

ws = W1f
0.2
N + W2

(

1 − f0.2
N

)

(B.6)

where W1 = 0.5 m·day−1 and W2 = 1.2 m·day−1 are the sinking rates for
nutrient rich and nutrient depleted diatoms, respectively.

Temperature Dependency

There is a temperature dependency that is implemented in the model for
maximum growth rate, grazing and mortality by multiplying each by

exp [αT (T − Tref )] (B.7)
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where Tref = 10oC, αT = 0.07oC−1 and T is the modeled temperature. This
temperature effect is computed at all model depths.

An additional temperature effect is applied on the phytoplankton growth
rate. Thalassiosira nordenskioldii is not observed to grow above 18◦C (Durbin
1974). The growth rate was multiplied by a linear decrease from 1 to zero
as the temperature increases from 10◦C to 18◦C (Collins et al. 2009).
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Figure B.1: The relationship between photosynthetic growth rate and light
intensity described by equation B.3 in Wm−2 (blue line) and in µEm−2s−1

(red line).
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Wind-driven Vertical

Advection

For a semi-enclosed basin, such as the Strait of Georgia, the SOG code con-
siders the basin to be a closed ellipse. The amount of water at each level
moving in each direction is integrated and the thickening/thinning of the
isopycnal layers is calculated (Collins et al. 2009). Baroclinic pressure gra-
dients are calculated and this allows rotationally modified internal seiching
to occur in basin.

In a fjord, such as Rivers Inlet, flows are predominately along axis. Flow
toward the head of the inlet acts much like the flow in the closed basin
described above. However, surface flow out of the inlet will leave the inlet
and not cause back pressure gradients. This upper layer is lost to the inlet
and deeper water moves upward. The background estuarine circulation is
calculated separately. The strong surface flows considered here are primarily
driven by the wind. Outward flows driven by the wind were observed to
penetrate to about 15 m depth in a nearby fjord (Baker & Pond 1995).
We use this depth to separate flow that easily leaves the fjord from deeper
return-type flows.

For each depth-point in the model, the height of that isopycnal at each
of the four directions east, west, north and south which run across and along
the axis of the eclipse is tracked. The density field at the east, west, north
and south extremes of the basin are integrated to calculate the baroclinic
pressure field.At each step, the vertical mean is removed from the newly
calculated velocities from the KPP mixing model to give the baroclinic cur-
rents. These velocities are added to time-integrated velocities along and
across the fjord. For all directions, except the open end, the updated isopy-
cnal distortions are calculated simply based on the time-integrated velocities
(Collins et al. 2009).

For the open end, the isopycnals, above the depth of 15 m, are not allowed
to tip downward. If the flow is outward in the surface layer, the isopycnals
toward the mouth will be limited whereas those toward the head will not
be. Thus these isopycnals will not be straight but kinked (Figure C.1). If
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the velocity above the kinked isopycnal is outward toward the mouth of the
inlet, a vertical velocity at the center point is calculated as:

ww =

∫ bot

0

vκ

Ly/2
(−dz) (C.1)

where bot = 40m is the bottom of the model and v is the outward velocity
if the velocity is outward and zero otherwise. As a last step, the integrated
velocity in each layer is adjusted to conserve mass given the divergence in
the vertical flow.
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Figure C.1: Sketch showing the upper part of the model water column
during outward surface flow. The black circles show the calculated isopycnal
positions at the head and mouth of the fjord. Solid lines connect them. The
dotted line shows the extension of the isopycnal tilt and the definition of the
kink, κ.
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