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ABSTRACT

In seismically active regions, faults nucleate, propagate, and form networks that evolve over time. Progressive strain localization and periodic fault pattern re-configuration induce the accumulation and healing of fault zone damage. The damage zones are characterized by distributed fractures, veins, and secondary faults, and may act as barriers for propagating earthquake ruptures, or as nucleation sites for earthquakes. They interact with seismic waves, promoting strong surface motions during earthquakes, and can focus fluid flow and enhance mineralization. In spite of their great scientific, social, and economic significance, interactions between these evolving damage zones and crustal deformation remain unresolved. Indeed, geodynamic models generally treat active faults as surfaces embedded in a medium with non-evolving material properties.

For my dissertation projects, I have simulated fault system evolution over thousands of years, applying a rheological model which incorporates concepts of damage mechanics. This model accounts for crack nucleation, growth and concentration (i.e., material degradation), macroscopic failure, and material healing.

My Simulations show that strike-slip faults form as segmented structures before evolving into contiguous, simpler structures. Flower structures rapidly form along fault segments (before a total offset of 0.05 km), and stepovers display extensive, permanent damage and ongoing seismicity throughout the seismogenic crust.

My models also indicate that the “effectiveness” of material healing strongly affects the spatial extent of damage zones and long-term fault complexity. Effective healing promotes rapid evolution of segmented faults to a simpler through-going fault, and ineffective healing preserves fault complexities, resulting in long-lasting, distributed deformation.

I also find that lateral contrasts in lithosphere viscosity structure (or effective plate thickness) attract evolving faults and cause damage and strain to concentrate on the “weaker” side. Realistic contrasts in crustal rigidity, however, have only a minor effect on the symmetry of damage, deformation, or the propagation of faults. In addition, lower crust and mantle viscosity
contrasts induce the formation of broad shear zones with relatively high strain-rate in the “weaker” side of the interface. These results demonstrate that reasonable, lateral contrasts in viscosity (rather than extreme, unrealistic contrasts in elasticity) can explain GPS observations of highly asymmetric, interseismic deformation around strike-slip faults.
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1 INTRODUCTION

1.1 Background

Many aspects of fault evolution and plate-boundary deformation remain an enigma in spite of their great scientific, social, and economic significance. In actively deforming regions, we know that faults nucleate, propagate, and form systems that mature over time, but the interactions between evolving structural properties of the crust (including the fault zones) and patterns of stress and deformation remain unresolved.

A decade-long surge of activity in the geological and geophysical communities has been aiming to resolve fundamental questions related to the spatio-temporal evolution of fault systems and their associated seismicity (see reviews by Ben-Zion and Sammis, 2003; Rundle et al., 2003). Various studies of active and exhumed strike-slip faults have yielded high resolution descriptions of their internal structure and slip localization patterns. These studies indicate that most of the slip along a fault is accommodated along a single “principal fracture surface” within a narrow (10–20 cm) layer of ultracataclasite. The ultracataclasite layer referred to as the “core” of the fault zone, is parallel to the macroscopic slip vector and is surrounded by a damage zone which is a relic structure of the progressive coalescence and localization of the active fault zone (e.g., Sibson, 1986; Chester et al., 1993). The damage zone consists of various geologically observable features such as open and healed fractures, veins, and secondary faults that are associated with deformation along the main fault zone (Chester and Logan, 1986; Chester and Chester, 1998; Schulz and Evans, 2000; Rockwell and Ben-Zion, 2007). While damage along fault segments is typically confined to the top 3-5 km of the crust (Peng and Ben-Zion, 2004; Lewis et al., 2005; Dor et al., 2006, 2008), persisting fault complexities that exhibit strain hardening at greater depths (e.g., fault offsets, kinks, and bends) sustain larger and deeper damage zones consisting of secondary fractures at different scales (e.g., Segall and Pollard, 1980; Ben-Zion and Sammis, 2003; Kim et al., 2004; De Paola et al., 2007).

It is currently understood that the internal structure of fault systems and their damage evolution patterns have important implications for fault propagation (e.g., Vermilye and Scholz,
Persisting rigidity loss and local modification of the stress state within fault stepovers and other fault complexities may cause a local change in attenuation and ground shaking patterns, and could yield a barrier for propagating earthquakes or a nucleation zone for earthquakes (Harris, 2004; Oglesby, 2005; Wesnousky, 2006). Increased permeability and enhanced fluid flow through faults and cracks within stepover zones has an additional effect on rupture dynamics and implications for mineral exploration (Sibson, 1996, Martel and Boger, 1998; Micklethwaite and Cox, 2004, 2006, Sheldon and Micklethwaite, 2007). While fluid flow and pore-pressure have direct effects on the stress state and overall strength of fault segments and stepovers (e.g., Sibson, 1985), we are currently unable to simulate the coupled evolution of fluid-flow and rock deformation.

Regardless of the overwhelming evidence that natural fault zones are evolving complex 3-D structures, most studies of fault systems, rupture dynamics and seismic hazards represent faults as idealized planar features. Until recently, numerical models of coupled fault-structure and deformation-pattern evolution have been confined to simulations of seismic activity along a single fault or a simple fault system (e.g., Robinson and Benites, 1995; Rice and Ben-Zion, 1996; Ziv and Rubin, 2003; Lapusta and Rice, 2003). Some models applied 2-D calculations of elasto-static deformation in a thin plate to simulate the development of regional faults (e.g., Sornette et al., 1994; Ward, 1996). However, such models typically neglected the time-dependent inelastic deformation of the ductile lower crust and its important role in loading faults in the brittle upper crust (e.g., Thatcher, 1983; Li and Rice, 1987; Reches et al., 1994), and they often neglected the fact that the geometry and rheological properties of fault systems evolve with ongoing deformation (e.g., King, 1986; Andrews, 1989; Oglesby et al., 2003). A few recent models that impose fault surfaces governed by friction employ either a Coulomb stress analysis or a plasticity analysis to calculate off fault strain or to explain distributed deformation (e.g., Ben-Zion and Shi, 2005; Templeton and Rice, 2008; Ma, 2008). While these models can account for evolving rheological properties of fault zones and may be used to study off-fault deformation, they do not enable fault-system evolution in the form of generation of new faults.

To simulate brittle rock deformation including fault nucleation and propagation (i.e. creation of new frictional surfaces) and the generation of distributed deformation, a rheological model must incorporate concepts of fracture mechanics. Therefore, realistic models of the fault
system evolution should employ concepts such as damage rheology that account for all stages of the seismic cycle including subcritical crack growth during early stages of the loading, material degradation due to increasing crack concentration, macroscopic failure, off-fault deformation, and healing (e.g., Rundle et al., 2003; Turcotte and Glasscoe, 2004; Bercovici and Ricard, 2003; Regenauer-Lieb and Yuen, 2003).

1.2 Thesis themes

In my doctoral research I have applied a recently developed damage rheology model (Lyakhovsky et al. 1997a,b, 2001) in numerical simulations of strike-slip fault systems to study their evolving structure and deformation patterns. The damage rheology model used in my work is based on the interdisciplinary view that the brittle portion of the Earth's lithosphere is “damaged” in the sense that it contains an internal distribution of microcracks, joints and faults (e.g., Brace and Kohlstedt, 1980). During continuing deformation, the material around such flaws is subjected to large stress concentrations which necessarily lead to increased cracking (damage accumulation) and a reduction of the elastic strength (Cowie and Scholz, 1992). Subsequently, when shear stresses drop (e.g., after a seismic failure of a fault), the internal damage could undergo healing, which increases the elastic strength of the material (e.g., Rice, 1983). In damage rheology models, an evolving damage variable quantifies the extent of internal damage and modifies the elastic properties of material in the crust, simulating the creation and healing of fault systems (Malvern, 1969; Krajnovic, 1996). Various damage rheology frameworks are currently used in a wide range of deformation studies, and are considered to be most appropriate for analyzing large scale geologic deformation in the upper crust (e.g., Turcotte and Glasscoe, 2004; Bercovici and Ricard, 2003; Regenauer-Lieb and Yuen, 2003; Allix and Hild, 2002; Auth et al., 2003).

- Preparatory theme: Improving our damage model and constraining its parameters.

The damage rheology model used in my work was previously applied by Ben-Zion et al. (1999), Lyakhovsky et al. (2001) and Ben-Zion and Lyakhovsky (2006) to study deformation patterns associated with large earthquake cycles, frequency-size statistics of earthquakes,
accelerated seismic release and more. In recent years, Lyakhovsky et al. (2005) and Lyakhovsky and Ben-Zion (2008) demonstrated that simulations with damage rheology can reproduce widely observed phenomena of rate- and state-dependent friction, and they improved the coseismic strain calculation in their framework so it is analogous to Drucker-Prager plasticity. However, the model parameters were previously constrained based on analytic considerations and laboratory results (Hamiel et al., 2004, 2006; Lyakhovsky et al., 1997a,b) rather than fault zone observations. Furthermore, though the code incorporates viscoelasticity, calculations without damage evolution have been benchmarked against just a few, simple analytical solutions.

To improve our damage rheology model and to further establish its utility to the Earth science community, I benchmark our calculation of mantle viscoelastic relaxation and I demonstrate the applicability and advantages of a non-standard variable force boundary condition (Chapter 2). One very significant contribution to the damage rheology model is an analysis of the healing formulation and a refinement of the constraints on healing parameters based on seismic and geodetic data from various strike-slip faults (Chapters 2, 3). It is pertinent to realize that the damage rheology applied in this work does not explicitly describe any micro-mechanism of healing, and rather it adopts a well-accepted healing rate form based on friction experiments (Dieterich 1978, 1979). While the healing formulation is the most suitable for crustal processes, the calibration of healing parameters is challenging due to the scarcity of in-situ measurements of damage levels and healing rates during the various stages of the earthquake cycle. The great importance of our constraints on these parameters is twofold: As these parameters have a controlling effect on damage evolution, constraining them based on fault-zone observations establishes the applicability of the model to studies of natural fault evolution (Chapter 2). In addition, the improved analysis of healing parameters reveals the important role that healing effectiveness plays in the evolution of fault structures and fault systems (Chapter 3).

- First theme: Fault-zone properties and structures, and strain distribution patterns

The first objective of my thesis is to numerically study the evolution of strike-slip fault structures and associated deformation patterns, and to determine their dependence on lithosphere characteristics. In chapter 2, I present simulations of evolving strike-slip faults that explore the characteristics of commonly observed fault zone structures (flower structures, distributed
damage, fault segments and stepovers), strain localization along active fault segments, and interseismic seismicity and damage accumulation within fault stepovers. The flower structures in our simulations consist of a broad damage zones in the top few kilometers of the crust and highly localized damage at depth. The flower structures form during an early evolutionary stage of the fault system, and they persist as continued deformation localizes further along narrow slip zones. While tectonic strain is concentrated along the highly damaged fault cores at depth, near the surface a small portion of the strain is accommodated over a broader region that correlates with the distributed shallow damage. Chapter 2 also shows that simulated fault stepover zones are locations of ongoing interseismic deformation and significant damage (reduced rigidity and shear wave velocity) to depths of 10 to 15 km. Results presented in chapter 2 indicate that the damage zone structures are robust features that show little or no dependence on crustal properties and model parameters. However, an improved healing analysis based on additional fault zone observations (Chapter 3) reveals that the damage zone dimensions show significant variations as a function of the model parameters that control healing effectiveness.

- Second theme: Fault-system evolution and temporal stability of large-scale fault complexities

The second objective of my thesis is to study the structural evolution of fault structures from the single-fault scale to the fault-system (or plate boundary) scale. In the seismogenic zone, which is governed by a strain weakening rheology, faults are expected to evolve toward geometrically simple structures (Ben-Zion and Sammis, 2003). This is because strain weakening produces zones of localized deformation and strength reduction, leading to further strain localization and strength reduction. Along natural faults, however, heterogeneities of material properties, stress state and strain history, and dynamic processes produce complications that prevent complete localization. Observational data (e.g., Evans et al., 2000; Chester et al., 1993; de Joussineau and Aydin., 2007) indicate that during a short initial phase, fault system complexity increases due to strain hardening and formation of fault structures of various length scales. With increasing deformation under the same applied loads, this process is replaced by strain weakening and localization to tabular zones that become the main carriers of subsequent strain. At that stage, most of the complex initial structure becomes mechanically passive and the
fault zones evolve with continuing deformation toward planar (curvilinear) geometry, progressive simplicity and regularization. In addition, Wesnousky (1994) and Stirling et al. (1996) observed a transition from the Gutenberg-Richter power-law distribution of earthquake magnitudes on relatively disordered immature faults, to the characteristic earthquake distribution on relatively regular mature faults. These observed seismicity and structural evolution patterns are compatible with various computer simulations and analytical results from fault system models (Fisher et al., 1997; Dahmen et al., 1998; Ben-Zion et al., 1999; Lyakhovsky and Ben-Zion, 2009).

In chapter 3, I present simulations that explore various aspects of fault system evolution including the structural evolution of individual segments, the evolution of fault slip-rate, and the evolution of segmented fault systems towards a simpler, through-going fault. In addition I show how model parameters that control healing effectiveness play an important role in the evolution of fault structures and fault systems. Results presented in chapter 3 indicate that highly effective healing leads to a wide and shallow damage zone along fault segments, and short-lived, shallow damage zones at fault stepovers which do not impede the evolution of the segmented fault into a through-going fault. Inefficient healing in our simulations leads to a narrow and deep damage zone along fault segments, and long-lived, deep and extensively-damaged fault stepovers which do not heal and therefore impede the evolution of the segmented fault into a through-going fault. Evolution patterns of slip rate along simulated strike-slip faults (presented in chapter 3) complement and support my results on damage zone formation (Chapter 2). In agreement with field observations cited above, my numerical results (Chapters 2 and 3) suggest that the structural maturation of a fault segment is rapid and occurs before large offsets accumulate.

- Third theme: strike-slip fault deformation patterns along bi-material interfaces

The third objective of my thesis is to use numerical simulations to study the effects of large-scale lithospheric heterogeneities on the evolution of fault systems and their associated deformation patterns. Large faults juxtapose materials that generally have different physical properties. Thus, in the simplest strike-slip case, asymmetry of deformation across the fault reflects asymmetry in material properties. In some cases large-scale continental strike-slip faults juxtapose oceanic lithosphere to continental lithosphere. Such extreme cases exist for the San
Andreas, Alpine and Philippine faults (Le Pichon et al., 2005). Large damage zones generated by repeated earthquakes, and narrow slip zones that tend to localize on one side of these damage zones, constitute another form of large-scale bi-material interface (e.g., Ben-Zion and Andrews, 1998; Ben-Zion and Sammis, 2003).

Various studies suggest that tectonic settings such as oceanic-continental interfaces and embedded weak zones may control the structure and evolution of strike-slip fault systems, which in turn control the seismicity patterns and spatial distribution of deformation. Brietzke and Ben-Zion, (2006) show that 2-D in-plane ruptures are attracted to and tend to migrate toward material interfaces such as embedded (damaged) weak zones. Le Pichon et al. (2003), Le Pichon and Kreemer (2005), and Wdowinski et al. (2007) use geodetic measurements to analyze significant asymmetry in interseismic and coseismic strain along large continental strike-slip faults. In their work they indicate that intensive damage along fault zones may lead to asymmetric deformation patterns. Schmalzle et al. (2006) use finite element models to investigate the effect that large-scale material heterogeneities have on surface deformation patterns. They conclude that imposing homogeneous mechanical properties in a model may bias the conclusions about fault behavior and cause erroneous interpretations of geodetic data.

In chapter 4 I test three hypotheses regarding how bi-material interfaces affect the structure and evolution patterns of strike-slip faults. Simulations with various configurations of bi-material interfaces relative to model boundaries test whether evolving faults tend to migrate toward and propagate along such interfaces. Other simulations focus on the damage zone structure and surface velocity profiles across strike-slip faults that coincide with bi-material interfaces. These results address the growing consensus that asymmetric surface deformation patterns reflect a structural asymmetry of fault zones and large scale lithospheric heterogeneities, and suggest some considerations in the interpretation of geodetic observations of such deformation patterns.

1.3 Format and outline of thesis

This thesis is an amalgamation of published and submitted manuscripts resulting from my PhD research at the University of British Columbia and collaboration with co-authors from
different institutions. Following the regulations of UBC Faculty of Graduate Studies, minor format changes were made. Appendices from all of the manuscripts were combined and placed after the concluding chapter of the thesis. As the content of manuscripts was unaltered to conform to journal copyrights, some repetitions of introductory background and theory are expected.

The thesis introduction (Chapter 1) outlines the field of study and reviews the literature and concepts required to develop a basic understanding of the research. The Introduction also describes the themes of my research and the relations between the manuscript chapters (Chapters 2-4). The concluding chapter of the thesis discusses the results and conclusions of the manuscript chapters and relates them to each other and to the overall field of study. The concluding chapter also comments on the significance of contributions and the limitations of the thesis research, and it proposes several ideas for future work to improve and complement the presented research.
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2 STRUCTURAL PROPERTIES AND DEFORMATION PATTERNS OF EVOLVING STRIKE-SLIP FAULTS: NUMERICAL SIMULATIONS INCORPORATING DAMAGE RHEOLOGY

Summary

We present results on evolving geometrical and material properties of large strike-slip fault zones and associated deformation fields, using 3-D numerical simulations in a rheologically-layered model with a seismogenic upper crust governed by a continuum damage framework over a viscoelastic substrate. The damage healing parameters we employ are constrained using results of test models and geophysical observations of healing along active faults. The simulated fault zones form initially as complex segmented structures and evolve overall with continuing deformation toward contiguous, simpler structures. Along relatively-straight mature segments, the models produce flower structures with depth consisting of a broad damage zone in the top few kilometers of the crust and highly localized damage at depth. The flower structures form during an early evolutionary stage of the fault system (before a total offset of about 0.05 to 0.1 km has accumulated), and persist as continued deformation localizes further along narrow slip zones. The tectonic strain at seismogenic depths is concentrated along the highly damaged fault cores, although at shallow depths a small portion of the strain is accommodated over a broader region. This broader domain corresponds to shallow damage zones which have been identified in several seismic and geodetic studies of active faults. The models produce releasing stepovers between fault zone segments that are locations of ongoing interseismic deformation. Material within the fault stepovers remains damaged during the entire earthquake cycle (with significantly reduced rigidity and shear wave velocity) to depths of 10 to 15 km. These persistent damage zones should be detectable by geophysical imaging studies and could have important implications for earthquake dynamics and seismic hazard.

2.1 Introduction

Understanding the geometrical and mechanical properties of fault zones is important for many geo-science fields, including earthquake mechanics, crustal hydrology and mineral exploration. Since crustal faults generally grow and evolve through repeated earthquake ruptures, there are fundamental feedback mechanisms between the earthquakes sustained by a fault and its structural evolution. Observational and theoretical studies indicate that the temporal and frequency-size statistics of earthquakes change as faults evolve with cumulative slip, from disordered structures to more regular mature fault zones (e.g., Wesnousky, 1994; Ben-Zion, 1996; Stirling et al., 1996; Lyakhovsky et al., 2001). The evolution of the permeability structures around large faults affects the fluid flow properties of the crust and deposition of minerals (e.g., Micklethwaite and Cox, 2004). The evolving fluid flow regime influences in turn the mechanics of earthquakes and faults (e.g., Hickman et al., 1995 and references therein). Fault stepovers and other geometrical heterogeneities affect the initiation, propagation and termination of earthquakes (e.g., Sibson, 1985; King, 1986; Harris and Day, 1999; Oglesby et al., 2003; Wesnousky, 2006). Contrasts of elastic and permeability properties across faults affect the mode and properties of dynamic ruptures, seismic radiation and aseismic slip (e.g., Ben-Zion and Andrews, 1998; Rudnicki and Rice, 2006; Yamashita, 2007; Ampuero and Ben-Zion, 2008; Dunham and Rice, 2008).

Detailed mapping of several exhumed fault zones (e.g., Chester et al., 1993; Evans et al., 2000; Sibson, 2003) and additional observations summarized by Ben-Zion and Sammis (2003) indicate that the internal structure of fault zones evolves from an early stage associated with distributed deformation and band-limited fractal structures at several hierarchies, through localization to principal slip zones, to a mature stage characterized by large-scale faults with tabular damage zones and narrow cores of ultra-cataclasite. However, the ranges of conditions over which such evolution takes place, and the coupling between the evolving structures and distributions of crustal stress and strain, are not well-understood. Various studies attempted to model changes of fault properties with ongoing deformation. For example, Olson and Pollard (1989) modeled the evolution of joints based on linear elastic fracture mechanics. Cowie et al. (1993) simulated evolving geometrical properties of fault networks using a scalar elastic field on
a lattice model with spring-like elements. Andrews (2005), Ben-Zion and Shi (2005) and Templeton and Rice (2008) simulated the generation of off-fault plastic strain during propagation of dynamic ruptures on frictional faults surrounded by a solid governed by Coulomb plastic yielding. While these studies provide important insights for various topics, they do not account for the evolution of elastic properties that accompanies the generation of cracking and inelastic strain, and they are also typically done within 2D “plane strain” frameworks.

In the present work we attempt to understand some general aspects of the evolution of large strike-slip fault zone structures. The study is based on three-dimensional numerical simulations with a regional lithospheric model consisting of a seismogenic crust governed by damage rheology over a viscoelastic substrate (Ben-Zion and Lyakhovsky, 2006). Using this framework with parameters constrained by laboratory and geophysical observations, we examine the evolving geometrical and elastic properties of fault zones and the associated deformation patterns.

In the next section we summarize observational results on fault zone structures that are relevant to our study. In section 2.3 we review the damage rheology framework and key aspects of the numerical model employed in this work. In section 2.4 we use geophysical observations of strength degradation and recovery within active fault zones to narrow the range of admissible damage rheology parameters. Section 2.5 contains the results of our parameter-space study on structural evolution of large strike-slip fault zones. Our simulations produce for ranges of realistic conditions flower structures with depth and secondary faulting within stepovers comparable to those documented in geological and seismic studies. The results support the view that fault zones display highly localized slip embedded within a wider shallow damage zone. The implications of the results to plate boundary dynamics and suggestions for continuing studies are discussed in section 2.6.

### 2.2 Geological and geophysical observations of fault zone structure

The geometrical properties of fault structures and earthquake slip zones have been documented in many geological and geophysical studies. In general, strike-slip fault zones display a nested hierarchy of damage zones and slip surfaces that form “flower structures” with
depth (e.g., Wilcox et al., 1973; Sylvester and Smith, 1976; Sylvester, 1988). In a typical fault structure, the principal slip zone is surrounded by gouge and embedded within a tabular or wedge-shaped damage zone (Ben-Zion and Sammis, 2003, and references therein). The extent of the damage zone may be defined as the region in which the density of deformation features exceeds the average density in the surrounding host rock (Chester, 1995).

Studies of earthquake slip in exhumed faults and paleoseismic trenches indicate that within the top few kilometers of the crust the majority of coseismic slip is accommodated along very narrow slip zones (e.g., Sibson, 2003; Rockwell and Ben-Zion, 2007). The highly localized slip zone and surrounding ultracataclasite layer are referred to as the “core” of the fault zone. This fault core is typically parallel to the macroscopic slip vector and is surrounded by a cataclasite layer which is a few meters thick (e.g., Chester and Chester, 1998; Schulz and Evans, 2000). The damage zone (DZ) around the fault core typically consist of a zone of intense damage, and possibly pulverized rocks, with width of a few hundred meters (Dor et al., 2006, 2008), which is surrounded by a broader, several kilometers wide zone, of distributed damage. The latter is probably a relic structure of the progressive coalescence and localization of the active fault zone over time (Ambraseys, 1970; Kim et al., 2004; Sibson, 2003).

The near surface observations of distributed DZ are supported and complemented by a variety of geophysical studies that associate the DZ with a negative gravity anomaly and low seismic velocities (e.g., Stierman, 1984; Mooney and Ginzburg, 1986), along with anisotropic seismic waves (e.g., Cochran et al., 2003; Liu et al. 2004; Peng and Ben-Zion, 2004, 2005) and elevated seismic scattering (e.g., Revenaugh, 2000). Within the fault zone, seismic waves may be trapped in a narrow zone of intense coherent damage that is significantly distinct from the wider distributed damage zone (e.g., Ben-Zion and Aki, 1990; Li et al., 1990). Such fault zone trapped waves have been observed along large faults of the North Anatolian Fault System (NAFS), the Eastern California Shear Zone (ECSZ) and the San Andreas Fault System (e.g., Li et al., 1994; Ben-Zion et al., 2003). Systematic inversions of trapped waves indicate ~100 m wide tabular zones that extend typically to ~3-4 km depth and are characterized by strong attenuation and ~30-50% shear wave velocity ($V_s$) reduction relative to their surroundings (Peng et al., 2003; Korneev et al., 2003; Lewis et al., 2005).
Damage zones also show up in geodetic measurements that detect amplification of deformation signals along fault zones. Ben-Zion et al. (1990) observed amplified strain and water level signals at several locations along the Mojave segment of the San Andreas fault. Fialko et al. (2002) and Hamiel and Fialko (2007) interpreted measurements of Interferometric Synthetic Aperture Radar (InSAR) along several large strike-slip faults in terms of compliant zones that are 1-2 kilometers wide, 3 km to over 10 km deep, and having rigidity ($\mu$) reduction of 50%-70% relative to the host rock. The discrepancies in dimensions (particularly, width) of the geodetically determined “compliant zones” and seismically determined “trapping structures” probably reflect differences between the broader long-term, quasi-passive, damage structure and the narrower active zone associated with recent earthquake ruptures. Other effects may feed into these discrepancies. For example, distributed microfractures affect the geodetically observed static strength more than they affect the seismically observed dynamic strength of rock (e.g., Ide, 1936; Eissa and Kazi, 1988). Other seismic observations such as seismic anisotropy (e.g., Cochran et al., 2003; Liu et al. 2004; Peng and Ben-Zion, 2004, 2005) and elevated scattering (e.g., Revenaugh, 2000) near large faults conform with the geodetically determined wide damage zones (1-2 km wide at the top few kilometers), indicating perhaps that the “trapping structures” are much smaller than the entire damage zone.

To date, the best evidence of high localization of seismic slip at depths larger than 3-5 km is associated with the general tendency of seismicity to localize along relatively-straight fault segments to zones with width that is comparable to the smallest dimension that is resolvable by the data analysis. In places with good network coverage and relocated seismicity, the width of such zones is only a few tens of meters (e.g., Poupinet et al., 1984; Nadeau et al., 1994; Schaff et al., 2002; McGuire and Ben-Zion, 2005; Thurber et al., 2006).

A significant deviation from the relatively simple DZ structure described above occurs at fault stepover zones. Fault zones generally display higher geometrical complexity and broader damage zones within stepovers than along relatively straight segments. While the major fault segments reflect a positive feedback of strain weakening and strain localization along the fault cores, persisting geometrical features such as fault offsets, kinks, and bends, can produce strain hardening that leads to local complexity and secondary fractures at different scales (Ben-Zion and Sammis, 2003). Many studies have characterized macroscopic structural features within
enlarged damage zones at geometrical irregularities (e.g., Segall and Pollard, 1980; Kim et al., 2004). Our study attempts to clarify the evolution of structural properties of fault zones along relatively straight segments as well as near large persisting stepovers.

2.3 Damage rheology framework

2.3.1 Theoretical background

In the past decade continuum damage mechanics models have been successfully applied (e.g., Bercovici and Ricard, 2003; Turcotte and Glasscoe, 2004) in various studies of long-term tectonic deformation. Lyakhovsky et al. (1997a, b), Hamiel et al. (2004) and references therein developed a thermodynamically-based continuum damage model for evolving elastic properties of rocks sustaining irreversible brittle deformation. The employed damage rheology is applicable to volumes with a sufficiently large number of cracks that allow quantitative description through properties of the crack distribution rather than those of the individual cracks (Lyakhovsky and Myasnikov, 1984, 1985). The model generalizes the strain energy function of a solid to account for first-order macroscopic effects of distributed cracks (i.e., damage), and makes the elastic moduli functions of an evolving damage state variable $\alpha$ representing the local crack density. An undamaged material with $\alpha=0$ is the ideal solid governed by 3-D linear elasticity, while a material with $\alpha=1$ is completely destroyed. Using the balance equations of energy and entropy, the damage model quantifies the effective elastic behavior of a cracked solid for all intermediate values of the damage variable ($0<\alpha<1$). Detailed reviews and recent developments of the model can be found in Ben-Zion and Lyakhovsky (2006) and Lyakhovsky and Ben-Zion (2008). Here we only summarize the main ingredients of the model that are relevant for our work.

The effects of distributed cracks (i.e., existing damage) on the elastic properties of a solid are accounted for in the damage model by generalizing the strain energy function to the form:

$$U = \frac{1}{\rho} \left( \frac{\lambda}{2} I_1^2 + \mu I_2 - \gamma I_1 \sqrt{I_2} \right)$$

(2.1)

where $I_1 = \varepsilon_{kk}$ and $I_2 = \varepsilon_{ij} \varepsilon_{ij}$ are the first and second invariants of the elastic strain tensor $\varepsilon_{ij}$, $\rho$ is the mass density, $\lambda$ and $\mu$ are the Lamé parameters, and $\gamma$ is a third modulus of a damaged solid. The
first two terms of equation (2.1) give the classical strain potential of linear elasticity (e.g., Malvern, 1969). The third term may be derived using the effective medium theory of Budiansky and O’Connell (1976) for non-interacting cracks that dilate and contract in response to tension and compression (Lyakhovsky et al., 1997b), or by expanding the strain energy potential as a general second-order function of $I_1$ and $I_2$ and eliminating non-physical terms (Ben-Zion and Lyakhovsky, 2006).

The kinetic aspects of the damage rheology involve making the elastic moduli functions of the damage state variable, and deriving an equation for the evolution of damage. Lyakhovsky et al. (1997a) showed that the leading term of the damage evolution equation, satisfying energy conservation and non-negative entropy production, can be written as

$$
\frac{d\alpha}{dt} = \begin{cases} 
C_d I_2(\xi - \xi_0), & \text{for } \xi \geq \xi_0 \\
C_i \cdot \exp \left( \frac{\alpha}{C_2} \right) I_2(\xi - \xi_0), & \text{for } \xi < \xi_0
\end{cases}
$$

(2.2)

where $\xi = I_1/\sqrt{I_2}$ is referred to as the strain-invariants ratio, and $C_d$, $C_i$, $C_2$ are damage rate parameters further described in sections 2.3.2 and 2.4.1. The parameter $\xi_0$ is a yielding threshold separating states of deformation involving material degradation ($d\alpha/dt > 0$) when $\xi > \xi_0$, and material healing ($d\alpha/dt < 0$) when $\xi < \xi_0$. Agnon and Lyakhovsky (1995) and Lyakhovsky et al. (1997a) related this parameter to the angle of internal friction by considering the critical shear stress for Mohr-Coulomb sliding. They obtained $\xi_0 = -0.8$ for rock with internal friction coefficient of $f = 0.6$ and Poisson’s ratio $\nu = 0.25$, and noted that this value varies only slightly (-0.7 to -0.9) for rocks with Poisson ratios between 0.2 and 0.3.

Equation (2) was derived assuming for simplicity

$$
\lambda = \lambda_0 = \text{constant};
$$

$$
\mu = \mu_0 + \alpha \gamma_m \xi_0 ;
$$

(2.3)

$$
\gamma = \alpha \gamma_m ;
$$
where $\gamma_m$ is the maximum value of the third elastic modulus defined by normalization of the damage variable. The dependencies of elastic moduli on the damage variable produce the following changes during loading: as the damage variable $\alpha$ increases, the shear modulus $\mu$ decreases, Poisson ratio $\nu$ increases, and the modulus $\gamma$ increases from 0 (damage free) to $\gamma_m$.

Following the onset of positive damage evolution above the elastic limit at $\xi = \xi_0$ and before the final macroscopic failure, the model incorporates a gradual accumulation of inelastic strain, $\varepsilon_{ij}^v$, described in Appendix A. When the damage variable reaches a critical value $\alpha_{cr}$, there is brittle instability leading to rapid conversion of deviatoric elastic strain to permanent plastic strain. The reduced deviatoric stress at the end of the brittle failure episode typically leads to a state $\xi < \xi_0$ that is associated (equation 2.2) with healing. The exponential dependency of the damage recovery (healing) is motivated by the logarithmic healing with time that is observed for rocks and other materials (e.g., Dieterich, 1978; 1979). Lyakhovsky et al. (2005) showed that the above damage model reproduces the main observed features of rate- and state-dependent friction, and constrained the healing parameters $C_1$, $C_2$ by comparing model calculations with lab frictional data.

The main components of the numerical procedure, utilizing the Fast Lagrangian Analysis of Continua (FLAC) algorithm (e.g., Cundall and Board, 1988; Poliakov et al., 1993), are presented in Appendix A. To simulate long-term deformation processes with appropriate boundary conditions at the edges of our model domain, we use boundary conditions with variable forces (Lyakhovsky and Ben-Zion, 2008). These boundary conditions account for the stress buildup and abrupt drop during each seismic cycle, and for the evolution of elastic properties and cumulative plastic strain within the model domain. Appendix B presents an overview of the variable-force boundary conditions, and Appendix C describes the viscoelastic rheology applied in our models and applies the variable force boundary conditions in a test study verifying the viscoelastic component of our code. Additional details on the employed damage model and comparisons of results with laboratory fracture and friction data are given by Lyakhovsky et al. (1997a,b, 2005), Hamiel et al. (2004, 2006), Ben-Zion and Lyakhovsky (2006) and Lyakhovsky and Ben-Zion (2008).
2.3.2 Damage model parameters

A fundamental set of results of previous damage-based models is that rheological damage parameters have significant impact on the evolving geometrical properties of fault zones, seismicity patterns and spatial distribution of deformation. Lyakhovsky et al. (2001) and Ben-Zion and Lyakhovsky (2006) suggested that damage zone structure is primarily controlled by (1) the ratio between loading rate and healing rate, (2) the overall degree of “brittleness” of crustal deformation which may be parameterized by the seismic coupling coefficient $\chi$, and (3) the susceptibility to propagation of rupture associated with dynamic weakening and related dynamic time scale $\tau$. Below we review the main material parameters and outline their effect on fault zone evolution. Table 2.1 presents a synthesis of the plausible range of values for each parameter, and justifications for these values.

As discussed in the context of equation (2.2), the employed damage rheology includes three material parameters that affect the rate of damage evolution with time: $C_1$ and $C_2$ are both healing rate parameters, and $C_d$ is the damage accumulation rate parameter. In our simulations, the loading rate is closely linked to the specified tectonic strain rate and the value of $C_d$ is fixed. Therefore the ratio of loading rate to healing rate is governed by the healing rate parameters $C_1$ and $C_2$. Simulations with high healing rates compared to the loading rate result in rapid near-complete healing of fault damage. In such settings, ruptured fault zones quickly regain their strength, enabling larger interseismic stress accumulation and coseismic stress drops, and the evolving fault zones have more complex geometries than cases with low healing rates.

The degree to which crustal deformation is brittle is controlled by the material parameter $C_v$, the coefficient of damage-related inelastic deformation (Appendix A). This material parameter determines the ratio of aseismic to seismic components of deformation, or the seismic coupling coefficient, given (Ben-Zion and Lyakhovsky, 2006) by $\chi = 1/(1+R)$ through the non-dimensional $R$-value with $R=\mu_0 C_v$ and $\mu_0$ being the initial rigidity of the material. Lyakhovsky and Ben-Zion (2008) showed that higher crustal $C_v$ values induce larger components of aseismic deformation in the seismogenic zone, and therefore lower coseismic stress-drops. The susceptibility to rupture propagation determines the degree of dynamic weakening and dynamic
time scale $\tau$ during the occurrence of brittle instability. Lyakhovsky et al. (2001) found that higher $\tau$ values induce larger ruptures and lead to relatively simple failure histories consisting of system-sized events occurring in a single fault zone.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Preferred range</th>
<th>Justification for value, and references</th>
<th>Comments</th>
</tr>
</thead>
<tbody>
<tr>
<td>$C_d$ Damage accumulation rate</td>
<td>0.5 - 5 s$^{-1}$</td>
<td>Lyakhovsky et al. (1997a): Fracture experiments with granite at relatively high confining pressure (100 MPa)</td>
<td>Lyakhovsky et al. (2005) show that at shallow depths ($z&lt;5$ km) $C_d$ increases with the decrease in confining pressure ($C_d^{\text{surface}} &gt;10$ s$^{-1}$)</td>
</tr>
<tr>
<td>$C_1$, $C_2$ Healing rate parameters</td>
<td>$C_1=10^{-24}$-$10^{-4}$ s$^{-1}$ $C_2=0.1$-$0.01$</td>
<td>Lyakhovsky et al. (2005): Analysis of 1D damage and comparison with rate and state dependent friction parameters</td>
<td>See discussion and new constraints in section 2.4</td>
</tr>
<tr>
<td>$\xi_0$ Critical strain invariant ratio (generalized internal friction)</td>
<td>-0.7 to -1</td>
<td>Agnon &amp; Lyakhovsky (1995): Analytic analysis indicates that a friction coefficient of f=0.6-0.7 corresponds to $\xi_0$=-0.8 Lyakhovsky et al. (1997a): 3D faulting experiments yield $\xi_0$=-0.7 to -1</td>
<td>Lyakhovsky et al. (1997a) also indicate a week dependency of $\xi_0$ on Poisson ratio, $\nu$, but concluded that $\xi_0$=-0.8 for various rocks with $\nu=0.2$-0.3</td>
</tr>
<tr>
<td>$C_v$ damage-related inelastic strain accumulation</td>
<td>$10^{-4}$-$5\cdot10^{-6}$MPa$^{-1}$</td>
<td>Yang &amp; Ben-Zion (2008): Analysis of aftershock sequence in southern California, and comparison to damage rheology predictions</td>
<td>1. $C_v\cdot d\alpha/dt$ is the damage related compliance 2. Based on these $C_v$ values, the fraction $\chi$ of elastic strain released during a seismic cycle as brittle deformation is estimated to be 30%-85%</td>
</tr>
<tr>
<td>$\tau_r$ Characteristic time scale for seismic wave damping</td>
<td>$3\cdot10^2$-$3\cdot10^4$s</td>
<td>Ben-Zion &amp; Lyakhovsky (2006): Largest aftershock magnitude analysis (comparing numeric results and expected log-linear relation)</td>
<td></td>
</tr>
</tbody>
</table>

Table 2.1 Damage rheology parameters and their constraints.
The above material parameters are currently constrained mainly by analytical considerations and by fracture and friction experiments (Table 2.1). In the next section, we use geophysical data to narrow the admissible range of healing rate parameters, and to better relate these parameters to natural deformation processes observed along active fault systems.

### 2.4 Geophysical constraints on healing rate parameters

#### 2.4.1 Parameters $C_1$ and $C_2$, and healing as a function of time

As follows from equation (2.2), the healing rate depends on the strain magnitude ($I_2$), strain invariant ratio ($\xi$), level of material damage ($\alpha$), and material properties including critical strain invariant ratio ($\xi_0$) and two healing rate parameters $C_1$ and $C_2$. The critical strain invariant ratio is well constrained and fairly constant ($\xi_0 \approx -0.8$). The strain invariants ratio ($\tilde{\xi}$) varies from $-\sqrt{3}$ to $+\sqrt{3}$. The post failure shear strain ($I_2$) is mostly controlled by the lithostatic pressure and may vary with depth by two orders of magnitude or less. Therefore, the rate and the overall effectiveness of the healing process are primarily determined by the rate parameters $C_1$ and $C_2$. While $C_2$ determines the rate dependence on the damage state $\alpha$ and varies within one order of magnitude, $C_1$ may vary by many orders of magnitude (Lyakhovsky et al., 2005). Depending on the combination of these parameters the healing process may be fast or slow, and may yield insignificant or near-complete healing of the damaged material over long timescales. Equation (2.2) indicates that very large $C_1$ corresponds essentially to zero memory, in which case damaged material heals rapidly and almost completely. If damage accumulation is also rapid ($C_d$ is very large) the model will display ideal elastoplastic behavior. Very small $C_1$ yields insignificant healing except for the special case of $C_2 \approx 0$ in which healing is near instantaneous and complete. Extremely large $C_2$ values lead to a healing rate proportional to $C_1$ (i.e., $d\alpha/dt = C_1 I_2 (\xi - \xi_0)$). In such cases, for $C_1 < 1 \cdot 10^{-10} \text{ s}^{-1}$ the healing is slow and insignificant while for $C_1 > 1 \cdot 10^{-05} \text{ s}^{-1}$ the healing is fast and almost complete (Fig. 2.1).

To better understand the healing process and constrain the parameters $C_1$ and $C_2$, we define a time scale for healing ($\tau_h$) during which the relative change of the elastic moduli ($\mu$, $\gamma$) is above an arbitrarily chosen rate of 0.1% yr$^{-1}$ ($d\alpha/dt = 3 \cdot 10^{-11} \text{ sec}^{-1}$). Simplifying equation (2.2)
for a uniform strain invariant ratio suitable for healing, assuming \((\xi - \xi_0)\) to be of the order of one, and setting the healing rate to this chosen threshold, the expected damage level is given by

\[ \alpha_f = C_2 \ln \left( \frac{3 \cdot 10^{11}}{C_1 I_2} \right), \]

(2.4)

where \(\alpha_f\) is the damage level as the healing becomes slower than 0.1% yr\(^{-1}\). This value is referred to hereafter as the final damage level, even though slow but possibly significant healing continues on after \(\alpha_f\) is reached (at geological time scales). Substituting \(\alpha_f\) in equation (8) of Lyakhovsky et al. (2005) for the damage level as a function of time, the time scale for healing (i.e., the duration required to reduce the damage level from \(\alpha = 1\) to \(\alpha_f\)) can be estimated by

\[ \tau_h = \frac{1 - \alpha_f}{I_2 \frac{C_1}{C_2} \exp \left( \frac{1}{C_2} \right)} \]

(2.5)

Within the healing parameter-space that represents materials that undergo significant healing (i.e., damaged materials with \(\alpha_f < 0.8\)) the time scale for healing (\(\tau_h\)) falls in the range 10-110 yr (Fig. 2.1a). The time scale for healing indicates how fast a damaged material heals to a near constant damage level, but it does not reveal the final damage level. Therefore, materials with similar \(\tau_h\) may exhibit a wide range of final damage levels (Fig. 2.1). Figure 2.1b displays six healing processes determined by six sets of \(C_1\) and \(C_2\) parameters (marked and labeled in Fig. 2.1a). Healing processes with short time scales (e.g., 1a and 1b in Fig. 2.1b) display higher initial healing rate and faster decay of the healing rate compared to processes with longer time scales (e.g., 3a and 3b in Fig. 2.1b). As evident from Fig. 2.1b, in order to fully determine the healing parameters of a material one would either need to establish the damage level at two distinct times after failure or to determine the current damage level, the duration since failure and the healing time scale relevant to the specific healing process.

Lyakhovsky et al. (2005) suggested that the parameter \(C_2\) is closely related to the parameter \(b\) of rate and state friction \((b \sim 10^{-1}; C_2 \sim 10^{-2}-10^{-1})\), and obtained the following relation between parameters \(C_1\) and \(C_2\):
\[ C_1 \approx BC_2 \exp \left( -\frac{\alpha_0}{C_2} \right) / \varepsilon_{cmp}^2 \]  

(2.6)

where \( B \) (\( \sim 1-2 \text{ s}^{-1} \)) is a laboratory-determined time scale for the evolution of static friction with hold time (Dieterich, 1972, 1978) and \( \varepsilon_{cmp} \) is the compaction strain estimated by the ratio between lithostatic stress and the bulk modulus \( (K) \). Lyakhovsky et al. (2005) estimated \( \varepsilon_{cmp} \sim 10^{-2} \) for crustal rocks at seismogenic depths, but noted that this strain level may vary significantly for various lithologies and depths. Since the lithospheric stress within the seismogenic zone (depth 1-20 km) ranges between 20 MPa and 400 MPa, and the bulk modulus of typical crustal rocks varies by an order of magnitude (Christensen and Mooney, 1995), it is safe to assume that the compaction strain could vary by 2-3 orders of magnitude. Given that the parameter \( B \) may differ from the well-constrained lab-based values and that compaction strain may vary significantly, we consider (Fig. 2.2) a wide range of \( C_1 \) values per \( C_2 \) value (six orders of magnitude).
Figure 2.1 (A) Damage levels of typical crustal material at 10 km depth after 50 years of healing, for the damage model parameter space suggested by Lyakhovsky et al., 2005. Black and red lines show contours of equal damage and final damage ($\alpha_f$), respectively. White lines are contours of equal healing time scale ($\tau_h$). Black diamond symbols indicate sets of healing parameters referred to in Figure 2.1B. (B) Damage as a function of time after failure for six sets of $C_1$ and $C_2$ parameters (indicated in Figure 2.1A). The healing time scale ($\tau_h$) and final damage level ($\alpha_f$) of each healing process are indicated by diamonds (red – 1a,b; black- 2a,b; blue – 3a,b). Note that some healing occurs after $\alpha_f$ is attained (see section 2.4.1).
2.4.2 In-Situ geophysical constraints for healing parameters $C_1$ and $C_2$

We use data from seismic surveys along large fault zones with significant fault-related damage to better constrain the healing parameters $C_1$ and $C_2$. Simplifying equation (2.3) for uniform shear deformation $\mu = \mu_0(1-\alpha)$, and using the relation between rigidity, density and shear wave velocity ($\mu = \rho V_s^2$), we convert reported seismic velocity and rigidity reductions (section 2.2) into damage level estimates. The seismic and geodetic studies indicate that major strike-slip fault zones rapidly heal in the top few km to $\alpha \approx 0.75$ during the early postseismic stage (Ben-Zion et al., 2003; Peng et al., 2003; Lewis et al., 2005), and thereafter display damage levels of $\alpha > 0.5$ (Hamiel and Fialko, 2007; Fialko et al., 2002; Fialko, 2004). While the healing at greater depth is expected to be higher, these observations may indicate that damage zones of large active faults do not completely heal over time scales of typical earthquake cycles. This argument is supported by the abundance of ancient fault zones that remain weaker than the surrounding rock (Tchalenko, 1970; Sengor et al., 2005; Armijo et al., 1996; Powell and Weldon, 1992; Evans et al., 2000). Additional support comes from previous numerical models (Lyakhovsky et al., 2001; Finzi et al., 2006) and experimental work (Tenthorey et al., 2003) showing that damage zones do not heal completely during the earthquake cycle. The above is expected to be valid for low-porosity crystalline rocks. In contrast, deformation bands in sandstones and other high porosity rocks are frequently denser and stronger than their host rock (Aydin and Johnson, 1983; Shipton and Cowie, 2003). The limited healing argument implies that long-term interseismic healing in low porosity rocks is typically minor and that damage generation and healing in such rocks occurs predominantly in the seismogenic crust during the co- and early post-seismic interval (e.g., over weeks to months). This is supported by various postseismic healing rate studies (e.g., Li et al., 2006; Karabulut and Bouchon, 2007; Peng and Ben-Zion, 2006; Schaff and Beroza, 2004; Rubenstein and Beroza, 2004; Baisch and Bokelmann, 2001; Wu et al., 2009).

We note that the similar interseismic damage levels for the different fault zones mentioned above may reflect resolution limitations of the seismic and geodetic methods (i.e., perhaps materials with $\alpha < 0.5$ are not reliably detected by these techniques). If this is the case, the argument that long term healing is minor may not be valid. Furthermore, the healing parameters may be pressure and/or temperature dependent (as the damage accumulation rate
parameter $C_d$). Further work should be done to better constrain the healing parameters at seismogenic depths (e.g. $> 3$ km). Finally, the healing computations in our parameter space study do not take into account ongoing deformation (and damage accumulation) due to continuous tectonic loading or nearby earthquakes, and therefore they may underestimate damage levels in natural systems.

Based on the above considerations we suggest two general constraints for the healing parameters suitable for models of natural processes: (a) the minimum damage level expected in shallow crustal fault zones during the interseismic stage should be above $\alpha \approx 0.4$, and (b) the healing time scale representative of natural damage zones should be shorter than $\tau_h \approx 40$ yrs (yielding healing rates of 5-10% $\text{yr}^{-1}$ after 4-5 months of healing, and a very low rate of approximately 0.1 % $\text{yr}^{-1}$ after 40 years of healing). The resulting healing parameter-space is outlined in Fig. 2.2 by a hatched pattern. The admissible values of $C_1$ and $C_2$ in that subspace are $10^{-24}$ s$^{-1}$ to $10^{-10}$ s$^{-1}$ and 0.015 to 0.035, respectively.

A final analytical constraint for healing parameters can be derived from the convexity condition for macroscopic failure used in our damage rheology framework (Lyakhovsky et al., 1997a). This stability condition indicates that near the surface, where normal stress is low compared to shear stress and the strain invariants ratio is approximately zero, the maximum sustainable (stable) damage level is approximately $\alpha = 0.75$. Therefore, healing parameters that yield lasting damage levels greater than $\alpha = 0.75$ at shallow depths ($z < 3$ km) are assumed to be non-realistic (Fig. 2.2).
Figure 2.2 (A) Geophysical, analytical and laboratory-based constraints on healing parameters. Damage levels at a depth of 1 km after 50 years of healing are shown for $C_1$ values within three orders of magnitude of their expected values (Eq. 2.6). The hatched region bracketed by the maximum healing time scale ($\tau_h = 40$ yr) and the minimum and maximum admissible damage levels ($0.75 > \alpha_f > 0.4$) represents the healing parameters relevant to models of natural damage zones (see text). Diamond symbols indicate two healing parameter sets plotted in B for illustration. (B) Estimated damage versus depth after 0.1 yr (gray lines), 10 yr (dark gray lines) and 100 years of healing (thick black lines) under lithospheric stress conditions, for healing parameters representative of natural fault zones (solid lines: $C_1 = 1 \cdot 10^{-18}$ s$^{-1}$, $C_2 = 0.02$; dashed lines: $C_1 = 1 \cdot 10^{-12}$ s$^{-1}$, $C_2 = 0.03$).
2.5 Damage and strain distribution across active strike-slip faults

To investigate the structure of damage zones associated with evolving strike-slip fault systems, we use several realizations of a three-dimensional model of transform plate boundary incorporating damage rheology in the upper crust.

2.5.1 Model setup

A typical model setup (Fig. 2.3) consists of a layered seismogenic crust governed by damage rheology, underlain by viscoelastic lower crust and upper mantle layers. The modeled region is 100-250 km in the along-strike direction, 100 km wide and 50 km deep. Detailed description of such a model setup is given by Ben-Zion and Lyakhovsky (2006). Here we only summarize the main ingredients. A diabase flow law is used to represent the rheology of the crystalline crust (Carter and Tsenn, 1987) and a dunite/olivine flow law is used for the upper mantle (Kirby and Kronenberg, 1987). We assume a geothermal gradient of 20 °C km$^{-1}$. The assumed flow laws and geotherm are kept fixed in our simulations. A range of damage model parameters, chosen from the values given in Table 2.1, is used in the models (Table 2.2). Since we are not trying to characterize surface damage structures, and as frequent failure of surface elements due to low confining stress would be computationally time consuming, we suppress damage accumulation in the simulated surface layer (typically top 3 km of the crust) by setting there $C_d = 0$. However, based on test models with $C_d > 0$ within the surface layer (not presented here), we expect that the surface damage zone is slightly wider and consists of locally higher damage levels than the underlying (simulated) damage zone.

A variable force boundary condition (Lyakhovsky and Ben Zion, 2008, 2009) is applied to the sides and bottom of the model domain, simulating a constant far field fault-parallel velocity with relative rate of 32 mm/yr (corresponding to the San Andreas Fault). These boundary conditions are further discussed in Appendix B. The boundary driving forces are set to represent imposed fault zones outside the model domain, and they induce faulting near the centers of the north and south edges of the model (see for illustration Fig. B1). The top model boundary is stress free.
<table>
<thead>
<tr>
<th>Model name</th>
<th>Grid spacing (km)</th>
<th>Healing ( C_1 ) (s(^{-1}))</th>
<th>Healing ( C_2 )</th>
<th>Dynamic weakening ( \tau_r )</th>
<th>Seismic ratio ( \chi )</th>
<th>Initial damage heterogeneity</th>
<th>Initial ( \tau ) heterogeneity</th>
</tr>
</thead>
<tbody>
<tr>
<td>NB_0</td>
<td>3.2</td>
<td>6.0E-11</td>
<td>0.07</td>
<td>1.0E+4</td>
<td>80%</td>
<td>0%</td>
<td>30%</td>
</tr>
<tr>
<td>NB_2</td>
<td>3.2</td>
<td>1.0E-13</td>
<td>0.02</td>
<td>1.0E+4</td>
<td>80%</td>
<td>0%</td>
<td>30%</td>
</tr>
<tr>
<td>NB_6</td>
<td>2.2</td>
<td>1.0E-13</td>
<td>0.02</td>
<td>5.0E+3</td>
<td>61%</td>
<td>0%</td>
<td>30%</td>
</tr>
<tr>
<td>NB_7</td>
<td>2.2</td>
<td>1.0E-13</td>
<td>0.02</td>
<td>5.0E+3</td>
<td>99%</td>
<td>0%</td>
<td>30%</td>
</tr>
<tr>
<td>Nb_1_lap</td>
<td>3.2</td>
<td>1.0E-13</td>
<td>0.02</td>
<td>1.0E+4</td>
<td>80%</td>
<td>0%</td>
<td>30%</td>
</tr>
<tr>
<td>Nb_3_lap</td>
<td>2.2</td>
<td>1.0E-13</td>
<td>0.02</td>
<td>1.0E+4</td>
<td>80%</td>
<td>0%</td>
<td>30%</td>
</tr>
<tr>
<td>Nb_5_lap</td>
<td>2.2</td>
<td>1.0E-13</td>
<td>0.02</td>
<td>1.0E+4</td>
<td>80%</td>
<td>0%</td>
<td>30%</td>
</tr>
<tr>
<td>Nb_7_lap</td>
<td>2.2</td>
<td>1.0E-13</td>
<td>0.02</td>
<td>3.0E+3</td>
<td>67%</td>
<td>0%</td>
<td>30%</td>
</tr>
<tr>
<td>Nb_8_lap</td>
<td>2.2</td>
<td>1.0E-13</td>
<td>0.02</td>
<td>3.0E+3</td>
<td>97%</td>
<td>0%</td>
<td>30%</td>
</tr>
<tr>
<td>Nb_9_lap</td>
<td>2.2</td>
<td>1.0E-13</td>
<td>0.02</td>
<td>5.0E+3</td>
<td>57%</td>
<td>0%</td>
<td>30%</td>
</tr>
<tr>
<td>Nb_11_lap</td>
<td>2.2</td>
<td>5.0E-11</td>
<td>0.05</td>
<td>4.0E+3</td>
<td>61%</td>
<td>0%</td>
<td>30%</td>
</tr>
<tr>
<td>Nb_geos_4</td>
<td>1.6</td>
<td>1.0E-13</td>
<td>0.02</td>
<td>1.0E+4</td>
<td>80%</td>
<td>30%</td>
<td>30%</td>
</tr>
<tr>
<td>Nb_geos_6</td>
<td>1.6</td>
<td>1.0E-13</td>
<td>0.02</td>
<td>2.0E+3</td>
<td>67%</td>
<td>30%</td>
<td>30%</td>
</tr>
<tr>
<td>Prop_2</td>
<td>3.2</td>
<td>1.0E-13</td>
<td>0.03</td>
<td>8.0E+3</td>
<td>80%</td>
<td>25%</td>
<td>30%</td>
</tr>
<tr>
<td>Prop_7</td>
<td>3.2</td>
<td>2.0E-09</td>
<td>0.15</td>
<td>1.0E+4</td>
<td>80%</td>
<td>15%</td>
<td>30%</td>
</tr>
<tr>
<td>Prop_9</td>
<td>3.2</td>
<td>6.0E-11</td>
<td>0.07</td>
<td>1.0E+4</td>
<td>80%</td>
<td>25%</td>
<td>30%</td>
</tr>
<tr>
<td>Prop_lap_2</td>
<td>3.2</td>
<td>1.0E-13</td>
<td>0.03</td>
<td>9.0E+3</td>
<td>80%</td>
<td>25%</td>
<td>30%</td>
</tr>
<tr>
<td>Prop_lap_6</td>
<td>3.2</td>
<td>1.0E-13</td>
<td>0.03</td>
<td>1.0E+4</td>
<td>80%</td>
<td>10%</td>
<td>30%</td>
</tr>
<tr>
<td>Prop_run_a9</td>
<td>2.2</td>
<td>1.0E-12</td>
<td>0.03</td>
<td>5.0E+3</td>
<td>61%</td>
<td>10%</td>
<td>30%</td>
</tr>
<tr>
<td>Prop_geos_5</td>
<td>2.2</td>
<td>1.0E-12</td>
<td>0.03</td>
<td>7.0E+3</td>
<td>72%</td>
<td>10%</td>
<td>30%</td>
</tr>
<tr>
<td>Prop_lin_4.5</td>
<td>4.5</td>
<td>1.0E-13</td>
<td>0.03</td>
<td>1.0E+4</td>
<td>80%</td>
<td>0%</td>
<td>30%</td>
</tr>
<tr>
<td>Stepover_8</td>
<td>0.25</td>
<td>1.0E-10</td>
<td>0.03</td>
<td>3.0E+1</td>
<td>40%</td>
<td>100%</td>
<td>30%</td>
</tr>
<tr>
<td>Stepover_9</td>
<td>0.25</td>
<td>1.0E-10</td>
<td>0.03</td>
<td>1.0E+2</td>
<td>40%</td>
<td>100%</td>
<td>30%</td>
</tr>
<tr>
<td>Stepover_10</td>
<td>0.25</td>
<td>1.0E-10</td>
<td>0.025</td>
<td>4.0E+2</td>
<td>40%</td>
<td>50%</td>
<td>30%</td>
</tr>
<tr>
<td>Stepover_11</td>
<td>0.25</td>
<td>1.0E-10</td>
<td>0.025</td>
<td>6.0E+2</td>
<td>40%</td>
<td>100%</td>
<td>30%</td>
</tr>
<tr>
<td>long-term_1</td>
<td>0.6</td>
<td>1.0E-12</td>
<td>0.03</td>
<td>6.0E+4</td>
<td>80%</td>
<td>25%</td>
<td>30%</td>
</tr>
</tbody>
</table>

### Table 2.2

Model parameters used in our fault evolution study. Other material parameters were set to represent crustal materials and were not varied in our models (these parameters include: \( \xi_0 = -0.8 \). \( C_d = 5 \text{ s}^{-1} \); Sedimentary layer: density \( \rho = 2.4 \cdot 10^{-3} \text{ Kg m}^{-3} \), Newtonian viscosity \( \eta = 10^{19} \text{ Pa S} \); Crustal rheology: Young's modulus \( E = 80 \text{ GPa} \), Poisson's ratio \( \nu = 0.3 \), \( \rho = 2.8 \cdot 10^{-3} \text{ Kg m}^{-3} \), viscosity flow law coefficients: \( A = 6.3 \cdot 10^{-20} \text{ Pa}^{-n} \text{ S}^{-1} \), \( n = 3.05 \), \( Q = 276 \text{ Kj mol}^{-1} \); Mantle rheology: \( E = 150 \text{ GPa} \), \( \nu = 0.3 \), \( \rho = 3.3 \cdot 10^{-3} \text{ Kg m}^{-3} \), \( A = 7.0 \cdot 10^{-14} \text{ Pa}^{-n} \text{ S}^{-1} \), \( n = 3.0 \), \( Q = 520 \text{ Kj mol}^{-1} \).
Figure 2.3 A block diagram of typical 3-D lithospheric structure used in the numerical simulations. The fault parallel extent of the model domain varies from 100 to 250 km in different simulations. Imposed damage (not shown in Figure 2.3) is applied only in a few simulations of long term fault stepover evolution (i.e. initial conditions of high-resolution fault stepover models included damage zones representing a segmented fault).

2.5.2 Model output: examples and interpretation

The model outputs include the level of damage $\alpha$ and strain $\varepsilon$. We calculate surface velocities, rigidity $\mu$ and other related quantities from these variables. Since $\alpha$, $\varepsilon$ and $\mu$ are computed throughout the model domain, both plan views (including depth slices) and cross sectional views of these parameters may be plotted at any time step. Figures 2.4 and 2.5 show examples of model outputs, and illustrate some features which correspond to observed geological structures such as fault segments, stepovers, and flower structures.
Contiguous sets of elements that fail repeatedly, resulting in a higher level of $\alpha$ (and a lower $\mu$) than their surroundings, are interpreted as fault segments (Fig. 2.4 and 2.5). Because of their relative weakness, these fault segments are also the centers of high velocity gradients and high strain rate (Fig. 2.4 and 2.5). Cross-sectional profiles through modeled fault segments (Fig. 2.5) display “flower structures” with depth, which comprise of localized damage along the active fault core with a superimposed, broader zone of distributed damage in the top 3-10 kilometers of the crust (Fig. 2.4 and 2.5). Based on these observations, we define two damage sub-zones that are distinct in their evolution patterns, damage level, and spatial distribution: (1) Localized Active-Fault (LAF) damage which represents the highly localized damage along the active fault cores (Fig. 2.4 and 2.5). The LAF damage is coseismically very high along the primary slip zone, but it rapidly heals at depth. (2) Distributed Off-Fault (DOF) damage which is sustained cumulative damage resulting from many earthquakes. The DOF damage develops during the early stages of fault-system evolution, and thereafter its spatial extent is stable and the degree of damage within it evolves locally (Fig. 2.4, 2.5 and 2.6). Descriptive analyses of damage structures along simulated strike-slip fault segments are given in section 2.5.3.

Plan views of the model domain show several examples of stepover zones where segments are offset from one another (Fig. 2.4). Our models produce just extensional stepovers; that is, during propagation, new offset faults form in areas where end-effects from existing faults contribute a tensional mean normal stress. Stepovers are characterized by a wide DOF damage zone, and by high levels of damage, high strains, and low rigidity within the stepover. Descriptive analyses of damage structures within simulated stepover-zones are given in section 2.5.4.
Figure 2.4 Plan views of a segmented strike slip fault at several depths, showing damage level ($\alpha$), rigidity ($\mu$) and the second invariant of the deviatoric strain, $S_d$ ($S_d=\sqrt{\epsilon_{ij} \cdot \epsilon_{ij}}$) where $\epsilon_{ij} = \epsilon_{ij} - \delta_{ij} \epsilon_{kk} / 3$ and $\delta_{ij}$ is the Kronecker delta). Shallow ($z=3$ km) damage (top left panel) is distributed within the stepover and around the fault segments. At depth ($z=5-10$ km) damage is highly localized along the fault segments and is distributed within the fault stepover. At the lower part of the seismogenic crust, damage within stepover may persist long after the localized damage along fault segments heals.
Figure 2.5 Cross-sections of a typical “flower type” damage zone along a strike-slip fault, displaying damage levels and rigidity (A and B), and fault-parallel velocity (C). Annotations in (A) show the dimensions of the Localized Active Fault (LAF) damage (black lines) and Distributed Off Fault (DOF) damage (white lines) as they were measured in this study. Dashed black and white lines show the location of the LAF and DOF damage zones (respectively) in the smoothed contour plots (B and C).
Before we discuss the results of our models, we need to (1) introduce observable quantities which may be systematically measured and then used to compare between model results, (2) define a threshold criterion for the maturity of our modeled faults to ensure we base our analysis only on models that were run long enough to form mature damage zones, and (3) confirm that the model results presented here are fairly insensitive to numerical element dimensions. This is necessary because the models shown on Table 2.2 were run for different durations, and for a range of element dimensions.

To systematically describe the spatial extent of damage zones around faults we have chosen a threshold damage level of $\alpha = 0.35$ (presumably above any expected background damage level). The four quantities used to define the extent of damage are the widths and depths of both the LAF and DOF damage zones. Measurements of these quantities are performed on plan-view and cross-section plots of the simulated fault zones (without smoothing). The width of the DOF damage represents the maximal spatial extent of the damage zone, and its depth is the average depth extent of the shallow distributed damage away from the active fault core (Fig. 2.5a). The width of the LAF damage represents the maximum width of the localized damage along the fault core, and its depth is the maximum depth extent of the damage zone (Fig. 2.5a). To facilitate comparison with geodetic studies we define also the Fault Compliant Zone (FCZ) in our models as the volume in which the average material rigidity is reduced by 50% relative to the host rock, consistent with the compliant zones of Fialko et al. (2002). The simulated FCZ typically consists of the entire LAF damage and most of the DOF damage.

Strike-slip fault systems evolve over time, first becoming complex and then gradually simplifying to a more continuous configuration with fewer fault segments (e.g., Ben-Zion and Sammis, 2003 and references therein; Lyakhovsky and Ben-Zion, 2009). This complicates directly comparing model runs that may have been cut off at different evolutionary stages. Figure 2.6 illustrates that the width and depth of the DOF damage initially grows rapidly, starting to stabilize after a total relative displacement of approximately 0.05 km. This simulated stage of rapid DOF damage growth represents the initial stage of fault growth and complexity increase after which the fault configuration starts to stabilize and the strain localizes along the fault. Hence to analyze mature damage zone structures we can only use fault simulations with a total displacement larger than 0.05 km.
All results displayed on subsequent plots are for models with mature damage zones in which at least 0.05 km of displacement has accrued (corresponding to a modeled time interval of about 1600 years).

![Graph showing DOF damage zone width and depth plotted against cumulative strike-slip offset.](image)

**Figure 2.6** DOF damage zone width and depth plotted against cumulative strike-slip offset. After an initial stage with relatively fast damage zone growth, the DOF damage zone dimensions remain fairly constant (at offsets exceeding 0.05 km).

Since brittle failure in our simulations is associated with an abrupt transition from initial (static) to final (dynamic) stress levels, the numerical models are inherently discrete (e.g., Rice and Ben-Zion, 1996) and some aspects of the results are expected to be grid-dependent. An analysis of our entire set of damage zone simulations indicates that while the spatial extent of damage is somewhat grid dependent, the average level of damage within voluminous damage zones (e.g., stepover zones) is probably not grid-size dependent (Fig. 2.7). Furthermore, the spatial extent of damage zones in our models with element dimensions between 0.6 and 4 km (Fig. 2.7) are not significantly sensitive to element size. Results of models within this range of element dimensions will be shown together on subsequent plots. Models with finer and coarser elements were also run. For models with 4.5 km elements, results were smeared forming
apparently wider and deeper damage structures. Models with 0.25 km elements ran very slowly and were numerically unstable. These simulations were terminated after 10-20 days of CPU time, during which the simulated damage zones did not reach a stable width. Based on Figure 2.6 we interpret the narrow and shallow damage zones that formed in these simulations as being immature, and we therefore do not incorporate them in our analysis.

Figure 2.7 Sensitivity of model results to element size. (A) For models with element dimensions between 0.6 and 3.2 km, DOF damage zone dimensions are fairly insensitive to grid size. (B) Damage levels in fault stepovers at depth of 5-6 km and 10-12 km. These damage levels are insensitive to element size within the range we model. The scatter in results on both panels is due to different values of damage model parameters and variations in cumulative slip.
2.5.3 Damage, rigidity and strain distribution across strike-slip fault segments

Simulated damage zones along strike-slip faults form flower structures consisting of a shallow DOF damage zone 6 to 14 kilometers wide and up to 7 kilometers deep, and a more intense LAF damage zone around the fault core. The DOF damage is the result of cumulative damage from past earthquakes (Fig. 2.5 and 2.6). The LAF damage is narrow and steeply dipping, and it may extend to the bottom of the seismogenic zone (Fig. 2.4 and 2.5) coseismically and in the early postseismic interval. The deeper parts of the LAF damage zone are only one model element wide and appear discontinuous (Fig. 2.4 and 2.5). This probably indicates a tendency to evolve to a much narrower extent than our model element dimensions, in agreement with observed extreme localization of active slip zones (e.g., Chester and Chester, 1998; Sibson, 2003; Rockwell and Ben-Zion, 2007). The highest damage levels along fault segments are usually found at the shallowest part of the LAF damage zone. The parts of the LAF damage in the shallow crust that are more than one element thick may correspond to the observed distributed DZ along the surface trace of large strike-slip faults.

The flower structure in our simulations is a robust feature that shows little dependence on damage parameters \((C_1, C_2, \chi, \tau_r)\), and limited sensitivity to the presence of various degrees of material heterogeneities (Table 2.2). The insensitivity of the DOF damage to healing parameters (Fig. 2.8) may imply that the shallow crust is readily damaged and it experiences limited healing regardless of material parameters. This apparent insensitivity to the healing parameters may also indicate that the current range of modeled healing parameters is insufficient and further analysis is needed to understand the role of healing in damage zone evolution. The deeper sections of the LAF damage are more sensitive to the healing rate parameters (Fig. 2.9a). This reflects the fact that healing processes are sensitive functions of the normal stress. Our results indicate that the depth extent of the LAF damage (after the early postseismic interval) ranges from the entire seismogenic zone for materials with extremely slow healing \((C_2 > 0.05; \tau_h > 55\text{ yrs};\) Fig. 2.9b) to a few kilometers for the faster healing materials \((C_2 < 0.03; \tau_h < 25\text{ yrs};\) Fig. 2.9c). Model realizations with healing parameters representative of natural processes (see section 2.4) indicate that during most of the seismic cycle the contiguous well-developed LAF damage is limited to the top section of the crust (e.g., Fig. 2.9c and Fig. 2.10a). These results are consistent with numerical simulations of plastic strain generation during dynamic rupture (Ben-Zion and Shi,
2005), and analyses of large seismic data sets recorded around active faults (e.g., Ben-Zion et al., 2003; Peng et al., 2003; Korneev et al., 2003; Cochran et al., 2003; Lewis et al., 2005; Graymer et al., 2007).

**Figure 2.8** Width and depth of the distributed part of the damage zone (DOF damage) for models with a wide range of material parameters. DOF damage zone dimensions are insensitive to the healing parameters and the seismic coupling ratio.
Figure 2.9 (A) Width and depth of the LAF damage zone as a function of healing parameter $C_2$ (width measured at 5-8 km depth, just below the DOF damage). The hatched region indicates admissible values of $C_2$ for modeling natural processes (see section 2.4). (B,C) Examples of deep and shallow fault core damage zones in models with long (B) and short (C) healing time scales. The geometry of these zones is stable through most of the interseismic interval.

The elastic strength of simulated fault zones is reduced as the damage level increases. The relation between rigidity and damage level (equation 2.2) implies that the effective rigidity is primarily a function of $\alpha$. However, the effective rigidity is further reduced near the surface and along the fault core because the strain invariants ratio $\xi$ is higher at these localities. Our
damage zone models indicate that significant rigidity reduction (50-70% reduction) occurs within the shallow DOF damage and along the upper part of the fault-core (e.g., top 5 km of the LAF damage). Along the LAF at depths exceeding 12 km healing is rapid and the long-lasting (interseismic) reduction on $\mu$ is relatively small (Fig. 2.4 and 2.5).

Our fault evolution models indicate that the bulk of inelastic strain is concentrated in the highly damaged cores of the fault zones (i.e., along the LAF damage). However, our models also exhibit low-gradient strain beyond the fault cores in the uppermost crust (top 3-5 km). The modeled off-fault strain is typically confined to a shallow layer approximately 10-15 km wide that exhibits significant DOF damage ($\alpha > 0.4$: see Fig. 2.10). Where the shallow DOF damage is of lower intensity ($\alpha < 0.4$) our models do not display significant strain, suggesting that relatively thin layers of slightly damaged rock may not modify regional surface deformation patterns and may not be easily detectable by means of geodesy. At distances greater than 10 km from fully formed fault-zones, the total deviatoric strain is negligible and the long-term average strain-rate is uniform, indicating that the undamaged upper crust behaves kinematically as a rigid block. The correlation between damage and strain distribution confirms recent interpretations of observed surface deformation patterns above fault-related compliant zones (e.g., Fialko et al., 2002; Fialko, 2004). This correlation indicates that geodetically observed compliant zones are related to relatively high damage levels ($\alpha > 0.4$), and suggests that parts of the damage zones ($\alpha < 0.4$) may not be geodetically observable.
Figure 2.10. Correlation between damage and strain across simulated fault-zones. (A) Damage at depths 1, 5, 10 km and superimposed fault-parallel velocity. (B) Plots of damage level (solid curve, right ordinate), long-term (multi-cycle) fault parallel velocity (dashed curve, outer-left ordinate) and deviatoric strain (gray dotted curve, inner-left ordinate) for the same depths, extracted along the central section shown in (A) (at y = 65 km).
2.5.4 Fault stepovers

While major fault segments display a positive feedback of strain weakening and localization along highly damaged fault cores, persisting geometrical features such as fault offsets, kinks, and bends, may display strain hardening and produce local complexity and new fractures at different scales (Ben-Zion and Sammis, 2003). In our models, segmented fault zones display continuous distributed seismic and aseismic deformation within fault stepover zones. This consists of aseismic strain and small earthquakes; however, moderate earthquakes (M₄< 5.5) also occur occasionally. While much of the damage along fault segments heals during the interseismic stage, the damage level at stepovers remains persistently high (Fig. 2.11a, compare with Fig. 2.9c). Fault stepovers and segment termination zones undergo significant damage accumulation during the interseismic stage, typically displaying average $\alpha$ between 0.5 and 0.75 (measured at a depth of 5-10 km), depending on the healing rate parameters. The damage within stepovers extends to greater depths than along fault segments and in many simulations it reaches the bottom of the seismogenic zone (Figs. 2.11 and 2.4). Models with realistic healing parameters typically exhibit significant damage ($\alpha > 0.5$) down to depths of 10-15 km (Fig. 2.11). An important implication of the permanently elevated damage level within fault stepovers is that these regions of reduced $\mu$ (Fig. 2.4) affect rupture propagation and strong ground motion patterns.
Figure 2.11. Cross-sections of damage patterns within fault stepovers. These zones of fault complexity are interseismically active, retaining high damage levels throughout the entire seismic cycle. Significant differences in damage level at depth (i.e., at $Z > 10\ km$) arise from varying healing parameters: models with fast and efficient healing (A) yield lower damage levels than those with slow and inefficient healing (B). Based on our healing rate analysis (section 2.4), the faster healing models (e.g., A, and Fig. 2.9c) are better representatives of natural DZ processes. The healing rates in these models are identical to those in Figure 2.9b and 2.9c.

2.5.5 Fault system complexity as a function of time

According to our results, the DOF damage dimensions depend on the maturity of the fault system. Simulations with a wide range of material properties and numerical characteristics (e.g., element dimensions and boundary conditions) indicate that the damage zone grows until the fault accumulates an offset of about 0.05-0.1 km (Fig. 2.6). During this early evolutionary stage, the fault system’s complexity increases as additional segments nucleate and propagate, forming new damage zones. This stage culminates as deformation localizes along narrow slip-zones. As mentioned, an important exception to this evolution stage is the widening of the DZ at bends and stepovers and other local fault complexities (Fig. 2.12a-c and Fig. 2.13). The fault system evolution continues as through-going faults bridge sites of fault complexity such as stepovers.
(Fig. 2.12d and Fig. 2.13). When through-going faults fully form and bridge the entire depth of the stepovers, these structures may become inactive. After this stage the width and depth of distributed damage remain fairly constant, until the existing fault configuration cannot accommodate the evolving regional stress, at which point new faults form and migration of faulting may occur. Parallel faults may sustain simultaneous damage accumulation (Fig. 2.13) or exhibit alternating deformation periods before the initial faults become inactive and the new fault configuration stabilizes. These results are consistent with existing multi-disciplinary knowledge of fault systems (Ben-Zion and Sammis, 2003 and references therein; Dolan et al., 2007) and the related numerical results of Lyakhovsky and Ben-Zion (2009).
Figure 2.12 Fault stepover evolutionary stages displayed in four snap-shots of damage levels around a stepover zone (at 3 km depth). (A) Segmented fault. (B, C) The stepover zone displaying extensive damage. In (C) distinct lateral (subsidiary) “faults” (regions of high damage) link between the two fault segments. (D) Formation of a through-going fault through the entire stepover zone. These results are from high-resolution, small-domain models focusing on stepovers.
Figure 2.13 Fault evolution snap-shots showing damage levels at 10 km depth. The originally segmented fault (left panel; notice large stepovers) is smoothened with time (right, mature fault 1; note that some of the apparent small stepovers are actually numerical artifacts formed because the fault is not parallel to the grid). An additional fault formed after approximately 5000 yrs to better accommodate regional stress (right, fault 2). Annotations of times in the images indicate the age of each fault in the simulation. Finely dashed line long fault 1 in both panels indicates its original segmented outline (as shown in left panel).
2.6 Discussion and conclusions

We perform a large numerical parameter-space study on general aspects of structural evolution of large strike-slip faults and related deformation fields, using a layered lithospheric model with an upper crust governed by a continuum damage rheology. One barrier to the widespread incorporation of damage rheology in crustal deformation models has been the numerous damage model parameters, whose relationships with observable phenomena are sometimes unclear. Much work in recent years has gone into relating these parameters to results of brittle deformation experiments and thermodynamic theory (e.g., Lyakhovsky et al., 2001, 2005; Hamiel et al., 2004, 2006). We take this further by using the observed shear modulus reduction in damaged fault zones to constrain the ranges of likely values for healing parameters $C_1$ and $C_2$. We find that admissible values of $C_1$ and $C_2$ are $10^{-24}$ to $10^{-10}$ s$^{-1}$ and 0.015 to 0.035, respectively (Fig. 2.2). This range is significantly reduced relative to previous studies (e.g., Lyakhovsky et al., 2005).

Our models with reasonable damage and viscoelastic parameters yield general deformation patterns that are comparable to those seen in natural strike-slip fault systems. Flower structures, stepovers, localized strain around fault segments and permanent damage in the shallow upper crust and within stepovers are all reproduced. Due to model simplifications (e.g., no damage accumulation in the surface layer) and element size limitations, our models cannot conclusively predict the details of surface damage patterns, the width of the fault core, or the geometry of small faults and fractures within flower structures and stepover regions. Our simulations would probably yield narrower damage zones if we incorporated depth-dependent damage-rate parameters as suggested by Lyakhovsky et al. (2005).

The fault stepover zones in our models exhibit extensive damage and elasticity degradation sustained during many earthquake cycles. The simulated tensional stepovers show damage patterns consistent with intense tensile fracturing and dilation, and therefore are expected to exhibit long-lived enhanced permeability. Such damage patterns are consistent with recent structural evolution models for dilational stepovers (De Paola et al., 2007), and with mineral exploration studies that relate hydrothermal ore deposits to long-lasting extensive damage and increased permeability within fault stepovers (Micklethwaite and Cox, 2004;
Sheldon and Micklethwaite, 2007). The permanent damage zones our models predict should be detectable with detailed seismic and geodetic imaging studies.

An important implication of the predicted damage zones at stepovers concerns the interaction between damaged material and propagating earthquakes. During the interseismic stage, weakened stepover zones experience continuous earthquakes and proportionally more inelastic strain than the surrounding crust. This reduces the interseismic stress accumulation in the stepover region, which could aid earthquake rupture arrest. Various studies address rupture propagation across stepovers using quasi-static models (e.g., Segall and Pollard, 1980), dynamic models (Harris and Day, 1999; Harris et al., 1991) and field observations (e.g., Wesnousky, 2006). Such studies show that it is easier for a rupture to jump across dilational stepovers (such as those our model produces) than compressional stepovers, because dilational normal stress brings nearby faults closer to failure. Sibson (1985) and Hamiel et al. (2005) argue, however, that during an earthquake, the normal stress change in a dilational stepover could lead to a sudden opening of fluid-filled cracks, reducing pore pressure and causing material hardening. An analogous effect is also seen in some of the models of Harris and Day (1993), where fluid within a dilational stepover inhibits the ability of rupture to propagate across it. As long-term damage accumulation and coseismic pore pressure decrease have competing effects on the elastic strength of a stepover, simulations with coupled evolution of deformation, permeability and fluid flow will be required to clarify the ramifications of damage for rupture propagation and arrest.

While recent developments of our numerical framework (Hamiel et al., 2005) enable the evaluation of permeability evolution, the coupling of fluid flow and deformation is not yet incorporated in our simulations. We also note that the extensive rock damage near stepovers should produce amplified ground motion, and hence higher seismic hazard, at those regions.

While the presented model simulations have several limitations, the following features appear to be robust:

- Distributed fault zone damage develops early in the evolution of a fault system (approaching steady state damage zone dimensions after .05 km of total slip in our models).
- The strain generally localizes to narrow segments which are wider near the surface than at depth (representing flower structures).
Along fault segments, the damage heals postseismically at depths exceeding 5-10 km and is permanent at shallower depths.

The off-fault strain distribution correlates with the permanent shallow damage exhibited along fault-zones.

Stepover regions may be permanently damaged to mid-crustal depths, and such damage zones should be detectable with focused seismic and geodetic studies.

Our numerical simulations of fault zone evolution suggest that the overall aspects of fault zone deformation along large faults at seismogenic depths can be modeled effectively over time intervals of several large earthquake cycles by a collection of narrow segmented zones or planar surfaces (i.e. without incorporating off-fault damage evolution). However, the evolving fault zone structures and off-fault damage play important roles in the evolution of geometrical properties of fault sections, the formation of fault systems, and in the deformation patterns along plate boundaries. Although regional scale static stress transfer in the crust is probably not affected much by the presence of shallow weakened damage zones along fault segments, long-lived volumes of extensively damaged material within fault stepovers and near other persistent geometrical irregularities can significantly affect earthquake propagation, strong ground motion, (locally) crustal stress state and surface deformation patterns.
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3 DAMAGE-ZONE HEALING AND STRIKE SLIP FAULT EVOLUTION: NUMERICAL RESULTS AND GEOPHYSICAL CONSTRAINTS²

Summary

Numerical simulations of long-term crustal deformation reveal the important role that damage healing (i.e. fault-zone strengthening) plays in the structural evolution of strike-slip fault systems. Geophysical observations indicate that after an early post-seismic stage of rapid healing, rock damage in fault zones approaches asymptotically values which may vary markedly with location. While variable inter-seismic damage levels are expected for a variety of reasons (e.g., variations in rock type, local stress patterns, heat flow and fluid content), the high uncertainties in estimates of damage levels and fault zone properties at seismogenic depth make it difficult to correlate between fault zone conditions and healing effectiveness. Nevertheless, the observations motivate exploring the sensitivity of fault zone structure and evolution to reasonable variations in healing effectiveness. Here we perform 3D simulations of fault system evolution applying a continuum damage rheology and we find that the spatial extent of damage zones and the long-term geometrical complexity of strike-slip fault systems are strong functions of the healing parameters. Specifically, simulations with highly-effective healing form localized intensively damaged fault cores that interseismically extend only a few kilometers deep, and are bracketed by wide zones of distributed off-fault damage. Ineffective healing yields deeper zones of intense damage that persist throughout the interseismic interval, and narrower zones of distributed off-fault damage. Furthermore, highly-effective healing leads to a rapid evolution of an initially segmented fault system to a simpler through-going fault, while ineffective healing along a segmented fault preserves complexities such as stepovers and fault jogs and results in long-lasting, distributed deformation.

² A version of this chapter has been submitted for publication. Finzi, Y., Hearn, E.H., Ben-Zion, Y. and Lyakhovsky V. Damage-zone healing and strike slip fault evolution: Numerical results and geophysical constraints.
3.1 Introduction

In a typical fault zone, the principal slip surface is often surrounded by breccia and embedded within a damage zone that consists of open and healed fractures, veins, and other secondary features. Nested zones with increasing damage are present: Distributed damage may be found up to several kilometers from the fault core near the Earth’s surface around large strike-slip faults. Within about 1 km of the active fault core, a zone of more intense damage is present. This zone may produce local seismic anisotropy (e.g., Boness and Zoback, 2004), concentrate coseismic strain (e.g. Fialko et al. 2002), and elevate seismic scattering (e.g., Revenaugh, 2000; Peng and Ben-Zion, 2006). Within this zone, there is a 10-100 m-wide zone of intense damage which can trap seismic waves (e.g., Li et al., 1994; Ben-Zion et al., 2003) and may appear at the surface as a belt of pulverized fault zone rocks (e.g., Dor et al., 2006, 2008). Recent seismic and geodetic observations at several fault zones show variable levels of interseismic damage, suggesting that healing effectiveness varies within fault systems (e.g., Hearn and Fialko, 2009; Cochran et al., 2009). Damage intensity along strike-slip faults is typically higher near stepovers, fault kinks and fault bends, which exhibit strain hardening associated with secondary fractures at different scales (e.g., Kim et al., 2004). Persisting rigidity loss and modification of the stress state at these localities can affect rupture propagation, ground shaking, and fluid flow patterns (Biegel et al., 2008; Bhat et al., 2007, Micklethwaite and Cox, 2006). However, due to difficulties in simulating fault growth in 3D, the long-term structural evolution of fault zone damage has not been thoroughly examined so far.

Seismic and structural studies indicate that the complexity (segmentation and geometric disorder) of a fault system reduces with time as the fault accumulates slip (e.g., Wesnousky, 1994; Ben-Zion and Sammis, 2003). Ben-Zion et al. (1999) and Lyakhovsky et al. (2001) suggest that the ratio of the timescale for material healing to the timescale of stress loading governs the evolution of fault zone structure and seismicity patterns, with high ratios (“long memory”) leading to simple localized fault systems and characteristic earthquake statistics and low ratios (“short memory”) producing persisting structural complexities and power law earthquake statistics. Laboratory and field studies indicate that rock healing is logarithmic in time, with significant rapid healing on a timescale of a day or so and slow additional small healing on longer times (e.g., Dieterich and Kilgore, 1996; Johnson and Jia, 2005; Wu et al.,
Since the loading rates of faults vary typically only by one order of magnitude or less, the ratio of timescales for healing over loading does not provide sufficient information to distinguish between observed variations among different faults.

In the current paper we analyze how material healing effects damage zone structure and fault system evolution. Our simulations show that the damage zone structure along faults, the temporal stability of geometrical complexities, and the evolution of fault configuration and strain distribution patterns are all strongly affected by the effectiveness of healing. Specifically, more effective healing yields wider but shallower damage zones and shorter lived stepovers (and other fault complexities) compared to damage zones formed in conditions less favorable for healing. In the following section we briefly describe the damage rheology model and discuss the seismic and geodetic constraints on the damage healing rate parameters. In section 3.3 we present the effects of healing effectiveness on simulated damage zone structure, fault complexity, and fault system evolution.

### 3.2 Damage rheology and healing formulation

Many current, theoretical fault system studies employ numerical simulations in which brittle rock is modeled as a rigid elastic-plastic solid, and faults are prescribed surfaces governed by friction. Such frictional models typically assume that deformation at all stages occurs on pre-defined surfaces, and they do not provide a mechanism for understanding distributed deformation and the evolution of fault zones. Several recent studies that apply frictional surfaces simulate inelastic off-fault yielding as plastic strain (e.g., Andrews, 2005; Ben-Zion and Shi, 2005; Ma, 2008). However, inelastic deformation in the brittle portion of the lithosphere is associated with distributed cracking that modifies its elastic properties (e.g., Lockner et al., 1977; Jaeger and Cook, 1979). Simulating the evolution of fault zones and related deformation fields requires concepts such as damage rheology that accounts for evolving elastic properties, off-fault deformation and spontaneous formation of new fault surfaces.
3.2.1 Damage rheology: Theory

To integrate fault zone weakening and healing in numerical simulations of large-scale fault zone evolution, we apply concepts of continuum damage mechanics. Based on the crack density formulation of Budiansky & O'Connell (1976), the damage model we use (Lyakhovsky et al., 1997a, 1997b) relates the elastic moduli to a single variable. This scalar damage variable (\(\alpha\)) reflects the extent of strength degradation due to crack formation and opening, with \(\alpha = 0\) indicating undamaged rock and \(\alpha = 1\) corresponding to a complete strength loss. Our damage rheology model is briefly described below. For further details and selected applications of this model we refer to previous publications (Lyakhovsky et al., 1997a, b, 2005; Hamiel et al., 2004; Ben-Zion and Lyakhovsky, 2006).

To account for the evolution of material properties, the damage rheology model introduces a third elastic modulus (\(\gamma\)) and makes the elastic rigidity (\(\mu\)) a function of the damage state variable, as follows:

\[
\lambda = \lambda_0 = \text{constant};
\]

\[
\mu = \mu_0 + \alpha \cdot \gamma_m \left(\xi_0 - 0.5\xi\right) \approx \mu_0 \left(1 - \alpha\right); \tag{3.1}
\]

\[
\gamma = \alpha\gamma_m ;
\]

where \(\lambda\) and \(\mu\) are the Lamé parameters of linear Hookean elasticity, and \(\xi = I_1/\sqrt{I_2}\) is the strain invariants ratio \((I_1 = \varepsilon_{kk} \text{ and } I_2 = \varepsilon_{ij}\varepsilon_{ij}\text{ are the first and second invariants of the elastic strain tensor } \varepsilon_{ij}). The parameter \(\xi_0\) separates states of material degradation (\(\xi > \xi_0\)) and healing (\(\xi < \xi_0\)) associated with positive and negative damage evolution, respectively. As damage accumulates (i.e. \(\alpha\) increases), the rigidity (shear modulus \(\mu\)) decreases and the modulus \(\gamma\) increases from 0 (damage free) to \(\gamma_m\), amplifying the non-linearity of rock elasticity.

In this study we focus on damage healing. At high confining pressure, low shear stress and high temperature, healing of micro-cracks is favored, resulting in a recovery of elastic moduli. Motivated by observations of a logarithmic increase of the friction coefficient with time (e.g., Dieterich 1978), Lyakhovsky et al. (1997a) suggested the following healing function:
\[
\frac{d\alpha}{dt} = C_1 \cdot \exp\left(\frac{\alpha}{C_2}\right) I_2 (\xi - \xi_0) \quad \text{for} \quad \xi < \xi_0
\]  

(3.2)

According to equation (3.2) fault zone healing rate is a function of the material properties \((C_1, C_2 \text{ and } \xi_0)\), the state of the fault zone \((\alpha \text{ and } I_2)\), and the ratio between confinement and shear \((\xi)\). For a given strain state and level of damage, the rate and the overall effectiveness of healing are primarily determined by the healing rate (material) parameters \(C_1\) and \(C_2\). Depending on the combination of these parameters, the healing process may be fast or slow, and may yield insignificant to complete healing of the damaged material (Fig. 3.1).

Finzi et al. (2009) express the healing parameter space in terms of two descriptive parameters: the healing time scale \((\tau_{h})\) and the characteristic interseismic damage level \((\alpha_{ch})\). We define the time scale for healing as the time at which the relative change of elastic moduli falls below an arbitrarily chosen rate of 0.1\% yr\(^{-1}\) \((d\alpha/dt=3e^{-11}\text{sec}^{-1})\). We consider this rate a suitable threshold with slower healing corresponding to a steady state damage level and insignificant healing (i.e. less than 10\% healing expected during time intervals of the order of 100 years). The characteristic interseismic damage level \(\alpha_{ch}\) (termed the “final” damage level \(\alpha_{f}\) in Finzi et al., 2009), is a first-order predictor of the damage level along a simple fault segment at time \(t=\tau_{h}\). To estimate \(\alpha_{ch}\) we assume a strain invariant ratio suitable for healing \((\xi-\xi_0 \approx -1)\), set the healing rate in equation 3.2 to the chosen threshold, and derive the damage level expected as the healing becomes slower than 0.001\%yr\(^{-1}\):

\[
\alpha_{ch} = C_2 \ln \left[3e^{-11}/C_1I_2\right]
\]  

(3.3)

It is important to note that the interseismic damage level (both in our numerical simulation and along natural fault zones), is expected to depart from \(\alpha_{ch}\) values as a result of local variations in stress, in loading history and in fault geometry. Nevertheless, a material with healing parameters corresponding to high \(\alpha_{ch}\) (e.g., \(\alpha_{ch} > 0.6\)) is expected to undergo ineffective healing, whereas a material with parameters \(C_1\) and \(C_2\) corresponding to very low \(\alpha_{ch}\) (e.g., \(\alpha_{ch} < 0.3\)) is expected to undergo highly effective healing. The parameter \(\alpha_{ch}\) also depends on the
applied strain and the depth at which the healing occurs (through I in Eq. 3.3). In this paper all \( \alpha_{ch} \) values are calculated assuming a depth of 3-5 km and a strain invariant ratio suitable for healing.

To derive the time scale for healing, we integrate equation 3.2 (assuming constant strain) and get an analytic expression of \( \alpha(t) \) which is rewritten to express the healing time required for the damage level to decrease from \( \alpha=1 \) to \( \alpha=\alpha_{ch} \):

\[
\tau_h = \frac{\exp\left(\frac{1-\alpha_{ch}}{C_2}\right)-1}{I_2 \frac{C_1}{C_2} \exp\left(\frac{1}{C_2}\right)}
\] (3.4)

The time scale for healing (\( \tau_h \)) indicates how fast a damaged material heals to a quasi-steady state of very slow healing, however it does not reveal the effectiveness of healing or the characteristic damage level (Fig. 3.1). The healing time scales associated with parameters admissible for simulations of natural fault zones range within one order of magnitude, between \( \tau_h=10 \) yr and \( \tau_h=10^2 \) yr.

As evident from Figure 3.1, to fully determine the healing parameters of a material one would need either (1) the damage level at two different times after failure, or (2) the current damage level, the time elapsed since failure, and the time scale relevant to the specific healing process. Until recently, damage-healing data from fault zones was unavailable and model parameters could only be constrained based on analytical considerations and laboratory experiments. In such an effort, Lyakhovsky et al. (2005) obtained an important relation between the two healing parameters based on empirical rate and state friction results:

\[
C_1 \approx BC_2 \exp\left(-\frac{\alpha_0}{C_2}\right)/\varepsilon_{cmp}^2
\] (3.5)

where \( B (~1-2 \text{ s}^{-1}) \) is a laboratory-determined time scale for the evolution of the friction coefficient with hold time (Dieterich, 1978), \( \varepsilon_{cmp} \) is the compaction strain estimated by the ratio between lithostatic stress and the bulk modulus (K), and \( \alpha_0 \) is the damage level at t=0 (healing
starts immediately after failure with $\alpha \approx 1$). Finzi et al. (2009) used this relation between $C_1$ and $C_2$ to narrow the range of admissible healing parameters for fault evolution models, showing that natural healing processes may be represented by $C_2$ values between 0.015 and 0.035, and $C_1$ values between $C_1 \sim 10^{-24} \text{ s}^{-1}$ and $10^{-10} \text{ s}^{-1}$. As detailed in the following subsection, new geophysical data support this conclusion.

**Figure 3.1.** Damage as a function of time (after failure) for various sets of parameters $C_1$ and $C_2$. The healing processes plotted in red have short healing time scales ($\tau_h \sim 16 \text{ yr}$) and therefore exhibit fast initial healing and slow insignificant healing at $t > \tau_h$. The healing processes with long time scales ($\tau_h \sim 50 \text{ yr}$; blue curves) exhibit slower initial healing but may undergo some possibly significant healing long after $t = \tau_h$. The effectiveness of healing (i.e. the expected typical interseismic damage level) depends primarily on $\alpha_{ch}$ and is independent of $\tau_h$. The healing time scales and characteristic damage levels are indicated with diamond symbols on the healing curves.
3.2.2 Healing of damaged material: Constraints from fault zone observations

Due to a shortage of observations of damage levels in individual fault zones, for a range of different times in the earthquake cycle, previous attempts to constrain healing parameters have been based on laboratory experiments and analytic considerations (e.g., Ben-Zion et al., 1999; Lyakhovsky et al., 2001). Laboratory stick-slip experiments on a wide range of materials show logarithmic fault strength recovery with time (e.g., Dieterich, 1978; Dieterich and Kilgore, 1996). Logarithmic healing is also compatible with various seismic observations of fast active fault-zone healing over time scales of days to months, followed by very little additional healing during the interseismic stage of the earthquake cycle (e.g., Karabulut and Bouchon, 2007; Wu et al., 2009). Based on estimates of fault zone damage levels derived from a limited set of trapped seismic wave and geodetic observations (Peng et al., 2003; Lewis et al., 2005; Fialko et al., 2002; Li et al., 2006; Hamiel and Fialko, 2007) and assuming logarithmic healing, Finzi et al. (2009) constrained the healing time scale ($\tau_h < 40$ yrs) and the characteristic interseismic damage level ($\alpha_{ch} > 0.4$). The characteristic interseismic damage was also set a maximum value of $\alpha_{ch} = 0.75$, based on numerical indications that shallow material ($z < 3$ km) could not sustain damage levels higher than $\alpha = 0.75$ for long time periods (Finzi et al., 2009).

In our current simulations, the $C_1$ and $C_2$ values correspond to healing time scales similar to those applied in previous studies (within the range represented in Figures 3.1 and 3.2), but the range of $\alpha_{ch}$ values is broader than that previously applied. While values of $\alpha_{ch}$ were previously assumed to range between 0.4 and 0.5, we currently select healing parameters that represent $\alpha_{ch}$ values between 0.25 and 0.65 based on estimates of fault zone rigidity along the ECSZ (Hearn and Fialko 2009; Cochran et al., 2009; Barbot et al., 2009). This wider range of admissible $\alpha_{ch}$ values is a more conservative assumption, given the uncertainties in estimates of interseismic damage levels and the likely variability in healing effectiveness (due to local variation in stress, strain history, fluid flow and rock type). Our appreciation of the natural variability in fault zone healing effectiveness and the wider range of parameters in our current simulations (representing the full range of healing effectiveness) enable us to identify the previously underestimated effect that healing has on damage zone structure and evolution. Our current results (Section 3.3)
improve and correct our previous analysis (Chapter 2, Fig. 2.8). The healing parameter space suggested for simulations of natural fault zone evolution is outlined in Figure 3.2.

**Figure 3.2.** Geophysical, analytical and laboratory-based constraints on healing parameters. Minimum and maximum expected interseismic damage ($\alpha_{\text{min}} = 0.25$, $\alpha_{\text{max}} = 0.65$) and maximum healing time scale ($\tau_h = 40$ yr) superimposed on the parameter space resulting from the analytic considerations (Eq. 3.5). The space between the minimum and maximum damage levels and above the 40 yr healing time scale represents natural fault zone healing processes. While this parameter space is comparable to that previously suggested (Finzi et al., 2009), in the current work we apply a wider range of parameters to better represent the variations in expected interseismic damage levels within this parameter space.
3.3 Results

3.3.1 Fault zone structure as a function of healing

To investigate the structure of damage zones associated with evolving strike slip fault systems, we use three dimensional realizations of a strike-slip fault within a layered seismogenic crust governed by damage rheology, underlain by viscoelastic layers representing the lower crust and upper mantle. We use diabase and dunite flow laws and assume a fixed geotherm (20°C/km) in our simulations. The modeled region is 100 to 250 km long (along strike), 100 km wide and 50 km deep. More details of our typical model setups and parameters are given by Finzi et al. (2009). The top 3 km of the model represents a sedimentary layer weaker (lower rigidity) than the underlying crystalline rock. As frequent failure of surface elements due to low confining stress would be computationally time consuming, we suppress damage accumulation in this layer. Various test models with damage not suppressed within the surface layer (not presented here) suggest that the surface damage zone associated with a strike-slip fault in such a simulation may be slightly wider, and consist of higher inter-seismic damage levels.

A variable force boundary condition (Lyakhovsky and Ben Zion, 2008) is applied to the sides and bottom of the model domain, simulating a constant far field fault parallel velocity with relative rate of 32 mm/yr (corresponding to the San Andreas Fault). The boundary driving forces are set to represent imposed fault zones outside the model domain, and they induce faulting near the centers of the north and south edges of the model (Lyakhovsky and Ben-Zion, 2008; Finzi et al., 2009).

Our simulations output the distribution of strain and damage within the model domain, from which we can calculate surface velocities, rigidity and other related quantities. Figure 3.3 illustrates some features which correspond to observed geological structures such as fault segments, stepovers, and flower structures. Contiguous sets of elements that fail repeatedly, resulting in a higher damage level and lower rigidity than their surroundings, are interpreted as fault segments (Fig. 3.3). Because of their relative weakness, these fault segments are also the centers of high strain rates. Cross-sections through modeled fault segments (Fig. 3.3) display “flower structures” with depth, which comprise of localized damage along the active fault core and a broader zone of distributed damage in the top 3-10 kilometers of the crust (Fig. 3.3). The
overall geometry of the “flower-like” damage zones in our simulations is compatible with field observations (e.g., Sylvester, 1988; Rockwell and Ben-Zion, 2007) and with numerical simulations of dynamic ruptures with off-fault yielding in the form of plasticity (e.g., Ma, 2008).

Based on these observations, we define two damage sub-zones that are distinct in their evolution patterns, damage level, and spatial distribution. Localized Active Fault (LAF) damage represents the highly localized damage along the active fault cores (Fig. 3.3). LAF damage is coseismically very high along the primary slip zone, but it rapidly heals at depth. Distributed Off Fault (DOF) damage is the sustained, cumulative damage resulting from many earthquakes. The DOF damage develops during the early stages of fault system evolution, and thereafter its spatial extent is stable and the degree of damage within it evolves (Fig. 3.3). The width of the DOF damage is 6-13 km in our simulations, and its average depth extent (away from the active fault core) is up to 7 km (Fig. 3.3). The width of the LAF damage represents the maximum width of the localized damage along the fault core (typically one element wide, indicating plausible localization to slip surfaces or zones narrower than our numerical resolution), and its depth is the maximum depth extent of the damage zone (Fig. 3.3). Descriptive analyses of damage structures along simulated strike-slip fault segments and along fault stepover zones are given in Finzi et al. (2009).
Figure 3.3. Distributed off fault (DOF) and localized active fault (LAF) damage along a simulated strike-slip fault. The vertical cross-section (left) shows a simulated flower structure with localized damage at depth (along the active fault) and distributed damage near the surface which is the cumulative effect of past earthquakes. The horizontal sections (right) show persistent distributed damage along fault traces (typically in the top 3-5 km) and at considerable depth within fault stepovers.

While our previous analysis concluded that the flower structure is a robust feature that shows limited sensitivity to variations in the healing parameters $C_1$ and $C_2$ (Finzi et al., 2009, Section 2), we now realize that the effect of healing on damage zone structure is greatly enhanced when co-varying both parameters to represent a wide range of $\alpha_{eh}$ values. By thoroughly exploring a broader, geophysically constrained healing parameter space, we show here that the properties of simulated fault zone structures and related deformation field are significantly affected by the effectiveness of healing.

The direct result of healing in our simulations is postseismic restrengthening of the fault-zone and therefore a reduction of the damage zone extent. The deeper section of the fault zone (the deep LAF damage) is most susceptible to healing due to the relatively high confining stress, and is therefore most sensitive to variations in the healing parameters. Our results indicate that
the depth extent of the LAF damage (after the early postseismic interval) ranges from the entire seismogenic crust in fault zones experiencing ineffective healing ($\alpha_{ch} > 0.65$; Fig. 3.4 bottom panel; Fig. 3.5) to a few kilometers in fault zones experiencing effective healing ($\alpha_{ch} < 0.4$; Fig. 3.4 top panel; Fig. 3.5). During most of the seismic cycle, intense and contiguous LAF damage is typically limited to the top section of the crust (e.g., Fig. 3.3, Fig. 3.4 top panel; Fig. 3.5). The dimensions of the shallow DOF damage are also sensitive to variations in the healing parameters, with ineffective healing resulting in faster (more complete) strain localization and therefore narrower fault zones and more effective healing yielding wider fault zones.

It should be noted that our simulations probably overestimate the maximum width of fault damage zones as they do not incorporate depth-dependent damage-rate parameters which would yield less damage accumulation in the top few kilometers of the crust (Lyakhovsky et al., 2005). In addition, our model element dimensions (1-3 km wide) may result in overestimated damage zone width, and they do not enable characterization of small scale structures and extreme strain localizations expected along active slip zones (e.g., Chester et al., 1993; Rockwell and Ben-Zion, 2007).
Figure 3.4. Cross-sections displaying evolving damage levels along two strike-slip faults representing effective (top, $\alpha_{ch}=0.4$) and ineffective (bottom, $\alpha_{ch}=0.7$) healing conditions. All cross-sections are 25 km deep and 16 km wide.
Figure 3.5. Sensitivity of damage zone dimensions to healing effectiveness ($\alpha_{ch}$). The width of the DOF damage decreases in simulations with ineffective healing (higher $\alpha_{ch}$), and the depth of the LAF damage (during the interseismic stage) increases in simulations with ineffective healing (higher $\alpha_{ch}$).

3.3.2 Fault zone evolution patterns and temporal stability of fault stepovers

Strike-slip fault systems evolve over time. As total offset increases, asperities and other frictional barriers to slip are reduced, segment length increases, en-echelon segments coalesce, and the fault straightens and simplifies, reducing overall resistance to slip. Detailed mapping of active and exhumed fault zones (e.g., Tchalenko, 1970; Chester et al., 1993; Sibson, 2003) indicate that the internal structure of fault zones evolves from distributed deformation and band-limited fractal structures, through localization to principal slip zones, to mature large-scale faults with tabular damage zones and narrow cores of ultra-cataclasite (Lyakhovsky and Ben-Zion, 2009). The structural evolution of fault systems is also characterized by evolving seismicity.
patterns and fault slip-rate. The slip rate along any new propagating fault by definition must experience a finite period of acceleration, and as it matures and the slip resistance decreases, the fault will accelerate to some steady state slip rate until the tectonic driving force or the fault configuration changes. Ben-Zion and Sammis (2003) describe fault evolution through localization as an eventual consequence of strain weakening rheology, common in crustal materials. However, due to data limitations various aspects of fault evolution are not well understood, and clear distinctions of evolution stages and definitions of mature and immature faults are lacking.

Our previous simulations of damage zone evolution indicated that newly formed and propagating fault segments undergo a very short stage of complexity increase and DOF damage build-up (Finzi et al., 2009). During this early stage strain is distributed within widening damage zones, and fault segments interact to form damaged linking zones. Based on the simulated evolution of the DOF damage width, we previously suggested that this complexity-increase stage ends when the fault has accumulated an offset of about 0.05-0.1 km and is thereafter followed by a long-term state of complexity decrease. Acknowledging that the above time scale is short, we recently analyzed the depth extent of the LAF damage and the slip-rate evolution as additional indicators of fault evolution. We also examined the sensitivity of these fault evolution time scales to variations in the healing parameters. Our analysis indicates that the LAF damage reaches its maximum (co-seismic) depth extent (i.e. the fault core extends to the bottom of the seismogenic zone during large seismic events) after the fault has accumulated an offset of about 0.1-0.2 km, with little sensitivity to the applied healing parameters. Even though the DOF in our simulations fully forms before the LAF damage reaches its maximum extent, the similarity in time scales of these evolution indicators suggests that damage zone width may be used as an indicator for the establishment of the damage zone at depth. The long-term (tectonic) slip-rate in our simulations is first achieved after the first system-size earthquake on the fault ($t=1500$ years in Fig. 3.6) followed by a significant decrease in slip rate. After the accumulation of approximately 0.1 km of strike-slip offset ($\sim 3000$ model years), the fault experiences $\sim 2000$ years of relatively small slip rate fluctuations around the tectonic slip-rate (Fig. 3.6). This occurs when the fault DZ is almost fully established, and it may indicate that the fault is starting to
mature (i.e. the fault is transitioning into a state of complexity decrease). After this transition the slip rate experiences several large fluctuations that slowly subside until the rate stabilizes at the long-term rate or until the system is perturbed by a change in fault configuration. Our results indicate that modeled fault systems maintain a near tectonic slip rate only after deformation has localized along narrow slip-zones and after the faults are fully formed down to the bottom of the seismogenic zone. While the healing parameters do not have a significant effect on the time scale of slip rate evolution in our simulations, the complexity of the fault system does affect the magnitude of slip rate fluctuations. The results shown in figure 3.6 are from a simulation of a segmented (complex) fault system with relatively ineffective healing ($\alpha_{ch}$=0.5). Simulations with a simple through-going fault yield similar time scales of slip rate evolution (i.e. slip rate stabilizes on the tectonic slip rate when the offset reaches ~0.1 km), but they display much smaller slip fluctuations. Simulations with effective healing are expected to evolve into simple fault systems and therefore should also yield relatively small slip rate fluctuations. Short time scales for damage zone and slip rate maturation are supported by various studies of exhumed fault zones that show slip localization within narrow core zones along small faults with minor (< 1 m) offsets (e.g., Evans et al., 2000). The great structural similarity between these faults and large faults with offsets and lengths greater by several orders of magnitude (e.g., the Punchbowl Fault, Chester et al., 1993) indicates that localization to a narrow core zone occurs at a very early stage of shear deformation.
Figure 3.6. Slip-rate and damage zone evolution with time. Slip rate averaged over several earthquake cycles (red), geologic (cumulative) slip rate since the formation of the fault system (green), DOF damage width (yellow) and LAF damage maximum (coseismic) depth extent (blue). The damage zone width and depth are normalized to their value at the end of the simulation. These dimensions and the slip rate initially increase rapidly (in association with the first large earthquake), then the slip rate fluctuates around the tectonic rate eventually approaching the long-term geologic rate (32mm/yr). The healing parameters in this simulation correspond to $\alpha_{ch}=0.5$, $\tau_h=30$ yr.

The time scale outlined above describes the structural evolution of a single fault segment, and it does not incorporate the effect of large-scale persistent fault complexities that may impede localization. To study this effect we constructed a series of models simulating deformation patterns associated with a stepover zone between two en-echelon strike-slip fault segments. As with our previous simulations (Finzi et al., 2009), we find that large volumes of damage within
the stepover zones exhibit ongoing interseismic deformation and distributed inelastic strain. Our current results show that these deformation patterns suppress earthquake propagation and strain localization within the stepover zone resulting in a significantly slower process of complexity reduction and fault system maturation. Eventually, through-going faults may bridge the stepover zone and the tips of the en-echelon fault segments may re-align and link into a contiguous curved fault, however this process is strongly dependent on the effectiveness of healing processes along the fault zone.

In simulations with parameters that favor effective (near-complete) healing and yield low interseismic damage levels, fault stepovers evolve quickly into a single, contiguous fault segment that rapidly retains the characteristics of a mature fault segment (Fig. 3.7). In simulations with settings that favor ineffective (limited) healing, fault stepovers persist, slowing the simplification of the fault geometry (Fig. 3.7). Figure 3.7 compares the evolution of fault stepovers experiencing effective (top; $\alpha_{ch}=0.4$) and ineffective (bottom; $\alpha_{ch}=0.7$) healing, showing snapshots of the fault structure at 5 km depth during the initial 6000 model years after the formation of the stepover (imposed as initial conditions in our simulations). It is apparent from the top panel in Figure 3.7 that with effective healing the en-echelon faults link rapidly and the stepover is readily gapped changing the original structure to a through-going fault that localizes deformation. This active contiguous fault exhibits damage levels significantly higher than its surrounding residual damage. Setting the healing to be inefficient (bottom panel of Figure 3.7) results in a persistent stepover which displays an array of active secondary faults within the original stepover structure. The original en-echelon faults show no sign of evolution after 5000 years (0.16 km of cumulative offset), suggesting that while damage accumulates within the stepover it does not localize deformation on one through-going fault and does not yield a reduction in fault complexity. Extrapolating this pattern to longer time scales leads us to speculate that with very limited healing, stepovers and other fault complexities may only grow with time and they are not expected to become inactive or to yield localization of deformation on a through-going (mature) fault. This evolution pattern would yield long-lasting basins or push-up swells with ongoing internal deformation, as is widely observed along segmented strike-slip faults.
Figure 3.7. Damage maps (at a depth of 5 km) displaying two evolving stepover zones along two segmented strike-slip faults representing effective (top, $\alpha_{ch}=0.4$) and ineffective (bottom, $\alpha_{ch}=0.7$) healing conditions. While effective healing (top) leads to rapid smoothing of the fault system and turns the stepover into an inactive structure, ineffective healing keeps the stepover structure active and the fault system remains segmented throughout the duration of the simulation. All maps are 70 km long (along strike) and 50 km wide.

3.4 Discussion and conclusions

Using an analysis of our damage rheology healing parameters, fault-zone geophysical observations, and numerical simulations, we have evaluated how material healing affects fault zone complexity, damage zone structure, and long-term fault system evolution.
Healing effectiveness controls both the dimensions of the fault damage zone (Fig. 3.5) and the complexity of the fault system in our simulations (Fig. 3.7). This suggests that observable structural characteristics of a fault system and long-term evolution patterns may be linked with fault zone properties and conditions that control gouge-scale healing processes. Establishing such a link would yield a powerful tool to study fault systems where detailed observations of fault zone properties are not available. Furthermore, such a link could help in evaluating the temporal stability of complex fault configurations and local fault structures such as stepovers. Additional postseismic and interseismic observations of fault zone material properties correlated with maps of fault structures and strain distribution within fault systems are needed to study the spatial and temporal characteristics of such a link. It should also be noted that actual interseismic damage levels are not solely determined by material properties ($\alpha_{ch}$, $C_1$ and $C_2$), and the variability of damage levels within simulated and observed fault systems also reflects local variations in fault zone conditions (e.g., rock type, loading geometry, fluid content, temperature). While we can represent such heterogeneities in our simulations, our numerical model does not account for fluid content and rock-fluid interactions. In fact, our healing formulation generalizes the role material properties and conditions play in the healing process, and it does not describe specific strengthening mechanism such as fracture closure, grain rearrangement, compaction, and pressure solution (e.g., Beeler and Hickman, 2004; Yasuhara et al., 2005; Chester et al., 2007).

The fault stepover simulations here and in Finzi et al. (2009) show extensive damage and elasticity degradation sustained over many earthquake cycles. Simulated tensional stepovers exhibit damage patterns consistent with intense tensile fracturing and dilation, and are expected to sustain enhanced permeability. Such damage patterns are consistent with recent structural evolution models for dilational stepovers (De Paola et al., 2007), and with studies of permeability evolution patterns along segmented faults (Micklethwaite and Cox, 2004; Sheldon and Micklethwaite, 2007). We suggest that healing effectiveness has an important effect on the structural properties and temporal stability of fault stepovers, and therefore may have important implications for earthquake propagation and seismic hazard studies. We further suggest that
long-lived stepover zones represent unfavorable conditions for healing that should also correlate with significant material weakening down to the lower parts of the seismogenic zone.

Ben-Zion et al. (1999) and Lyakhovsky et al. (2001) suggested that the ratio between healing and loading timescales controls fault zone complexity, where relatively fast healing and slow loading results in a disordered fault system. However, our results indicate that for fault zone rocks with healing timescales that vary by one order of magnitude, and even less variability in loading time scales, healing effectiveness plays a more dominant role in determining the properties of the evolving damage zones. In our simulations, effective healing (associated with low inter-seismic damage levels along fault segments) produces wide, shallow damage zones. However, our simulations indicate that faults with effective healing rapidly supersede pre-existing stepovers, whereas ineffective healing (high residual damage levels) produces fault systems with long-lived stepovers. In the effective healing case, a stepover is permanently weak to only a shallow depth. Below a few kilometers, confining stresses are large and the fault zone heals rapidly to the (low) characteristic damage level. The stepover has less of an influence on the propagation of large ruptures, which break through it, eventually allowing a through-going fault to form. Residual damage persists in this case only in the top few kilometers of the shallow, inactive stepover zone. Our results, based on fully 3D simulations and a wide range of healing parameters, provide important refinements to the earlier general findings of Lyakhovsky et al. (2001) and Ben-Zion et al. (1999), which were based on simpler 2D simulations. The current study also improves on the analysis of Finzi et al. (2009), by demonstrating that co-varying both healing parameters ($C_1$ and $C_2$ of equations 3.2-3.5) to obtain a large range of values of the characteristic residual damage level $\alpha_{ch}$, profoundly affects the modeled damage zone structure and fault system evolution.

While possible links between observable fault structures and long-term deformation patterns require additional support from fault zone observations and further numerical analysis, the following features of fault zone structure and evolution appear to be robust in our simulations and are well supported by field observations:
Fault zone healing is very rapid with most (>50%) of the healing occurring within hours to days after an earthquake. In addition, fault zones exhibit a wide range of quasi-steady state interseismic damage levels, with $\alpha$ between (approximately) 0.25 and 0.65 (i.e., a rigidity reduction of 25%-65%, and shear wave velocity reduction of 15%-40%).

Healing effectiveness is an important factor in the evolution of fault damage zones. Conditions favoring complete healing yield wider DOF damage in the top few kilometers of the crust and shallower fault-core LAF damage, whereas conditions favoring ineffective (limited) healing yield narrower DOF damage and deeper LAF damage zones.

Healing effectiveness is an important factor in the temporal stability of fault stepovers. Fault complexities such as stepover zones are expected to be shorter-lived if fault zone conditions favor more complete healing.

Active fault stepovers typically consist of damaged material down to the lower seismogenic zone, and should be detectable seismically and geodetically. Obtaining more information regarding material properties within stepover zones would aid future analysis of fault zone healing and fault system evolution.
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Summary

Numerical simulations incorporating damage evolution in the crust and various rheologies at depth are used to explore the effects of lateral contrasts in lithosphere rheology on the growth and evolution of strike-slip fault systems. Using long-term fault evolution models, we address recent hypotheses regarding asymmetric interseismic velocity profiles, the effects of crustal elasticity contrasts on fault propagation and damage distribution. We assess whether rheological contrasts cause asymmetric shear and damage zone structure, whether evolving strike-slip faults migrate toward and propagate along rheological interfaces, and how these effects may influence interseismic surface velocities.

We find that reasonable contrasts in lithosphere elasticity have only a minor effect on the symmetry of damage or the propagation of faults. Contrasts in effective plate thickness or viscosity structure attract propagating faults, which tend to locate about 1 to 5 km from the interface, in the thinner plate (or the side with lower viscosities). Brittle damage is more extensive on the thin-plate (or low-viscosity) side of the fault. In the lower crust and mantle, viscosity contrasts induce the formation of broad but high strain-rate shear zones, which may be offset from the material interface by up to 10 km. In addition, our results demonstrate how models with reasonable contrasts in viscoelasticity explain marked asymmetry in interseismic GPS velocities (for example, across the North Anatolian Fault in the Marmara Sea), and that extreme contrasts in elasticity are not required. Finally, we show that models of asymmetric interseismic deformation in which the fault trace is assumed to coincide with the material interface may lead to an erroneous interpretation of GPS surface velocity data.

3 A version of this chapter will be submitted for publication. Finzi, Y. and Hearn, E.H. Effect of lateral rheological contrasts on damage zone structure and surface deformation around strike-slip faults.
4.1 Introduction

Major faults often juxtapose materials that have different physical properties. Some strike-slip faults, such as the San Andreas, Alpine and Philippine faults, juxtapose oceanic lithosphere and continental lithosphere, and are associated with material contrasts over very large (lithosphere) scales (Le Pichon et al., 2005). For large offsets, such large-scale material interfaces could be due to the action of the fault itself, moving different materials large distances along strike. However, such interfaces may occur with small total offsets if propagating ruptures migrate toward bi-material interfaces (Brietzke and Ben-Zion, 2006; Armijo et al., 1998; Sengor et al., 2005; Lyakhovsky et al., 1994). A smaller-scale bi-material interface may result from large damage zones generated by repeated earthquakes, because faults tend to localize on one side of such damage zones (e.g., Ben-Zion and Andrews, 1998; Ben-Zion and Sammis, 2003).

Geodetic measurements of deformation around strike-slip faults appear consistent with such asymmetry and deviates from the predictions of uniform or layered elastic dislocation models (Meade et al., 2002; Savage et al., 2004; Le Pichon et al., 2005; Fialko, 2006; Wdowinski et al, 2007). Some studies have suggested that the observed, asymmetric deformation patterns may result (or partly result) from the existence of intensive damage along large fault zones (Le Pichon et al., 2003; Fialko, 2004). Jolivet et al. (2008) and Le Pichon et al. (2003) suggest that along certain sections of the Altyn Tagh Fault in Tibet, and the North Anatolia Fault Zone in Turkey, the ratio of rigidity of the juxtaposed rocks is between 5 and 10 (based on the assumption that the asymmetry is due to a contrast in lithosphere rigidity). As this ratio is far greater than expected rigidity contrast across continental strike-slip faults (Ben-Zion and Andrews, 1998; Hauksson, 2000), other conditions probably contribute to the asymmetric pattern of deformation. Such conditions may include contrasts in viscosity across the faults, variations in the effective plate thickness, effects of an asymmetric gouge and damage zone, variations in fault dip, and enhancements of the rigidity ratio by dynamic effects (e.g., Li and Rice, 1987; Lisowski et al., 1991; Fialko et al., 2001, 2005; Schmalzle et al., 2006).

To investigate how material interfaces with variable rigidity, viscosity and effective elastic plate thickness affect surface deformation, damage distribution and fault migration we perform a series of numerical simulations applying damage rheology. In the following sections we test three central hypotheses regarding the effects that bi-material interfaces have on the
structure and deformation patterns of strike-slip faults. Our simulations test whether fault-zone structures along various types of material interfaces are symmetric or asymmetric (section 4.3.1), and whether the evolving faults tend to migrate toward and propagate along the interfaces (section 4.3.2). Simulations are also used to characterize the surface velocity profiles across strike-slip faults located along material interfaces (section 4.3.3).

4.2 Methods and model set-up

4.2.1 Numerical model and damage rheology

We apply damage rheology to simulate evolving strike-slip faults in a 3D layered model domain. Our numerical model (Lyakhovsky et al., 1997a, b, 2001) is based on the emerging interdisciplinary view that the brittle portion of the Earth's lithosphere is “damaged” in the sense that it contains an internal distribution of microcracks, joints and faults. During continuing deformation (e.g. shearing), the material around such structures is subjected to large stress concentrations which necessarily lead to increased cracking (damage accumulation) and a reduction of the elastic strength. Subsequently, when shear stresses drop (e.g., after a seismic failure of a fault), the internal damage undergoes healing which increases the elastic strength of material. This model provides a self-consistent physical framework for studying the coupled evolution of fault structures and earthquakes in an upper crust that exhibits inelastic processes such as creep and off fault damage, and that is affected by viscoelastic processes in the underlying lower crust and mantle. In this model, an evolving damage variable ($\alpha$) quantifies the extent of internal damage and modifies the elastic properties of crustal material, simulating the creation and healing of faults. This scalar variable ($\alpha$) reflects the extent of strength degradation due to crack formation and opening, with $\alpha = 0$ indicating undamaged rock and $\alpha = 1$ corresponding to a complete strength loss. The damage rheology and our numerical model are briefly described below. For further details and selected applications of this model we refer to previous publications (Lyakhovsky et al., 1997a, b, 2005; Hamiel et al., 2004; Ben-Zion and Lyakhovsky, 2006; Finzi et al., 2009).
To account for the evolution of material properties, the damage rheology model introduces a third elastic modulus ($\gamma$) and makes the elastic rigidity ($\mu$) a function of the damage state variable, as follows:

$$
\lambda = \lambda_0 = \text{constant};
$$

$$
\mu = \mu_0 + \alpha \cdot \gamma_m \left( \xi_0 - 0.5 \xi \right) \approx \mu_0 \left( 1 - \alpha \right); \quad (4.1)
$$

$$
\gamma = \alpha \gamma_m;
$$

where $\lambda$ and $\mu$ are the Lamé parameters of linear Hookean elasticity, and $\xi = I_1/\sqrt{I_2}$ is the strain invariants ratio ($I_1=\varepsilon_{kk}$ and $I_2=\varepsilon_{ij}\varepsilon_{ij}$ are the first and second invariants of the elastic strain tensor $\varepsilon_{ij}$). The parameter $\xi_0$ separates states of material degradation ($\xi > \xi_0$) and healing ($\xi < \xi_0$) associated with positive and negative damage evolution, respectively. As the damage variable $\alpha$ increases, the shear modulus $\mu$ decreases, Poisson’s ratio $\nu$ increases, and the modulus $\gamma$ increases from 0 (damage free) to $\gamma_m$, amplifying the non-linearity of rock elasticity.

A typical model setup consists of a layered seismogenic crust governed by damage rheology, underlain by a viscoelastic upper mantle governed by a power-law rheology. The material properties in our simulations reflect the common lithologies of the continental lithosphere (e.g., quartz-diorite (upper crust), diabase (lower crust) and olivine (upper mantle)), and simplified Newtonian rheologies representative of the mantle (Table 4.1). The boundary conditions apply a variable force on the sides and bottom of the model domain to simulate a lithospheric-scale plate boundary outside the model domain with a variable degree of strain localization where the plate boundary intersects the model domain, and far-field plate velocities comparable to the San Andreas Fault (Lyakhovsky et al., 2001). The driving forces are proportional to the mismatch (slip-deficit) between the far field plate motion and displacement of the boundary nodes, multiplied by a boundary stiffness parameter (Finzi et al., 2009). Unlike the constant velocity or constant stress conditions, our variable force boundary condition accounts for stress accumulation and strain-rate decrease during the interseismic periods, as well as abrupt stress reduction at the model boundary during seismic events.
4.2.2 Model set-up

To investigate the lithospheric conditions in which asymmetric deformation patterns form, we simulate fault evolution in model domains with five types of material interfaces. In these simulations we investigate the effects of contrasts in rheology, which we impose by varying both rheologies and crustal thickness. In addition to idealized elastic and Newtonian viscoelastic materials with a range of viscosities, we model several experimentally determined power-law rheologies for the crust and mantle. The material parameters for these flow laws are given in Table 4.1, and profiles of effective viscosities produced by these flow laws are shown in Figure 4.1 (for high and low strain rates). Simulated effective viscosity values in our models are spatially variable (e.g., lower in areas of high strain rates), and do not vary simply with depth and temperature, as in Figure 4.1.

Results from simulations with lateral rheological contrasts are compared with deformation patterns in laterally homogeneous simulations. The latter simulations involve a layered model with a 3 km thick sediment layer (material S in Table 4.1), diabase crust down to 20 or 40 km (material C in Table 4.1) and a Newtonian mantle (material M1 in Table 4.1) extending down to the bottom of the model domain (z=50 Km). In these simulations the boundary conditions induce shear localization (and fault nucleation) near the center (x=40 km) of the front/back faces of the domain boundary (at y= 0 and y=150 km).

Five model categories incorporate the following types of lateral contrasts:

A. Material interface in the crust. In these simulations the entire crust (modeled to 20 km depth) is represented by a diabase flow law, but a rigidity contrast is imposed (that is, materials C1 and C2 are juxtaposed, see Table 4.1). The mantle is modeled as laterally homogeneous (using either material M4 or M2 in Table 4.1). In other simulation categories (AB and D), we juxtapose quartz-diorite and diabase rheologies in the crust, resulting in a contrast in both the rigidity and the effective viscosity. The resulting rheological contrast is described below.
B. Material interface in the mantle. For simple, idealized models, the mantle is treated as Newtonian, and mantle viscosities of $10^{19}$ Pa S and $10^{23}$ Pa S are juxtaposed (i.e., materials M$_1$ and M$_2$ in Table 4.1). In these models the crust (material C in Table 4.1) is 35 km thick. A second suite of models in this category juxtaposes wet and dry olivine rheologies in the mantle (M$_3$ and M$_4$, Table 4.1). In these models the crust is 20 or 35 km thick. Figure 4.1 shows that these power law rheologies should produce a significant contrast in effective viscosity across the interface ($10^{21}$ Pa S and $2 \times 10^{22}$ Pa S at the Moho). We indicate the crust thickness and the rheologies for specific models whose results are shown in the figures, and address how parameter variations influenced results in the discussion section.

AB. Material contrasts in both the crust and the mantle. A crustal rigidity contrast (between materials C$_1$ and C$_2$) and Newtonian mantle rheologies (M$_1$, M$_2$) were assumed in one suite of models of this category. In another suite of models, lateral contrasts in power-law crust (C$_1$, C$_3$) and mantle (M$_3$, M$_4$) rheologies were modeled. At a low strain rate ($10^{-15}$ /s) the diabase rheology in our simulations (C-C$_2$) displays a high effective viscosity (above $10^{23}$ Pa s) to a depth of 22 km, tapering to $10^{20}$ Pa s at 30 km depth (Fig. 4.1, note that the effective viscosities are lower for higher strain rates). The quartz-diorite rheology (C$_3$) produces effective viscosities that are about 20 times smaller at a given depth (Fig. 4.1). Juxtaposing rheologies C$_1$ and C$_3$ produces a 3-4 km step in the effective elastic plate thickness, where the “plate” is defined as crust with an effective viscosity greater than $10^{23}$ Pa s or a differential stress exceeding 100 MPa. (This assumes a strain rate of $10^{-15}$ /s. Since strain rate varies spatially in our models, the lateral rheological transition will be more complex). Rheologies we use in specific AB models are indicated where results from these models are shown and discussed.

C. An interface in crust thickness, juxtaposing a thin crust (Moho at 15 km) against a thick crust (Moho at 35 km). The crust is modeled with material C. The mantle in these simulations was chosen to be a low-viscosity, Newtonian rheology (M$_2$ in Table 4.1). The effective elastic thickness is 15 km on the thin-crust side and about 22 km on the side
with the thicker crust. The thickness and density of the sedimentary layer were calculated with a condition of lithostatic equilibrium across the interface.

D. A weakened crustal fault-zone and low-viscosity mantle shear zone embedded in the lithosphere. The width of this zone was set at 2 km in the crust and 5 km in the mantle, so that it is represented by 1 to 3 model elements. The crust in these simulations is 35 km thick. Rheologies used in these simulations were of types C₃ and M₂ for the low-viscosity zone, and C and M₁ for the crust and mantle outside this zone. The shear zone effective viscosity in the mantle is 10⁴ times lower than that of the surrounding mantle, and in the crust it is lower than that of the surrounding crust by about a factor of 20. In the seismogenic crust (top 15-20 km), the C and C₃ flow laws both yield very large viscosity values, so brittle failure dominates, and the rigidity contrast becomes more important than the viscosity contrast.

In all simulations we set the boundary conditions to simulate relative plate motions of ~30 mm/yr. In models we run to characterize the damage zone structure and the surface velocity field around faults at material interfaces (Section 4.3.1), we align the interface with the fault trace predicted by models that were run without lateral contrasts. In many of these simulations, the boundary conditions concentrate strain near the centers of the north, south, and bottom model boundaries. This generally results in a single, long fault segment, rather than a segmented fault with numerous steps and bends. The material interface in such simulations is situated along the line connecting the fault nucleation sites on the model boundaries. In other simulations we apply boundary conditions that induce a linear velocity gradient on the north and south domain boundaries, allowing fault nucleation and localization to occur anywhere within the domain. As with the models with localized strain at the model boundaries, we align the material interface along the longest fault segment that formed in the homogeneous simulation.

To investigate the conditions under which a fault zone might propagate to and then along a rheological contrast (Section 4.3.2), we vary the orientation of the various interfaces and their proximity to locations of imposed, high strain rates (i.e., seeded faults) at the model boundaries. In these simulations we typically initialize the simulation with the material interface misaligned
with the expected trace of the fault (based on simulations with homogeneous lithosphere), offset by 1-10 km from the expected fault nucleation sites at the model boundaries, or we apply boundary conditions that do not localize strain (allowing fault nucleation to occur anywhere within the domain).

<table>
<thead>
<tr>
<th>ID</th>
<th>description</th>
<th>E (GPa)</th>
<th>ν</th>
<th>A (MPa·s⁻¹)</th>
<th>n</th>
<th>Q (kJ·mol⁻¹)</th>
</tr>
</thead>
<tbody>
<tr>
<td>S</td>
<td>sediment</td>
<td>40-50</td>
<td>0.3</td>
<td>1.00E-13</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>C</td>
<td>crust</td>
<td>80</td>
<td>0.3</td>
<td>0.126</td>
<td>3.05</td>
<td>276</td>
</tr>
<tr>
<td>C₁</td>
<td>‘strong’ crust</td>
<td>88-92</td>
<td>0.3</td>
<td>0.126</td>
<td>3.05</td>
<td>276</td>
</tr>
<tr>
<td>C₂</td>
<td>‘weak’ crust 1</td>
<td>60-72</td>
<td>0.3</td>
<td>0.126</td>
<td>3.05</td>
<td>276</td>
</tr>
<tr>
<td>C₃</td>
<td>‘weak’ crust 2</td>
<td>60-80</td>
<td>0.3</td>
<td>1.25</td>
<td>2.4</td>
<td>212</td>
</tr>
<tr>
<td>M₁</td>
<td>Newtonian ‘strong’ mantle</td>
<td>150-180</td>
<td>0.3</td>
<td>1.00E-17</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>M₂</td>
<td>Newtonian ‘weak’ mantle</td>
<td>100-150</td>
<td>0.3</td>
<td>1.00E-13</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>M₃</td>
<td>Power-law ‘strong’ mantle</td>
<td>150-180</td>
<td>0.3</td>
<td>7.00E+04</td>
<td>3</td>
<td>520</td>
</tr>
<tr>
<td>M₄</td>
<td>Power-law ‘weak’ mantle</td>
<td>100-150</td>
<td>0.3</td>
<td>1.90E+03</td>
<td>3</td>
<td>420</td>
</tr>
</tbody>
</table>

Table 4.1 Material properties used in our numerical simulations. To test the effect of a range of rigidity ratios we varied the Young’s Modulus of crust and mantle rheologies as shown in the table. Crustal material C is based on a diabase flow law (Carter & Tsenn, 1987), crustal material C₃ is based on a quartz-diorite flow law (Carter & Tsenn, 1987), mantle material M₃ is based on an upper mantle (olivine) flow law (Kirby and Kronenburg, 1987), and mantle material M₄ is based on a wet olivine flow law (Karato et al., 1986).
Figure 4.1 Effective viscosity profiles for wet and dry crust (a) and mantle (b), for flow laws used in our models (Table 4.1). A geothermal gradient of 20 degrees per km is assumed, and profiles for two different strain rates are shown for each rheology. Our models yield spatially heterogeneous strain rates, and at a given depth, effective viscosities will be lower near the fault zone.
4.3 Results

We simulate fault (and associated damage zone) evolution for the five categories of laterally heterogeneous models described above. In most cases, the main fault evolves in the softer material, adjacent to the material interface. Damage and elevated shear strain rates at depth are primarily confined to the softer side of the interface, resulting in asymmetric surface deformation.

4.3.1 Damage zone asymmetry and fault location relative to the material interface

Because long fault segments follow the material interface in these models, the damage zone structure is fairly consistent along strike for distances that are long relative to the width of the damage zone. Still, the distribution of shallow damage along natural fault zones such as the Eastern California Shear Zone does vary to some degree along strike (Cochran et al 2009, Barbot et al., 2009) and our earlier models show such variations as well (Finzi et al., 2009). Our model elements may fail in small earthquakes at any time, leading to local heterogeneities in damage levels at a particular snapshot in time. To minimize these effects, we average several profiles to characterize surface velocity profiles and lateral offsets between the fault core and the material interface (Table 4.2).

To quantify the asymmetry of the damage zone we compare the extent of distributed shallow damage on (1) the weak and strong sides of the material interface, and (2) either side of the fault core. The damage zone widths on the weak and strong sides ($D_w$ and $D_s$, respectively) are used to define $S_i$, a ratio of damage symmetry relative to the material interface ($S_i = D_w/(D_w + D_s)$). $S_i$ is 1 if all the damage is on the weak side of the interface, and 0.5 if the damage distribution is symmetric (relative to the interface). As the fault core does not typically coincide with the material interface, the ratio defined above does not indicate whether the damage is symmetric relative to the fault core. For this we also evaluate the damage zone symmetry relative to the fault core, $S_{fc} = D_l/(D_l + D_r)$, where symmetry ratios of $S_{fc} > 0.5$ indicate that more damage evolved away from the interface (on the left side of the faults in Figure 4.2), and symmetry ratios of $S_{fc} < 0.5$ indicate that more damage evolved on the faults side nearer to the
interface (right side of the fault in Figure 4.2). In Table 4.2 we indicate the range of symmetry ratios and offset between the fault core and the material interface for each category of model.

Figure 4.2 Determining damage zone asymmetry measures $S_1$ (a) and $S_{fc}$ (b). The shaded region indicates the stronger material. O is fault offset relative to the material interface.
<table>
<thead>
<tr>
<th>Interface type</th>
<th>Symmetry relative to interface ($S_i$)</th>
<th>Symmetry relative to fault core ($S_{fc}$)</th>
<th>Offset (km)</th>
<th>Comments</th>
</tr>
</thead>
<tbody>
<tr>
<td>A (crustal interface)</td>
<td>0.55-0.6</td>
<td>0.5-0.55</td>
<td>0-2</td>
<td>Crustal rigidity contrasts of ~20% have limited effect on damage zone (DZ) structure (Fig. 4.3a).</td>
</tr>
<tr>
<td>B (mantle interface)</td>
<td>0.6-0.75 (0.55-0.85)</td>
<td>0.3-0.5 (0.15-0.6)</td>
<td>0-5</td>
<td>The fault zone and distributed damage evolve on the low viscosity side of the interface (Fig. 4.3b, 4.3c).</td>
</tr>
<tr>
<td>AB</td>
<td>0.85 (0.65-1)</td>
<td>0.35-0.5 (0.3-0.55)</td>
<td>2-10</td>
<td>The fault zone and distributed damage evolve on the weak side of the interface (Fig. 4.3d).</td>
</tr>
<tr>
<td>C (contrast in crustal thickness)</td>
<td>0.85 (0.7-1)</td>
<td>0.55-0.6 (0.45-0.75)</td>
<td>2-5</td>
<td>The fault zone and widely distributed damage evolve on side with the thin crust (Fig. 4.3e).</td>
</tr>
<tr>
<td>D (fault and shear zone)</td>
<td>0.5-0.55</td>
<td>0.5-0.55</td>
<td>0</td>
<td>Values are similar to those of a fault in a homogeneous model (Fig. 4.3f).</td>
</tr>
</tbody>
</table>

**Table 4.2** Asymmetry of fault damage zones along material interfaces. Where large variations in the symmetry ratio are observed along strike, the range of the measured ratio is given in parentheses. Measured offsets indicate the horizontal distance between the main fault zone (at seismogenic depth) and the material interface.

Figure 4.3 shows representative cross-sections showing damage distribution along simulated faults in all model categories. Bi-material interfaces near or along active faults can induce asymmetric distribution of damage relative to the fault core and the material interface (Table 4.2). In simulations with no viscosity contrasts but with a crustal rigidity contrast (category A models), only a subtle damage zone asymmetry was observed, even where significant rigidity contrasts were applied (22.5 GPa and 37.5 GPa for the juxtaposed crustal...
materials). The damage zone was slightly more asymmetric ($S_{fc}$ reached 0.55-0.6) in models with extreme rigidity contrasts (15-19 GPa and 45-60 GPa). Our results were insensitive to variations in crustal rigidity within the more realistic parameter range (i.e., with rigidities stated in Table 4.1). For the model shown in Figure 4.3a, the modeled rigidities were 27 GPa and 35 GPa.

Category B simulations (for both Newtonian and power-law rheologies) yielded asymmetric damage zones with $S_i$ values of 0.55-0.85, and with along-strike variations in the location of the fault core relative to the shallow damage and the material interface ($S_{fc}$ values of 0.15-0.6; see Fig. 4.3b and 4.3c).

We find that in simulations where the fault core is significantly offset from the material interface (simulations of type B and AB), the damage zone is asymmetric relative to both the fault core and the interface as the shallow damage typically evolves between the fault core and the material interface (e.g., Fig. 4.3c). An important exception was found in some category AB simulations with power-law crustal rheologies ($C_1$, $C_3$, $M_3$, and $M_4$). In these simulations, several sections of the fault were offset from the interface by 6-10 km, and displayed near-symmetric damage distributions around the fault core ($S_i=0.8-1$, $S_{fc}=0.45-0.55$; e.g., Fig. 4.3d). Simulations of category AB without a viscosity contrast in the lower crust ($C_1$, $C_2$, $M_1$, $M_2$) formed damage zones centered between the fault core and the interface and displayed smaller offsets (2-6 km), lower $S_i$ values (0.65-0.8) and lower $S_{fc}$ values (0.3-0.5). For the model shown in Figure 4.3d (type AB), the modeled rigidities were 27 GPa and 33 GPa.

Category C simulations typically formed a fault core 2-4 km from the interface (on the thin crust side) with shallow damage being widely distributed and asymmetric relative to the fault and interface ($S_i=0.8-0.9$, $S_{fc}=0.5-0.6$; e.g., Fig. 4.3e). Simulations with an embedded localized fault and shear zone (category D models) produce symmetric damage zones which were not offset relative to the fault core.
Figure 4.3 Damage zone structures along various types of material interfaces. Cross-sections of damage level along interfaces that constitute: (a) crustal rigidity contrast (type A in Table 4.2), (b, c) mantle viscosity and rigidity contrasts (type B), (d) rigidity and viscosity contrast in crust and mantle (type AB), (e) contrast in lithospheric structure (type C), (f) embedded fault and shear zone with low rigidity and viscosity (type D). All cross-sections display an area 18 km wide and 26 km deep, and dashed lines indicate the location (x coordinate) of the interfaces. The wide damage distributions at depth (panels d and f) are not realistic fault features, they are partly due to extrapolation (in plotting) and a coarse grid used in these simulations (2.5-4 km wide).
4.3.2 Fault propagation toward and along bi-material interfaces

Our simulations of category A with a crustal rigidity interface (20-40% contrast) indicate that faults that nucleate along such interface will tend to propagate along it as a simple continuous fault. Comparing such a simulation (Fig. 4.4a) with a homogeneous but otherwise similar simulation (Fig. 4.4b), shows that propagation along such interface may suppress the formation of stepovers that would offset the fault from the interface (in the absence of a material interface). In the homogeneous simulation (Fig. 4.4a) the faults that nucleate on the north and south boundaries of the domain form a stepover linking zone rather than linking directly as observed in the simulation with material interface (Fig. 4.4b). Other simulations (not in Figure 4.4) show that faults will: (a) diverge from such an interface where it is not aligned with the fault trace determined by regional stress (even if the fault nucleated on the interface and the interface deviates by only 15° from the its eventual strike), (b) not change the direction in which they propagate where they intersect such an interface, (c) not propagate to such an interface where it is 5-7 km from their nucleation site (even if the interface is aligned with the faults propagation track). A simulation consisting of an extreme rigidity contrast (with juxtaposed rigidities of 15 and 60 GPa) displayed fault evolution patterns consistent with the above observations (i.e. did not form a fault constrained to evolve along the interface). The variety of results described above lead us to conclude that a material interface consisting of a large (but realistic) crustal rigidity contrast does not have a significant effect on the geometrical configuration of evolving strike slip fault systems, and would not attract or modify the propagation path of individual faults.

In simulations with a material interface in the mantle (categories B and AB) we do not observe fault propagation to the material interface, except for minor readjustment of the fault where it is nucleated near the interface and on the high viscosity high rigidity side of it (Fig. 4.4d). However we do observe greater effect on the long term evolution of fault systems. The locus of deformation along segmented faults with distributed damage and faults that propagated sub-parallel to the interface seem to migrate (over time scales of several thousands of years) toward the interface, leaving other parts of the damage zone inactive (Fig. 4.4c). Such evolution patterns would also explain the wide distribution of shallow damage and the large range of offset between the fault core and the interface observed in these simulations (Fig. 4.3b-d, Table 4.2). Once a fault zone reaches such an interface (type B or type AB) which is aligned with its general
propagation path, the fault and damage zone will evolve along the interface with strain concentrated adjacent to the mantle interface (on the low viscosity side) and shallow damage distributed above the interface (type B) or on the side with the weaker crust (type AB).

In simulations with a contrast in crustal thickness (category C) evolving faults propagate to and along the material interface. This is observed in simulations where faults were nucleated on both sides of the interface at an offset of 5-7 km from the interface (Fig. 4.3e). In simulations where strain was not localized on the model boundaries, the faults nucleated near the lithospheric interface and propagated adjacent to the interface (on the side with the thin crust).

Similar fault propagation patterns are observed in simulations with embedded fault and shear zones (type D). Figure 4.4f shows a fault propagating along such interface that is not aligned with the fault trace observed in homogeneous simulations (not in Fig. 4.4). In this simulation the interface guided fault forms a right stepping, compressional stepover where the homogeneous simulation produces only left-stepping tensional stepovers. Figure 4.4f also shows how the faults propagated 7-15 km from their nucleation sites to the material interface before they started propagating along this interface. To get more information about the condition in which a type (D) interface controls fault propagation, we set up several variations of these simulations. First we found that a high viscosity, high rigidity channel has a similar effect on fault propagation, inducing fault propagation along (though not within) the embedded channel of strong material. We also found that if the embedded fault and shear zone are significantly unaligned with the expected fault strike (~20° from the fault trace in the homogeneous simulation) and if they are embedded ~10 km from the fault nucleation site in its compressional quadrant, the fault propagation path would not be significantly affected by the material heterogeneity. Insignificant fault-interface interactions were also observed in a simulation without an embedded crustal fault zone and with a slightly more subtle viscosity contrast (10^{19} and 10^{20} PaS, for the shear zone and mantle, respectively). However, other simulations with a mantle shear zone not overlain by a crustal fault zone, but where the viscosity contrast was more significant (10^{18} and 10^{23} PaS), the crustal fault formed directly above the mantle shear zone even though it was not aligned with the expected fault propagation path (forming a fault path identical to that in Fig. 4.4f).
We conclude that various types of material interface have a significant effect on the geometrical configuration of evolving strike slip fault systems and on the propagation path of individual faults. Particularly, simulated faults tend to propagate to and along contrasts in effective plate thickness, and where lithospheric-scale heterogeneities such as shear zones are embedded within the model crust and mantle. Mantle shear zones significantly affect the crustal deformation above and may induce fault propagation to and along their path even where they do not align with regional stress. However, our results also indicate that significant rigidity contrasts (up to ~20%) in the crust may not have a significant effect on fault propagation and fault-system evolution.

**Figure 4.4** Damage maps of simulated faults along various types of material interfaces. (a, b) Homogeneous and crustal rigidity contrast model (type A) showing some limited effect of the material interface on fault geometry. (c) The currently active fault (higher damage level) runs along the material interface while the initial fault (to its left) is less active. (d) In simulations with material contrast in crust and mantle, faults that were nucleated in the stronger side propagate into the weaker side and align with the material interface. (e, f) Faults that nucleate away from material interfaces of type C and D propagate to and then along the interface. In all panels the dashed white line indicates the position of the interface (left side weak), and the width of the area shown is 50 km across and 70 km (top three panels) or 150 km (bottom panels) along strike. All panels show damage at 6-10 km depth.
4.3.3 Asymmetric deformation patterns and surface velocities

In this subsection we examine strike-slip deformation patterns along material interfaces by calculating the strain rate and fault parallel velocity associated with faults that evolve along such interfaces. We describe our observations of strain localization along the various types of material interface, and quantify asymmetric distribution of deformation where it is observed.

The interseismic strain rate and velocity cross-sections in Figure 4.5 display significant localization of deformation along (or adjacent to) all types of simulated material interfaces. Regardless of the type of simulation (including homogeneous and all variations of heterogeneous models), the highest strain rates are observed in the seismogenic crust (typically at depths of 3-20 km). These strain localizations represent faults in our numerical simulations. Comparing Figures 4.5a and 4.5b we see that localization is enhanced along the material interfaces in the crust (Fig. 4.5a) and mantle (Fig. 4.5b). Particularly in the upper mantle (20-30 km depth) and in the lower crust (14-20 km depth), deformation is significantly more localized in simulations with a material interface.

An additional observation from simulations with interface types A, B and AB (Fig. 4.5a-c) is that while crustal deformation localizes on the material interface (or immediately to the weak side of it), mantle deformation may localize up to 10 kilometers from the interface. In Figure 4.5c, where mantle strain localization is offset by ~8 km and the weak lower crust displays distributed flow (z=22-30 km), crustal deformation is relatively distributed and asymmetric, with significant surface strain rates ($3\times10^{-14}$ sec$^{-1}$) extending much farther into the weak side (up to 9 km from the interface).

In simulations with a contrast in crustal thickness (interface type C), highly localized deformation (high strain rates in Fig. 4.5d) occurs in the thin crust near the interface with the thicker crust. The thick crust displays very little strain confined to the surface sediments near the interface. Above and below the thin crust, strain-rate and interseismic velocity are highly asymmetric relative to the material interface (and the fault core). At the surface, shear is highly asymmetric with some low gradient deformation (strain rates $>3\times10^{-14}$ sec$^{-1}$) extending as far as 30 km from the interface on the weak side. At 15-30 km depth, where mantle and crust are juxtaposed, strain is localized within a ~10 km shear zone centered about 5 km from the interface. In simulations with an embedded fault and shear zone (type D, Fig. 4.5e), deformation
is localized in the crust and upper mantle, it slightly diverges near the surface and it is widely distributed at the deeper part of the simulated mantle (z=40-50 km). The deformation around this type of material interface is symmetric at all depths.

To quantify surface velocity patterns we calculate the velocity symmetry ratio (defined below), we measure the offset between the location of maximum surface strain rate and the material interface, and we measure the distribution of surface velocity. As absolute surface velocity values directly depend on the actual boundary velocities (which may slightly differ from the far-field velocity applied in our boundary conditions, see Finzi et al., 2009), we refer to the velocities as percentages of the relative boundary velocity for each of the simulations. In this way, the area around a fault rupture which is bracketed by velocity contours of 12 mm/yr (in a simulation with boundary velocity of 14 mm/yr) is referred to as the shear zone in which 80-85% of the deformation occurs (see Fig. 4.6). In a similar way the shear zone in which ~55% of deformation occurs (assuming 14 mm/yr on the boundaries) is bracketed by the 8 mm/yr contours (Fig. 4.6). These two measures of the surface velocity distribution (shear zones encompassing ~55% and 85% of deformation) are used to determine the surface velocity symmetry ratio. The velocity symmetry ratio is calculated relative to the location of maximum (near-surface) strain rate, which best represents the location of the surface trace of a fault (Fig. 4.6). As with the damage symmetry ratio, a velocity ratio of 0.5 corresponds to symmetric distribution. The velocity patterns observed in simulations of the various material interface types are summarized in Table 4.3.
**Figure 4.5** Strain rate and velocity cross-sections of simulated faults along material interfaces. (a) Type A model showing high strain rates along the material interface and symmetric deformation. (b) Type B model showing increased shear localization in the mantle (compare to a), and slight asymmetry particularly in the far field (upper mantle and near surface). (c) Type AB model showing asymmetric deformation patterns. (d) Type C model showing shear localization within the thin crust (near the interface) and wide, asymmetric distribution of deformation in the upper mantle and near the surface of the thin crust side. (e) Type D model showing localized symmetric deformation within the embedded fault and shear zone. In all panels the dashed white line outlines the structure simulated, and the width of the area shown is 50 km across and 50 km deep.
Figure 4.6 Determining velocity profile asymmetry $R_{85}$ (or $R_{55}$). Black curve represents a velocity profile across the fault, in plan view. The shaded region of width $C$ indicates where 85% of the relative velocity of the model boundaries ($V_o$) is accommodated. This region is defined so half of the relative motion is accommodated on each side of the fault (dotted line). A (in the softer material) is greater than B (on the stiffer side), and the asymmetry ratio $R_{85}$ is $A/C$. A similar calculation for a region accommodating 55% of the relative plate motion yields $R_{55}$.

<table>
<thead>
<tr>
<th>Interface type</th>
<th>Symmetry ratio $R_{55}$</th>
<th>Symmetry ratio $R_{85}$</th>
<th>Shear zone width (km) $C_{55}$</th>
<th>Shear zone width (km) $C_{85}$</th>
<th>Offset from interface (km)</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>0.55-0.6</td>
<td>0.5-0.55</td>
<td>3-4</td>
<td>6-8</td>
<td>0</td>
</tr>
<tr>
<td>B</td>
<td>0.5</td>
<td>0.6-0.7</td>
<td>5</td>
<td>8-10</td>
<td>0-5</td>
</tr>
<tr>
<td>A+B</td>
<td>0.55-0.65</td>
<td>0.6-0.7</td>
<td>6-7</td>
<td>8-11</td>
<td>0-7</td>
</tr>
<tr>
<td>C</td>
<td>0.5-0.6</td>
<td>0.65-0.75</td>
<td>5-8</td>
<td>10-13</td>
<td>2-8</td>
</tr>
<tr>
<td>D</td>
<td>0.5</td>
<td>0.5-0.55</td>
<td>4-6</td>
<td>9-11</td>
<td>0</td>
</tr>
<tr>
<td>Homogeneous</td>
<td>0.5</td>
<td>0.5</td>
<td>4-5</td>
<td>6-9</td>
<td>-</td>
</tr>
</tbody>
</table>

Table 4.3 Fault-parallel surface deformation patterns in simulations with various bi-material interfaces. Velocity symmetry ratio, width of shear zone (encompassing ~55% and 85% of deformation), and offsets between the location of maximum (near-surface) strain rate and the material interface as measured in our simulations. In each simulation we average symmetry ratios measured at different locations along strike, and we present the range of average values for each type of simulation.
The surface velocity measurements reveal the different effects that crustal and mantle interfaces have on the deformation patterns in our simulations. Where faults follow a crustal material interface (types A and AB) the near field deformation is asymmetric and is typically centered along the interface (i.e., \( R_{55} \) is 0.55-0.6, and the offset is \(-0 \) km). Along interfaces of type A, where the interface is only in the crust, the far field velocity pattern is more symmetric with \( R_{85}=0.5-0.55 \). In simulations with a mantle interface (types AB, B) the far-field surface velocity field is significantly asymmetric (\( R_{85} \) ratios of 0.6-0.7). This is observed even in simulations where the near-field velocity is symmetric (in simulations of type B, without a crustal interface). Faults in simulations with a mantle interface (types B and AB), and with a thick crust (Moho at 30-35 km depth), often form parallel faults or elongated stepovers with >30 km of overlapping faults (these situations are not described in Table 4.3). In these simulations, the surface deformation is widely distributed (80% shear and damage levels above 0.4 within 16-18 km wide shear zone), and is asymmetric (velocity and damage symmetry ratios of 0.6-0.8).

Simulations of type C, which consist of a significant lateral contrast in the elastic plate thickness, display asymmetric velocity patterns (ratios of \( R_{55}=0.5-0.6 \) and \( R_{85}=0.65-0.75 \) with large offsets and a widely distributed velocity (Table 4.3, Fig. 4.5d). The side with the thicker crustal layer and greater effective elastic plate thickness in these simulations is not deforming significantly. Brittle deformation in these simulations is highly localized within the thin crust (alongside the interface with the thick crust). Below and above the thin crust, the low viscosity mantle and the weak (strain hardening) surface layer, both display widely distributed deformation (Fig. 4.5d).

In simulations with embedded fault and shear zones (type D), the velocity distribution is typically symmetric with a relatively narrow shear zone and fault core within the embedded heterogeneity. While the width of shear zone in these simulations is narrower than that in the homogeneous simulations, still the minimum width in both model types is grid dependent and both may represent near-complete localization of deformation onto a fault plane.
4.4 Discussion and conclusions

Rheological contrasts in the lithosphere have a significant effect on the formation and evolution of strike-slip faults. They tend to localize strain and damage on the weak side of the interface, and they may induce a somewhat asymmetric damage distribution (Figures 4.3 and 4.4).

4.4.1 Crustal interfaces, mantle interfaces and crust-mantle interactions

While a significant rheology contrast in the crust may affect the near-field deformation patterns (with damage and strain more readily occurring on the weak side of the interface), a lower crust or upper mantle viscosity contrast may induce asymmetric deformation over a larger spatial scale (Fig. 4.5c).

Mantle material interfaces in models of type B and AB induce the formation of shear zones which have a significant effect on the distribution of crustal deformation and surface velocity patterns. The mantle shear zones (defined here as the zone accommodating about 80% of the relative motion across the model) are typically 10-18 km wide and are centered in the lower viscosity material, about 5-10 km from the interface (Table 4.2). The mantle shear zone typically induces strain localization in the overlying crust, with some distributed strain in the crust above the low viscosity mantle (Figures 4.5b and 4.5c). Where the lower crust is weak, the mantle shear zone may induce a decoupling zone in the lower crust, characterized by a relatively low effective viscosity and widely distributed deformation (Fig. 4.7). The lower-crust decoupling zone, which is about 15 to 30 km wide in our models, induces a broad distribution of upper crust deformation manifested in the formation of a complex fault-system with parallel faults and/or a broad crustal shear zone (Fig. 4.7, also Fig. 4.3). This finding is consistent with results from previous viscoelastic models which did not incorporate damage and fault evolution in the upper crust (Roy, 1998).

In simulations with a crustal thickness contrast (type C), a very strong viscosity contrast where the relatively stiff lower crust is juxtaposed against the low-viscosity (M2) mantle induces strain localization in the mantle under the thin crust (offset by approximately 5-10 km from the interface). Crustal strain is highly localized in the thin crust near the interface with the thick
crust. In these models we note significant distributed deformation in the surface sediment layer (material S in Table 4.1), above the thin plate (Fig. 4.5d). This may be due to the material interface between sediments on this side of the model and diabase (crustal material C in Table 4.1) on the side with a thick plate. The strength contrast between the crust and sediments and the transition from crustal strain weakening (enhanced by damage processes) to strain hardening in the sediments (devoid of damage in our simulations) may explain the distinct strain localization in seismogenic depth and widening of strain distribution near the surface.
Figure 4.7 Velocity (a) and effective viscosity (b) across a fault zone of type B. The contrast in effective viscosity induces the formation of a mantle shear zone (80% of shear concentrated in a zone less than 20 km wide). Above the mantle interface in the lower crust (24-32 km depth), the effective viscosity is relatively low (of the order of $2 \times 10^{20}$ Pa s) and deformation is diffuse. The crust exhibits reduced effective viscosity along two parallel faults. The weak (low viscosity) lower crust appears to be locally de-coupled from the mantle above the interface. Both panels are 80 km across fault and 50 km in the vertical direction (major ticks shown every 10 km).
Our models of type D show that either strong or weak, finite-width heterogeneities localize strain, and fault zones form adjacent to such features. Our findings are consistent with earlier research based on 2D (plane stress and plane strain) models of heterogeneous, viscous lithosphere under compression (Tommasi et al., 1995). Though these models do not incorporate fault formation in brittle upper crust, they do indicate strain localization associated with both strong and weak heterogeneities. Our models and the results from Tommasi et al. (1995) and references therein underline the importance of inherited structure to lithosphere deformation patterns.

4.4.2 Interpretation of surface velocity data along material interfaces

As the simulated surface deformation patterns may be asymmetric and offset from the material interface, they necessarily deviate from predictions of uniform dislocation models with a vertical strike-slip fault. Interpretation of such surface velocity patterns requires careful attention to lateral contrasts in the lithospheric structure. While various studies acknowledge the importance of incorporating material interfaces when modeling geodetic data (e.g., Schmalzle et al., 2006), other studies attribute the asymmetry solely to a crustal elasticity contrast (e.g., Le-Pichon et al., 2003 and 2005; Jolivet et al., 2008). To address possible pitfalls associated with using elastic dislocation models to interpret GPS velocity profiles, we extract interseismic surface velocity profiles from our fault evolution simulations and fit these profiles with asymmetric, elastic dislocation models.

Interseismic velocity profiles may be interpreted using elastic dislocation models with a range of crustal rigidity contrasts. The magnitude (and even the sense) of the contrast depends on the assumed location of the dislocation (and interface; Le Pichon et al., 2003). Figure 4.8a illustrates this with a comparison of symmetric and asymmetric elastic dislocation models of velocities across the NAFZ in the Marmara Sea. Both a uniform model (Meade et al., 2002) and a highly asymmetric model (Le Pichon et al., 2003) can fit the available GPS velocity data, but in the former case, the NAFZ must be 15 km to the south of what appears to be its true position (Le Pichon et al., 2003). Figure 4.8a shows a situation with sparse GPS velocity data in the near field (due in part to the presence of the Marmara Sea). Given the fault location, the elasticity contrast
is varied to fit the GPS site velocities relative to the fault (that is, the long-spatial scale asymmetry of the velocity profile).

The tradeoff between elasticity asymmetry and fault position is also apparent in Figure 4.8b, which shows the interseismic velocity profile from model C and a few examples of dislocation models that can fit these velocities. In Figure 4.8b, the sense of strength asymmetry in the elastic dislocation model is actually opposite that prescribed in our fault evolution models (i.e., with the strong side to the left). If the elastic dislocation were forced to be at the position of the material contrast we assumed in model C, the elasticity contrast would be large, with the stronger material on the right. Model C and our other models produce highly localized, interseismic surface strain. Locking depths for elastic dislocation models tuned to fit interseismic velocities for laterally homogeneous test models are of the order of 4 km. This may be due in part to continuously occurring, small earthquakes in these simulations (that is, the fault is never fully locked). This is a feature of the fault evolution modeling method because the fault geometry and earthquake history are evolved, not prescribed.

If the exact position of a crustal strike-slip fault is not known, but a GPS velocity profile is available, this could lead to a misinterpretation of the inferred fault position or the magnitude of the inferred elasticity contrast. In the most typical scenario, the interseismic velocity profile would be interpreted using a uniform elastic dislocation model, and the estimated fault position would be off by 4 km (Fig. 4.8b). Note that even if one does not attempt to fit the shape of the velocity profile in the near field this error will result: there is simply more strain to one side of the evolved fault than the other.

Figure 4.8c shows how our modeled velocity profiles compare with the results of dislocation models when we require the elastic dislocation and the evolved fault to be in the same location. Figure 4.8c shows that realistic contrasts in viscous rheology due to juxtaposition of different rock types can result in strongly asymmetric velocity profiles. Models AB, B and C may yield interseismic velocity profiles which may only be fit to elastic dislocation models (with the dislocation located at the fault zone) if extreme contrasts in elasticity are assumed.
Figure 4.8 Modeled and GPS velocity profiles for the NAFZ. The top portion of each figure shows the fault location (prescribed in dislocation models, or evolved in our models). (a) Two elastic dislocation models for the North Anatolian Fault in the Marmara Sea. Slip rates are 23-24 mm/yr and locking depths are indicated. (b) Four examples of elastic dislocation models that produce asymmetric velocity profiles similar to our model C. The dislocation models require locking depths of about 4 km, probably because of ongoing small earthquakes over the interseismic interval in our models. (c) Interseismic velocity profiles from models AB, B, and C, and NAFZ GPS velocities from panel a. Our modeled velocities have been scaled to match a relative plate rate of 23 mm/yr. x is 0 at the fault trace. Model B evolved two major, parallel faults, so x = 0 at an average of their positions, and velocity profiles from epochs when each fault was dominant are shown. The fit to GPS data is improved by modeling a lower NAFZ slip rate (which is closer to the geologic rate).
It might be argued that some of the difference in inferred rigidity may be justified as resulting from the frequency dependence of the elastic moduli of rocks. Geodetic observations sample static (vanishing frequency) elastic properties and seismic observations sample dynamic (high-frequency) elastic properties. Published estimates of elastic parameters for various rock types are often based on seismic observations and experiments involving high-frequency energy transmission through small rock samples (e.g., Paterson and Wong, 2005). However, various compilations show that the static rigidity is consistently lower than the dynamic rigidity (e.g., Eissa and Kazi, 1988; Budiansky and O’Connell, 1976, Ciccotti and Mulargia, 2004; Ide, 1936), particularly for rocks near the Earth’s surface, which contain more microcracks. If material on one side of the fault is more damaged than that on the other side, large contrasts in elasticity may result (Ben Zion et al., 2003). However, as distributed fault damage is typically confined to the top few kilometers of the crust (Peng and Ben-Zion, 2004; Lewis et al., 2005; Dor et al., 2006, 2008; Finzi et al., 2009), extreme rigidity contrasts to great depths are not a viable explanation for asymmetric interseismic surface velocity data, and a contrast in mantle and/or lower-crust viscosity should be considered as a preferred explanation.

Our results suggest that in locations where several parallel strike-slip faults are present, lateral variations in viscosity structure (or alternatively, elastic plate thickness) may result in incorrect inferences of slip rate for each fault. A similar point was made by Chery (2008) based on the observation that steady-state strain rate should correlate with plate thickness variations rather than individual fault slip rates. The Chery (2008) model relies on steady-state deformation and essentially no shear tractions on the base of the upper crust (extremely low effective viscosity for the mid-to lower crust). We reach a similar conclusion without relying on this assumption, which is inconsistent with most observations of postseismic deformation (e.g., summary in Burgmann and Dresen, 2008).

4.4.3 Propagation of faults to material interfaces

The observed tendency of simulated faults to migrate toward material interfaces consisting of large scale contrasts in viscosity (and effective plate thickness) is consistent with various fault-system evolution studies. The evolving North Anatolian Fault (NAF) is suggested to have been attracted toward the margins of the Sea of Marmara, the north Aegean and the Saros
troughs which constitute a strong material heterogeneity (bi-material interface), where the basement is vertically offset several kilometers by the fault and the crust in the trough is highly sheared and faulted (Le-Pichon et al., 2005; Le Pichon et al., 2003). In addition, studies by Armijo et al. (1996) and Sengor et al. (2005) suggest that the NAF propagation path has been affected by the material interface along the Black Sea (where continental and oceanic lithospheres are juxtaposed by ancient plate boundary structures), and by the pre-existing Aegean rift. Another plate boundary that is suggested to have evolved along a pre-existing material interface is the Dead Sea transform which propagated along a continental margin with significant lateral variations in effective plate thickness (Lyakhovsky et al., 1994). The above studies are consistent with our numerical results, showing that contrasts in effective plate thickness and pre-existing weak zones may significantly influence the propagation path of evolving faults.

Our result, suggesting that a crustal interface consisting of a rigidity contrast does not significantly attract propagating faults may appear to contradict previous numerical models of dynamic rupture propagation patterns at the vicinity of such material interfaces (Brietzke and Ben Zion, 2006). In these simulations Brietzke and Ben Zion show that ruptures are attracted to rigidity contrasts and pre-existing weak zones. The differences between static and dynamic strength could explain why rigidity contrasts attracted propagating ruptures in their work but had only a minor effect on fault propagation path in our (static) simulations.

### 4.4.4 Conclusions

We have shown that asymmetric surface velocities around strike-slip faults may be due to contrasts in effective viscosity. Where elastic dislocation models require non-realistic rigidity ratios (>2) to explain observed asymmetric surface velocity profiles, this asymmetry is likely due to a lateral contrast in lower crust and/or upper mantle viscosity. Our results also show the great sensitivity of geodetic models to the location of the main active fault, and manifest the great care needed in interpretation of asymmetric velocity observations.

Propagating faults are attracted to rheological contrasts, especially to channels of rheologically distinct material. This suggests that old lithosphere sutures may be more important to the propagation path of a new fault than a contrast in rheology between the two blocks of material that have been sutured together. Our models suggest that faults do not locate at the
material contrast, but that they form a few kilometers from the interface, in the softer material. This suggests that dislocation and earthquake-cycle models of fault zones in which the fault is co-located with the material contrast may yield inaccurate velocities in the near field.

We also find that lateral contrasts in viscosity structure cause an asymmetric distribution of shallow damage around fault segments. This suggests caution in interpreting asymmetric damage distribution in terms of rupture propagation direction, though more work is required to determine whether our finding holds for the highly localized, extreme damage noted at smaller spatial scales which are interpreted as indicating directivity.
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As a summary of my PhD research, the following sections present the key contributions of my thesis (Section 5.1), updates to the research described in my thesis chapters and recent advances in my field of study (Section 5.2), and a discussion of the potential limitations of my research and future research opportunities to further develop ideas presented in the thesis (Section 5.3).

5.1 Main contributions

The topic of this thesis is the characterization of strike-slip fault structure and associated deformation patterns in the context of evolving fault systems. To numerically simulate fault-system evolution I apply a damage rheology model that accounts for important aspects of fault evolution that are typically overlooked in numerical studies. In particular, damage rheology enables simulation of fault formation, propagation and long-term evolution of fault systems without pre-determination (numerical prescription) of fault planes, propagation paths and seismicity patterns. The damage rheology also accounts for off-fault deformation and fault zone material degradation and healing, and therefore provides a valuable tool for studying strain distribution and evolving deformation patterns within fault systems.

To establish the applicability of the damage rheology model and numerical code to studies of fault evolution, several aspects of the code were benchmarked using analytic solutions and widely accepted numerical codes that do not apply damage rheology (Chapter 2, Appendix B, and Appendix C). An important research effort was dedicated to relating the numerical results to field observations and geophysical data in order to constrain model parameters based on natural fault processes (Chapters 2, 3). In particular, seismic and geodetic constraints on fault-zone healing parameters improved the analysis of damage zone structure along fault segments and fault stepovers (Chapter 2), and further analysis of the healing parameter space revealed the important effects healing has on the structure of fault damage-zones, fault system evolution and on associated deformation patterns (Chapter 3).
Numerical simulations of evolving strike-slip faults were used to characterize damage and strain distribution across fault segments and within fault stepover zones (Chapter 2), fault system evolution patterns in a laterally homogeneous lithosphere (Chapters 2 and 3) and in the presence of lateral rheological contrasts (Chapter 4). They were also used to investigate how such lateral rheological contrasts affect surface velocity patterns, and to demonstrate the importance of accurate analysis of lithospheric structure and fault location in interpretation of geodetic data around strike-slip faults (Chapter 4). The main contributions of my thesis are described in the following sub-sections.

5.1.1 Establishing damage rheology applicability to studies of natural fault systems

To establish the credibility of my numerical models and to encourage widespread incorporation of damage rheology in crustal deformation modeling I construct several suites of simplified models to test key numerical and physical (rheological) aspects of the numerical framework used in my work. Simulations without damage evolution are used to benchmark viscous deformation calculations, to establish the advantages of applying a variable force boundary condition, and to characterize a range of admissible stiffness parameters for these boundary conditions (Appendix B, Finzi et al., 2007). An analysis of the healing parameter space constrained by geophysical observations of shear modulus reduction in damaged fault zones is used to calibrate model parameters $C_1$ and $C_2$ (Chapters 2, 3). The constrained range of healing parameters ($C_1 = 10^{-24}$ to $10^{10}$ s$^{-1}$ and $C_2 = 0.015$ to $0.035$) is significantly reduced relative to previous studies (e.g., Lyakhovsky et al., 2005). As the healing parameters are important factors in the simulation of damage-zone mechanical properties and fault system evolution patterns their calibration greatly improves the applicability of damage rheology models to studies of natural fault systems.

Finally, I demonstrate the applicability of my models by documenting features in the model results that are characteristic of natural strike-slip fault systems. These include flower structures, branching faults, formation of fault stepovers, and fault evolution patterns such as segment linkage and strain localization.
5.1.2 Damage-zone structure and deformation patterns along segmented strike-slip faults

Fault segments in our models are surrounded by damage zones, which develop early in the evolution of the fault system (before about 50 meters of total offset has accumulated). Each damage zone resembles a flower structure in which damage is highly localized at depth but widely distributed in the top 3-10 kilometers of the crust. The formation of this flower structure is enhanced by rapid and near-complete postseismic healing of damage at depths exceeding 5-10 km. Simulations also show that off-fault strain distribution correlates with the distribution of permanent shallow damage along fault segments.

The fault stepover zones in our models exhibit extensive damage and elasticity degradation sustained during many earthquake cycles. Such damage patterns, associated with intense tensile fracturing and dilation, are consistent with recent structural evolution models for dilational stepovers (De Paola et al., 2007), and with mineral exploration studies that relate hydrothermal ore deposits to long-lasting permeability increase within fault stepovers (Micklethwaite and Cox, 2004; Sheldon and Micklethwaite, 2007). An important implication of these extensive damage zones concerns the reduction of interseismic stress accumulation in the weakened stepover region, which could aid earthquake rupture arrest. We also note that the extensive rock damage near stepovers could amplify seismic ground motion, and should be detectable with focused seismic and geodetic studies.

We also find that lateral rheological contrasts in the lithosphere (particularly in the viscosity structure) have a significant effect on the formation and evolution of damage zones. Strain and damage localize along the weak side of the interface, and an asymmetric damage distribution relative to the position of the fault may result. A significant rheology contrast in the crust affects near-field deformation patterns, with more damage and strain on the weak side of the interface. A viscosity contrast deeper in the crust or in the upper mantle may induce asymmetric crustal deformation over a broad spatial scale, but little asymmetry of the shallow damage zone (in the near field). In the upper mantle and lower crust, such viscosity contrasts may induce the formation of a shear zone extending as much as 10 kilometers from the interface (into the low viscosity side).
5.1.3 Revealing the important role healing efficiency plays in fault system evolution

Recent geophysical fault zone observations suggest that interseismic (and postseismic) fault zone damage levels vary significantly within fault systems (e.g., Cochran et al., 2009; Barbot et al., 2009). Since the characteristic interseismic damage levels (and hence healing effectiveness) vary significantly within natural fault settings, models with combinations of damage model parameters which yield a wide range of interseismic damage levels are geologically admissible and should be investigated. We note that in past studies including ours (Finzi et al., 2006, 2007), model healing parameters were selected to allow a range of healing time scales constrained by estimations of early postseismic healing rates (Lyakhovsky et al., 2005; Lyakhovsky and Ben-Zion, 2008), but they did not represent a wide range of interseismic damage levels. This resulted in a partial representation of the healing parameter space and incomplete analysis of how healing affects fault zone evolution.

Fault evolution simulations applying the full range of healing parameters (as determined in Chapters 2 and further constrained in Chapter 3) show that healing effectiveness controls both the dimensions of the fault damage zone and the complexity of the fault system (Chapter 3, Finzi et al., 2008). Conditions favoring complete healing yield wider distributed off-fault (DOF) damage in the top few kilometers of the crust and shallower fault-core damage, whereas conditions favoring ineffective (limited) healing yield narrower DOF damage and deeper fault-core damage zones. In addition, healing effectiveness is an important factor in the temporal stability of fault complexities (e.g., stepovers), with shorter-lived complexities expected where conditions favor more complete healing. Healing effectiveness also has an important effect on the structural properties of fault stepovers, with deeper more intensive damage expected where conditions favor partial (less effective) healing. Based on this, we further suggest that large long-lived stepover zones represent unfavorable conditions for healing that should also correlate with significant material weakening down to the lower parts of the seismogenic zone.

The above findings suggest that observable structural characteristics of a fault system and long-term evolution patterns may serve as first order indicators of gouge-scale healing processes. Establishing such a link would yield a powerful tool to study fault systems where detailed observations of fault zone properties are not available. Finally, as an important factor in the
evolution of fault complexity and fault structure (particularly at stepovers), healing effectiveness may have important implications for earthquake propagation and seismic hazard studies.

5.1.4 Asymmetric surface deformation due to lateral contrasts in rheology, and interpretation of geodetic data

We have shown that asymmetric surface velocities around strike-slip faults may be due to contrasts in effective viscosity. Elastic dislocation models require unrealistic rigidity ratios (>2) to explain observed asymmetric surface velocity profiles, but this asymmetry is more likely due to a lateral contrast in lower crust and/or upper mantle viscosity. Our results also show the great sensitivity of geodetic models to the location of the main active fault, and demonstrate that great care is needed in the interpretation of asymmetric velocity observations. If the exact position of a crustal strike-slip fault is not known, but a GPS velocity profile is available, lateral contrasts in viscosity structure could lead to a misinterpretation of the inferred fault position or the magnitude of the inferred elasticity contrast. In regions with multiple fault strands, this could lead to an incorrect assignment of fault slip rates, which is of obvious importance to seismic hazard assessments.

5.2 Updates on working hypotheses and on current knowledge in the field

As stated above, the healing parameter study described in detail in chapter 3 is an improvement of the analysis initially presented in chapter 2. While the results and conclusions given in chapter 2 remain valid to date, the improved healing parameter analysis in chapter 3 indicates that the effect of healing on damage zone structure and fault system evolution was greatly underestimated in chapter 2. The research described in chapter 3 was inspired by new observations of postseismic and interseismic fault zone strength within the Eastern California Shear Zone (e.g., Cochran et al., 2009; Barbot et al., 2009; Hearn and Fialko, 2009), which made us realize that healing effectiveness may vary significantly, and these variations should be represented in our model parameters within the existing parameter space. Characterizing the healing parameter space in terms of the characteristic interseismic damage level ($\alpha_{ch}$) and the healing time scale enabled us to reproduce the observed variation in interseismic damage levels and to better understand how healing affects damage zone structure and fault system evolution.
Various studies in the past couple of years have focused on the topics presented in this thesis, and support our findings or complement them by providing new insights on aspects related to my thesis. The following is a review of several such studies.

Using a damage rheology model and numerical simulations similar to those used in my thesis, Lyakhovsky and Ben-Zion (2009) compare fault evolution on a scale of a single crack and on the scale of lithospheric deformation. They associate the formation of initially segmented (en-echelon) strike-slip faults with the asymmetric generation of new damage at the tip of existing fault segments (correlative to the formation of wing cracks at the tip of a small-scale crack under mixed-mode loading). Lyakhovsky and Ben-Zion (2009) then show how initially segmented fault systems evolve with continuing deformation to a through-going localized structure, in accordance with my results on fault system evolution (Chapters 2 and 3, Finzi et al., 2007). However, their analysis of how healing affects the evolution of a segmented fault is done in terms of the ratio between healing and loading time scales. It does not consider the entire admissible range of variations in healing effectiveness because healing parameters are co-varied in a way that represents a narrow range of healing effectiveness (and interseismic damage) levels. This leads to their interpretation that slower healing (relative to the loading rate) yields more efficient fault zone localization and reduction of geometrical complexity. This is counter intuitive as slow healing would result in long-lasting fault segments (and stepovers), and while the initial en-echelon fault configuration fails to heal and become inactive, the localization of deformation on a through-going fault and the smoothing of the fault system would be delayed or prevented. Chapter 3 of my thesis presents a thorough analysis of the healing parameters and a more complete numerical parameter space study. In this chapter I conclude that within the parameter space representative of natural settings, effective healing results in shorter-lived fault complexities (more efficient fault zone localization and reduction of geometrical complexity) and ineffective healing results in longer lasting fault complexity (slower and inefficient reduction of complexity), regardless of the healing time scale.

Finally, in a simulation consisting of lithospheric-scale heterogeneity in the viscosity structure, Lyakhovsky and Ben-Zion (2009) show the formation of shear zones along the material interface in the lower crust and mantle. The material interface at the top of the crust (where viscosity is high and therefore viscosity contrasts have a lesser effect on fault evolution)
induces long-lived distributed damage along the interface exhibiting asymmetric patterns with most of the damage occurring within the weaker sedimentary layer (sediment rigidity is about half of the crustal rock rigidity in their model). These results, which are comparable to those presented in chapter 4, were achieved using a significantly different model of lithospheric structure and material interface and different boundary conditions. The distribution of damage and strain within the sediment layer in the Lyakhovsky and Ben-Zion (2009) model is much broader than that observed in our simulations with extreme crustal rigidity contrasts. This difference may be attributed to the different lithospheric structures simulated, as their interface (between sediment and crustal-rock) is a shallow feature (3-8 km deep) and wider damage distributions are expected at that depth (compared to the highly localized damage expected at mid seismogenic depth).

Recent observational studies address the structural evolution of fault systems and try to quantify various aspects of this process. Ferrill et al. (2008) use photogeologic maps, InSAR data and various time markers in recent alluvial deposits around faults ruptured in the 1992 Landers, California earthquake to infer that damage zone formation occurs during the very early stage of fault evolution (i.e. during the accumulation of several centimeters of fault offset) followed by strain localization and reduction of the geometric complexity of the active fault. This time frame for damage build-up is an order of magnitude shorter than that suggested in chapter 2 of my thesis (i.e. the mapped damage zones reached their maximal extent (width) much faster than faults in my simulations). The discrepancy in time scales may be attributed to the order of magnitude difference between observed and simulated damage zone dimensions. As the simulated faults and damage zones are much larger it seems reasonable that the time frame for damage zone formation would be longer.

De Joussineau and Aydin (2009) analyze geometrical features of strike-slip faults in the Valley of Fire State Park, Nevada and conclude that they display a negative power law relation between the number of fault steps and the cumulative slip, and a positive power law relation between cumulative slip and both the mean segment length and the mean step dimensions. In agreement with previous studies (see review by Ben-Zion and Sammis, 2003) and with my results (Chapter 2), their analysis of fault trace complexity indicates overall coalescence and
smoothing with progressive fault growth. The formulation of quantitative relations between complexity indicators and total fault offset is an important contribution that may be used to determine stages in fault system evolution and to evaluate the maturity of fault systems. Such quantitative relations may also be used to calibrate numerical models of fault evolution (such as the one used in my research) with observations from natural fault systems.

5.3 Limitations of reported research and outline of potential future research

5.3.1 Loose constraints on material parameters and sparse observation of in situ damage evolution

As described in chapter 3, a significant weakness of the damage rheology model is the numerous model parameters, which are sometimes difficult to relate to observable phenomena. In recent years, much effort has gone into relating these parameters to results of brittle deformation experiments and thermodynamic theory (e.g., Lyakhovsky et al., 2001, 2005; Hamiel et al., 2004, 2006; Lyakhovsky and Ben-Zion, 2008). Damage model parameters are fairly well constrained, however many of these constraints are based on laboratory experiments (e.g., Hamiel et al., 2009) and on simplified numerical tests that reproduce empirical or theoretical scaling relations (e.g., Lyakhovsky et al., 2005; Ben-Zion and Lyakhovsky, 2006). The applicability of these parameters to studies of lithospheric deformation processes may not be taken for granted and additional work is needed to calibrate damage model parameters based on fault zone observations. Unfortunately, quantitative descriptions of fault zone material (mechanical) properties are sparse and typically limited to the top kilometer of the crust and to inactive exhumed faults. To address this problem we synthesized a large volume of recent seismic and geodetic measurements from various strike-slip faults to better constrain the healing rate parameters, \( C_1 \) and \( C_2 \) (Chapters 2 and 3). In our analysis of the healing rate we also discuss the shortage of continuous or repeating measurements of fault zone properties that could potentially detect damage evolution (healing) occurring after the very early postseismic stage.

A potential research project that could greatly improve our knowledge of fault damage evolution patterns in natural settings, concerns the damage zones at fault stepovers. Our numerical simulations predict that fault stepover zones exhibit extensive damage (consistent with intense fracturing and dilation) and elasticity degradation sustained during many earthquake
cycles. The stepover zones are therefore expected to exhibit local modifications of surface deformation patterns that should be detectable with detailed seismic and geodetic imaging (e.g., Hamiel and Fialko 2007, Hearn and Fialko 2009, Cochran et al., 2009). The internal structure and mechanical properties within the stepover zones could be determined by analysis of geodetic (InSAR) data combined with field mapping and geophysical fault zone surveys (e.g., tomography or analysis of trapped waves). Surface deformation patterns from simulations tailored to represent the structure and properties of fault stepovers could then be compared with those measured in the field in order to calibrate model parameters (e.g., healing rate parameters and the damage related viscosity $C_v$). The calibrated models could then be used to study various aspects of fault system deformation and evolution that concern fault stepover. Specifically, long-term simulations could shed light on the conditions in which such stepover zones are expected to arrest propagating earthquakes of various magnitudes.

5.3.2 Computational limitations

As the damage rheology model we employ describes the evolving properties of crack distribution rather than those of individual cracks (Lyakhovsky and Myasnikov, 1984 and 1985), it is applicable to volumes with a sufficiently large number of relatively small cracks. Furthermore, our numerical models are inherently discrete with an abrupt transition from initial (static) to final (dynamic) stress levels during brittle failure (e.g., Rice and Ben-Zion, 1996). For these reasons, several aspects of our results are expected to be grid-dependent. For example, minimum stress drop, earthquake magnitude and damage zone dimensions depend on grid characteristics. An analysis of our entire set of damage zone simulations indicates that while the spatial extent of damage is somewhat grid-dependent, the average level of damage within voluminous damage zones (e.g., stepover zones) is probably not grid-size dependent. The analysis described in chapter 2 also indicates that the spatial extent of damage zones in our models with element dimensions between 0.6 and 4 km are not significantly sensitive to element size. Yet, localized damage such as that typical of the fault core at depth is portrayed in our simulations as a deformation band one element wide (i.e. our model cannot accurately represent strain localization on fault planes and shear zones narrower that our element widths). In our
simulations, discontinuous damage distributed on a well defined plane with maximum width of one model element is interpreted as an indication of highly localized strain along a fault plane.

Another weakness of our numerical models concerns the computational load resulting from the wide range of spatial and temporal scales in our simulations. A lithosphere-scale simulation with model elements smaller that 0.5 km and a basic (minimum) time step of a fraction of a second run very slowly and become numerically unstable when large total strains accumulate. These simulations typically terminate (crash) after 10-20 days of CPU time, during which the simulated damage zones do not reach a stable width (the simulations run for 1500-1800 model years and reach a total slip of approximately 0.05-0.06 km). Because of these problems, our models cannot conclusively predict the details of surface damage patterns, the width of the fault core, or the geometry of small faults and fractures within flower structures and stepover regions.

Significant computational improvements such as optimizing the code for parallel computing would greatly enhance the applicability of the numerical model to studies of fault-system evolution. Such improvements would enable more detailed simulations of fault structures and damage patterns at the surface, and would also allow the incorporation of additional deformation mechanisms and coupling of damage evolution with fluid flow. One potential research project that would become plausible is the quantitative analysis of evolving fault zone complexity and the relation between cumulative slip and geometrical fault-trace characteristics (to be compared with field observations of De Joussineau and Aydin, 2009). While the current framework is able to simulate the evolution of a strike-slip fault consisting of 3-5 segments in a time frame of about 10,000 years, an improved code would enable simulations of larger model domains with more detailed structures (more segments and clearer distinction from grid induced kinks in fault segments) and longer simulated time frame which could result in a statistic description of the evolution process. Such numerical simulations calibrated by field observations would enable a study of how lithospheric conditions (e.g., strain rate and heat flow) and rheological properties (e.g., healing effectiveness) affect the structural evolution and deformation patterns of strike-slip fault systems.

Another important research project that would become plausible after the numerical code is optimized concerns the evolution of seismicity patterns within and around fault stepovers. Our
current research indicates that fault stepovers experience ongoing seismicity during the entire earthquake cycle (Chapter 2). Detailed simulations of segmented strike-slip faults could characterize the spatial and temporal evolution of seismicity and test whether seismicity patterns in stepover zones change during various stages of the earthquake cycle on the main fault segments. In addition, these simulations could be used to study the conditions in which fault stepovers arrest rupture propagation, though better representation of dynamic rupture processes in the code would be necessary for a thorough study of the interaction between earthquake ruptures and fault stepovers.

Yet another important research direction that would become plausible after numerical optimization is the simulation of coupled fluid-flow and deformation processes along natural faults. The interaction between fracture and fluid flow plays an important role in mechanical and hydrological crustal processes such as earthquakes, faulting and mineralization. Evolving permeability and pore pressure are also expected to play an important role in damage zone structural evolution and fault-system evolution processes. Such simulations would apply the analytic model of Hamiel et al., 2005 which incorporates damage evolution and classical poroelastic formulation to evaluate porosity and permeability evolution during deformation.
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APPENDIX A NUMERICAL PROCEDURES

The numerical code we use for our modeling utilizes the Fast Lagrangian Analysis of Continua (FLAC) method (e.g., Cundall and Board, 1988; Poliakov et al., 1993). This formulation is explicit in time and it continuously updates the shape functions of tetrahedral elements allowing large deformations to be simulated. The general procedure involves solving the equations of motion to determine nodal velocities and to calculate the elastic component of the element strains. The total strain tensor is calculated by summing the elastic strain component, a viscous strain component and a component representing the damage-related inelastic strain $\varepsilon_{ij}^y$.

Hamiel et al. (2004) introduced the gradual inelastic strain, $\varepsilon_{ij}^v$, whose accumulation rate is proportional to the rate of damage accumulation:

$$\frac{d\varepsilon_{ij}^v}{dt} = \begin{cases} C_v \frac{d\alpha}{dt} \tau_{ij} & \frac{d\alpha}{dt} > 0 \\ 0 & \frac{d\alpha}{dt} \leq 0 \end{cases}$$

(A1)

$C_v$ is a material constant and $\tau_{ij} = \sigma_{ij} - \sigma_{kk} \delta_{ij} / 3$ is the deviatoric stress tensor. The compliance, or inverse of viscosity ($C_v d\alpha / dt$), relates the deviatoric stress to the rate of irreversible strain accumulation. Ben-Zion and Lyakhovsky (2006) connected the rate of irreversible strain accumulation with partitioning between seismic and aseismic deformation in the seismogenic zone, and showed that the fraction of elastic strain released seismically, referred to as the seismic coupling coefficient $\chi$, can be estimated as:

$$\chi = \frac{1}{1 + R}$$

(A2)

The damage rheology constitutive and kinetic relations provide element stresses and local values of damage, which are used to update material properties (moduli $\mu$ and $\gamma$) and to calculate the nodal force balances applied in the next time step. This procedure continues through many time steps until damage in any element reaches the critical level $\alpha=\alpha_{cr}$ associated with brittle instability (Lyakhovsky and Ben-Zion, 2008). In our numerical procedure we assume that with the onset of instability the damage variable increases instantaneously to $\alpha=1$, leading to dynamic
rupture. The dynamic stress drop associated with brittle instability produces a reduction of the elastic strain in a rapid process, and abrupt increase of plastic deformation (corresponding to slip in simpler models with planar faults) is calculated following the associated plasticity law of Drucker (1949). The dynamic failure is arrested and post-failure material healing starts when the strain invariant ratio drops below a value $\xi_d (\xi_d \leq \xi_0)$ and the system regains its stability. This is equivalent to setting the stress drop in frictional frameworks according to the difference between static and dynamic friction.

The real dynamic process, wherein waves are generated by the stress drop, is not simulated here. However, a quasi-dynamic procedure is applied to simulate a rupture front propagation. This procedure is based on the fact that elastic waves propagating in a solid with increasing damage are amplified when the damage is close to the critical level defined by the convexity conditions (Ben-Zion & Lyakhovsky, 2006). While the initiation of brittle instability leading to macroscopic failure is at a critical level $\alpha_c$ of the damage state variable, the critical level of damage for propagation of the instability is lower than the initiation level by a dynamic weakening factor (Ben-Zion & Lyakhovsky, 2006). This is accomplished by recalculating the stress field after each stress drop in every element involved in the rupture process and reducing the critical value of the damage parameter, $\alpha_c$, to $\alpha_d$:

$$\alpha_d = \alpha_c - \sqrt{\tau_r \frac{d\alpha}{dt}}$$

(A3)

where $\tau_r$ is a material parameter indicating the characteristic timescale for seismic wave damping in a damage free material. The right term in equation (A3) may be considered as a dynamic weakening of the material during the occurrence of brittle instability.
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APPENDIX B BOUNDARY CONDITIONS

Numerical models of evolving fault systems typically incorporate either constant velocity or constant stress boundary conditions. Lyakhovsky and Ben-Zion (2008) show that these boundary conditions may generate very different velocity distributions during the interseismic period and conclude that both conditions are inappropriate for simulations of long-term fault system evolution. To perform such simulations, Lyakhovsky and Ben-Zion (2008) introduced a modified boundary condition in which forces are proportional to a stiffness of virtual springs multiplied by the mismatch (slip-deficit) between the far field plate motion and displacement of the boundary nodes (Fig. B.1). Unlike the constant-velocity or constant-stress boundary conditions, this boundary condition accounts for stress accumulation and strain-rate decrease during the inter-seismic periods, as well as abrupt stress reduction at the model boundary during seismic events. The variable force condition realistically adjusts the forces applied on the model domain boundaries according to the evolution of elastic properties, stress state, and seismic events within the simulated domain (Lyakhovsky and Ben-Zion, 2008).

We constructed a series of test models to demonstrate the performance of this boundary condition and to study the spring stiffness parameter. Using these models we compared postseismic deformation in large domain models with fixed fault parallel boundaries, to results obtained from narrow-domain models with the variable force boundary condition. In the large models the domain width was set to be twenty times larger than the prescribed rupture depth (so that little deformation is expected to occur near the fault parallel boundaries), and the fault-parallel boundaries were fixed. In the narrow-domain models, the fault perpendicular width was 140 km (i.e., fault parallel boundaries were 70 km from the fault). In both the narrow- and wide-domain models the rheology was set to be viscoelastic without damage evolution, and with realistic material properties (μ=30 GPa, ν=0.25, elastic plate thickness 20 km, and Newtonian substrate viscosity of $10^{19}$ Pa s). The analysis of stiffness values and their effect on boundary forces and velocities shows that using a very large spring stiffness ($>5\cdot10^6$ MPa) results in a constant velocity on the boundary nodes. Free boundary conditions are approximated with the use of very low ($<5\cdot10^2$ MPa) stiffness values. Using intermediate stiffness values, the force applied on boundary nodes varies as a response to deformation processes within the model.
domain, except for rare instances in which a constant force is applied on boundary nodes that experience a very large mismatch between the plate motion and the boundary displacement. To best represent constant velocities far from the fault zone (i.e., at the boundaries of the very large models) we suggest that the spring stiffness in narrow-domain models should be set to $5 \cdot 10^3$ to $10^4$ MPa. This is similar to the value used in the models presented in chapter 2 ($10^4$ MPa).

**Figure B.1** Schematic illustration of the variable force boundary condition. The model domain is coupled to a constant, fault-parallel velocity in the far-field, with the degree of coupling depending on a stiffness parameter (springs). Red lines indicate shear localization imposed by the boundary conditions as they were applied in our models (localized shear is also applied on the bottom boundary of our models, not illustrated here). Tectonic velocities and domain dimensions are for illustration and may be varied.
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APPENDIX C  CODE VERIFICATION: VISCOELASTIC COMPONENT

The rheology of the continental crust and upper mantle is typically described by empirical constitutive relations that express the strain rate as a function of stress and temperature for the relevant lithologies (e.g., Goetze, 1978; Brace and Kohlstedt, 1980; Kirby, 1983). The surface sediments, crust and upper mantle layers of our numerical simulations are all modeled as viscoelastic materials, obeying the following constitutive equation:

\[ \dot{\varepsilon} = A \sigma^n \exp \left( -\frac{Q + P V^*}{RT} \right) \]  (C1)

where \( A \) is an empirical constant, \( \sigma \) is stress, \( Q \) is activation energy, \( V^* \) is activation volume, \( P \) is pressure, \( T \) is temperature, and \( R \) is the gas constant (\( R = 8.3144 \) J/mol °K). While steady-state plastic flow of rocks can take place by a variety of mechanisms, direct observations of ductile shear zones and indirect analyses of seismic anisotropy in mantle rocks demonstrate that dislocation creep dominates at stresses above 10 MPa. For this type of flow mechanism the stress exponent \( n \) is typically between \( n = 3 \) and \( n = 5 \) (e.g., Karato, 1989; Weertman, 1978). The material parameters in our models are based either on common lithologies that are assumed to control continental ductile deformation (power-law rheology) or on common simplifications of lithospheric materials (Newtonian rheology; see Table 4.1 in text).

To verify that the numerical procedure properly models viscoelastic deformation, we simulated postseismic surface deformation following a kinematically imposed earthquake, using a model in which no damage evolution was allowed. We compared our results with those from a viscoelastic finite-element model (GAEA, Saucier et al., 1992). This extends previous comparisons which yielded interseismic velocities comparable to analytic solutions (Lyakhovsky et al., 2001).

The two models were set up with identical domain size (300 × 250 × 100 km), fault depth (20 km), coseismic stress drop (20 MPa), lithospheric structure, and material properties (\( \mu = 30 \) GPa, \( \nu = 0.25 \), elastic plate thickness 20 km, and Newtonian substrate viscosity of \( 10^{19} \) Pa s). In both models the fault-parallel side and bottom boundaries were fixed, and the top boundary was stress-free. To simulate stress-free fault-perpendicular end boundaries our damage-disabled model incorporated the variable force boundary condition with a low stiffness, which is approximately equivalent to the stress-free boundary condition used in the FEM. Figure C.1
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shows surface velocities calculated with both models, for several time epochs after the modeled earthquake (1, 2, 5, and 18 years). The minor differences between the models are due in part to applying the variable force boundary condition with spring stiffness slightly too high ($10^3$ MPa) and therefore not simulating completely stress-free end boundaries. This slightly suppressed the velocities away from the fault.

**Figure C.1.** Surface velocities from our damage-disabled model (points) compared to a finite element solution of viscoelastic post-seismic deformation (solid lines). The various lines and points represent velocities after 1 year (red), 2 years (black), 5 years (purple) and 18 years (green) of postseismic deformation. Maxwell time $T_m=110$ years.
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