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Abstract

To answer an information need while performing a software task, a software developer sometimes has to interact with a lot of software artifacts. This interaction may involve reading through large amounts of information and many details of artifacts to find relevant information.

In this dissertation, we propose the use of automatically generated summaries of software artifacts to help a software developer more efficiently interact with software artifacts while trying to answer an information need. We investigated summarization of bug reports as an example of natural language software artifacts, summarization of crosscutting code concerns as an example of structured software artifacts and multi-document summarization of project documents related to a code change as an example of multi-document summarization of software artifacts.

We developed summarization techniques for all the above cases. For bug reports, we used an extractive approach based on an existing supervised summarization system for conversational data. For crosscutting code concerns, we developed an abstractive summarization approach. For multi-document summarization of project documents, we developed an extractive supervised summarization approach.

To establish the effectiveness of generated summaries in assisting software developers, the summaries were extrinsically evaluated by conducting user studies. Summaries of bug reports were evaluated in the context of bug report duplicate detection tasks. Summaries of crosscutting code concerns were evaluated in the context of software code change tasks. Multi-document summaries of project documents were evaluated by investigating whether project experts find summaries to contain information describing the reason behind corresponding code changes.

The results show that reasonably accurate natural language summaries can be automatically produced for different types of software artifacts and that the generated summaries are effective in helping developers address their information needs.
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Chapter 1

Introduction

For a large-scale software project, significant amounts of information about the software and the development process are continuously created and stored in the project’s repositories. This fast changing information comes in the form of different software artifacts including source code, bug reports, documentation, mailing list discussions and wiki entries. As an example of the substantial amount of information stored in a software project’s repositories, there are more than 397,000 bug reports in the bug repository of Eclipse, an integrated development environment[1] with more than 24,000 bug reports added to the repository in 2012. Also, more than 260,000 lines of code are added to the Eclipse’s code repository per each major development cycle (12 months) [65].

A software developer working on a software task typically needs to consult information in the project repositories to address her various information needs. For example, for a newly submitted bug report, the developer may want to know if the problem described in the bug has been already reported [4]. When working on a code change task, the developer may want to know what parts of the code are relevant to the task [7], if similar changes have been made to the code in the past [16], or why the code was previously changed in a certain way [48]. To address these information needs, the developer has to navigate, query and search the software project’s repositories and interact with many software artifacts. Various navigation, search and recommendation tools based on different mining techniques have been developed to help narrow the search space for a developer looking for information. For example, various bug report duplicate detection approaches have been proposed to recommend a list of potential duplicate bug reports to help a developer decide if a new bug report is a duplicate of an existing

[1]www.eclipse.org verified 12/12/12
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One (e.g., [91, 96, 106]). Several tools have been developed to recommend similar changes to the code (e.g., [5, 102]) and various techniques have been proposed to facilitate the search and navigation of source code (e.g., [43, 86]). Even when using these techniques, only a subset of the artifacts returned through them addresses the information need of the developer. To figure out which of the returned artifacts contain relevant information, a developer typically has to interact with each artifact. Sometimes a developer can determine relevance based on a quick read of the title of a bug report or a quick scan of a source file. Other times, lengthy discussions in bug reports may need to be read to see if the report includes pertinent information, substantial amounts of code may need to be investigated to figure out how different code elements are related, or documentation may need to be perused to understand how and why the code has evolved in a certain way. All of this work requires dealing with large amounts of information and many details of the artifacts. As an example, a developer using the bug report duplicate recommender built by Sun and colleagues [96] to get a list of potential duplicates for bug #564243 from the Mozilla system\(^2\) has to go through a total of 5125 words (237 sentences, approx. 50 paragraphs) to investigate the top six bug reports (#540841, #562782, #549931, #542261, #550573, #541650) on the list.

My thesis is that the automatic provision of concise natural language summaries of software artifacts makes it easier for developers to more efficiently determine which artifacts address their information needs. A summary represents the most pertinent facts of a single software artifact or a collection of related software artifacts in a shorter form eliding less pertinent details. Once a developer determines if a software artifact contains relevant information based on this alternate representation, she can investigate the artifact in further details. Or, the developer can more efficiently determine an artifact does not require more investigation.

The content of most software artifacts is a combination of two different types of information: structured information and natural language information. Based on their content, software artifacts form a spectrum, where software artifacts with mostly structured information (e.g., code) are at one

\(^2\)www.mozilla.org verified 12/12/12
end and software artifacts with mostly natural language information (e.g., bug reports, documentation) are at the other end. To investigate whether our hypothesis holds across this range, we address both ends of this spectrum in this dissertation. Because software artifacts from each end of this spectrum contain information with different characteristics, different summarization approaches are needed for each of them. In a broad sense, a summarization approach can be either extractive or abstractive [40]. An extractive summary is formed by extracting full sentences from the original document(s) while an abstractive summary is formed by first creating a semantic representation of the content of the input document(s) and then generating sentences to convey the information in the intermediate semantic representation. We propose the use of extractive approaches for summarizing software artifacts with mainly natural language content as the current state of the art in summarizing natural language text relies on sentence extraction [72]. For software artifacts with mostly structured information, we propose the use of abstractive summarization as the precise structure of the content of such artifacts makes it feasible to build an abstract semantic representation. In both cases, even when the content of the input software artifact is mostly structured, we produce a natural language summary as opposed to other alternate forms such as keyword summaries or diagrams. We decided to focus on the natural language format as it provides several benefits. First, we believe natural language text is easy to read and understand and is flexible for including domain knowledge. Second, developers do not need training in a new language or formalism to use the produced summaries. Third, we can easily control the size of a natural language summary to be of a particular number of words. Natural language text has been shown to be more effective than diagrams in other applications such as decision making in medical scenarios [53, 101] and understanding product manuals [52].
1.1 Summarizing Natural Language Software Artifacts

Many software artifacts contain mostly natural language information, including requirement documents, bug reports, project’s mailing list discussions and wiki entries. We investigate bug reports to explore the problem of summarizing software artifacts with mostly natural language content. Software developers access bug reports in a project bug repository to help with a number of different tasks, including understanding multiple aspects of particular defects [11, 15] and understanding how previous changes have been made [5, 102]. We hypothesize that summaries of bug reports can provide developers with enough essence of a report to more efficiently determine which bug reports in a repository contain relevant information.

1.1.1 Approach

Bug reports often consist mainly of a conversation among multiple people. Figure 1.1 shows an example of the conversational structure of a bug report. Since bug reports are similar to other conversational data, for example email threads and meetings, existing approaches for summarizing such data may be utilized. We thus applied an existing extractive conversation-based summarizer, developed by Murray and Carenini [67], to generate summaries of bug reports. This supervised approach relies on training a classifier on a human-annotated corpus. We investigated two classifiers trained on general conversation data, one trained on email data and the other trained on a combination of email and meeting data. We chose these general classifiers to investigate whether they can generate accurate enough summaries for bug reports. To understand whether summaries can be substantially improved by using a domain-specific training set, we also investigated a classifier trained on a bug report corpus we created. The corpus consists of 36 bug reports from four open source projects. We had human annotators create summaries for each of these reports. Using any of the three classifiers, a summary can be produced for a bug report. Figure 1.2 shows a 100-word summary of the bug report shown in Figure 1.1, produced with the classifier trained on our bug report corpus. The sentences in this summary have been
1.1. Summarizing Natural Language Software Artifacts

**Bug 540914 - IMAP: New mail often not displayed in folder pane (read & unread folders). Mail not seen until going offline**

**Product:** Thunderbird  
**Component:** Folder and Message Lists  
**Version:** 3.0  
**Platform:** x86 Windows XP  
**Reported:** 2010-01-20 12:53 PST by Chuck  
**Modified:** 2011-07-31 09:21 PDT (History)  
**CC List:** 7 users (show)

**Chuck  2010-01-20 12:53:17 PST**

User-Agent: Mozilla/5.0 (Windows; U; Windows NT 5.1; en-US; rv:1.9.1.7) Gecko/20090825 Firefox/3.5.7
Build Identifier: 3.0

Setup: IMAP with 150 subscribed folders, frequent checking for new mail, all filtering done at IMAP server. TB is left running overnight.

Problem: New mail not displayed in some (no pattern detected yet) folders. Those folders may have all mail read, in which case the folder name does NOT change to bold black, and folder names with previously unread mail do NOT change to blue.

Other folders (no pattern detected yet) seem to work as expected.

Not a problem with TB2.

Workaround: I have to manually step through each folder name in the folder pane with the down arrow to "update" the folder's display. When I do this, the message count and bold or blue color change occurs and I know I have new mail.

Reproducible: Sometimes

Steps to Reproduce:
1. See details field above

Actual Results:
1. See details field above

Expected Results:
New mail should be indicated by either a bold folder name (no previously unread mail) in the folder pane or a blue folder name (previously unread mail) and an updated message count.

One shouldn't have to manually refresh the folder by highlighting the folder name to be informed of the new mail.

**Ludovic  2010-01-21 05:39:21 PST**

So the mails are in the folder but the folders aren't updated?

**Chuck  2010-01-21 10:34:39 PST**

How could I differentiate?

When I highlight a folder that appears to have all mail read and it turns bold black and adds a message count e.g. (1), I also see network traffic indicating it's checked the IMAP server.

---

Figure 1.1: An example of the conversational structure of a bug report; the beginning part of bug #540914 from the Mozilla bug repository. The full bug report consists of 15 comments from 7 people.
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**SUMMARY:** IMAP: New mail often not displayed in folder pane (read & unread folders). Mail not seen until going offline.

Those folders may have all mail read, in which case the folder name does NOT change to bold black, and folder names with previously unread mail do NOT change to blue. New mail should be indicated by either a bold folder name (no previously unread mail) in the folder pane or a blue folder name (previously unread mail) and an updated message count.

Below is the log for a ten-minute new mail check that does NOT find any mail in the INBOX, however I DO have new mail on the IMAP server in other subscribed folders - TB never pulls it down unless I manually refresh a folder or restart TB.

Figure 1.2: The 100-word summary for bug #540914 from the Mozilla bug repository generated by the classifier trained on bug report data.

extracted from the first comment (the description) and the sixth comment of the bug report.

1.1.2 Evaluation

We measured the effectiveness of the three classifiers, finding that the first two classifiers, trained on more generic conversational data, can generate reasonably good bug report summaries. We also found that the bug report classifier, having a precision of more than 66%, moderately out-performs the other two classifiers in generating summaries of bug reports. To evaluate whether a precision of 66% produces summaries useful for developers, we conducted two independent human evaluations. In the first evaluation, we had human judges evaluate the goodness of a subset of the summaries produced by the bug report classifier. On a scale of 1 (low) to 5 (high), the arithmetic mean quality ranking of the generated summaries by the human judges was $3.69 \pm 1.17$, which suggests that the generated summaries may be helpful to developers. To determine if the summaries are indeed helpful, in the second human evaluation, we conducted a study in which we had 12 participants work on eight bug report duplicate detection tasks. We found that participants who used summaries could complete duplicate detection tasks in less time without compromising the level of accuracy, confirming that bug report summaries help software developers in performing software tasks.
1.2. Summarizing Structured Software Artifacts

1.1.3 Related Work

Our proposed approach (described in more details in Chapter 3) is the first attempt at summarizing natural language software artifacts. Since the publication of our initial results [84], other efforts have investigated using unsupervised approaches to summarize bug reports [56, 59]. While they claim improvement in the analytical results over our approach, none of them has subjected their work to a human task-based evaluation.

1.2 Summarizing Structured Software Artifacts

We focused on the summarization of code as an example of a software artifact which contains mostly structured information, but also some natural language information in the form of comments and identifier names. Programmers must typically perform substantial investigations of code to find parts that are related to the task-at-hand. It has been observed that programmers performing change tasks have particular difficulty handling source code that crosscuts several modules in the code [7]. Such crosscutting code which is scattered across different modules of the system, is often referred to as a concern and is usually implementing a specific feature in the system, e.g., logging or synchronization. Figure 1.3 shows how each module of the system might be intersected with several crosscutting concerns. We chose to focus on summarization support for crosscutting code concerns. We hypothesize that a natural language summary of a concern allows a programmer to make quick and accurate decisions about the relevance of the concern to a change task being performed. Our proposed approach automatically produces a summary about a crosscutting concern given a list of methods generated by an existing concern identification technique. The aim of the generated summary is to allow a programmer to make quick and accurate decisions about the relevance of a concern to a change task being performed.

1.2.1 Approach

Our abstractive approach to summarize a software concern consists of three steps. First, we extract structural and natural language information from the source code to build a unified semantic representation of the concern
1.2. Summarizing Structured Software Artifacts

Integrating both types of information. Second, we apply a set of heuristics to the extracted information to find patterns and identify salient code elements in the concern code. Finally, using both the extracted information and the content produced from the heuristics, we generate the sentences that form the summary. Figure 1.4 shows an example summary created by our approach for a concern implementing undo feature in JHotDraw, an open source graphical framework.

1.2.2 Evaluation

To determine if generated summaries can help programmers investigate code relevant to a given change task, we conducted a laboratory study in which eight programmers performed two software change tasks on two different software systems. For the second task performed, the programmers had access to concern summaries. We found that when concern summaries were available, the programmers found it easier to perform the specified task and were more confident about their success in completing the task. We also found evidence that the programmers were able to effectively use the concern summaries to locate code pertinent to the change task.

Figure 1.3: Crosscutting code concerns

Figure 1.4: Example summary created by our approach for a concern implementing undo feature in JHotDraw, an open source graphical framework.

www.jhotdraw.org, verified 12/12/12
### 1.2. Summarizing Structured Software Artifacts

#### Summary of ‘Undo’ Feature Implementation

1. The ‘Undo’ feature is implemented by at least 22 methods [show/hide].
2. This feature provides ‘undoing’ functionality for ‘Select All Command’, ‘Connected Text Tool’, etc. [show/hide].
3. The implementation of the ‘Undo’ feature highly depends on the following code elements:
   - org.jhotdraw.util.UndoableAdapter.undo().
   - org.jhotdraw.util.Undoable.undo().
4. All of the methods involved in implementing ‘Undo’:
   - are named ‘undo’.
   - override method org.jhotdraw.util.UndoableAdapter.undo().
   - are a member of a class named “UndoActivity”.
5. Around half of the methods involved in implementing ‘Undo’ call one or more of the following methods:
   - org.jhotdraw.framework.DrawingView.clearSelection().
   - org.jhotdraw.util.UndoableAdapter.getAffectedFigures().

---

**Figure 1.4:** A part of summary of ‘Undo’ concern in JHotDraw.

### 1.2.3 Related Work

While our focus is on summarizing concern code which often crosscuts modules defined in the code, other efforts have investigated summarization for localized code, e.g. summarizing a class, a method, or a package. Examples include Haiduc and colleagues [41] who generate term-based summaries for methods and classes consisting of a set of the most relevant terms to describe the class or method. Sridhara and colleagues [95] proposed a technique to generate descriptive natural language summary comments for an arbitrary Java method by exploiting structural and natural language clues in the method. As opposed to our approach, none of this work has evaluated the generated summaries in the context of a software task.
1.3 Multi-document Summarization of Software Artifacts

A software artifact is often inter-related to other software artifacts, possibly from different types (e.g., a piece of code related to a bug report) or at different levels of abstraction (e.g., a design diagram related to a requirement document).

Sometimes, a developer has to navigate a network of inter-related software artifacts to address an information need. For example, requirement documents, design diagrams and source code files might need to be investigated to understand how a certain feature has been implemented in the code. As another example, a software developer who is looking for the high-level information on the motivation behind a code change typically has to investigate a hierarchy of project documents starting from a bug report up to inter-related design and requirement documents. Finding and understanding motivational information that is spread across multiple natural language documents is time consuming and cognitively demanding and thus seldom happens in the context of a code change.

We hypothesize that a concise summary of documents related to the reason behind a code change can make it easier for a developer to understand why code was changed in a certain way. We see this problem as a special case of multi-document summarization of natural language software artifacts. Thus we propose the use of multi-document extractive summarization techniques, previously applied to generic natural language documents (e.g., [79]).

1.3.1 Approach

Multi-document summarization techniques often deal with summarizing a set of similar documents that are likely to repeat much the same information while differing in certain parts; for example, news articles published by different news agencies covering the same event of interest (e.g., [49, 105]). Our approach is different in that it investigates summarizing a set of documents each at a different level of abstraction. We modeled the set of documents as a hierarchical chain to account for the fact that they are at different
1.3. Multi-document Summarization of Software Artifacts

As a CONNECT Adopter, I want to process and send large payload sizes of up to 1 GB to meet the requirements of all my use cases (User Story: EST010)

- Create a pilot implementation for streaming large files for the Document Submission service
- When an end to end run of document submission is run, no temporary files should exist in the file system after the transaction has been completed.

Figure 1.5: A summary describing the reason behind a code change produced for a collection of project documents related to the code change.

levels of abstraction. We took a supervised approach to extract the most important sentences. We created a corpus by asking human annotators to create summaries for 8 different chains. We then trained a classifier on the corpus based on eight sentence-level features we identified. Figure 1.5 shows a summary created by this classifier for a collection of project documents related to a code change. In Section 5.2, we discuss how such a summary can help a developer understand the reason behind a code change.

1.3.2 Evaluation

To evaluate whether generated summaries help developers in understanding the motivation behind a code change, we conducted an exploratory user study. We generated summaries for a few change-related chains and asked the developer who had made the change to evaluate if the summary described the motivation behind the code change. The developers participating in the study found the summaries to contain relevant information about the reason behind the code changes and suggested improving the summaries by including more technical details.

1.3.3 Related Work

Various approaches have addressed analyzing source code changes to gain insight about past and current states of a software project. Examples include identification (e.g., [34]), impact analysis (e.g., [76]) and visualization (e.g., [103]) of code changes. While these approaches mainly focus on the ‘what’ and ‘how’ of a code change, the approach presented in this paper
tries to address the ‘why’ behind a code change.

1.4 Contributions

The work presented in this dissertation makes the following contributions to the field of software engineering:

- It demonstrates end-to-end that reasonably accurate natural language summaries can be automatically produced for different types of software artifacts: bug reports (as an example of mostly natural language software artifacts), software concerns (as an example of mostly structured software artifacts) and a chain of documents related to a code change (as an example of inter-related natural language software artifacts) and that the generated summaries are useful for developers.

- It presents approaches developed to automatically summarize different types of software artifacts:
  - An extractive summarization approach to summarize bug reports based on an existing supervised summarization system for conversational data.
  - A novel abstractive summarization approach to summarize cross-cutting code concerns.
  - A supervised extractive summarization approach to summarize a chain of project documents related to a code change based on various features burrowed from multi-document summarization.

- It demonstrates that summaries generated by the proposed summarization approaches help developers in performing software tasks:
  - It demonstrates that the generated bug report summaries help developers in the context of a particular software task, bug report duplicate detection.
  - It demonstrates that the generated concern summaries help developers in performing code change tasks.
1.5 Organization

In Chapter 2, we give an overview of background information on summarization systems and related work on summarization of software artifacts.

In the remainder of the dissertation, we discuss the approaches taken to summarize each different type of software artifact and how the goodness of summaries were evaluated in each case. In Chapter 3, we present the details of the technique used in summarizing bug reports, including the conversation-based supervised summarization framework used to train three different classifier using three different datasets (Section 3.3) along with the process of creating the bug report corpus (Section 3.2). We describe how three different classifiers are evaluated by comparing their generated summaries against human-generated summaries (Section 3.4). We describe the process of using human judges to evaluate the generated summaries by asking them to rank the goodness of summaries against the original bug reports (Section 3.5.1). We provide details of our task-based human evaluation in which we investigated whether provision of bug report summaries helps participants in performing bug report duplicate detection tasks (Section 3.5.2).

In Chapter 4 we discuss the summarization of crosscutting code concerns. We present the details of the abstractive summarization approach (Section 4.3) including steps to extract information and build a semantic representation of the concern, find patterns and salient code elements and generate summary sentences. We describe the task-based user study conducted to evaluate whether concern summaries help developers in performing software change tasks (Section 4.4).

In Chapter 5 we discuss the multi-document summarization of a set of documents related to a code change. We discuss sentence-level features used to identify summary sentences (Section 5.3) and the corpus annotated as the training set (Section 5.4). We also provide details of the human evaluation conducted to investigate if developers find generated summaries of potential
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use (Section 5.5).

In Chapter 6 we provide a discussion of various decisions made in the development and evaluation of various summarization techniques and various future research directions. In Chapter 7 we summarize the contributions of the work described in this dissertation.
Chapter 2

Background and Related Work

With electronically available information growing at an exponential pace, there is substantial interest and a substantial body of work on automatic summarization systems. Such systems are designed to alleviate the problem of information overload by providing a concise natural language summary containing the most important information in one or more documents. Over the recent years, numerous summarization systems have been developed for various documents including news (e.g., [63, 80]), medical information (e.g., [27, 28]), email threads (e.g., [38, 81]), meeting transcripts (e.g., [68, 70]), scientific articles (e.g., [64, 77]), etc. In Section 2.1, we present a general overview of summarization approaches.

Similarly, in the development of a software system, large amounts of new information in the form of different software artifacts are produced on a continuous basis. Source code, bug reports, documentation, mailing list discussions, wiki entries, etc., are created by developers of the software system on a daily basis. As a result, over the past five years there has been an interest in automatic generation of summaries for various software artifacts in the software engineering community. We give an overview of these techniques in Section 2.2.

Summarization of software artifacts is an example of application of text analysis techniques to assist software developers in performing software tasks. Other efforts have considered the use of text analysis to help developers in tasks like traceability, concept location, code search and navigation, duplicate bug report detection, etc. We discuss some of the applications of text analysis techniques in software engineering research in Section 2.3.
2.1 Automatic Summarization

In this section, we present a general overview of background information on automatic summarization systems.

2.1.1 Extractive vs. Abstractive Summarization

Producing a concise and fluent abstract emulating a human-written summary requires semantic interpretation of input documents and the ability to modify and merge information, which is beyond the state of the art for automatic summarization of natural language documents \([72]\). Most existing summarization approaches rely on extractive techniques where the main focus is on identifying important sentences that should be included in the summary.

In extractive summarization, the task of selecting important sentences can be represented as a binary classification problem, partitioning all sentences in the input into summary and non-summary sentences. One way to distinguish between various extractive summarization approaches is based on whether they use unsupervised or supervised classification techniques. The advantage of using an unsupervised technique is that there is no need for a human annotated corpus. Examples of unsupervised summarization systems include topic representation approaches that rely on representing input documents by the topics discussed in the text (e.g., \([55, 94]\)). Another example is graph-based methods (e.g., \([30, 66]\)) in which input text is represented as a graph of inter-related sentences and the importance of each sentence is derived from its centrality in the graph. The main drawback of unsupervised methods is their inability to use any number of features. To tackle this problem, Kupiec and colleagues \([50]\) proposed the use of supervised machine learning for summarization to provide the freedom to use and combine any desired number of features. A supervised approach relies on the availability of a document/summary corpus. The statistical analysis of the corpus determines how features should be weighted relative to each other. Length of a sentence, the position of a sentence in text and the number of topic words in a sentence are all examples of features.

Extractive summarization has several drawbacks both in terms of con-
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tent and linguistic quality. Because full sentences are taken out of input documents to form a summary, unnecessary details may be added along with salient information. Also since sentences are taken out of context, extractive summaries usually lack coherence and referential clarity. To address these problems, there has recently been a focus on moving towards the alternative approach of abstractive summarization. Sentence fusion (e.g., [8]) and compression (e.g., [100]) have been introduced to improve the content of extractive summaries by focusing on rewriting techniques. However, a fully abstractive approach involves an intermediate step of building a semantic representation based on input information, then selecting salient content and finally generation of sentences. An abstractive summarization system can be categorized as a text-to-text or data-to-text generation approach. Data-to-text generation approaches have been used to summarize weather forecast [85], engineering [109] and medical data [75].

In this dissertation, we used supervised extractive summarization approaches to summarize natural language software artifacts (Chapter 3 and Chapter 5). We used an abstractive data-to-text approach to summarize code concerns (as an example of structured software artifacts) because the highly structured nature of software code enabled us to build an intermediate semantic representation (Chapter 4).

2.1.2 Single Document vs. Multi-document Summarization

While single document summarization systems deal with producing a summary of one document, multi-document summarization involves producing a summary of a collection of (related) documents. Multi-document summarization is typically motivated by the case of summarizing a collection of news articles covering the same event of interest [39]. Consequently, most multi-document summarization systems rely on content similarity among documents. Different approaches have considered extractive multi-document summarization. Examples include centroid-based (e.g., MEAD [79]), cluster-based (e.g., [105]) and graph-based (e.g., LexPageRank [29]) summarization techniques. A centroid is a set of words that are statistically important to a collection of documents. In MEAD, a centroid is defined as a pseudo-document which consists of words with TF-IDF scores.
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above a pre-defined threshold [79]. The idea is that sentences that are more similar to the centroid are more important as they are more representative of the topic of the input documents. In cluster-based techniques, first clusters of similar sentences are formed and then clusters, treated as topics, are ranked and as the final step one representative sentence is selected from each main cluster. In graph-based techniques, input documents are represented as a graph of sentences that are related to each other. Each sentence is scored based on its centrality in the graph (e.g. sentences that are similar to many other sentences [29]).

Our approach to summarize a collection of natural language software artifacts (Chapter 5) is different from most other studied cases of multi-document summarization as we investigated cases where there is hierarchical relationships between the artifacts in the input collection and less degree of redundancy in terms of content.

2.1.3 Generic vs. Domain-Specific Summarization

Generic summarization does not make any assumption about the content, structure or any other characteristic of input documents. On the other hand, domain-specific summarization deals with documents with particular characteristics (e.g., input documents with particular format or content) and utilizes these characteristics to more accurately identify important information. Examples include summarization of conversational data (e.g., [19, 70]), scientific articles (e.g., [77]) and medical documents (e.g., [3]).

Research in the summarization of conversational data [17] ranges from summarization of email threads (e.g., [38, 81, 104]) to summarization of meetings (e.g., [70]) and phone conversations (e.g., [111]). Using the conversational features to summarize such data was first proposed by Rambow and colleagues [81]. They showed that using their supervised machine learning approach, best results were achieved when conversational features related to an email thread (e.g., the number of recipients) are added to features used by a generic text summarizer. Carenini and colleagues [38] proposed the use of a novel graph-based representations of an email thread capturing how each individual email mentions other emails. Clue words are defined as reoccurring words in adjacent emails in the graph and sentences contain-
ing more clue words are scored higher. We used an idea similar to clue words in multi-document summarization of natural language software artifacts (Chapter 5) by using the overlap between different artifacts to identify important sentences.

In a later work, Murray and Carenini [67] developed a summarizer for conversations in various modalities that uses features inherent to all multi-party conversations. They applied this system to meetings and emails and found that the generic conversation summarizer was competitive with state-of-the-art summarizers designed specifically for meetings or emails. We used this general conversation summarizer to generate summaries of bug report (as our studied case of natural language software artifacts) in Chapter 3. All the approaches proposed in this dissertation to summarize software artifacts fall under the category of domain-specific summarization as they make use of certain structure or particular content of input data.

2.1.4 Evaluation Methods

Methods for evaluating the goodness of automatically generated summaries can be categorized either as *intrinsic* or *extrinsic*. In *intrinsic* evaluation techniques, a summary is evaluated in its own right, typically by being compared to a reference set of model summaries. A model summary is often a human-generated summary or a baseline summary (e.g., the first few sentences of a news article). In *extrinsic* evaluation techniques, it is investigated whether summaries help an end user (or a tool) perform a task better.

Intrinsic evaluation involves computing analytical measures like precision, recall, pyramid precision [73] and ROUGE [54]. Extrinsic evaluation often involves a task-based human evaluation to establish that summarization systems are indeed helpful in the context of a real-life task. Examples of earlier efforts include TIPSTER Text Summarization Evaluation (SUMMAC) [58] in which summaries were shown to be helpful in the context of the task of judging if a particular document is relevant to a topic of interest. McKeown and colleagues [62] conducted a user study in which participants were given a task of writing reports on specific topics. They found that when summaries were provided people tended to write better reports and
2.2. Summarization for Software Artifacts

Existing approaches for summarizing software artifacts have mostly focused on bug reports or source code. Since the publication of our work on summarizing bug reports [84] (Chapter 3), two separate approaches, both based on unsupervised summarization techniques, have been proposed. Lotufo and colleagues [56] investigated an unsupervised approach based on the PageRank algorithm for extractive summarization of bug reports. With their approach, sentences in a bug report are ranked based on such features as whether the sentence discusses a frequently discussed topic or whether the sentence is similar to the bug reports title and description. Their paper reports on an analytic evaluation that shows a 12% improvement over our supervised summarization approach. In a separate work, Mani and colleagues [59] applied four unsupervised summarization approaches to bug reports. They showed that three of these approaches, MMR, DivRank and Grasshopper algorithms, worked at par with our proposed supervised approach. None of these approaches have been subjected to a human task-based evaluation.

Other work on summarizing software artifacts has focused on producing summaries of source code. Haiduc and colleagues [41] used techniques...
based on Vector Space Model (VSM) and Latent Semantic Indexing (LSI) to
generate term-based summaries for methods and classes. Such a summary
contains a set of the most relevant terms to describe a class or method.
Sridhara and colleagues [95] proposed a technique to generate descriptive
natural language summary comments for an arbitrary Java method by ex-
ploring structural and natural language clues in the method. As the first
step, they choose the important or central code statements to be included
in the summary comment. Then, for a selected code statement, they use
text generation to determine how to express the content in natural language
phrases and how to smooth between the phrases and mitigate redundancy.
Our approach for summarizing code (Chapter 4) differs in targeting auto-
mated summarization for non-contiguous blocks of code, namely crosscut-
ting code for a concern. We also applied a task-based evaluation rather
than relying on human judges of summaries out of the context of use of a
summary.

2.3 Text Analysis in Software Engineering

The natural language content of software artifacts provides semantic infor-
mation necessary to develop and maintain a software system. Consequently,
various efforts have considered the use of text analysis to make it easier
for developers to benefit from the natural language information contained
in various software artifacts. Text analysis borrows techniques from differ-
ent areas including information retrieval (IR), natural language processing
(NLP), machine learning and the Semantic Web. It also can be integrated
with various static and dynamic source code analysis techniques. Text anal-
ysis techniques have been used to assist developers in performing various
software tasks including concern location [93], source code search and nav-
igation [43], traceability [60], duplicate bug report detection [91] and spec-
ification extraction [110]. In this section we mainly focus on approaches
aimed at extracting semantic information from natural language content of
software artifacts (code in particular) since the same techniques can be used
in abstractive summarization of software artifacts.

Various techniques have been used to extract semantic information from
natural language content of the code. For example, Tan and colleagues [98] used a combination of part of speech (POS) tagging, semantic role labeling and clustering to extract information from rule-containing comments. An example of such a comment is one that requires a lock to be acquired before calling a function. Zhong and colleagues [110] inferred specifications from API documentations by using Named Entity Recognition and chunk tagging to extract (resource, action) pairs. The extracted information was then used to locate bugs in the code. Fry and colleagues [37] used POS tagging, chunking and pattern matching to analyze comments and identifiers of a method and extract Verb-DO (Direct Object) pairs. This extracted information then was used to identify action-oriented concerns [93] and to generate summary comments for methods [95]. Hill and colleagues [44] extended the Verb-DO extraction technique to extract all phrasal concepts (e.g., noun phrases or propositional phrases) to capture word context of natural language queries and make code searches more efficient. Similar text analysis techniques can be used to extract semantic information from code to be included in a concern summary. For example, we used Verb-DO extraction to identify the feature implemented by the concern (Section 4.3).
Chapter 3

Summarization of Bug Reports

We studied bug report summarization to explore the problem of summarizing software artifacts with mostly natural language content. A software project’s bug repository provides a rich source of information for a software developer working on the project. For instance, the developer may consult the repository to understand reported defects in more details, to understand how changes were made on the project in the past, or to communicate with other developers or stakeholders involved in the project [9].

In this chapter, we investigate whether concise summaries of bug reports, automatically produced from a complete bug report, would allow a developer to more efficiently investigate information in a bug repository as part of a task. Our approach is based on an existing extraction-based supervised summarization system for conversational data [67]. Using this summarization system, a classifier trained on a human-annotated corpus can be used to generate summaries of bug reports. We start by motivating the need for summarization of bug reports in Section 3.1. In Section 3.2 we discuss the human-annotated bug report corpus we created. In Section 3.3 we present details of our summarization approach. We discuss the evaluation results in Section 3.4 (analytic evaluation) and Section 3.5 (human evaluations).

3.1 Motivation

When accessing the project’s bug repository, a developer often ends up looking through a number of bug reports, either as the result of a search or a recommendation engine (e.g., [96] [102]). Typically, only a few of the bug reports a developer must peruse are relevant to the task at hand. Some-
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Table 3.1: Statistics on summary-worthy bug reports for several open source projects, computed for bug reports created over the 24-month period of 2011-2012.

<table>
<thead>
<tr>
<th>Project</th>
<th>#all bug reports</th>
<th>#bug reports longer than 300 words</th>
</tr>
</thead>
<tbody>
<tr>
<td>Eclipse Platform</td>
<td>7,641</td>
<td>2,382 (32%)</td>
</tr>
<tr>
<td>Firefox</td>
<td>10,328</td>
<td>3,310 (32%)</td>
</tr>
<tr>
<td>Thunderbird</td>
<td>6,225</td>
<td>2,421 (39%)</td>
</tr>
</tbody>
</table>


Sometimes a developer can determine relevance based on a quick read of the title of the bug report, other times a developer must read the report, which can be lengthy, involving discussions amongst multiple team members and other stakeholders. For example, a developer using the bug report duplicate recommender built by Sun and colleagues [96] to get a list of potential duplicates for bug #564243 from the Mozilla system[^1] is presented with a total of 5125 words (237 sentences) in the top six bug reports on the recommendation list.

Perhaps optimally, when a bug report is closed, its authors would write a concise summary that represents information in the report to help other developers who later access the report. Given the evolving nature of bug repositories and the limited time available to developers, this optimal path is unlikely to occur. As a result, we investigate the automatic production of summaries to enable generation of up-to-date summaries on-demand and at a low cost.

Bug reports vary in length. Some are short, consisting of only a few words. Others are lengthy and include conversations between many developers and users. Figure 3.1 displays part of a bug report from the KDE bug repository[^2]; the entire report consists of 21 comments from 6 people.

Developers may benefit from summaries of lengthy bug reports but are unlikely to benefit from summaries of short bug reports. If we target summaries of 100 words, a common size requirement for short paragraph-length summaries[^3], and we assume a compression rate of 33% or less is likely beneficial, then a bug report must be at least 300 words in length to achieve the 33% compression rate. Table 3.1 shows the number and percentage of

[^1]: www.mozilla.org, verified 04/04/12
[^2]: bugs.kde.org, verified 04/04/12
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Figure 3.1: The beginning part of bug #188311 from the KDE bug repository.

summary worthy bug reports in three popular and large-scale open source software projects, computed over the two-year period of 2011-2012. In all these projects, almost one third of bug reports created over the 24-month period are longer than 300 words, suggesting that sufficient lengthy bug reports exist to make the automatic production of summaries worthwhile. The length of a bug report is the total number of words in its description and comments.

Many existing text summarizing approaches exist that could be used to generate summaries of bug reports. Given the strong similarity between bug reports and other conversational data (e.g., email and meeting discus-
3.2 Bug Report Corpus

To be able to train, and judge the effectiveness, of an extractive summarizer on bug reports, we need a corpus of bug reports with good summaries. Optimally, we would have available such a corpus in which the summaries were created by those involved with the bug report, as the knowledge of these individuals in the system and the bug should be the best available. Unfortunately, such a corpus is not available as developers do not spend time writing summaries once a bug is complete, despite the fact that the bug report may be read and referred to in the future.

To provide a suitable corpus, we recruited ten graduate students from the Department of Computer Science at the University of British Columbia to annotate a collection of bug reports. On average, the annotators had seven years of programming experience. Half of the annotators had experience programming in industry and four had some experience working with bug reports.

3.2.1 Annotation Process

We had each individual annotate a subset of bugs from four different open-source software projects: Eclipse Platform, Gnome[^6], Mozilla and KDE. We chose a diverse set of systems because our goal is to develop a summarization approach that can produce accurate results for a wide range of bug repositories, not just bug reports specific to a single project. There are a total of 2361 sentences in these 36 bug reports. This corpus size is comparable to the size of the corpora in other domains used in training similar classifiers.

[^6]: www.gnome.org verified 04/04/12
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For example, the Enron email corpus, used to train a classifier to summarize email threads, contains 39 email threads and 1400 sentences [67].

The 36 bug reports (nine from each project) have been chosen randomly from the pool of all bug reports containing between 5 and 25 comments with two or more people contributing to the conversation. The bug reports have mostly conversational content. We avoided selecting bug reports consisting mostly of long stack traces and large chunks of code as we are targeting bug reports with mainly natural language content. The bug reports have different numbers of comments: 14 reports (39%) had between five and nine comments; 11 (31%) reports had 10 to 14 comments; 5 (14%) reports had between 15 to 19 comments; the remaining six (16%) reports had 20 to 25 comments each. The bug reports also varied when it came to the number of contributors: 16 (44%) bug reports had between 2 and 4 contributors; 16 (44%) other had 5 to 7 contributors; the remaining four (12%) had 8 to 12 contributors. Nine of the 36 bug reports (25%) were enhancements to the target system; the other 27 (75%) were defects.

Each annotator was assigned a set of bug reports from those chosen from the four systems. For each bug report, we asked the annotator to write an abstractive summary of the report using their own sentences that was a maximum of 250 words. We limited the length of the abstractive summary to motivate the annotator to abstract the given report. The annotator was then asked to specify how each sentence in the abstractive summary maps (links) to one or more sentences from the original bug report by listing the numbers of mapped sentences from the original report. The motivation behind asking annotators to first write an abstractive summary (similar to the technique used to annotate the AMI meeting corpus [20]) was to make sure they had a good understanding of the bug report before mapping sentences. Asking them to directly pick sentences may have had the risk of annotators just selecting sentences that looked important without first reading through the bug report and trying to understand it. Although the annotators did not
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Table 3.2: Abstractive summaries generated by annotators.

<table>
<thead>
<tr>
<th></th>
<th>mean</th>
<th>stdv</th>
</tr>
</thead>
<tbody>
<tr>
<td>#sentences in the summary</td>
<td>5.36</td>
<td>2.43</td>
</tr>
<tr>
<td>#words in the summary</td>
<td>99.2</td>
<td>39.93</td>
</tr>
<tr>
<td>#linked sentences from the bug report</td>
<td>16.14</td>
<td>9.73</td>
</tr>
</tbody>
</table>

have experience with these specific systems, we believe their experience in programming allowed them to extract the gist of the discussions; no annotator reported being unable to understand the content of the bug reports. The annotators were compensated for their work. The annotation instructions used by the annotators has been provided in Appendix A.

To aid the annotators with this process, the annotators used a version of BC3 web-based annotation software[7] that made it easier for them to manipulate the sentences of the bug report. Figure 3.2 shows an example of part of an annotated bug report; the summary at the top is an abstractive summary written by an annotator with the mapping to the sentences from the original bug report marked.

The annotated bug report corpus is publicly available[8].

3.2.2 Annotated Bugs

On average, the bug reports being summarized comprised 65 sentences. On average, the abstractive summaries created by the annotators comprised just over five sentences with each sentence in the abstractive summaries linked (on average) to three sentences in the original bug report. Table 3.2 provides some overall statistics on the summaries produced by the annotators.

A common problem of annotation is that annotators often do not agree on the same summary. This reflects the fact that the summarization is a subjective process and there is no single best summary for a document—a bug report in this paper. To mitigate this problem, we assigned three annotators to each bug report. We use the kappa test to measure the level

---

Summary: KDE - The applet panel should not overlap applets

Summary

In the anarok2-svn contextview the bottom bar sometimes obscure applet content.
[1.4,11.1,11.2,11.3] Applets should not be larger than the viewable area, and should be given an appropriate sizehint.[11.2] This bug was fixed in 2.1.1[20.1]

Description
From mangu
1.1 version: svn (using Devel)
1.2 OS: Linux
1.3 Installed from: Compiled sources
1.4 In anarok2-svn I like the the new contextview, but I found the new bottom bar for managing applets annoying, as it covers parts of other applets sometimes, like lyrics one, so that you miss a part of it.
1.5 Could be handy to have it appear and desappear on mouseover.
1.6 thanks

Comment 1
From Dan
2.1 The real solution is to make it not cover applets, not make it appear/disappear on mouse over.

Comment 2
From Leo
3.1 I dont understand your point, dan... how do we make it not cover applets?

Figure 3.2: A screenshot of the annotation software. The bug report has been broken down into labeled sentences. The annotator enters the abstractive summary in the text box. The numbers in the brackets are sentence labels and serve as links between the abstractive summary and the bug report. For example, the first sentence of the abstractive summary has links to sentences 1.4, 11.1, 11.2, 11.3 from the bug report.
of agreement amongst the annotators with regards to bug report sentences that they linked in their abstructive summaries [33]. The result of the kappa test (k value) is 0.41 for our bug report annotations, showing a moderate level of agreement.

Table 3.3: The questions asked from an annotator after annotating a bug report.

<table>
<thead>
<tr>
<th>Question</th>
<th>Average</th>
</tr>
</thead>
<tbody>
<tr>
<td>What was the level of difficulty of summarizing the bug report?</td>
<td>2.67 (±0.86)</td>
</tr>
<tr>
<td>What was the amount of irrelevant and off-topic discussion in the bug report?</td>
<td>2.11 (±0.66)</td>
</tr>
<tr>
<td>What was the level of project-specific terminology used in the bug report?</td>
<td>2.68 (±0.83)</td>
</tr>
</tbody>
</table>

We asked each annotator, at the end of annotating each bug report, to answer a number of questions (first column in Table 3.3) about properties of the report. They answered each question using a scale of 1 to 5 (with 1 low, 3 medium and 5 high). The second column of Table 3.3 shows the average score computed across all the annotated bug reports. These scores (with standard deviation taken into account) indicate that the annotators did not find the bug reports to be difficult to summarize, to consist of a lot of off-topic discussion or to include much project-specific terminology. Using an ordinal scale, we have not accounted for the subjectivity of human opinions. For example, one annotator’s perception of off-topic discussion in bug reports might be different from the perception of another annotator. A more qualitative study is needed to understand how different people approach an annotation (summarization) task and what might make the task difficult for them.

3.3 Approach

The bug report corpus provides a basis on which to experiment with producing bug report summaries automatically. We produce summaries using binary classifiers that consider 24 sentence features (Section 3.3.1). It is
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based on values of these features, computed for each sentence, that it is determined whether the sentence should be included in the summary. To assign a weight to each feature, a classifier first has to be trained on human generated summaries.

We set out to investigate two questions:

1. Can we produce good summaries with existing conversation-based classifiers?

2. Can we do better with a classifier specifically trained on bug reports?

The existing conversation-based classifiers we chose to investigate are trained on conversational data other than bug reports. The first classifier, which we refer to as EC (Email Classifier), was trained on email threads [67]. We chose this classifier as bug report conversations share similarity with email threads, such as being multi-party and having thread items added at differing intervals of time. This classifier was trained on a subset of the publicly available Enron email corpus [47], which consists of 39 annotated email threads (1400 sentences in total).

The second classifier, which we refer to as EMC (Email & Meeting Classifier), was trained on a combination of email threads and meetings [67]. We chose this classifier because some of the characteristics of bug reports might be more similar to meetings, such as having concluding comments at the end of the conversation. The meetings part of the training set for EMC is a subset of the publicly available AMI meeting corpus [20], which includes 196 meetings.

The EC and EMC classifiers are appealing to use because of their generality. If these classifiers work well for bug reports, it offers hope that other general classifiers might be applicable to software project artifacts without training on each specific kind of software artifacts (which can vary between projects) or on project-specific artifacts, lowering the cost of producing summaries.

However, unless these classifiers produce perfect summaries, the question of how good of a summary can be produced for bug reports remains open unless we consider a classifier trained on bug reports. Thus, we also chose to train a third classifier, BRC (Bug Report Classifier), using the bug report
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**SUMMARY:** The applet panel should not overlap applets

In amarok2-svn I like the the new contextview , but I found the new bottom bar for managing applets annoying , as it covers parts of other applets sometimes , like lyrics one , so that you miss a part of it. Could be handy to have it appear and disappear onmouseover.

The applet should end where the toolbar begins.

Applets should not be larger than the viewable area, if there’s an applet above it, then the lower applet should get a smaller sizehint, and resize if necessary when it’s the active applet (and therefore the only one on the screen)

Basically, no applet should continue on off the screen, it should end at the panel.

The bug that is being shown here is the fact that you cannot yet resize your applets, and as such we also don’t set default sizes sanely.

You are reporting a bug on a non-completed feature ;)

will be fixed in 2.1.1, done locally.

Figure 3.3: The gold standard summary for bug #188311 from the KDE bug repository. The summary was formed by extracting sentences that were linked by two or three human annotators.

As we have only the bug report corpus available for both training and testing the bug report classifier, we use a cross-validation technique when evaluating this classifier. Specifically, we use a leave-one-out procedure so that the classifier used to create a summary for a particular bug report is trained on the remainder of the bug report corpus.

All three classifiers investigated are logistic regression classifiers. Instead of generating an output of zero or one, these classifiers generate the prob-
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ability of each sentence being part of an extractive summary. To form the summary, we sort the sentences into a list based on their probability values in descending order. Starting from the beginning of this list, we select sentences until we reach 25% of the bug report word count. The selected sentences form the generated extractive summary. We chose to target summaries of 25% of the bug report word count because this value is close to the word count percentage of gold standard summaries (28.3%). All three classifiers were implemented using the Liblinear toolkit.

3.3.1 Conversation Features

The classifier framework used to implement EM, EMC and BRC learn based on the same set of 24 different features. The values of these features for each sentence are used to compute the probability of the sentence being part of the summary.

The 24 features can be categorized into four major groups.

- **Structural** features are related to the conversational structure of the bug reports. Examples include the position of the sentence in the comment and the position of the sentence in the bug report.

- **Participant** features are directly related to the conversation participants. For example if the sentence is made by the same person who filed the bug report.

- **Length** features include the length of the sentence normalized by the length of the longest sentence in the comment and also normalized by the length of the longest sentence in the bug report.

- **Lexical** features are related to the occurrence of unique words in the sentence.

Table 3.4 provides a short description of the features considered. Some descriptions in the table refer to Sprob. Informally, Sprob provides the probability of a word being uttered by a particular participant based on the

---

9 A sentence is selected as the last sentence of the summary if the 25% length threshold is reached in the middle or at the end of it.

10 [www.csie.ntu.edu.tw/~cjlin/liblinear/](http://www.csie.ntu.edu.tw/~cjlin/liblinear/) verified 04/04/12
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intuition that certain words will tend to be associated with one conversation participant due to interests and expertise. Other descriptions refer to $T_{prob}$, which is the probability of a turn given a word, reflecting the intuition that certain words will tend to cluster in a small number of turns because of shifting topics in a conversation. Full details on the features are provided in [67].

To see which features are informative for generating summaries of bug reports, we perform a feature selection analysis. For this analysis, we compute the $F$ statistics score (introduced by Chen and Lin [21]) for each of the 24 features using the data in the bug report corpus. This score is commonly used to compute the discriminability of features in supervised machine learning. Features with higher $F$ statistics scores are the most informative in discriminating between important sentences, which should be included in the summary, and other sentences, which need not be included in the summary.

Figure 3.4 shows the values of $F$ statistics computed for all the features defined in Table 3.4. The results show that the length features (SLEN & SLEN2) are among the most helpful features. Several lexical features are also helpful: CWS$^{11}$, CENT1, CENT2$^{12}$, SMS$^{13}$, & SMT$^{14}$. Some features have very low $F$ statistics because either each sentence by a participant gets the same feature value (e.g., BEGAUTH) or each sentence in a turn gets the same feature value (e.g., TPOSE1). Although a particular feature may have a low $F$ statistics score because it does not discriminate informative versus non-informative sentences on its own, it may well be useful in conjunction with other features [67].

The distribution of $F$ statistics scores for the bug report corpus is different from those of the meeting and email corpora [67]. For example MXS and MXT have a relatively high value of $F$ statistics for the email data while both have a relatively low value of $F$ statistics for the bug report

---

$^{11}$CWS measures the cohesion of the conversation by comparing the sentence to other turns of the conversation.

$^{12}$CENT1 & CENT2 measure whether the sentence is similar to the conversation overall.

$^{13}$SMS measures whether the sentence is associated with some conversation participants more than the others.

$^{14}$SMT measures whether the sentence is associated with a small number of turns more than the others.
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Table 3.4: Features key.

<table>
<thead>
<tr>
<th>Feature ID</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>MXS</td>
<td>max $Sprob$ score</td>
</tr>
<tr>
<td>MNS</td>
<td>mean $Sprob$ score</td>
</tr>
<tr>
<td>SMS</td>
<td>sum of $Sprob$ scores</td>
</tr>
<tr>
<td>MXT</td>
<td>max $Tprob$ score</td>
</tr>
<tr>
<td>MNT</td>
<td>mean $Tprob$ score</td>
</tr>
<tr>
<td>SMT</td>
<td>sum of $Tprob$ scores</td>
</tr>
<tr>
<td>TLOC</td>
<td>position in turn</td>
</tr>
<tr>
<td>CLOC</td>
<td>position in conversation</td>
</tr>
<tr>
<td>SLEN</td>
<td>word count, globally normalized</td>
</tr>
<tr>
<td>SLEN2</td>
<td>word count, locally normalized</td>
</tr>
<tr>
<td>TPOS1</td>
<td>time from beginning of conversation to turn</td>
</tr>
<tr>
<td>TPOS2</td>
<td>time from turn to end of conversation</td>
</tr>
<tr>
<td>DOM</td>
<td>participant dominance in words</td>
</tr>
<tr>
<td>COS1</td>
<td>cosine of conversation splits, w/ $Sprob$</td>
</tr>
<tr>
<td>COS2</td>
<td>cosine of conversation splits, w/ $Tprob$</td>
</tr>
<tr>
<td>PENT</td>
<td>entropy of conversation up to sentence</td>
</tr>
<tr>
<td>SENT</td>
<td>entropy of conversation after sentence</td>
</tr>
<tr>
<td>THISSENT</td>
<td>entropy of current sentence</td>
</tr>
<tr>
<td>PPAU</td>
<td>time between current and prior turn</td>
</tr>
<tr>
<td>SPAU</td>
<td>time between current and next turn</td>
</tr>
<tr>
<td>BEGAUTH</td>
<td>is first participant (0/1)</td>
</tr>
<tr>
<td>CWS</td>
<td>rough ClueWordScore</td>
</tr>
<tr>
<td>CENT1</td>
<td>cosine of sentence &amp; conversation, w/ $Sprob$</td>
</tr>
<tr>
<td>CENT2</td>
<td>cosine of sentence &amp; conversation, w/ $Tprob$</td>
</tr>
</tbody>
</table>

data. Similarly SLEN2 has a relatively high $F$ statistics score for the bug report data while it has a low value of $F$ statistics for the meeting data. These differences further motivates training a new classifier using the bug report corpus as it may produce better results for bug reports compared to classifiers trained on meeting and email data.

3.4 Analytic Evaluation

To compare the $EC$, $EMC$ and $BRC$ classifiers, we use several measures that compare summaries generated by the classifiers to the gold standard summaries formed from the human annotation of the bug report corpus (Section 3.3). These measures assess the quality of each classifier and enable the comparison of effectiveness of the different classifiers against each other. In the next section, we report on two human evaluations conducted to investigate the usefulness of summaries generated by a classifier from a human perspective.
Figure 3.4: Features F statistics scores for the bug report corpus.

3.4.1 Comparing Base Effectiveness

The first comparison we consider is whether the EC, EMC and BRC classifiers are producing summaries that are better than a random classifier in which a coin toss is used to decide which sentences to include in a summary. The classifiers are compared to a random classifier to ensure they provide value in producing summaries. We perform this comparison by plotting the receiver operator characteristic (ROC) curve and then computing the area under the curve (AUROC) [32].

For this comparison we investigate different probability thresholds to generate extractive summaries. As described in Section 3.3, the output of the classifier for each sentence is a value between zero and one showing the probability of the sentence being part of the extractive summary. To plot a point of ROC curve, we first choose a probability threshold. Then we form the extractive summaries by selecting all the sentences with probability values greater than the probability threshold.

For summaries generated in this manner, we compute the false positive rate ($FPR$) and true positive rate ($TPR$), which are then plotted as a point in a graph. For each summary, $TPR$ measures how many of the sentences present in gold standard summary ($GSS$) are actually chosen by the classifier.
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Figure 3.5: ROC plots for BRC, EC and EMC classifiers.

\[ \text{TPR} = \frac{\# \text{sentences selected from the GSS}}{\# \text{sentences in GSS}} \]

\[ \text{FPR} = \frac{\# \text{sentences selected that are not in the GSS}}{\# \text{sentences in the bug report that are not in the GSS}} \]

The area under a ROC curve (AUROC) is used as a measure of the quality of a classifier. A random classifier has an AUROC value of 0.5, while a perfect classifier has an AUROC value of 1. Therefore, to be considered effective, a classifier’s AUROC value should be greater than 0.5, preferably close to 1.

Figure 3.5 shows the ROC curves for all the three classifiers. The diagonal line is representative of a random classifier. The area under the curve (AUROC) for BRC, EC and EMC is equal to 0.723, 0.691 and 0.721 respectively, indicating that all these classifiers provide comparable levels of improvement in efficiency over a random classifier.

3.4.2 Comparing Classifiers

To investigate whether any of EC, EMC or BRC work better than the other two based on our desired 25% word count summaries, we compared
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them using the standard evaluation measures of precision, recall, and f-score. We also used pyramid precision, which is a normalized evaluation measure taking into account the multiple annotations available for each bug report.

**Precision, recall and f-score**

F-score combines the values of two other evaluation measures: precision and recall. Precision measures how often a classifier chooses a sentence from the gold standard summaries (GSS) and is computed as follows.

\[
\text{precision} = \frac{\# \text{sentences selected from the GSS}}{\# \text{selected sentences}}
\]

Recall measures how many of the sentences present in a gold standard summary are actually chosen by the classifier. For a bug report summary, the recall is the same as the TPR used in plotting ROC curves (Section 3.4.1).

As there is always a trade-off between precision and recall, the F-score is used as an overall measure.

\[
F\text{-score} = 2 \cdot \frac{\text{precision} \cdot \text{recall}}{\text{precision} + \text{recall}}
\]

**Pyramid Precision**

The pyramid evaluation scheme by Nenkova and Passonneau [73] was developed to provide a reliable assessment of content selection quality in summarization where there are multiple annotations available. We used the pyramid precision scheme of Carenini et. al [19] inspired by Nenkova’s pyramid scheme.

For each generated summary of a given length, we count the total number of times the sentences in the summary were linked by annotators. Pyramid precision is computed by dividing this number by the maximum possible total for that summary length. For example, if an annotated bug report has 4 sentences with 3 links and 5 sentences with 2 links, the best possible summary of length six consists of four sentences with 3 links and two sentences with 2 links. The total number of links for such a summary is equal to \((4 \times 3) + (2 \times 2) = 16\). The pyramid precision of an automatically
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Table 3.5: Evaluation measures.

<table>
<thead>
<tr>
<th>Classifier</th>
<th>Pyramid Precision</th>
<th>Precision</th>
<th>Recall</th>
<th>F-Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>BRC</td>
<td>.66</td>
<td>.57</td>
<td>.35</td>
<td>.40</td>
</tr>
<tr>
<td>EC</td>
<td>.55</td>
<td>.43</td>
<td>.30</td>
<td>.32</td>
</tr>
<tr>
<td>EMC</td>
<td>.54</td>
<td>.47</td>
<td>.23</td>
<td>.29</td>
</tr>
</tbody>
</table>

generated summary of length 6 with a total of 8 links is therefore computed as:

\[
Pyramid\ Precision = \frac{8}{16} = 0.50
\]

Results

Table 3.5 shows the values of precision, recall, F-score, and pyramid precision for each classifier averaged over all the bug reports.

To investigate whether there is any statistically significant difference between the performance of the three classifiers, we performed six paired t-tests.\(^{15}\) Table 3.6 shows the p-value for each individual test. These results confirm that the bug report classifier (BRC) out-performs the other two classifiers (EC and EMC) with statistical significance (where significance occurs with \(p < .025\)).\(^{16}\) There is no significant difference when comparing the performance of EC and EMC.

The results obtained for the EC and EMC classifiers are similar to those produced when the same classifiers are applied to meeting and email data [67].

The results demonstrate that based on standard measures, while classifiers trained on other conversation-based data (EC and EMC) can generate reasonably good bug report summaries, a classifier specifically trained on bug report data (BRC) can generate summaries that are better with statistical significance.

\(^{15}\)The data conforms to the t-test normality assumption.

\(^{16}\)Since every two classifiers are compared based on two measures (F-score & pyramid precision), we used the Bonferroni correction [1] to adjust the confidence interval in order to account for the problem of multiple comparisons.
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The generated summaries are intended for use by software developers. Does a classifier with pyramid precision of 0.66 produce summaries that are useful for developers? To investigate whether the summaries are of sufficient quality for human use, we conducted two separate human evaluations. In the first, we evaluated the summaries generated by the BRC classifier with a group of eight human judges. In the second evaluation, we performed a task-based user study in which twelve participants performed a set of eight bug report duplicate detection tasks. For some of the tasks, the participants worked with summaries generated by the BRC classifier instead of interacting with original bug reports. We chose to focus on the BRC classifier since it had performed the best based on the earlier measures.

3.5.1 Human Judges

Eight of our ten annotators agreed to evaluate a number of machine generated summaries. We asked the eight judges to evaluate a set of eight summaries generated by the BRC classifier. Each human judge was assigned three summaries in such a way that each summary was evaluated by three different judges. The human judges were instructed to read the original bug report and the summary before starting the evaluation process. The generated extractive summaries the judges were asked to evaluate were in the format shown in Figure 1.2 and were 25% of the original bug reports in length. We asked each judge to rank, using a five-point scale with five the

### Table 3.6: Paired t-tests results.

<table>
<thead>
<tr>
<th>Tested Measure</th>
<th>P-Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pyramid Precision</td>
<td></td>
</tr>
<tr>
<td>Comparing BRC and EC</td>
<td>.00815</td>
</tr>
<tr>
<td>Comparing BRC and EMC</td>
<td>.00611</td>
</tr>
<tr>
<td>Comparing EC and EMC</td>
<td>.89114</td>
</tr>
<tr>
<td>F-Score</td>
<td></td>
</tr>
<tr>
<td>Comparing BRC and EC</td>
<td>.01842</td>
</tr>
<tr>
<td>Comparing BRC and EMC</td>
<td>.00087</td>
</tr>
<tr>
<td>Comparing EC and EMC</td>
<td>.28201</td>
</tr>
</tbody>
</table>
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highest value, each bug report summary based on four statements (mean and standard deviations are provided in parentheses following the statement):

1. The important points of the bug report are represented in the summary. (3.54 ± 1.10)
2. The summary avoids redundancy. (4.00 ± 1.25)
3. The summary does not contain unnecessary information. (3.91 ± 1.10)
4. The summary is coherent. (3.29 ± 1.16)

An evaluation of meeting data summarized by multiple approaches uses similar statements to evaluate the goodness of the generated summaries [71]. We ensured in this judging process that the bug reports were assigned to judges who had not annotated the same reports during the annotation process. We also took care to choose summaries with different values of pyramid precision and F-score so as to not choose only the best examples of generated summaries for judging. The scores suggest that, on average, human judges found summaries to be of reasonable quality. The relatively large values for standard deviation show a wide range of opinions for each question indicating both the subjectivity of human evaluation and the presence of summaries with different qualities. To determine the actual helpfulness of bug reports summaries, we conducted a task-based evaluation.

3.5.2 Task-based Evaluation

According to the conventional measures of pyramid precision and F-score and the scores given by human judges, bug report summaries generated by the $BRC$ classifier are of reasonable quality. Yet still the question of whether summaries can help developers in performing software tasks remains to be answered. To investigate this question, we conducted a task-based evaluation of the usefulness of bug report summaries. The particular task we chose to investigate is bug report duplicate detection: determining whether a newly filed bug report is a duplicate of an existing report in a bug repository.

Bug report duplicate detection is performed when a new bug report is filed against a bug repository and has to be triaged and assigned to a
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One step of triage is deciding whether the new bug report is a duplicate of one or more already in the repository. Early determination of duplicates can add information about the context of a problem and can ensure that the same problem does not end up being assigned to multiple developers to solve. Developers use different techniques to retrieve a list of potential duplicates from the bug repository including their memory of bugs they know about in the repository, keyword searches and machine learning and information retrieval approaches (e.g., [91, 96, 106]). In any approach other than memory-based approaches, a developer is presented a list of potential duplicate reports in the repository based on search or mining results. The developer must go over the list of retrieved potential duplicate bug reports to determine which one is a duplicate of the new report; this may require significant cognitive activity on the part of the developer as it might involve reading a lot of text both in description and comments of bug reports.

Our hypothesis is that concise summaries of original bug reports can help developers save time in performing duplicate detection tasks without compromising accuracy.

Our task-based evaluation of bug report summaries involved having 12 subjects complete eight duplicate detection tasks similar to real-world tasks under two conditions: originals and summaries. Each task involved a subject reading a new bug report and deciding for each bug report on a presented list of six potential duplicates whether it is a duplicate of the new report or not. All the bug reports used in the study were selected from the Mozilla bug repository. We scored the accuracy of a subject’s determination of duplicates against information available in the bug repository.

Experimental Method

Each subject started the study session by working on two training tasks. Then the subject was presented with eight main tasks in random order. Half (four) of these tasks were performed under originals condition where the subject had access to potential duplicate bug reports in their original form. The other half were performed under summaries condition where the subject had access to 100-word summaries of potential duplicate bug reports, but
3.5. Human Evaluation

not to their originals. Summaries were generated by the BRC classifier. As opposed to the 25% work count summaries used in the evaluation performed in Section 3.4, we decided to use fixed-size summaries in the task-based user evaluation to make summaries consistent in terms of size. We produced summaries of 100 words, the size of a short paragraph, to make them easy to read and interact with.

Figure 3.6 shows a screenshot of the tool used by subjects to perform duplicate detection tasks. Based on the condition a task is performed under, clicking on the title of a potential duplicate in the top left window shows its corresponding bug report in original or summarized format in the right window. The new bug report can be viewed in the bottom left window.

For each task, the subject can mark a potential duplicate as not duplicate, maybe duplicate, or duplicate. To complete a task, a subject has to mark all potential duplicates and provide a short explanation for any duplicate or maybe duplicate marking. At most one bug report on the list of potential duplicates can be labeled as duplicate. We put this restriction because, based on information in the bug repository, for each task there is either zero or one actual duplicate on the list of potential duplicates. A subject can mark as many potential duplicate bug reports on the list as maybe duplicate or not duplicate.

Six out of eight new bug reports have an actual duplicate appearing on their corresponding list of potential duplicates. Subjects were not informed of this ratio and were only told that “There may or may not be a duplicate on the recommendation list”.

Subjects were recommended to limit themselves to 10 minutes per task, but the time limit was not enforced. Each study session was concluded with a semi-structured interview.

All 12 users worked on the same set of eight duplicate detection tasks. Each task was performed under each condition (summaries, originals) by 6 different users. For each task, the users to whom the task was assigned under a particular condition (e.g., summaries) were randomly selected.

A number of questions in the form of a semi-structured interview were asked from each subject at the end of a study session (Table 3.7). During the interview, the subjects discussed the strategy they used in identifying
### Table 3.7: Questions asked of each participant at the end of a study session.

<table>
<thead>
<tr>
<th>Question</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Did you find it easier or harder to detect duplicates given summaries</td>
</tr>
<tr>
<td>for the potential duplicates? Why?</td>
</tr>
<tr>
<td>2. Did summaries change time spent on determining duplicates?</td>
</tr>
<tr>
<td>3. What kind of information in general do you think would be helpful in</td>
</tr>
<tr>
<td>determining duplicates?</td>
</tr>
<tr>
<td>4. Did you find summaries to contain enough information to determine if</td>
</tr>
<tr>
<td>they represented a duplicate?</td>
</tr>
<tr>
<td>5. Did you use attributes (e.g., version, platform, etc.)? How?</td>
</tr>
</tbody>
</table>
Figure 3.6: The tool used by participants in the user study to perform duplicate detection tasks. The top left ‘Bug Triage List’ window shows the list of tasks, each consisting of a new bug report and six potential duplicate bug reports. The new bug report and the selected potential duplicate can be viewed in the bottom left window and the right window respectively.
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duplicate bug reports. Subjects were asked to compare working with and without summaries in terms of time, difficulty, and having access to sufficient information.

Computing Task Completion Accuracy

A reference solution for each bug duplicate detection task is available in the project’s bug repository. If the actual duplicate of the new bug report is among the six potential duplicates, the solution would be the actual duplicate marked as a duplicate and the other five marked as not duplicates. To score a subject’s solution for such a task, we compare the marking of each potential duplicate to the marking of the same bug report in the reference solution. If the markings are the same, we give a score of 1. If the potential duplicate is marked as a maybe duplicate (indicating insufficient information to make a decision) we give a score of 0.5. Otherwise we give a score of 0. To aggregate these scores to a single score for the task, we give a weight of five to the score of the actual duplicate. We chose to use this weighting scheme because we wanted the score of the actual duplicate to equally contribute to the final score as the scores of the other five potential duplicates. In this case the maximum score (that of the reference solution) would be 10 \((1 \times 5) + 1 + 1 + 1 + 1 + 1\). The score of a solution in which the actual duplicate and one other bug report on the list are marked as a maybe duplicate and everything else is marked as a not duplicate is \((0.5 \times 5) + 0.5 + 1 + 1 + 1 + 1 = 7\). Finally the accuracy of each task is computed by dividing its score by the maximum score or the score of the reference solution which is 10. The accuracy of a task with a score of 7 (like the example above) would then be 0.7.

If the actual duplicate is not on the list, the reference solution would be all potential duplicates marked as not duplicates. In this case, because there is no actual duplicate on the list, scores of potential duplicates have all the same weight in computing the total score of the task with 6 being the score of the reference solution.
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![Figure 3.7: The distribution of potential duplicates based on their length.](image)

Tasks

We used the recommender built by Sun and colleagues [96] to generate the list of potential duplicate bug reports. This recommender outperforms previous duplicate detection techniques (e.g., [45, 91, 97]) by comparing bug reports based on an extended version of BM25F, an effective textual similarity measure in information retrieval. The top six bug reports retrieved by this recommender for each new bug report form the list of potential duplicates for each task. The list is sorted with the most similar bug report at the top.

The new bug reports for the duplicate detection tasks (listed in Table 3.8) were randomly selected from the pool of all Thunderbird and Firefox bug reports filed in 2010 and labeled as DUPLICATE with the constraint that at least 4 out of 6 corresponding potential duplicate bug reports be longer than 300 words. We made this choice to ensure that the 100-word summaries are visibly shorter than most of the potential duplicate bug reports. The new bug reports have been drawn from different components of the projects. The diagram in Figure 3.7 shows the distribution of length (in words) of potential duplicates (total number of potential duplicates: $8 \times 6 = 48$). The average length of a potential duplicate in our study is 650 words leading to an average compression rate of 15% for a summary length of 100 words.

Table 3.9 shows the list of potential duplicates for each task where ‘+’ indicates an actual duplicate. Tasks 2 and 5 do not have an actual dupli-
### Table 3.8: New bug report used for each task in the user study.

<table>
<thead>
<tr>
<th>Task</th>
<th>Bug Report</th>
<th>Title</th>
<th>Product</th>
<th>Component</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>545792</td>
<td>Read messages reappearing as unread in non-inbox folders</td>
<td>Thunderbird</td>
<td>Folder and Message Lists</td>
</tr>
<tr>
<td>2</td>
<td>546095</td>
<td>Behavior with IMAP attachments utterly broken</td>
<td>Thunderbird</td>
<td>Message Compose Window</td>
</tr>
<tr>
<td>3</td>
<td>548525</td>
<td>IMAP couldn’t be selected when server name is pop.server.com</td>
<td>Thunderbird</td>
<td>Account Manager</td>
</tr>
<tr>
<td>4</td>
<td>550454</td>
<td>problem saving sent messages on IMAP Sent folder when main thunderbird window was closed</td>
<td>Thunderbird</td>
<td>Message Compose Window</td>
</tr>
<tr>
<td>5</td>
<td>562255</td>
<td>Javascript-based Web sites (e.g. Facebook “connections editor”) are able to trap browser close</td>
<td>Firefox</td>
<td>Security</td>
</tr>
<tr>
<td>6</td>
<td>564243</td>
<td>‘undisclosed-recipients’ not showing in Sent folder Recipient column</td>
<td>Thunderbird</td>
<td>Folder and Message Lists</td>
</tr>
<tr>
<td>7</td>
<td>583767</td>
<td>Time meter freezes when adjusting volume on YouTube</td>
<td>Firefox</td>
<td>General</td>
</tr>
<tr>
<td>8</td>
<td>587952</td>
<td>choosing alternative Trash folder results in adding a new wrong one</td>
<td>Thunderbird</td>
<td>Account Manager</td>
</tr>
</tbody>
</table>

### Table 3.9: List of potential duplicates per task, retrieved by extended BM25F with ‘+’ indicating an actual duplicate. Numbers in parentheses show the length of each bug report.

<table>
<thead>
<tr>
<th>Task</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>539035+ (612)</td>
<td>538803 (309)</td>
<td>538121 (452)</td>
<td>538340+ (299)</td>
<td>540373 (790)</td>
<td>540841 (381)</td>
<td>580795 (584)</td>
<td>558659 (1539)</td>
</tr>
<tr>
<td></td>
<td>538756 (275)</td>
<td>544748 (432)</td>
<td>547812+ (465)</td>
<td>543508 (603)</td>
<td>556185 (204)</td>
<td>562782 (801)</td>
<td>571000 (537)</td>
<td>547682 (335)</td>
</tr>
<tr>
<td></td>
<td>540846 (264)</td>
<td>543399 (723)</td>
<td>547530 (663)</td>
<td>543746 (640)</td>
<td>541020 (692)</td>
<td>549931+ (942)</td>
<td>578804+ (319)</td>
<td>542760+ (1071)</td>
</tr>
</tbody>
</table>
cate among the list of potential duplicates. The length of each potential duplicate, in the number of words, is shown next to it. The data in the table exhibits a recall rate of 75% (6/8: 6 out of 8 tasks have the actual duplicate on the recommendation list) which exceeds the recall rate of all existing duplicate detection techniques that retrieve potential duplicates for a bug report based on its natural language content.

To generate a realistic task setting, for each bug report in Table 3.8, we used the date the bug report was created (filed) as a reference and reverted the bug report and all the six duplicate bug reports to their older versions on that date. All the comments that had been made after that date were removed. The attribute values (e.g. Status, Product, Component) were all reverted to the values on that date.

Participants

All 12 people recruited to participate in the study had at least 5 years (average: 9.9± 4) of experience in programming. This amount of programming experience helped them easily read and understand bug reports which often contain programming terms and references to code.

Participants had different amounts of programming experience in an industrial context. 5 participants had 0-2 years, while the other 7 had an average of 7.1 years of experience in programming in industry. The second group had an average of 5.8 years of experience working with issue tracking systems.

We decided to choose participants with different backgrounds because although people with more industrial experience may have better performance working on duplicate detection tasks, it is often novice people who are assigned as triagers for open bug repositories like Mozilla.

Results

Bug report summaries are intended to help a subject save time performing a bug report duplicate detection task by not having to interact with bug reports in their original format. At the same time it is expected that summaries contain enough information so that the accuracy of duplicate detection is not compromised. We investigated the following three questions
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using the data collected during the user study:

1. Do summaries, compared to original bug reports, provide enough information to help users accurately identify an actual duplicate?

2. Do summaries help developers save time working on duplicate detection tasks?

3. Do developers prefer working with summaries over original bug reports in duplicate detection tasks?

Accuracy

Table 3.11 shows the accuracy of performing each of the 8 tasks by each of the 12 participants. The accuracy scores for tasks performed under the summaries condition have been marked with a ‘*’. The top diagram in Figure 3.8 plots the accuracy of performing each task under each condition. In this figure, each accuracy value is the average of six individual accuracy scores corresponding to six different users performing the task under the same condition. On average (computed over all 48 corresponding non-starred accuracy scores in Table 3.11), the accuracy of performing a task under the originals condition is 0.752 (±0.24) while the accuracy of performing a task under the summaries condition (computed over all 48 corresponding starred accuracy scores in Table 3.11) is 0.766 (±0.23). Applying the Mann-Whitney test\(^{17}\) shows that there is no statistically significant difference between the two groups of accuracy scores (\(p = 0.38\)). Thus, using summarized bug reports does not impair the accuracy of bug duplicate detection tasks.

Time to Completion

In each study session, we measured the time to complete a task as the difference between the time the task is marked as completed and the time the previous task on the task list was marked as completed. Table 3.10 shows the time each participant took to complete each task, with a ‘*’ indicating the

\(^{17}\)We opted to use Mann-Whitney instead of t-test as the data does not pass normality tests.
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Figure 3.8: The average accuracy and time of performing each duplicate detection task under each condition (original bug reports, bug report summaries).

Table 3.10: Time (in minutes) to complete each task by each participant. ‘*’ indicates summaries condition.

<table>
<thead>
<tr>
<th>Participant</th>
<th>Task</th>
<th>$p_1$</th>
<th>$p_2$</th>
<th>$p_3$</th>
<th>$p_4$</th>
<th>$p_5$</th>
<th>$p_6$</th>
<th>$p_7$</th>
<th>$p_8$</th>
<th>$p_9$</th>
<th>$p_{10}$</th>
<th>$p_{11}$</th>
<th>$p_{12}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td></td>
<td>7*</td>
<td>8*</td>
<td>8*</td>
<td>13</td>
<td>11</td>
<td>4*</td>
<td>15</td>
<td>12</td>
<td>5*</td>
<td>6</td>
<td>7*</td>
<td>7</td>
</tr>
<tr>
<td>2</td>
<td></td>
<td>8*</td>
<td>12</td>
<td>7*</td>
<td>12</td>
<td>4*</td>
<td>3</td>
<td>9</td>
<td>4*</td>
<td>6*</td>
<td>3</td>
<td>11</td>
<td>6*</td>
</tr>
<tr>
<td>3</td>
<td></td>
<td>5*</td>
<td>8</td>
<td>9</td>
<td>6*</td>
<td>10</td>
<td>4*</td>
<td>4*</td>
<td>4*</td>
<td>7*</td>
<td>4</td>
<td>4</td>
<td>9</td>
</tr>
<tr>
<td>4</td>
<td></td>
<td>11</td>
<td>4*</td>
<td>21</td>
<td>9*</td>
<td>4*</td>
<td>2</td>
<td>7</td>
<td>6</td>
<td>10</td>
<td>5*</td>
<td>2*</td>
<td>4*</td>
</tr>
<tr>
<td>5</td>
<td></td>
<td>9*</td>
<td>14</td>
<td>7*</td>
<td>13</td>
<td>6</td>
<td>4*</td>
<td>7</td>
<td>11*</td>
<td>9</td>
<td>6*</td>
<td>5</td>
<td>4*</td>
</tr>
<tr>
<td>6</td>
<td></td>
<td>6</td>
<td>9*</td>
<td>5*</td>
<td>24</td>
<td>8*</td>
<td>6</td>
<td>6*</td>
<td>3</td>
<td>10</td>
<td>3*</td>
<td>4*</td>
<td>3</td>
</tr>
<tr>
<td>7</td>
<td></td>
<td>7</td>
<td>4</td>
<td>7</td>
<td>11*</td>
<td>3</td>
<td>6*</td>
<td>5*</td>
<td>6*</td>
<td>2*</td>
<td>5</td>
<td>3*</td>
<td>2</td>
</tr>
<tr>
<td>8</td>
<td></td>
<td>5</td>
<td>6*</td>
<td>10</td>
<td>12*</td>
<td>8*</td>
<td>7</td>
<td>5*</td>
<td>10</td>
<td>7</td>
<td>5*</td>
<td>6</td>
<td>6*</td>
</tr>
</tbody>
</table>
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Table 3.11: Accuracy of performing each task by each participant. ‘*’ indicates summaries condition.

<table>
<thead>
<tr>
<th>Task</th>
<th>Participant</th>
<th>$p_1$</th>
<th>$p_2$</th>
<th>$p_3$</th>
<th>$p_4$</th>
<th>$p_5$</th>
<th>$p_6$</th>
<th>$p_7$</th>
<th>$p_8$</th>
<th>$p_9$</th>
<th>$p_{10}$</th>
<th>$p_{11}$</th>
<th>$p_{12}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td></td>
<td>0.45*</td>
<td>0.35*</td>
<td>0.45*</td>
<td>0.45</td>
<td>0.4</td>
<td>0.4*</td>
<td>0.95</td>
<td>0.5</td>
<td>0.4*</td>
<td>0.55</td>
<td>0.45*</td>
<td>0.4</td>
</tr>
<tr>
<td>2</td>
<td></td>
<td>0.92*</td>
<td>0.83</td>
<td>1*</td>
<td>1</td>
<td>1*</td>
<td>0.92</td>
<td>0.92</td>
<td>0.75*</td>
<td>0.83*</td>
<td>0.83</td>
<td>0.83</td>
<td>1*</td>
</tr>
<tr>
<td>3</td>
<td></td>
<td>0.75*</td>
<td>0.7</td>
<td>0.95</td>
<td>0.95*</td>
<td>1</td>
<td>0.45*</td>
<td>1*</td>
<td>0.95*</td>
<td>1*</td>
<td>0.75</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>4</td>
<td></td>
<td>0.95</td>
<td>1*</td>
<td>0.95</td>
<td>0.9*</td>
<td>1*</td>
<td>1</td>
<td>0.95</td>
<td>0.85</td>
<td>0.95</td>
<td>0.85*</td>
<td>1*</td>
<td>1*</td>
</tr>
<tr>
<td>5</td>
<td></td>
<td>1*</td>
<td>0.92</td>
<td>1*</td>
<td>1</td>
<td>1*</td>
<td>1</td>
<td>0.75*</td>
<td>0.75</td>
<td>0.83*</td>
<td>1</td>
<td>1*</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td></td>
<td>0.45</td>
<td>0.5*</td>
<td>0.75*</td>
<td>0.4</td>
<td>0.45*</td>
<td>0.75</td>
<td>0.5*</td>
<td>0.45</td>
<td>0.7</td>
<td>0.45*</td>
<td>0.7*</td>
<td>0.5</td>
</tr>
<tr>
<td>7</td>
<td></td>
<td>0.5</td>
<td>0.5</td>
<td>0.5*</td>
<td>0.5</td>
<td>0.85*</td>
<td>0.75*</td>
<td>0.9*</td>
<td>0.75*</td>
<td>0.2</td>
<td>0.5*</td>
<td>0.5</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td></td>
<td>0.95</td>
<td>1*</td>
<td>0.4</td>
<td>0.7*</td>
<td>0.75*</td>
<td>1</td>
<td>0.95*</td>
<td>0.75</td>
<td>1</td>
<td>0.35*</td>
<td>0.75</td>
<td>1*</td>
</tr>
</tbody>
</table>
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task was performed under the summaries condition. The bottom diagram in Figure 3.8 plots the amount of time for each task under the two conditions averaged over the users.

By comparing time to completion across the two conditions we were interested to know if summaries, by being shorter in length, help users to perform duplicate detection tasks faster. Based on our data, on average it took 8.21 (±4.52) minutes to complete a task under the originals condition while it took 5.90 (±2.27) minutes to perform a task under the summaries condition. The difference is statistically significant based on the Mann-Whitney test (p = 0.0071).

The comparison of accuracy scores and time to completion across the two conditions show that using summaries in duplicate detection tasks can help developers save time without compromising the quality of performing the tasks.

Participant Satisfaction

9 out of 12 (75%) participants (all except p₃, p₆, p₉) preferred working with summaries mentioning that it ‘was less intimidating/daunting’, ‘seemed more clear than full bug reports’, ‘less noisy because they didn’t have the header info’, ‘made them relieved’, ‘easier to read’, ‘seemed to preserve what was needed’ and ‘had less cognitive overload’. The remaining 3 thought they needed to have originals to be sure of the decision they made, mentioning the ideal setting would be to have both summaries and originals available (‘wanted to know what was left out from the summaries’, ‘had problem with loss of context’, ‘wanted to know who was talking’).

10 out of 12 (83%) participants thought they were faster while working with summaries, the other two (p₆ and p₁₂) mentioned that they felt time depended more on task difficulty than the task condition (summaries vs. originals).

7 out of 12 (58%) participants (p₁, p₃, p₆, p₈, p₁₀, p₁₁, p₁₂) mentioned that the ‘steps to reproduce’, was probably the most important piece of information in comparing two bug reports and deciding if they were duplicates. One way to further improve the quality of produced summaries is by including in the summary an indication of the the availability of this
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information in the original bug report.

3.5.3 Threats to Validity

One of the primary threats to the internal validity of the evaluations we have conducted is the annotation of the bug report corpus by non-experts in the projects. Optimally, we would have had summaries created for the reports by experts in the projects. Summaries created by experts might capture the meaning of the bug reports better than was possible by non-experts. On the other hand, summaries created by experts might rely on knowledge that was not in the bug reports, potentially creating a standard that would be difficult for a classifier to match. By assigning three annotators to each bug report and by using agreement between two to form the gold standard summaries, we have attempted to mitigate the risk of non-expert annotators.

The use of non-project experts in both human evaluations (human judges and task-based evaluation) is a threat to the external validity of our results. This threat has been mitigated by using systems (e.g., Firefox and Thunderbird) that participants were familiar with at least from a user perspective. In case of human judges, one threat is the possibility of them wanting to please the experimenters. In future studies, we will consider interspersing classifier-generated and human-generated summaries to reduce this risk. For the task-based user study, one main threat is the use of general purpose summaries for a particular task. Optimally different summaries should exist for different types of tasks involving bug reports. For instance, a bug report duplicate detection task more likely needs more information on the symptoms of the problem rather than how it should be fixed.

The bug reports in the corpus and the bug reports used in the task-based user study have been chosen to be representative of the intended target of the approach (i.e., lengthy bug reports). There is an external threat that the approach does not apply to bug repositories with mostly shorter reports.

The other threat is the use of different summary lengths for the evaluation of summaries. Summaries as long as 25% of original bug reports were used for the analytic evaluation and the evaluation by human judges because we wanted to match the length of gold standard summaries. We used 100-word summaries for the task-based evaluation to make them visi-
In this chapter, we have investigated the automatic generation of one kind of software artifacts, bug reports, as a representative of software artifacts with mostly natural language content. Using an extraction-based supervised summarization system for conversational data, we found that existing classifiers, trained on email and meeting data, can produce reasonably accurate summaries for bug reports. We also found that a classifier trained on bug reports produces the best results. The human judges we asked to evaluate report summaries produced by the bug report classifier agree that the generated extractive summaries contain important points from the original report and are coherent. We showed that generated bug report summaries could help developers perform duplicate detection tasks in less time without degrading the accuracy, confirming that bug report summaries help software developers in performing software tasks.
Chapter 4

Summarization of Crosscutting Code Concerns

In this chapter we discuss the summarization of structured software artifacts. Compared to natural language software artifacts, the precise and non-ambiguous nature of structured software artifacts enables us to build a semantic representation of an artifact’s content and then generate an abstractive summary based on this semantic representation. As an example of structured software artifacts, we chose to focus on summarizing source code that crosscuts different modules in the system as it is particularly difficult to handle this kind of code, referred to as a crosscutting code concern, while performing a software change task [6]. The summarization approach we developed produces a natural language summary that describes both what the concern is and how the concern is implemented [83]. We start by presenting background information in Section 4.1. We provide an example of a concern summary in use during a software change task in Section 4.2. We describe our approach in Section 4.3 and present the results of an experiment performed to investigate whether summaries help programmers in performing change tasks in Section 4.4.

4.1 Background

In this dissertation, we define a concern as a collection of source code elements often implementing a feature in the system such as logging, synchronization, authentication, etc. A concern is said to be crosscutting when its code is scattered across the code base and possibly tangled with the source code related to other concerns [46]. As an example, Figure 4.1 shows two methods, comment_get_display_ordinal(...) and book_export_html(...), from
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```php
function comment_get_display_ordinal($cid, $node_type) {
  // Count how many comments (c1) are before $cid (c2).
  $query = db_select('comment', 'c1');
  $query->innerJoin('comment', 'c2', 'c2.nid = c1.nid');
  [...] if (!user_access('administer comments')) {
    $query->condition('c1.status', COMMENT_PUBLISHED);
  }
  [...] return $query->execute()->fetchField();
}
```

```php
function book_export_html($nid) {
  if (user_access('access printer-friendly version')) {
    $export_data = array();
    $node = node_load($nid);
    if (isset($node->book)) {
      $tree = book_menu_subtree_data($node->book);
      $contents = book_export_traverse($tree, 'book_node_export');
      [...] else {
        throw new NotFoundHttpException();
      }
    } else {
      throw new AccessDeniedHttpException();
    }
  }
}
```

Figure 4.1: Two methods in Drupal; code elements highlighted in bold font are part of the authorization crosscutting concern. The concern is scattered across the codebase and tangled with code of other concerns in the system.

Drupal, an open source content management system. The code elements highlighted in bold font, `user_access(...)` and `AccessDeniedHttpException(...)`, are part of the authorization crosscutting concern. The concern is scattered across several modules in the system. As an example, `user_access(...)` is called from 156 different locations in the Drupal codebase. The concern is also tangled with the code of other concerns, for example the (non-crosscutting) concerns implementing Count the number of preceding comments and Generate HTML for export in Figure [4.1](#)

[drupal.org](http://drupal.org) verified 12/12/12
system-authorized-run(), system-authorized-init(),
user-access(), node-access(), authorize-access-allowed(),
authorize-access-denied-page(), filter-permission()

Figure 4.2: A sample output of a concern identification technique for the
authorization concern in Drupal.

It has been observed that a programmer performing a change task has
particular difficulty handling a crosscutting code concern as it typically re-
quires browsing through several modules and reading large subsets of code
contributing to the concern to determine if the concern is relevant to the task
at hand [6]. In cases where the concern is not pertinent to the task, the de-
veloper may lose context and become needlessly distracted [22]. Compared
to localized code, crosscutting concerns are harder to understand because
developers must reason about code distributed across the software system.
Crosscutting concerns can also be harder to implement and change because
several locations in the code must be updated as part of the same task [26].

The crosscutting nature of a software concern makes it difficult for de-
velopers to cost-effectively document the concern in source code and to keep
the documentation consistent. As a result, we investigate the automatic
generation of natural language concern summaries to enable generation of
on-demand concern documentation. Our summarization approach takes as
input a list of methods implementing a crosscutting concern. The list of
methods contributing to a concern can be generated by using a concern
identification technique. Various concern identification approaches, have
been proposed in the literature. For example, Marin and colleagues use
structural features in the code to mine methods that are called from many
different places, which can be seen as a symptom of crosscutting functional-
ity [61]. Breu and colleagues analyze program execution traces for recurring
execution patterns [14]. Shepherd and colleagues use natural language pro-
cessing to mine methods that implement the same feature [93]. Adams and
colleagues use the history of code changes to mine code elements that were
changed together [2]. Figure 4.2 shows a sample output of a concern identi-
fication as a list of code elements (methods) belonging to the authorization
concern discussed in Figure 4.1
4.2 Using Concern Summaries

To illustrate how a concern summary, automatically generated by our proposed summarization approach (Section 4.3), can impact a software change task, we consider a programmer who has been asked to add undo support for the change attributes functionality in a drawing program built on the JHotDraw framework. The change attributes functionality, implemented by a class named ChangeAttributesCommand, enables a user to change attributes, such as the fill colour or the font, of a figure.

Working in a version of the Eclipse programming environment that includes a plug-in we built to support concern summaries, the programmer begins the task by searching for methods named “undo” in the code. From the search results, the programmer decides to investigate the first result, the undo() method in the PolygonScaleHandle class. The programmer notices that this method is highlighted in the environment (see the main editor window in Figure 4.3), indicating that the method is part of a crosscutting concern and a summary of the concern is available. The programmer clicks on the highlighted method, causing the associated Undo concern summary to become visible in the rightmost view in Figure 4.3 (We have reproduced the summary in Figure 4.4 to ease readability; the full generated summary has been provided in Appendix B). Reading the summary, the programmer notes that all of the methods implementing the Undo concern override the UndoableAdapter.undo() method (line 8 in Figure 4.4). Because all methods of the concern override this one method, the programmer hypothesizes that this method provides a mechanism for supporting undo functionality in JHotDraw. The programmer realizes that one of the methods implementing the concern may provide an example of how to use this mechanism; the programmer expands the list of methods contributing to the concern implementation (line 1 in Figure 4.4) and chooses one of them, the undo() method in the InsertImageCommand class, to investigate.

When reading the summary, the programmer had also noted that each concern method is declared by a class named UndoActivity (line 10 in Figure 4.4). As the programmer investigates the InsertImageCommand, the pro-
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Figure 4.3: The concern summary Eclipse plugin in action.
grammer looks for an `UndoActivity` class, finding it as a static inner class of `InsertImageCommand` which implements the `UndoableAdapter` interface. The programmer has now learned, with the help of information in the summary, that implementing undo feature for the `change attributes` functionality will involve adding a new static inner class named `UndoActivity` implementing the `UndoableAdapter` interface to the class supporting the `change attributes` command. Three different parts of the summary have helped the programmer quickly determine how to proceed with the change task of interest.

In this scenario, the provided summary explicitly describes the functionality a programmer wants to extend. We believe summaries can also help a programmer understand code that is less directly related to a change task at hand and can help a programmer determine when code is not related to a change task. The laboratory study we describe later in this chapter (Section 4.4) includes a task where the concerns are less directly related to the task-at-hand.

### 4.3 Approach

Given a set of methods belonging to a concern of interest and the source code for the system with the concern, our approach generates a natural language summary of the software concern code. A generated summary includes information about structural patterns amongst the methods implementing the concern and natural language facts embedded in identifiers in the code.

Our approach consists of three steps. First, we extract structural and natural language facts from the code; these extracted facts are represented in an ontology instance. Next, we apply a set of heuristics to the ontology instance to find patterns and salient code elements (e.g., classes, methods or fields) related to the concern code. In the last step, we generate the sentences comprising the summary from the patterns, salient code elements and information from the ontology instance. We developed the approach iteratively using three example concerns from the JHotDraw, Drupal and Jex systems identified at the top of Table 4.1 and tested it on the other five
### Summary of ‘Undo’ Feature Implementation

1: The ‘Undo’ feature is implemented by at least 22 methods [show/hide].

2: This feature provides ‘undoing’ functionality for ‘Select All Command’, ‘Connected Text Tool’, etc. [show/hide].

3: The implementation of the ‘Undo’ feature highly depends on the following code element(s):

4: - org.jhotdraw.util.UndoableAdapter.undo().

5: - org.jhotdraw.util.Undoable.undo().

6: All of the methods involved in implementing ‘Undo’:

7: - are named ‘undo’.

8: - override method org.jhotdraw.util.UndoableAdapter.undo().

9: - override method org.jhotdraw.util.Undoable.undo().

10: - are a member of a class named ‘UndoActivity’.

[3 other patterns involving all methods]

[6 patterns involving all but one of methods]

11: Around half of the methods involved in implementing ‘Undo’ call one or more of the following methods:

12: - org.jhotdraw.framework.DrawingView.clearSelection().

13: - org.jhotdraw.util.UndoableAdapter.getAffectedFigures().

[2 other patterns involving about half of methods]

Figure 4.4: A part of summary of ‘Undo’ concern in JHotDraw.
Table 4.1: Concerns used for developing and testing of the summarization approach

<table>
<thead>
<tr>
<th>Concern</th>
<th>System</th>
<th># Methods</th>
<th>Origin</th>
<th>Dev./Test?</th>
</tr>
</thead>
<tbody>
<tr>
<td>Undo</td>
<td>JHotDraw</td>
<td>23</td>
<td>similar to [61]</td>
<td>Dev.</td>
</tr>
<tr>
<td>Save</td>
<td>Drupal</td>
<td>6</td>
<td>manual creation</td>
<td>Dev.</td>
</tr>
<tr>
<td>Anonymous</td>
<td>Jex</td>
<td>8</td>
<td>similar to [89]</td>
<td>Dev.</td>
</tr>
<tr>
<td>MoveFigure</td>
<td>JHotDraw</td>
<td>8</td>
<td><code>basicMoveBy(...)</code> methods in <code>figures</code> package</td>
<td>Test</td>
</tr>
<tr>
<td>DrawPlot</td>
<td>JFreeChart</td>
<td>25</td>
<td><code>draw(...)</code> methods in <code>plot</code> package</td>
<td>Test</td>
</tr>
<tr>
<td>Autosave</td>
<td>jEdit</td>
<td>9</td>
<td>similar to [90]</td>
<td>Test</td>
</tr>
<tr>
<td>Property</td>
<td>jEdit</td>
<td>10</td>
<td>property handling in <code>jEdit</code> class</td>
<td>Test</td>
</tr>
<tr>
<td>Marker</td>
<td>jEdit</td>
<td>40</td>
<td>similar to [87]</td>
<td>Test</td>
</tr>
</tbody>
</table>
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concerns.\textsuperscript{21}

4.3.1 Step 1: Extracting Information

We extract both structural and natural language information from the code. We use an ontology to represent extracted information so that it can be handled in a unified and formalized way.

Extracting Structural Information Information about how methods that belong to a concern interact with each other and with the rest of the code for the system can help a programmer deduce how the functionality of a concern works. To provide this structural information in a summary, we analyze the system’s source code to extract structural facts about all of the code elements in the system.

Our current prototype focuses on generating summaries for Java code.\textsuperscript{22} We use the JayFX\textsuperscript{23} system to extract structural relationships between various Java source code elements. Table 4.2 lists the structural facts we extract. We ignore facts involving Java library classes and methods.

We use an ontology instance based on the SEON Java Ontology scheme\textsuperscript{24} to store the extracted information.\textsuperscript{107} This ontology scheme provides all the concepts needed to model the structural relationships in Table 4.2 and has been shown to be helpful for natural language querying of Java code.\textsuperscript{108} Every extracted structural fact is represented in the ontology instance by one or more \textit{(subject, predicate, object)} triples. For example, the fact that class \(c_1\) extends class \(c_2\) (\texttt{Extends(c_1, c_2)} in Table 4.2), is represented by triples \((c_1, \texttt{hasSuperClass}, c_2)\) and \((c_2, \texttt{hasSubClass}, c_1)\).

A convenient way to manipulate an ontology instance, which we use in step two of our approach, is through an RDF graph.\textsuperscript{25} In an RDF

\textsuperscript{21}The details for the systems follow: Drupal (\texttt{drupal.org}), Jex (\texttt{cs.mcgill.ca/~swevo/jex}), jEdit (\texttt{jedit.org}) and JFreeChart (\texttt{jfree.org/jfreechart}), all verified 10/03/11.

\textsuperscript{22}The overall summarization approach can easily be generalized to programming languages other than Java.

\textsuperscript{23}\texttt{cs.mcgill.ca/~swevo/jayfx} verified 10/03/11

\textsuperscript{24}\texttt{evolizer.org/wiki/bin/view/Evolizer/Features/JavaOntology} verified 10/03/11.

\textsuperscript{25}\texttt{http://www.w3.org/TR/2004/REC-rdf-concepts-20040210/#section-data-model} verified 12/12/12
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Table 4.2: Structural relationships between code elements

<table>
<thead>
<tr>
<th>Relation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Calls($m_1, m_2$)</td>
<td>method $m_1$ calls method $m_2$</td>
</tr>
<tr>
<td>Reads($m, f$)</td>
<td>method $m$ reads field $f$</td>
</tr>
<tr>
<td>Writes($m, f$)</td>
<td>method $m$ writes field $f$</td>
</tr>
<tr>
<td>Declares($c, m$)</td>
<td>class $c$ declares method $m$</td>
</tr>
<tr>
<td>Declares($c, f$)</td>
<td>class $c$ declares field $f$</td>
</tr>
<tr>
<td>Implements($c, i$)</td>
<td>class $c$ implements interface $i$</td>
</tr>
<tr>
<td>Extends($c_1, c_2$)</td>
<td>class $c_1$ extends class $c_2$</td>
</tr>
<tr>
<td>HasInnerClass($c_1, c_2$)</td>
<td>class $c_2$ is an inner-class of class $c_1$</td>
</tr>
<tr>
<td>Overrides($m_1, m_2$)</td>
<td>method $m_1$ overrides method $m_2$</td>
</tr>
<tr>
<td>HasParameter($m, p$)</td>
<td>method $m$ has parameter $p$</td>
</tr>
<tr>
<td>Returns($m, t$)</td>
<td>method $m$ has return type $t$</td>
</tr>
</tbody>
</table>

In the graph, each (subject, predicate, object) triple is represented by an edge from subject to object labeled with predicate. Figure 4.5 shows part of the RDF graph populated with facts extracted from JHotDraw. In this graph, for example, Class1, whose name is *UndoActivity* implements Interface1, whose name is *UndoableAdapter*. This fact is shown with an edge labeled implementsInterface from Class1 to Interface1. We use Jena\(^26\), a Java framework for building Semantic Web applications, to create and process ontology instances.

**Extracting Natural Language Information** In addition to information about how a concern is implemented, a programmer can benefit from information in a concern summary that describes what the concern is about. To provide such information, we extract natural language information from identifiers in the source code. For example, when many methods in a concern share a substring in their name, such as “save” or “undo”, the shared substring may be a useful clue to the functionality of that concern. To determine this information, we use the approach of Fry and colleagues to extract the Verb-DO (Direct Object) pairs for each method listed in the concern \[^37\]. A Verb-DO pair is intended to capture the action of a method and the context, or object, to which the action is applied. For example, extraction of a Verb-DO pair (*Save, Comment*) for a method implies the method

\(^{26}\) [jena.sourceforge.net](http://jena.sourceforge.net), verified 10/03/11
may be performing a *Save* action on a *Comment* object. As we will describe in the next subsection, having Verb-DO pairs can help in finding patterns amongst methods of a concern that implement the same functionality.

We extend the SEON Java Ontology to include the natural language facts we extract by modeling these facts as additional properties of existing classes in the ontology, namely `hasVerb` and `hasDO` which are added to the `method` ontology class. Figure 4.5 shows how the natural language facts are represented in the ontology. For instance, *Method3*, whose name is *undo* has *Rotate Image Command* as its Direct Object (DO).

### 4.3.2 Step 2: Generating Abstract Content

A summary of a concern should include the most pertinent information about the concern, making the concern code easier to understand for a programmer who must interact with the code as part of performing a change task. After extracting structural and natural language facts, we process the facts to generate pertinent content to be included in the concern summary. The processing is performed based on two sets of heuristics: finding similarities between methods of the concern and finding source code elements in the system’s code that are important to the implementation of the concern.

The first set of heuristics, which we refer to as path patterns, are based on the observation that similarity among concern methods can provide valuable insight into the *what* and *how* of the concern. For example, the fact that all of the methods in the concern have the same verb “save” in their name might indicate that the concern is about implementing the saving of some information in the system. The fact that all methods in a concern override the same method implies the method being overridden may be part of a mechanism for implementing the functionality of interest.

The second set of heuristics is based on the observation that the implementation of a concern is often highly dependent on a few code elements, which we refer to as salient code elements. Salient code elements may include concern methods but also may be classes, interfaces, fields or other methods of the system. These code elements can provide potential good starting points for a programmer who needs to further investigate the concern.
Figure 4.5: Part of the JHotDraw RDF graph (Method1, Method2 and Method3 belong to the Undo concern).
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**Path Patterns** We find similarities shared amongst concern methods by finding similar paths involving the concern methods in the RDF graph constructed from the extracted structural and natural language facts. We refer to a set of similar paths as a path pattern. Our approach looks for path patterns centered around a single code element in the RDF graph; we refer to this single code element as the target of a pattern. To extract these patterns we consider all paths in the RDF graph, with a maximum length of \(d\) \((d = 3\) for our current prototype\), that start at a concern method and that end at an arbitrary node in the RDF graph. For each of these paths, we check to see how many other concern methods share the same path expression, which is a sequence of node types and edge labels on the path. As an example, the RDF graph in Figure 4.5 includes three concern methods of the Undo concern in JHotDraw, specifically Method1, Method2 and Method3 (all named undo evident from the outgoing hasName edges). In this graph, the path expression that corresponds to the path from Method1 to Interface1 is “isMethodOf--Class:Class--implementsInterface”. The same path expression describes the paths between other concern methods (e.g., Method2 and Method3) and Interface1. Hence, the concern methods are all involved in a pattern with “isMethodOf--Class:Class--implementsInterface” as the path expression and Interface1 as the target node. Our algorithm finds three other such patterns in the RDF graph shown in Figure 4.5. The corresponding four target nodes are highlighted with bold borders in the figure.

This naive algorithm can extract a lot of path patterns. Since a concern summary is supposed to include the most pertinent information, we must rank the patterns. Our ranking approach considers three factors:

1. the percentage of concern methods involved in the pattern; a pattern in which most members of a concern are involved shows a higher degree of similarity between concern elements and can help to describe the concern in a general and abstract way,

2. the length of the path expression; we believe patterns with shorter path expressions are easier for a programmer to read and understand, and

3. the kind of structural pattern; we believe patterns about the hierar-
chical structure of the code are easier for a programmer to read and interpret quickly than patterns about calling structure.

We rank patterns first by the percentage of code elements involved in the pattern and then on the length of the path expression. Among patterns with the same percentage and the same path expression length, a calling pattern is ranked lower.

Salient Code Elements We use the term salience to describe the likely importance of a code element from the system in the implementation of a concern. A salient code element may or may not be a method used to define the concern. We identify potentially salient code elements by applying graph theoretic measures of node centrality to the RDF graph representing the ontology instance of the code. Centrality describes the relative importance of a node in a graph.

A number of different algorithms exist to identify central nodes in a graph (e.g., degree, closeness, or betweenness centrality) [35]. We experimented with different algorithms on the sample concerns used to help define our approach and found that the betweenness centrality measure [51] generates results that are closer to our intuition of a salient code element, namely that the code element is involved in many shortest paths between two concern methods. For example, the salient node in the UNDO concern is `UndoableAdapter.undo()` as it is the common connecting point between different concern elements.

4.3.3 Step 3: Producing Sentences for the Summary

The concern summaries we generate consist of four main parts (see Figure 4.4 for an example):

1. Listing: The first part is a sentence stating how many, and which methods, comprise the concern (Figure 4.4, line 1). This sentence is generated by using the following template:

   The [concern title] is implemented by at least [concern size] methods [expandable list of the concern elements]
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2. **Description**: The second part of a concern summary is a short description of the concern (Figure 4.4 line 2). This sentence is only generated when the names of the concern methods share the same verb (e.g. *Undo*). The following is the template for generating the sentence:

   *This feature provides [Verb]ing functionality for [DO1], [DO2], [expandable list of other DOs]*

3. **Salient code elements**: The third part is generated using the following template and the two most salient code elements identified in the content generation phase (Figure 4.4 lines 3-5):

   *The implementation of feature [concern title] is highly dependent on the following code elements:
   *[SalientCodeElement1]
   *[SalientCodeElement2]*

4. **Patterns**: The generation of the fourth part involves textual translation of path patterns, starting with those with highest rank (Figure 4.4 lines 6-10 and 11-13). A path pattern is translated to a textual form by using both its target node and its pattern expression. For example, the path pattern in Figure 4.5 with the path expression of “isMethodOf--Class:Class--hasName” and a target node of “UndoActivity” is translated to

   *is a method of a class named “UndoActivity”*

   Before including this sentence in the summary, we need to specify the number of concern methods associated with it. In this example, all concern methods are involved in the pattern, resulting in the use of the following template when generating the final sentence:

   *All of the methods involved in implementing [concern title]*
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Concern summaries are intended to help programmers better perform software change tasks. To understand if concern summaries meet this goal, we performed a laboratory study to investigate the following three questions:

Q1 How does a programmer use concern summaries when they are available?

Q2 Can concern summaries help a programmer identify code pertinent to a change task?

Q3 Can concern summaries help a programmer perform a change task more easily?

4.4.1 Participants

Our study involved eight participants ($p_1 \ldots p_8$). Each participant had at least three years of programming experience; one year of which included Java programming in the Eclipse environment. Two of the participants were professional programmers; the other six were students (five graduate, one senior undergraduate) in the UBC Computer Science Department.

4.4.2 Method

Each participant was asked to perform two software change tasks: adding autosave capabilities to the jEdit text editor, a task defined and used in an earlier study ⁷⁷, and adding undo functionality for a command in the JHotDraw 2D graphical framework ⁷⁸ similar to the task outlined in Section 4.2. The jEdit task involves changes to different locations in different

---

⁷⁷ jEdit4.1-pre6, [www.jedit.org](http://www.jedit.org), verified 08/03/11
⁷⁸ JHotDraw60b1, [www.jhotdraw.org](http://www.jhotdraw.org), verified 08/03/11
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classes in the code; the JHotDraw task requires changes to only one class. Detailed descriptions of these tasks have been provided in Appendix B. Four of the participants (p₁, p₃, p₅ and p₇) worked on the jEdit task as their first task; the other four (p₂, p₄, p₆ and p₈) worked on the JHotDraw task first. A participant had access to concern summaries only for the second task on which he or she worked. We decided not to provide concern summaries for the first task as that might have caused the participant to try to extract concern summaries on her own during the second (no summaries provided) task. For the jEdit task, a participant had access to two concern summaries: one for an Autosave concern and the other for a Property concern (summaries in Appendix B); the first concern relates directly to the task whereas the second concern describes functionality that interacts with the autosave functionality. For the JHotDraw task, a participant had access to one concern summary, the Undo concern summary shown partially in Figure 4.4 (full summary in Appendix B); this concern directly related to the given task.

Each participant was given a maximum of 30 minutes to complete each task and was instructed to create a plan for performing the task, identifying the code elements that either needed to be created or changed to complete the task. We chose this time limit as it was sufficient for the participants in the pilot study to create a high level plan of how each task should be performed. Each participant was instructed not to make any changes to the code and not to use the debugger, so as to keep the participant’s attention focused on program navigation activities. Before performing the second task, a participant was asked to read a one-page tutorial on how to use the Eclipse plug-in to view a concern summary; this tutorial focused on the tool and not the intent or composition of a summary. Similar to [23], after each task, a participant was asked to complete the NASA TLX questionnaire [42] to assess the participant’s views about the difficulty of the task and his or her performance on the task. Each session concluded with a guided interview. Each participant was compensated with a $25 gift card for their time.

We asked each participant to think-aloud as she or he performed the change task and collected screen data synched to audio as the participant worked. In addition, the experimenter took notes as a participant worked.
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and during the follow-up interviews and we collected the plans created by each participant for each task and the results of the two TLX surveys completed by each participant.

4.4.3 Results

We consider each of the three research questions.

Q1 – Use of Concern Summaries Table 4.3 reports the number of interactions each participant had with a concern summary as he or she performed the second task. This data is drawn from an analysis of the video and audio captured as participants worked. An interaction was considered to have occurred when a participant read the summary or used it to navigate the code. For the AUTOSAVE task, the first number in the parenthesis reports the number of interactions with the PROPERTY summary and the second number with the AUTOSAVE summary. This data shows that all participants interacted with a concern summary at least once during a task; some participants interacted with a summary more extensively than others.

We observed during the sessions that all participants used the summaries to navigate to parts of the code mentioned in the summary. We also observed that participants consulted summaries after long navigation paths through the code, seemingly using the summary as a focal point that could help the participants reorient themselves to the task.

For the jEdit task, all four participants considered the listings of the concern elements in both summaries to be the most useful part of the summary. The next most useful part they reported was the sentences about salient code elements. None of these four participants found the patterns section of the summary useful.

For JHotDraw task, three of the four (75%) participants (p₁, p₃ and p₇) reported all parts of the summary except the calling patterns equally

<table>
<thead>
<tr>
<th>Task</th>
<th>JHotDraw</th>
<th>jEdit</th>
</tr>
</thead>
<tbody>
<tr>
<td>Participant</td>
<td>p₁</td>
<td>p₃</td>
</tr>
<tr>
<td># Interact.</td>
<td>9</td>
<td>8</td>
</tr>
</tbody>
</table>
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useful. These participants reported that the salient nodes described in the summary provided good clues to start investigating the code and the listing of concern elements helped to find an example of how the undo functionality had already been implemented in the code. These participants reported that the patterns which describe facts about the hierarchical structure in the code also helped to figure out how the change should be implemented. Only one participant ($p_1$) reported the patterns describing which code calls each other as useful. One possible reason is that patterns involving code calls were seen as less useful is that these patterns are only likely helpful in the later stages of performing the task and the time provided to most participants was insufficient to reach these stages.

Q2 – Finding Pertinent Code Table 4.4 reports the ratio of relevant code elements visited by a participant as part of a task to the total number of code elements visited by that participant. We refer to this ratio as the navigation efficiency; a high value suggests a participant spent more effort on task than off task. We consider a code element relevant to the task if: 1) the element must be changed to complete the task or 2) the element provides information needed to complete the task. A list of all the code elements that were counted as relevant for each task in our user study is available online.\[29\] The data in Table 4.4 shows that navigational efficiency rose when summaries were available. On average, when summaries were available, navigational efficiency was 87.3% (SD: 8.7) whereas it was 67.6% (SD: 22.44) when no summaries were available. It is interesting to note the much smaller standard deviation, even across tasks, when summaries are available. To investigate the effect of summaries on individual performance, we computed a paired t-test on the navigational efficiency within subjects; this t-test shows that the improvement in the navigational efficiency with summaries is statistically significant at the 95% confidence level ($p \approx 0.045$). This data suggests that the presence of summaries did help programmers find code relevant to the task.

\[29\]cs.ubc.ca/labs/spl/projects/summarization.html
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Table 4.4: Navigation efficiency

<table>
<thead>
<tr>
<th>Task Order</th>
<th>jEdit - JHotDraw</th>
<th>JHotDraw - jEdit</th>
</tr>
</thead>
<tbody>
<tr>
<td>Participant</td>
<td>( p_1 )</td>
<td>( p_3 )</td>
</tr>
<tr>
<td>Task 1</td>
<td>39% (9/23)</td>
<td>100% (11/11)</td>
</tr>
<tr>
<td>Task 2</td>
<td>92% (12/13)</td>
<td>93% (14/15)</td>
</tr>
</tbody>
</table>

Q3 – Ease of Task Completion  The TLX questionnaire provided to each participant after each task asks the participant to rank on a scale of 1 (low) to 10 (high) the mental demand, temporal demand, frustration level, effort and performance (level of success) perceived by the participant for the task. Table 4.5 focuses on the data for the mental demand and performance perceptions ratings as the former directly relates to the participant’s perceived ease of completing a task and the latter relates to the participant’s perceived success on the task. This data shows that, regardless of task, six of the eight (75%) participants (\( p_1 \), \( p_3 \), \( p_7 \), \( p_4 \), \( p_6 \), and \( p_8 \)) felt that the task performed with summaries was less demanding than without summaries. Only one participant (\( p_5 \)) reported an increase in mental demand on the task with a summary; the other participant (\( p_2 \)) felt both tasks were equally (and very) mentally demanding. This data also shows that all but one participant (\( p_2 \)), or 87%, felt their level of success (i.e., performance) was better on the task with summaries than without.

4.4.4 Threats to Validity

Three major threats to the internal validity of the laboratory study are the likely lack of isomorphism between the two tasks used, the differences in relationships of the concerns to the tasks in the two systems, and likely large differences in abilities of participants. We believe these are acceptable threats for an initial exploratory study.

Three major threats to the external validity of the study results are the
4.5 Summary

In this chapter, we have investigated summarization of crosscutting code concerns to explore the problem of summarizing structured software artifacts. We introduced an automated summarization approach for crosscutting concern code that aims to help programmers make judicious choices about what code to investigate as part of a software change task. Our approach is a form of abstractive summarization that produces a description of crosscutting code through a series of natural language sentences. These sen-

Table 4.5: TLX scores: mental demand and performance

<table>
<thead>
<tr>
<th>Task Order</th>
<th>Mental Demand</th>
<th>Performance</th>
</tr>
</thead>
<tbody>
<tr>
<td>Participants</td>
<td>JEdit - JHotDraw</td>
<td>JHotDraw - jEdit</td>
</tr>
<tr>
<td>Task 1</td>
<td>Task 2</td>
<td>Task 1</td>
</tr>
<tr>
<td>p1</td>
<td>p3</td>
<td>p5</td>
</tr>
<tr>
<td>8</td>
<td>3</td>
<td>8</td>
</tr>
<tr>
<td>8</td>
<td>6</td>
<td>9</td>
</tr>
</tbody>
</table>

use of only two tasks, the limited number of participants and the limited time given to each participant to work on a task. The first threat is mitigated, to some extent, by the use of non-isomorphic tasks as the chance that a task is representative of actual change tasks is higher. By using non-isomorphic tasks on different systems, we also mitigated risks of learning effects from one task to another. The second threat is mitigated by using participants with some level of experience with the programming language and the environment. We chose to accept the risk of the third threat to be able to perform a laboratory study within a reasonable time frame for participants.
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tences describe facts extracted from structural and natural language information in the code and patterns detected from the extracted facts. Through a study with eight programmers, we demonstrated that these concern summaries, although less precise than the code itself, can help a programmer find pertinent code related to a change task on a non-trivial system. Through the study, we also determined that the presence of concern summaries made programmers perceive a task as less difficult and perceive their performance on the task as more successful. We view our approach as a proof-of-concept demonstration that natural language summaries of crosscutting code concerns can play a useful role in software development activities.
Chapter 5

Multi-document Summarization of Natural Language Software Artifacts

The information to answer a question a developer has is often located across many artifacts. To find and understand this information, the developer has to put together various pieces of information from different artifacts. This process, involving manually navigating back and forth between related artifacts, can be tedious and time consuming [36]. A multi-document summary of software artifacts containing relevant information can help a developer more easily address her information needs. As an example, a developer trying to understand the reason behind a change in code, often needs to consult a number of project documents related to the change. Generating a summary of these documents is a special case of multi-document summarization of natural language software artifacts. In this chapter, we investigate whether such a summary generated by our proposed multi-document summarization technique can help a developer more easily find the rationale behind a code change.

We begin with providing background information (Section 5.1) and a motivational example (Section 5.2). We then describe our approach (Section 5.3) and provide details on our human annotated corpus (Section 5.4). Finally we discuss an exploratory user study conducted to investigate if generated summaries provide motivational information behind a code change (Section 5.5).
5.1 Background

A developer working as part of a software development team often needs to understand the reason behind a code change. This information is important when multiple developers work on the same code as the changes they individually make to the code can conflict. Such collisions might be avoided if a developer working on the code knows why particular code was added, deleted or modified. The rationale behind a code change often can be found by consulting a number of project documents. As a starting point, a developer can access a commit message or a bug report with some information on the code change. However, this information often does not provide the context about why the code changed, such as which business objective or feature was being implemented. This higher-level information is often available in a set of project documents, perhaps requirements and design documents or perhaps epics and user stories. But finding and understanding this information by manually navigating the set of related documents can be time consuming and cognitively demanding.

In this chapter, we investigate whether a multi-document summary of project documents related to a code change can help a developer understand the reason behind a code change. We propose a supervised extractive summarization approach in which we identify the most relevant sentences in a set of documents provided as including motivational information about the change [82]. While some efforts have considered helping developers explore the information in the project’s repositories to make it easier for them to find the reason behind a code change (e.g., [13]), our approach is the first attempt at providing the answer to the ‘why’ of a code change. Other approaches that have analyzed source code changes, mainly focused on the ‘what’ and ‘how’ of a code change. Examples include identification (e.g., [34]), impact analysis (e.g., [76]) and visualization (e.g., [103]) of code changes.
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As a CONNECT Adopter, I want to process and send large payload sizes of up to 1 GB to meet the requirements of all my use cases (User Story: EST010)-

Create a pilot implementation for streaming large files for the Document Submission service

When an end to end run of document submission is run, no temporary files should exist in the file system after the transaction has been completed.

Log Message: "GATEWAY-905: Added code to remove temporary files during streaming" why?

Figure 5.1: A summary describing the motivation behind a code change of interest appearing as a pop-up in a mock-up code development environment.
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Consider a developer who is working on the open source project CONNECT[30]. This project uses an agile development process in a way that makes information relevant to code changes available through explicit links to multiple levels of tasks, stories and epics that were used to organize the work that was performed. Imagine that as part of the task the developer is working on, she needs to make a change to the `provideAndRegisterDocumentSetb` method of the `AdapterDocSubmissionImpl` class. Since the developer last looked at the code, a call to `deleteFilesFromDisk` has been added to this method. The developer wants to know why there is this new dependency before determining how to proceed with her change. She starts by checking the commit message associated with the last modification to the method of interest, which states: “GATEWAY-905: Added code to remove temporary files during streaming”. This gives a clue about the added code, but does not say why streaming support has been added. The developer decides to investigate further by following the provided link to GATEWAY-905 in the project’s issue repository[31]. GATEWAY-905, labeled as a task in the repository and entitled “Create a component to remove temporary streamed files from the file system”, still does not provide any high-level reason of why streaming was needed. GATEWAY-905 is linked to GATEWAY-901 which is labeled as a user story and is entitled “Create a pilot implementation for streaming large files for the Document Submission service”. Finally, GATEWAY-901 is linked to GATEWAY-473, labeled as a Feature Request and entitled “As a CONNECT Adopter, I want to process and send large payload sizes of up to 1 GB to meet the requirements of all my use cases (User Story: EST010)”.

To find this motivational information, the developer has to trace the change to a chain of three inter-linked documents in the issue repository, each at a different level of abstraction, and has to read through the description and comments of those documents. If a summary could be automatically created with this information, it could be made accessible to the developer at the site of the code change. For example, imagine that a developer highlights[32].

[30]http://connectopensource.org, verified 12/12/12, CONNECT is an open source software and community that promotes IT interoperability in the U.S. healthcare system.
[31]https://issues.connectopensource.org, verified 12/12/12
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The problem of generating a summary of a set of documents related to a code change is a special case of the more general problem of multi-document summarization of natural language documents. Multi-document summarization techniques often deal with summarizing a set of similar documents that are likely to repeat much the same information while differing in certain parts; for example, news articles published by different news agencies covering the same event of interest (e.g., [63, 80]). Our approach is different in that it investigates summarizing a set of documents each at a different level of abstraction.

To account for the fact that each document is at a different level of abstraction, we model the set as a hierarchical chain. For the example discussed in Section 5.2, GATEWAY-473 (a feature request) and the commit message are the top-most and the bottom-most documents in the chain of relevant documents respectively.

Once a chain of relevant documents is formed, we then find the most important sentences to extract to form a summary. We identified a set of eight sentence-level features to locate the most relevant sentences. We chose to use supervised learning summarization approach in which a classifier scores each sentence of a chain based on the values of the eight sentence features. The highest scored sentences are then extracted to form a summary.

The eight features we investigated are:

1. \textit{fOverlap}. This feature measures the content overlap between a sentence (of a document) and the adjacent documents in a chain. There is often some content overlap in terms of common words between adjacent documents in a chain as one has motivated the creation of the other one (e.g., an epic motivating a user story or a task leading to a commit message). We hypothesize that sentences containing these
common words are more likely to explain the motivation behind the corresponding code change and should be scored higher. To locate these sentences we look for overlaps in terms of words between parent and child documents in a chain. This is similar to the idea of clue word score (CWS) previously shown to be an effective feature in summarizing conversational data (e.g., [38] [67]). In document \( D \) in a chain of documents relevant to a code change, after word stemming and stop-words removal, \( \text{overlapScore} \) for word \( w \) is computed as follows:

\[
\text{overlapScore}(w, D) = \text{IDF}(w) \times \left[ \text{TF}(w, \text{Parent}(D)) + \text{TF}(w, \text{Child}(D)) \right]
\]

Where TF and IDF stands for Term Frequency and Inverse Document Frequency respectively. For sentence \( s \) in document \( D \), \( f\text{Overlap} \) is computed by summing up the \( \text{overlapScores} \) of all the words in the sentence:

\[
f\text{Overlap} = \sum_{w \in s} \text{overlapScore}(w, D)
\]

2. \( fTF-IDF \). For a sentence \( s \) in document \( D \), this score is computed as the sum of the TF-IDF scores of all words in the sentence:

\[
fTF-IDF = \sum_{w \in s} \text{TF-IDF}(w, D)
\]

It is hypothesized that a higher value of \( fTF-IDF \) for a sentence indicates that the sentence is more representative of the content of the document and hence is more relevant to be included in the summary.

3. \( f\text{TitleSim} \). This feature measures the similarity between each sentence and the title of the enclosing document. If document titles are chosen carefully, the title of each document in a chain is a good representative of the issue discussed in the document. Hence it is hypothesized that the similarity between a sentence in a document and the title of the document is a good indicative of the relevance of the sentence. Similarity to the title has been previously shown to be helpful
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in summarizing email threads [104] and bug reports [56]. \( f_{TitleSim} \) is computed as the cosine between the \( TF-IDF \) vectors of the sentence and the document’s title.

4. \( f_{CentroidSim} \). While \( f_{TitleSim} \) is a local feature as it computes the similarity of a sentence with the title of the containing document, \( f_{CentroidSim} \) is a global feature as it measures the similarity of the sentence with the centroid of the chain. A centroid is a vector that can be considered as representative of all documents in a chain. Centroid-based techniques have extensively been used in multi-document summarization (e.g. [79]). We take the approach of multi-document summarization system MEAD [78] to compute \( f_{CentroidSim} \). The chain centroid is computed as a vector of words’ average \( TF-IDF \) scores in all documents in the chain. For each sentence, \( f_{CentroidSim} \) is computed as the sum of all centroid values of common words shared by the sentence and the centroid.

5. \( f_{DocPos} \). This feature captures the relative position of a sentence in the enclosing document. The motivation is that it might be the case that opening or concluding sentences are more important than the rest of sentences. \( f_{DocPos} \) is computed by dividing the number of preceding sentences in the document by the total number of sentences in the document.

6. \( f_{ChainPos} \). This feature is similar to \( f_{DocPos} \), but it measures the relative position of a sentence in the chain.

7. \( f_{DocLen} \). Usually longer sentences are more informative. \( f_{DocLen} \) is the length of the sentence normalized by dividing it by the length of the longest sentence in the document.

8. \( f_{ChainLen} \). Similar to \( f_{DocLen} \) with the length of the sentence divided by the length of the longest sentence in the chain.
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To investigate if the features discussed in Section 5.3 can be effective in identifying summary-worthy sentences and also to train a classifier, we created a corpus of human generated summaries of chains of documents related to code changes. As an initial corpus, we identified eight chains in the CONNECT project, each linking together three documents from the project’s issue repository and one commit log message. The average length of selected chains is 386±157 words. This is four times the size of the example summary shown in Figure 5.1.

We recruited seven human summarizers (all from the UBC Department of Computer Science) and asked them, for each chain of documents related to a code change, to create a summary explaining the motivation behind the change by highlighting sentences that should be included in such a summary. Similar to the approach taken by Carenini and colleagues [38], human summarizers were asked to distinguish between selected sentences by labeling them as essential for critical sentences that always have to be included in the summary or optional for sentences that provide additional useful information but can be omitted if the summary needs to be kept short. Human summarizers were advised to choose at most one third of sentences in a chain (whether labeled as essential or optional). Each chain was summarized by three different users. For each chain, we merged these three summaries to a gold standard summary by extracting sentences with the following set of labels: \{optional, essential\}, \{essential, essential\}, \{optional, optional, optional\}, \{optional, optional, essential\}, \{optional, essential, essential\} and \{essential, essential, essential\}.

We used the feature analysis technique introduced by Chen and Lin [21] to compute the F statistics measure for all 8 sentence features based on the gold standard summaries in our corpus. Figure 5.2 shows F statistics scores for each feature. Based on these values \(fTitleSim\) and \(fOverlap\) are the two most helpful features in identifying the important sentences. As we hypothesized earlier, \(fTitleSim\) is a useful feature because the titles of the documents were well-chosen and well-phrased. \(fOverlap\) is a useful feature because the document authors have used repetition and similar phrases to discuss motivation. On the other hand, \(fChainLen\) and \(fChainPos\) are the
two least helpful features. One possible explanation is that each document in the chain contributed almost equally to the final summary. Removing the two least helpful features, we trained a classifier based on Support Vector Machines (SVMs) using the libSVM\textsuperscript{32} toolkit. This classifier has a k-fold cross validation accuracy of over 82% showing a high level of effectiveness in identifying important sentences.

5.5 Exploratory User Study

To investigate whether developers find chain summaries to be indicative of the motivation behind a code change, we conducted an exploratory user study. We set out to answer the following two research questions:

- **Q1** - Does the chain of related project documents contain information on the reason behind a code change?
- **Q2** - Is the summarization approach (Section 5.3) effective in identifying and extracting information on the rationale behind a code change?

We performed the study with project experts who had worked on the code changes since their knowledge of the project and the code change was

\textsuperscript{32}\url{http://csie.ntu.edu.tw/~cjlin/libsvm} verified 12/12/12
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Table 5.1: Data used in the exploratory user study

<table>
<thead>
<tr>
<th>Chain</th>
<th>Bug reports in the chain</th>
<th>Length</th>
</tr>
</thead>
<tbody>
<tr>
<td>#1</td>
<td>279709-361014-369290-370635</td>
<td>1743</td>
</tr>
<tr>
<td>#2</td>
<td>355974-376233-378002-385127</td>
<td>2334</td>
</tr>
<tr>
<td>#3</td>
<td>158921-349510</td>
<td>3161</td>
</tr>
<tr>
<td>#4</td>
<td>333930-370620</td>
<td>1090</td>
</tr>
</tbody>
</table>

needed to accurately investigate the above questions. Because of the participation of experts, the study was exploratory and focused on gaining more insight about how the summarization approach can be improved to more effectively identify the information about the reason of a code change.

The study was performed in the context of the open source project Eclipse Mylyn. We chose this project because the chain of related documents for each code change can be retrieved from the project’s bug repository by following available explicit links. The commit message related to the code change includes the identifier of the last bug report in the chain. This bug report is in turn connected to other bug reports in the chain via ‘blocks/depends-on’ links. Figure 5.3 shows an example of how a code change and its related chain are linked in Mylyn.

We invited a number of active developers of Mylyn to participate in our study. Two of them accepted to take part in a one-hour study session. For each participant in our study, we identified two chains related to two code changes made by the participant. Table 5.1 shows detailed information about the selected chains. Participant#1 worked on Chain#1 and Chain#2. Participant#2 worked on Chain#3 and Chain#4. Using the classifier trained on our human-annotated corpus, we produced 150-word summaries for the selected chains.

In a study session, for each chain, the participant was first given the links to the related code change (in the Eclipse’s version control repository) and the bug reports in the chain (in the Eclipse’s bug repository). To investigate $Q1$, we asked the participant the following questions:

- Does the chain of bug reports contain information describing why the code was changed? If so, highlight those parts of text that in particular
Figure 5.3: An example of the links between a code change (commit) and the related chain in Mylyn.

provide information on the reason behind the code change.

- *Is* the highlighted information complete in describing why the code has changed? Based on your knowledge of the code, were there any other reasons behind the code change that have not been documented in the chain?

Then, the participant was given the automatically generated summary for the chain. To investigate *Q2*, we asked the participant the following question:

- *Does* the summary contain information describing why the code was changed (in particular in reference to the information you highlighted
in the bug reports)?

The session was concluded by asking the participant the following questions:

- In case of wanting to know the reason behind a code change, would you rather consult the chain or the summary?
- Where else you might look for relevant information?
- Any suggestion on how the summaries can be improved, either in the content or in the way it is presented?

5.5.1 Results

Relevance of Chains

Here are the participants’ responses when asked whether the chains provided information about the related code changes (Q1):

- **Chain#1**: The participant (Participant#1) thought the information in the chain was enough to understand the reason behind the code change (“I would say the information is sufficient to understand why the code changed”). At the same time, some information was missing (“The bugs do not describe the design decisions in detail, e.g. why this was implemented as an SPI and what kind of extensibility is expected”).

- **Chain#2**: Participant#1 did not highlight any part of the first bug report in the chain (355974) as he found it irrelevant to the code change. He thought the rest of the chain contained all the information related to the reason of the code change (“I would say the information is complete, there weren’t any other reasons to change the code as far as I know”).

- **Chain#3**: Participant#2 considered the first bug report in the chain (158921) to be irrelevant (nothing was highlighted). He thought the second bug report included the reason behind the code change minus some explanation (“I think it’s complete, except that there is 1 bit of code that was added which include a comment explaining why it was added - this explanation is not in the bug reports”).
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- Chain#4: Participant#2 thought the chain included all information needed to understand the reason behind the code change (“I would say it is complete”).

Overall, the participants found the chains of bug reports formed by following the dependency links to contain information relevant to the code change. In case of Chain#2 and Chain#3, the first bug report in the chain did not provide any relevant information. In case of Chain#1 and Chain#3, the chain was missing some rather low-level detail related to the reason behind the code change.

Relevance of Summaries

Here are the participants’ responses when asked whether the chain summaries provided information relevant to the code changes (Q2):

- Chain#1: The participant (Participant#1) found the summary to contain relevant information, but misses some technical details (“the summary describes the high level requirement for making the change, but misses some of the technical details in bug #4”).

- Chain#2: Participant#1 thought the summary is relevant, but misses part of the information on the reason behind the code change (“the summary is missing the particular problems (identified in the UI review) though that prompted the code change”).

- Chain#3: Participant#2 found the chain summary to be not so relevant to the code change (“well, it contains the title of the relevant bug, but the rest of it seems unrelated; it doesn’t have any detailed information about this code change”).

- Chain#4: Participant#2 found the summary highly relevant (“I would say the summary is highly relevant; it does a pretty good job of cutting out unimportant text; the one thing I think is missing is the mention of filtering on connectorKind”).

Overall, with the exception of the summary of Chain#3, participants found the summaries to contain information related to the code changes. In
the case of Chain#3, one of the two bug reports in the chain was considered as irrelevant by Participant#2, contributing to the fact that the summary contained mostly irrelevant information. In all cases, summaries were missing some technical details related to the code change, often to be found in the last bug report in the chain. So while participants appreciated the presence of high level information in the summaries, they wanted to see more low level technical information on the reason of the code change to be included in the summaries.

Post-session Questions

When asked whether they prefer consulting a chain or its summary when trying to understand the reason behind a code change, both participants showed an interest in working with summaries:

Participant#1: “if I had the summary linked in the development tool and instantly accessible I would probably consult it first (if it also linked to the original source of the information to drill into details).”

Participant#2: “I would love to have a summary like the second one (summary of Chain#4), as it can be quite time consuming to sift through many comments on multiple bug reports looking for the relevant ones. The mental effort required to do that makes it very difficult to hold on to the details about the code that you have in your head when you start.”

When asked where else (other than the chain of bug reports) they might look for relevant information:

Participant#1: “some of that information could probably be found on other linked bug reports that are not in the direct dependency chain; if the information on the bugs is not sufficient I would look for linked artifacts such as wiki pages or mailing list discussions”.

Participant#2: “patches and other files attached to bug reports, comments on Gerrit code reviews, bug reports related to other commits to related code and source code comments”.

They both also mentioned that they might contact the developer who had made the code change.

When asked for suggestions on how to improve the summaries, they both expressed an interest in having summaries linked to the original bug reports.
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Participant#2 also mentioned the possibility of highlighting the summary sentences in the original bug reports. Participant#1 suggested providing several levels of detail (e.g. short summary and long summary).

5.5.2 Threats

The main threat to the construct validity of our study was that the summaries for the Mylyn chains were generated by a classifier trained on a corpus of human-annotated chains from another project (CONNECT). The chains in the corpus are smaller in length compared to chains used in the study (386±157 words compared to 2082±880 words). Moreover, CONNECT chains have no or very few comments compared to Mylyn chains. Also, while the corpus was annotated by non-experts, the study was conducted with project experts as participants. These differences might be one of the reasons of why, according to the study participants, some relevant technical details were not included in the summaries.

5.6 Summary

In this chapter, we addressed a special case of multi-document summarization for natural language software artifacts. A multi-document summarization technique was proposed to generate a summary of a chain of project documents related to a code change. In an exploratory user study, professional developers who authored the code changes, found the summaries to be indicative of the reason behind the code change, but missing some of relevant technical details. The participants also pointed out the possibility of including more information (e.g., code comments and bug reports not in the dependency chain) as well as other linked artifacts (e.g., project wiki pages and email discussions) as the input of the summarization approach.
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Discussion and Future Work

In this chapter, we discuss various decisions we made in developing summarization approaches for software artifacts and in evaluating generated summaries. We also discuss future directions for extending the work presented in this dissertation.

6.1 Producing Natural Language Summaries

In this dissertation, we chose natural language text as the format of automatically produced summaries as this format is easy to read and understand and is flexible for including semantic information and domain knowledge. Another alternative is to extract indicative keywords or phrases from an artifact to form a keyword summary (similar to [25, 41]). A keyword summary is typically less informative compared to a paragraph-length natural language summary. However, keyword summaries may be more effective in cases where a developer only needs to know the gist of an artifact to answer an information need. A keyword summary for a software artifact can be generated by using topic modeling techniques such as Latent Semantic Indexing (LSI) [24] or Latent Dirichlet Analysis (LDA) [12] to mine latent topics amongst the natural language content of the artifact.

Using graphs or diagrams is another alternative for conveying summary-worthy information. Graphical representations are typically more precise and less ambiguous compared to natural language text. As an example, for a crosscutting code concern, a UML class diagram or an RDF graph (similar to Figure 4.5) could help represent some relationships between parts of the code belonging to the concern, such as method overriding. But, using these diagrams, it is not straightforward to represent abstract content of the concern summary. For example, the fact that a large fraction of methods...
6.2. What Should Be Included in a Summary?

An automatically generated summary needs to convey the key information in the input. Different factors contribute to determining important information to be included in a summary. In supervised approaches (e.g., our approaches in summarizing bug reports and chains of project documents), rules to identify important information are learnt based on the analysis of a set of human-generated summaries. In unsupervised approaches (e.g., our approach in summarizing software concerns), a set of heuristics are used to determine the key information of the input.

The other contributing factor in determining summary-worthy information is whether the goal is to generate a general-purpose or a task-specific summary. General-purpose summaries are produced with no assumption made about the purpose of the summary whereas task-specific summaries are intended to help users in performing a certain task or addressing a partic-
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In this dissertation, we have used both intrinsic and extrinsic evaluation approaches. For example, bug report summaries were evaluated both intrinsically by comparing them against gold standard summaries (Section 3.4) and extrinsically by using them in a task-based human evaluation (Section 3.5.2).
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The intrinsic evaluations focus on measuring the quality of information content of a generated summary typically by comparing it with a set of reference (often human-written gold standard) summaries. Intrinsic measures are easily reproducible and can be used to compare the performance of a new technique against previous approaches.

However, the ultimate goal in development of any summarization approach is to help end users perform a task better. A task-based evaluation needs to be performed to establish that automatically generated summaries are effective in the context of a task. Similarly, as our investigation throughout this dissertation was concerned with whether summaries could help software developers in addressing their information needs, our focus was on extrinsic evaluation of artifact summaries. Bug report and crosscutting concern summaries were extrinsically evaluated in the context of software tasks. The extrinsic evaluation of summaries generated for chains of software documents was conducted by asking project experts whether summaries answer the question of interest (the reason behind a code change). Instead of software tasks, activities like comprehension, question answering or relevance judging can be used as the context of extrinsic evaluation of software artifact summaries. For example, summaries of software artifacts can be assessed by developing a set of questions that probe a programmer’s understanding of a software artifact via a summary versus investigation of the artifact itself. This style of evaluation is very common in the natural language processing community where numerous task-based evaluations have been performed to establish the effectiveness of summarization systems in a variety of tasks. The tasks range from judging if a particular document is relevant to a topic of interest [58], writing reports on a specific topic [62], finding scientific articles related to a research topic [99] and decision audit (determining how and why a given decision was made) [69]. Compared to task-based user studies, such evaluations are typically less expensive to conduct and therefore might facilitate future research in incremental tuning and improvement of the summarization approaches.

It is an open question whether there is a correlation between intrinsic measures and the usefulness of a summary in a task-based setting. For example, the bug report summarizer used in Section 3.3 has a pyramid
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precision of .65. Summaries generated by this bug report summarizer were shown to be helpful in the context of duplicate bug report detection task. Yet it is not clear whether an improvement in the intrinsic measure (e.g., an increase from .65 to .75) would make summaries noticeably more helpful for a developer working on a duplicate detection task. These questions can be investigated as part of future research.

6.4 Improving Summaries by Using Domain-Specific Summarization Approaches

The summarization approaches proposed in this dissertation were shown to generate summaries that help developers. Given this initial evidence, future efforts may focus more on domain-specific features of software artifacts to improve generated summaries.

For example, the accuracy of the bug report summarizer may be improved by augmenting the set of generic features with domain-specific features. For instance, comments made by people who are more active in the project might be more important, and thus should be more likely included in the summary. As another example, it was noted by many of the participants in our task-based evaluation that ‘steps to reproduce’ in a bug report description helped them in determining duplicates. This information has also been identified as important by developers in a separate study [10]. The usefulness of bug report summaries might be improved if an indication of the availability of ‘steps to reproduce’ information be included in the summary so that a developer can refer to the original bug report in cases she needs this information in addition to the summary.

As another example, as part of the annotation process, we also gathered information about the intent of sentences, such as whether a sentence indicated a ‘problem’, ‘suggestion’, ‘fix’, ‘agreement’, or ‘disagreement’. Similar to the approach proposed by Murray and colleagues [68] in using speech acts, this information can be used to train classifiers to map sentences of a bug report to appropriate labels. Then an abstractive summary can be generated by identifying patterns that abstract over multiple sentences. We leave the investigation of generating such abstractive summaries to future
6.5 Summarizing Other Software Artifacts

In this dissertation, we developed techniques to generate summaries for two different types of software artifacts; bug reports as an example of natural language software artifacts and crosscutting code concerns as an example of structured software artifacts. One possibility for future research is to investigate summarization for other types of software artifacts. Examples include the summarization of requirement documents, UML diagrams, project’s wiki pages and test suites. The content of all these software artifacts is a combination of structured and natural language information with some (e.g., requirement documents) being more natural language and some (e.g., test suites) being more structured. Different summarization techniques (e.g., abstractive vs. extractive) and different representation formats (e.g., natural language vs. graphical representations) might be needed to be integrated to account for the mixed content of software artifacts. Research is needed to determine what information should be included in summaries and to investigate how developers may benefit from summaries in performing software tasks.

6.6 Multi-document Summarization of Software Artifacts

We investigated a special case of multi-document summarization of software artifacts in Chapter 5 involving a chain of project documents containing information about a code change. However, considering the inter-connected network of software artifacts in a software project, multi-document summarization is quick to emerge even when a summary is to be generated for a single software artifact. For example, in the case of bug report sum-
marization, a bug report may be related to other bug reports via explicit dependency links or it may refer to certain modules in the code. Depending on the information need the summary intends to answer, multi-document summarization might be needed to generate a summary for a collection of related software artifacts. Future research may investigate different applications of multi-document summarization of software artifacts to address various information needs. For example, different software artifacts can be related to a software change task including bug reports, pieces of code, and pages in the project’s wiki. A multi-document summary of these software artifacts can serve as a concise summary of the entire task, enabling a developer to understand different aspects of the task (e.g., what, how and why of the task) at an abstract level.

The main challenges in multi-document summarization of software artifacts is to retrieve and abstractly model the network of software artifacts relevant to the information need. For example, we modeled the input of our multi-document summarization approach in Chapter 5 as a chain of project documents. The chain was formed by following explicit dependency links between documents. However, in many software projects, all related software artifacts are not explicitly linked together. Future research may investigate techniques like text mining and information retrieval (e.g., [57]) to retrieve a set of the most relevant documents to answer an information need. Moreover, it is not always possible to put the relevant documents in a total order to form a chain. We leave the investigation of such cases, where the input set of documents can be modeled as a graph, to future research.
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Summary

To answer an information need while performing a software task, a software developer sometimes has to interact with a lot of software artifacts to find relevant information. Sometimes, it only takes the developer a quick glance to determine whether an artifact contains any relevant information. Other times, typically when interacting with a lengthy software artifact, the developer has to read through large amounts of information and many details of the artifact.

In this dissertation, we proposed the use of automatically generated summaries of software artifacts to help a software developer more efficiently interact with them while trying to address an information need. Based on their content, software artifacts form a spectrum where software artifacts with mostly natural language content are at one end and software artifacts with mostly structured content are at the other end. We chose to focus on two different types of software artifacts to address both ends of this spectrum; bug reports as an example of natural language software artifacts and crosscutting code concerns as an example of structured software artifacts. Since addressing an information need might involve making sense of a collection of software artifacts as a whole, we also studied a case of multi-document summarization of natural language software artifacts; a chain of project documents related to a code change.

We developed summarization techniques for each of the three cases mentioned above. For bug reports, we used an extractive approach based on an existing supervised summarization system for conversation-based data. For crosscutting code concerns, we developed an abstractive summarization approach. For multi-document summarization of project documents, we developed an extractive supervised summarization approach. In each case, to establish the effectiveness of generated summaries in assisting software devel-
opers, the generated summaries were evaluated extrinsically by conducting user studies. Summaries of bug report were evaluated in the context of bug report duplicate detection tasks. The result showed that summaries helped participants save time completing a task without degrading the accuracy of task performance. Summaries of crosscutting code concerns were evaluated in the context of software code change tasks. The results showed that summaries helped participants more effectively find pertinent code related to the change tasks and that summaries made programmers perceive a task as less difficult and their performance as more successful. Summaries of chains of project documents were evaluated by a number of project experts who found summaries to contain information describing the reason behind corresponding code changes.

This dissertation makes a number of contributions. For bug reports:

- It demonstrates that it is possible to generate accurate summaries of individual bug reports.

- It reports on the creation of an annotated corpus of 36 bug reports chosen from four different open source software systems. The recent approaches proposed for summarizing bug reports have used this corpus to evaluate automatically generated bug report summaries [56, 59].

- It demonstrates that while existing classifiers trained for other conversation-based genres can work reasonably well, a classifier trained specifically for bug reports scores the highest on standard measures.

- It reports on a task-based evaluation that showed bug report summaries can help developers working on duplicate detection tasks save time without impairing the accuracy of task performance.

For crosscutting code concerns:

- It introduces the concept of using generated natural language summaries of concern code to aid software evolution tasks.

- It introduces a summarization technique to produce such natural language summaries automatically from a description of the code that contributes to a concern.
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- It reports on a tool developed to allow programmers to access and interact with concern summaries for Java programs.

- It reports on a task-based evaluation that showed such natural language summaries can help a programmer find pertinent code when working on software change tasks.

For project documents related to a code change:

- It proposes the use of multi-document summaries to assist developers in addressing an information need when different pieces of information from different artifacts needs to be put together.

- It introduces a summarization technique to generate a summary of a chain of project documents related to a code change.

- It reports on a user study in which summaries of chains of project documents were found to be effective in describing the reason behind related code changes as judged by project experts.

Overall, the main contribution of this dissertation to the field of software engineering is an end-to-end demonstration that reasonably accurate natural language summaries can be automatically produced for different types of software artifacts: bug reports (as an example of mostly natural language software artifacts), software concerns (as an example of mostly structured software artifacts) and a chain of documents related to a code change (as an example of inter-related natural language software artifacts) and that the generated summaries are effective in helping developers address their information needs. This contribution serves as a proof-of-concept that summarization of software artifacts is a promising direction of research in the field of software engineering and that summaries of software artifacts may help developers in a variety of software tasks.

Main directions for future work include improving the proposed summarization techniques by utilizing domain-specific structure and content of software artifacts. Other possible directions are to develop summarization systems for other types of software artifacts (e.g., project wiki pages, requirement documents, design diagrams) and to explore multi-document summarization of software artifacts when the input is an inter-linked network of
Chapter 7. Summary

software artifacts of different types (e.g., a network of inter-linked bug reports and code elements).
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Appendix A

Bug Report Corpus: Annotator Instructions

In this appendix, we provide the detailed instructions used by the annotators to annotate our bug report corpus (Section 3.2).
Appendix A. Bug Report Corpus: Annotator Instructions

Annotator Instructions

General Task Overview:
In this task, your goal is to summarize bug reports and to annotate individual sentences for certain phenomena described below.

The Data:
The bug reports you will be summarizing and annotating are from a few open source software projects. Bug reports are categorized into two groups:

1. Defect: these bug reports report a defect when the system is not working as specified.
2. Enhancement: these bug reports are used to request a new feature in the system or a modification in the specified behavior of an existing one.

Some of the bug reports might have technical details referring to the code base of the underlying project. But you are not required to be familiar with that specific project in order to complete the task.

Annotation Details:
You will be presented with a bug report consisting of a description and several comments. Before carrying out any annotation, read through the bug report in its entirety to get a feel for the discussion. Once you have made a preliminary read-through of the bug report, you will proceed with annotation in three steps.

1. In the first step we ask you to write a summary of the entire bug report, using the text box at the top of the browser. You will author a single summary for the bug report, not a summary of each individual comment. The summary must be no longer than 250 words. It is therefore important to capture the important information of the bug report in a concise manner.

   For each sentence in your written summary, we ask you to provide example sentence(s) from the original bug report that are related to the summary sentence. You can do this by indicating the bug report sentence IDs in brackets at the end of each summary sentence. For example:

   "This error seems to happen when SessionStore is disabled or not correctly initialized. [1.1, 1.3]"

   "A one line code fix has been suggested for solving the issue. [2.2, 5.3]"

   Here the numbers 1.1, 1.3, 2.2, and 5.3 are sentence IDs from the bug report itself. Each sentence in your summary should have at least one such linked sentence at the end of it. There is no limit to how many sentences you may link in this fashion.

2. You will next have to produce another summary by selecting the important sentences in the original text; that is, the sentences from the bug report that you think are most informative or important. You can do this by clicking on the important sentences to highlight them. You can select as many sentences as you feel are necessary. There may be overlap with the sentences you linked in step 1, while you may also select sentences that were not linked in step 1. It is recommended that you at least select one third of all the sentences.

3. In the next step, you will mark individual sentences related to certain speech acts and other phenomena, which we will now define. Speech acts are sentences that perform a particular function. There are six types of
sentences to annotate.

1. **PROBLEM**(Prob): These are the sentences that describe a problem (an undesired observed behaviour) in the system. The following sentences would both be labeled as ‘Prob’:

   "JavaScript cannot be disabled with the new UI."

   "Scrolling inside iframe is not smooth."

2. **SUGGESTION**(Sug): In these sentences someone is expressing some idea on the ways in which the system should be modified. These modifications are either needed to fix a problem (in case of 'Defect' bug reports) or to add a requested feature (in case of 'Enhancement' bug reports). SUGGESTION sentences can take the form of a question, especially when the speaker is not sure that the idea or suggestion will be accepted. Examples:

   "It would be nice to have a warning when a feature.xml contains a plugin that depends on an unresolved plugin."

   "How about applying the Compose > HTML font selection to the Body Tag as a base font?"

   "Another approach is replacing StyledText.doDeletion() method."

3. **FIX**(Fix): These sentences are talking about how the problem has been actually fixed or how the requested feature has been added. For example:

   "This bug was marked as fixed because, on Bidi platforms, we were able to get RTL and LTR to work for Dialog (independent of the parent)."

   "Re-installing CDT fixed the problem (admittedly the daily build)."

4. **AGREEMENT**(Agr): These are the sentences when someone is making a comment in agreement with something that someone else has said. For example:

   "Correct, there is currently no way of undoing Show Filtered Children without selecting a node."

5. **DISAGREEMENT**(Dis): This is the opposite of ‘Agr’. These are the sentences when someone is making a comment in disagreement with something that someone else has said.

   "I think you are going down the wrong path by assuming the solution is to re-implement TextMergeViewer from scratch."

6. **META**(Meta): Finally, we also ask you to annotate meta sentences. These are sentences that refer explicitly to this bug report:

   "If we continue this thread, it should be a new bug report."

These six phenomena can be annotated simply by clicking the relevant buttons next to each sentence. Note that a given sentence can receive multiple annotations â€“ for example, it can be both a suggestion and an agreement sentence. When a button is clicked, it will change color to indicate your selection.

4. Finally, you will fill out a questionnaire about the bug report that you have just summarized and annotated.
**Quotations:**

You will notice that some comments contain both new text and quoted text. Quoted text is text from a preceding comment and is often indicated by the `>` character. For example:

```
" > If you see items in the location bar after you've deleted the history, don't
> forget that bookmarks are now also shown in the popdown. That confuses people
> that are used to older versions of Firefox.

Is there a way to turn off this behavior for the location bar? Specifically, I
don't want to see bookmarks in there.
"
```

Because of the presence of quoted text, some sentences will occur in several different comments in the bug report. When linking sentences in your summary, it is not necessary to link every occurrence of a given sentence in the bug report. Also, be aware that sometimes new text occurs in the middle of quoted text.

**Recap:**

Write your summary of 250 words or less. Create links between your summary sentences and sentences from the email thread. Then create another summary by selecting the most important sentences in the original bug report text.

Then annotate sentences for the following 6 phenomena:

1. Problem
2. Suggestion
3. Fix
4. Agreement
5. Disagreement
6. Meta

---

Figure A.1: Instructions used by the annotators of the bug report corpus
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Task-based Evaluation of Crosscutting Code Concern Summaries: Supporting Materials

This appendix provides materials used in the task-based evaluation of crosscutting code concern summaries (Section 4.4), including the task descriptions used by the participants in the study and the concern summaries related to each task.
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Task: Autosave

This task involves planning a change to JEdit’s autosave feature. You will need to first familiarize yourself with JEdit and one of its features: autosave.

Overview of JEdit, Buffers, and Autosave

1. To run JEdit, right click on
   org.gjt.sp.jedit
   JEdit.java
   and select: Run As -> Java Application. Do not close JEdit.

2. In JEdit, an opened text file is called a Buffer. The following is an extract from the JEdit Manual (section 2.1):
   “Several files can be opened and edited at once. Each open file is referred to as a buffer. The combo box above the text area selects the buffer to edit. Different emblems are displayed next to buffer names in the list, depending on the buffer’s state; a red disk is shown for buffers with unsaved changes, a lock is shown for read-only buffers, and a spark is shown for new buffers which don’t yet exist on disk.”

3. JEdit has an autosave feature. The following is an extract from the JEdit Manual (section 3.3.1):
   “The autosave feature protects your work from computer crashes and such. Every 30 seconds, all buffers with unsaved changes are written out to their respective file names, enclosed in hash (“#”) characters. For example, program.c will be autosaved to
   #program.c#.”
   JEdit will also generate backup files, which are terminated with a tilde (~) character. These have nothing to do with your task in this study. You can completely ignore them.

   Saving a buffer automatically deletes the autosave file, so they will only ever be visible in the unlikely event of a JEdit (or operating system) crash.

   If an autosave file is found while a buffer is being loaded, JEdit will offer to recover the autosaved data. The autosave feature can be configured in the Loading and Saving pane of the Utilities>Global Options dialog box.

4. In the Loading and Saving pane, set the autosave frequency to 5 seconds.
5. Open the file C:\Temp\test.txt
6. Add a character to the file and do not save the file.
7. Look in C:\Temp. You should see the autosave file.
8. Save the test buffer in JEdit. The autosave file should disappear.
9. Add a character to the test buffer and do not save it. Wait 5 seconds.
10. Kill JEdit using the terminate button on the Eclipse console (the button with the red square).
11. Launch JEdit again. JEdit will attempt to recover the autosave file. Click yes. **ATTENTION:** A bug in the code of JEdit will cause the program to hang if you do not click yes or no in the recovery dialog before the time in the autosave frequency. To avoid this, just click yes or no before the 5 seconds (or whatever) of the autosave frequency are over. If the program hangs, you can kill it using the terminate button on the console. You do not have to worry about this bug for the study.

From a user perspective, that’s all there is to the autosave feature. You can close JEdit now.

**Change Request**

You are to create a plan for performing the task described below. The plan should include the relevant program elements that need to be changed and how they should be changed. **NOTE:** You are not actually required to perform the changes. Rather you should identify the particular classes and methods to be used and describe any new classes or methods required. Use a text file (in e.g. Wordpad) to record your plan.

**Change Task:**

Modify the application so that the users can explicitly disable the autosave feature. The modified version should meet the following requirements:

1. JEdit shall have a checkbox labeled “Enable Autosave” above the autosave frequency field in the Loading and Saving pane of the global options. This checkbox shall control whether the autosave feature is enabled or not.
2. The state of the autosave feature should persist between different executions of the tool.
3. When the autosave feature is disabled, all autosave backup files for existing buffers shall be immediately deleted from disk.
4. When the autosave feature is enabled, all dirty buffers should be saved within the specified autosave frequency.
5. When the autosave feature is disabled, the tool should never attempt to recover from an autosave backup, if for some reason an autosave backup is present. In this case the autosave backup should be left as is.

**During the task:**

1. You must make no change to the source code. You are not allowed to perform temporary changes, or try out different alternatives.
2. Do not use the debugger.

**Expert Knowledge**

The starting point:
A checkbox should be added to `org.gjt.sp.jedit.options.LoadSaveOptionPane` to enable/disable the autosave.

Please notify the investigator when you are ready to commence.

Figure B.1: Description of the jEdit/Autosave task given to the participants in the study
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**Summary of Property Feature Implementation**

The ‘Property’ feature is implemented by at least 8 methods [show/hide]

- `org.gjt.sp.jedit.JEdit.setProperty(String, String)`
- `org.gjt.sp.jedit.JEdit.getProperty(String, String)`
- `org.gjt.sp.jedit.JEdit.getProperty(String, Object[])`
- `org.gjt.sp.jedit.JEdit.getProperties()`
- `org.gjt.sp.jedit.JEdit.propertiesChanged()`
- `org.gjt.sp.jedit.JEdit.usage()`
- `org.gjt.sp.jedit.JEdit.unsetProperty(String)`
- `org.gjt.sp.jedit.JEdit.restProperty(String)`

The implementation of the Property feature highly depends on the following code elements:

- `org.gjt.sp.jedit.JEdit` (class)
- `org.gjt.sp.jedit.JEdit.props` (field)

All the methods involved in implementing Property are a member of `org.gjt.sp.jedit.JEdit` class.

All but one of the methods (7/8) involved in implementing Property call a method that accesses `org.gjt.sp.jedit.JEdit.props` field.

Figure B.2: Summary of the ‘Property’ crosscutting concern

**Summary of Autosave Feature Implementation**

The ‘Autosave’ feature is implemented by at least 9 methods [show/hide]

- `org.gjt.sp.jedit.Autosave.stop()`
- `org.gjt.sp.jedit.Autosave.actionPerformed(ActionEvent)`
- `org.gjt.sp.jedit.Autosave.Autosave()`
- `org.gjt.sp.jedit.Autosave setInterval(int)`
- `org.gjt.sp.jedit.Buffer.recoverAutosave(View)`
- `org.gjt.sp.jedit.Buffer.autosave()`
- `org.gjt.sp.jedit.BufferBufferIORequest.autosave()`
- `org.gjt.sp.jedit.BufferBufferIORequest.autosave()`
- `org.gjt.sp.jedit.BufferBufferIORequest.autosave()`

The implementation of the Autosave feature highly depends on the following code elements:

- `org.gjt.sp.jedit.Autosave` (class)
- `org.gjt.sp.jedit.Buffer.autosaveFile` (field)

About half of the methods (4/9 = 44%) involved in implementing Autosave are members of `org.gjt.sp.jedit.Autosave` class.

Figure B.3: Summary of the ‘Autosave’ crosscutting concern
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Task: Undo

This task involves planning a change to the JHotDraw program.

Overview of JHotDraw

JHotDraw is a two-dimensional graphics framework for structured drawing editors.

1. To run a sample JHotDraw application, right click on org.jhotdraw.samples.javadraw JavaDrawApp.java and select: Run As -> Java Application.
2. Create a new file (using the File menu).
3. Try to add a few figures.

Change Request

You are to create a plan for performing the task described below. The plan should include the relevant program elements that need to be changed and how they should be changed. NOTE: You are not actually required to perform the changes. Rather you should identify the particular classes and methods to be used and describe any new classes or methods required. Use a text file (in e.g. Wordpad) to record your plan.

Change Task:

In the drawing editor, a user can change attributes of a figure using the Attributes menu. Your task is to implement the undo functionality for changing a figure’s attributes. To check that undo is currently not supported:

1. Change the fill color (or any other applicable attribute) of a figure using the Attributes Menu (you have to first select the figure).
2. Try to undo the change by choosing Undo Command from the Edit menu.

During the task:

1. You must make no change to the source code. You are not allowed to perform temporary changes, or try out different alternatives.
2. Do not use the debugger.

Please notify the investigator when you are ready to commence.

Figure B.4: Description of the JHotDraw/Undo task given to the participants in the study
Summary of 'Undo' Feature Implementation

The 'Undo' feature is implemented by at least 22 methods:

- org.jhotdraw.standard.SelectAllCommand$UndoActivity.undo()
- org.jhotdraw.figures.ConnectTextTool$UndoActivity.undo()
- org.jhotdraw.standard.SendToFrontCommand$UndoActivity.undo()
- org.jhotdraw.standard.ConnectionTool$UndoActivity.undo()
- org.jhotdraw.figures.PaintTool$UndoActivity.undo()
- org.jhotdraw.standard.DragTracker$UndoActivity.undo()
- org.jhotdraw.figures.InsertImageCommand$UndoActivity.undo()
- org.jhotdraw.standard.AlignCommand$UndoActivity.undo()
- org.jhotdraw.standard.CutCommand$UndoActivity.undo()
- org.jhotdraw.contrib.TextAreaTool$UndoActivity.undo()
- org.jhotdraw.standard.DeleteCommand$UndoActivity.undo()
- org.jhotdraw.standard.PasteCommand$UndoActivity.undo()
- org.jhotdraw.standard.SendToBackCommand$UndoActivity.undo()
- org.jhotdraw.standard.ChangeConnectionHandle$UndoActivity.undo()
- org.jhotdraw.figures.PolylineScaleHandle$UndoActivity.undo()
- org.jhotdraw.standard.ResizeHandle$UndoActivity.undo()
- org.jhotdraw.contrib.TriangleRotationHandle$UndoActivity.undo()
- org.jhotdraw.standard.ResizeHandle$UndoActivity.undo()
- org.jhotdraw.standard.ChangeConnectionHandle$UndoActivity.undo()
- org.jhotdraw.figures.PolylineScaleHandle$UndoActivity.undo()
- org.jhotdraw.standard.ResizeHandle$UndoActivity.undo()
- org.jhotdraw.standard.ResizeHandle$UndoActivity.undo()
- org.jhotdraw.standard.ResizeHandle$UndoActivity.undo()
- org.jhotdraw.standard.ResizeHandle$UndoActivity.undo()
- org.jhotdraw.standard.ResizeHandle$UndoActivity.undo()  

This feature provides 'Undoing' functionality for 'Select All Command', 'Connected Text Tool', etc.

The implementation of the Undo feature highly depends on the following code element(s):

- org.jhotdraw.util.UndoableAdapter.undo()
- org.jhotdraw.util.UndoableAdapter.undo()

All of the methods involved in implementing 'Undo':

- are named 'undo'
- override method org.jhotdraw.util.UndoableAdapter.undo()
- override method org.jhotdraw.util.UndoableAdapter.undo()
- appear with a method that overrides org.jhotdraw.util.UndoableAdapter undo()
- appear with a method that overrides org.jhotdraw.util.UndoableAdapter undo()
- appear with a method name 'redo'

All but one of the methods involved in implementing 'Undo':

- statically-calls org.jhotdraw.util.UndoableAdapter undo()
- are a member of a class that extends-class org.jhotdraw.util.UndoableAdapter
- appear with a method that statically-calls org.jhotdraw.util.UndoableAdapter undo()
- appear with a method that calls org.jhotdraw.util.UndoableAdapter.setRedoable(boolean)
- appear with a method that calls org.jhotdraw.util.UndoableAdapter.setRedoable(boolean)

All but one of the methods involved in implementing 'Undo':

- are a member of a class created by a method named 'createUndoActivity'

More than 2/3 of the methods appear with a method which calls one or more of the following methods:

- org.jhotdraw.framework.FigureEnumeration.nextFigure()
- org.jhotdraw.util.UndoableAdapter.getAffectedFigures()
- org.jhotdraw.framework.FigureEnumeration.hasNextFigure()
- org.jhotdraw.util.UndoableAdapter.isRedoable()  

Around half of the methods call one or more of the following methods:

- org.jhotdraw.framework.DrawingView.clearSelection()
- org.jhotdraw.util.UndoableAdapter.getAffectedFigures()
- org.jhotdraw.framework.FigureEnumeration.hasNextFigure()
- org.jhotdraw.util.UndoableAdapter.getDrawingView()  

Figure B.5: Summary of the ‘Undo’ crosscutting concern