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Abstract

We present the development of computational models of biological motor control used in two different types of eye movements — gaze shifting and gaze stabilization. They are then implemented and tested on robotic systems. The thesis also investigates the application of these biological motor control strategies in robotics applications.

We describe and test a non-linear control algorithm inspired by the behaviour of motor neurons in humans during extremely fast saccadic eye movements involved in gaze shifting. The algorithm is implemented on a robotic eye connected with a stiff camera cable, similar to the optic nerve. This adds a complicated nonlinear stiffness to the plant. For high speed movement, our “pulse-step” controller operates in open-loop using an internal model of the eye plant learned from past measurements. We show that the controller approaches the performance seen in the human eye, producing fast movements with little overshoot. Interestingly, the controller reproduces the main sequence relationship observed in animal eye movements.

We also model the control of eye movements that serve to stabilize its gaze direction. To test and evaluate this stabilization algorithm, we use a camera mounted on a robotic test platform that can have unknown perturbations in the horizontal plane. We show that using models of the vestibulo-ocular and optokinetic reflexes to control the camera allows the camera to be effectively stabilized using an inertial sensor and a single additional motor, without the need for a joint position sensor. The algorithm uses an adaptive controller based on a model of the vertebrate Cerebellum for velocity stabilization, with additional drift correction. A resolution-adaptive retinal slip algorithm that is robust to motion blur was also de-
veloped. We show that the resulting system can reduce camera image motion to about one pixel per frame on average even when the platform is rotated at 200 degrees per second. As a practical robotic application, we also demonstrate how the common task of face detection benefits from active gaze stabilization.
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Chapter 1

Introduction

Human vision provides us with rich sensory information of the external world. Eye movements are inextricably linked to vision — they are a critical mechanism necessary to achieving the goal of the vision system — a clear and stable view of the world.

The repertoire of eye movements comprises some of the most interesting movements made by humans. This includes very fast, yet accurate, movements and also movements specifically produced to cancel out head movements, hence stabilizing our view of the world even as we move. We often take these movements for granted as we perform them without giving them much thought. The difficulty in generating these movements only become apparent when we try to reproduce them — hinting at the sophistication of the biological motor control system involved in producing the various types of eye movements.

The motivation for this thesis comes from two intertwined questions: (1) Can biological theories of motor control proposed in neuroscience be effective for controlling real robots? (2) Can we gain insights into biological motor control by creating computational models and building physical robots [1,50]?

There have been many studies on the control of eye movements. However, due to the enormous difficulty in directly observing the neural mechanism involved, indirect approaches are required to understand them. By computationally modeling the proposed controller, we can test its feasibility through simulation and implementation on a robotic system. This serves as a powerful tool to better under-
stand the controller and complements experimental studies: experimental findings can be incorporated into the computational model to improve its accuracy. Furthermore, implementing these controllers on physical robots enable us to provide the constructive evidence for its feasibility. A robotic implementation exposes the controller to the various real world constraints and factors that may have been unmodeled in a simulation setting.

Improving our understanding of how eye movements are generated helps us to comprehend the way our brain works and provides valuable clinical insights into various neurological diseases [56]. It also helps unravel some of the motor control tricks used in biology, allowing us to apply them in robotics.

1.1 Contributions

This thesis presents the computational modelling and robotic realization of two types of eye movements: the control of fast and accurate eye movements and the control of gaze stabilization movements.

With the goal of achieving fast and accurate movements in our robotic systems, we look at a class of eye movements which does exactly this — saccades. We created a controller based on the “pulse-step” paradigm proposed in neuroscience for the control of saccadic eye movements. This controller is non-linear and allows for fast movements with no overshoot as it does not follow a typical asymptotic approach to the final position. A classical linear controller such as the Proportional-Integral-Derivative (PID) controller would require very high gains to achieve these fast movements. The plant model used in designing a PID controller is also often assumed to be linear or a linear approximation of it. However, for a system such as the one used in our experiments (see section 3.5.1) a linear assumption is unsuitable due to the strong non-linearity introduced by the cable. The controller described in this paper automatically learns a general non-linear plant model by itself and skips the tuning process to create a control strategy that is best suited for the plant.

Additionally, we have developed a method to guarantee physical plausibility of the learned plant model through the use of appropriate basis functions and constraints. We have also created a recursive algorithm for solving the Quadratic Program (QP) that can accept a growing set of measurements and handle constraints.
(including inequality constraints), enabling the controller to learn the plant model in an online fashion. The controller implementation highlights the difficulty, and importance, of proper handling of friction in the system. This is true even on a relatively low friction setup such as ours.

We developed a computational model for the Vestibulo-Ocular Reflex (VOR) and Optokinetic Response (OKR), which are involved in gaze stabilization. The model uses a recurrent cerebellar architecture to perform feedback error learning [26]. Using this control architecture, we created a complete system for active stabilization of cameras which can reject large and fast movements and maintain drift-free object tracking. This is achieved by using both inertial measurement and vision information as inputs to the controller. The controller is adaptive and does not require a system identification step or extensive parameter tuning. It only requires a rudimentary model of the plant and we demonstrate its ability to operate even with a factor of two error in the plant model’s Direct Current (DC) gain. Even under this condition, the system demonstrates rapid adaptation to a good performance. This robustness is made possible in part by the robustness of the vision algorithm used to estimate the retinal slip. We get this behaviour by applying crosschecking and resolution adaptivity to a standard feature tracking algorithm. We also describe a robust method for converting motion in the image plane into an angular velocity. The system’s stabilization performance was then carefully evaluated using a high speed robotic platform that can generate general rigid motions in the horizontal plane. Finally, we quantify the effect of disturbance and the use of our gaze stabilization system on a common computer vision algorithm. We discovered that with a VOR only implementation, errors quickly accumulate and cause a drift in position. This alludes to the fact that the VOR needs to work in conjunction with other types of reflexes to achieve its functional goal.

1.2 Outline

The thesis is organized in the following manner. In Chapter 2 we give a brief description of the anatomy and physiology of the two main biological systems involved with the two types of eye movements that is the focus of the thesis: the oculomotor system and the vestibular system. We also give an overview of the
functional requirements and the different classes of eye movements.

**Chapter 3** describes the computational modeling and robotic implementation of the controller used for fast and accurate eye movements. We discuss the structure used to learn a general non-linear plant model and then describe an open loop controller that uses the pulse-step paradigm to achieve very fast and accurate movements. Additionally, a method to ensure physical plausibility in the learned model is described and an adaptive online version of the controller is also presented.

**Chapter 4** describes the computational modeling and robotic implementation of the controller used for gaze stabilization. We highlight the importance of gaze stabilization in robotics and computer vision application. We then proceed to describe the controller based on a model of the cerebellum for rejecting the disturbance and the test platform used for its evaluation. The effect of disturbance and stabilization on a computer vision application is also demonstrated.

We conclude the thesis and present some avenue for future work in **Chapter 5**.
Chapter 2

Background

In this chapter, we will provide a description of the functional requirements of eye movements and discuss the two types of eye movements relevant to this thesis: saccades and VOR. In order to understand the biological motor control used for saccades and VOR, it is important to understand the oculomotor plant being controlled and the vestibular system providing the sensory signals. We have therefore included a brief description of the anatomy and physiology of the eye and the vestibular system. Please refer to [56], [99] and [62] for more detailed discussions on these topics.

2.1 Eye Anatomy and Physiology

The globe (eyeball) is supported by tissues inside the orbital cavity (eye socket) of the skull. Three agonist-antagonist pairs of Extraocular Muscles (EOMs), insert into the globe and generate the forces to rotate the globe in accordance to the desired eye movements. They consist of two oblique muscles (the superior and inferior obliques) and four rectus muscles (the lateral, medial, superior and inferior recti). Figure 2.1 illustrates the placement and insertion locations of these muscles. The lateral rectus is innervated by the abducens nerve and the superior oblique by the trochlear nerve. Meanwhile, the remaining four EOMs are connected to the oculomotor nerve. The arrangement of the EOMs gives rise to a complex coupling between the different movements directions and the different muscle pairs.
Figure 2.1: Anatomical diagram of the globe and the connected extraocular muscles. Reproduced from public domain material [37], obtained from [21].

All the tissues surrounding or connected to the globe impose a mechanical constraint on its movement. In particular, it restricts the eye movement to one that is approximately a pure rotation. Another important feature is that the globe movement is opposed by both viscous drag and elastic restoring forces [56]. There have been various studies to model and quantify the dynamics of the oculomotor plant [5, 79, 82, 86, 98]. Even though nonlinearities in the oculomotor dynamic have been experimentally observed [79, 82, 86, 89], they are often ignored in the context of motor control [16, 83, 84, 87].

The human eye’s visual acuity varies across its field of vision according to the distribution of the photoreceptor on the retina. The photoreceptors density peaks at the fovea region of the retina, providing sharpest vision there. Visual acuity degrades quickly as we move away from the fovea, dropping by 50% at 2 degrees out from the center of fovea [56].
2.2 Vestibular System Anatomy and Physiology

The vestibular system lies in the inner ear and is comprised of the semicircular canals and the otolith organs. Figure 2.2 shows the inner ear structure containing the vestibular system, along with the cochlea — a part of the auditory system. The semicircular canals measure the head’s rotational movement while the otolith organs measure its translational movement. Together, they provide the sensory inputs required to maintain balance and also VOR.

![Figure 2.2: The inner ear containing the semicircular canals, otolith organs, and cochlea. Image modified from public domain material obtained from [2].](image)

The semicircular canals in the inner ear consist of three semicircular tubes oriented nearly orthogonal to one another [100]. Angular rotation causes the endolymph fluid inside the semicircular canals to flow. This in turn perturbs the sensory epithelium that sits on the surface in the ampullae structure located at the end of the canals. The sensory epithelium acts as a mechanical transducer, converting the movement into sensory signals [40].

The otolith organs, namely the utricular and saccular otoliths reside in the utricle and saccule of the inner ear and are sensitive to horizontal and vertical acceleration respectively. They consist of hair cells that carry otoliths, crystal structures
suspended in the endolymph fluid. As the head translates, the inertia of the otoliths stimulates the hair cells that carry them, converting translational acceleration into sensory signals [8].

2.3 Classes of Eye Movements

A functional requirement of the vision system is to provide a clear and stable view of the world. This necessitates the image on the retina to be held steady and visual feature of interest to be centered at the fovea [56]. We can thus classify eye movements into the following two broad categories:

- Gaze shifting. For clear visual perception of an object of interest, its projection needs to fall on the foveal region of the retina. A saccade generates a quick shift in the eye’s gaze direction, allowing us to change our visual attention from one target to another and hence scan the environment. And to keep both eyes foveated at the same visual target, the eye has to perform vergence movements as the target moves closer or further to the person.

- Gaze stabilization. To stabilize its gaze, the eye needs to maintain its gaze with respect to the world even in the presence of head movements. This enables us to perceive the environment even during locomotion. The eye has several mechanisms to address this need: the VOR, the OKR, and smooth pursuit tracking. While the VOR relies on the vestibular system, the OKR and smooth pursuit are visually-mediated. Detailed discussion of the VOR can be found below.

2.3.1 Saccades

The term saccade was first used by Javal to describe rapid eye movements that occur during reading [45]. A typical saccade duration is between 50 to 100 ms, reaching speeds of up to 500°/sec in human and up to 1000°/sec in some primates. This makes saccades one of the fastest movements in the human body. In fact, the brain cannot process the visual information during saccades due to the large amount of motion blur introduced by the high speed. Despite these rapid gaze
shifts, we are able to perceive the environment in a unified and stable manner due to a combination of visual masking and visual persistence [24].

2.3.2 Vestibulo-ocular Reflex

The main goal of the VOR is to stabilize the line of sight with respect to the world in spite of head movements. It is therefore important that the VOR can respond to sudden and fast head perturbations. It achieves this through the use of the very fast vestibular system in the inner ear to measure the rotational and translational movement of the head. This signal is then used to drive the EOMs through a short pathway consisting of only three neural connections, often referred to as the three neuron arc. This results in a total delay of only 12 ms from the onset of head movement to compensating eye movement [69].

The VOR generates an eye movement in the opposite direction of the head movement. The resulting combination of both the eye and head movements should cancel each other and allow the gaze direction to remain unchanged. Although the VOR can compensate for both translational and rotational head movements, it is helpful to focus on the case of the horizontal rotational VOR. Figure 2.3 shows the main neural pathway for the horizontal rotational VOR. Note the absence of visual feedback in the pathway — the compensation relies solely on vestibular inputs.

2.3.3 Optokinetic Reflex

The OKR is a visually mediated reflex that is triggered by global visual motion [43]. It is also often referred to as the optokinetic nystagmus due to the sawtooth like pattern of eye movements generated. Although it can reach speeds up to 100°/sec, its dependence on visual processing gives it a latency of 70 ms. This means that it cannot compensate for higher frequency disturbance such as the one encountered during walking [56]. It does, however, perform well under sustained rotations, where the effect of latency is not significant.
Figure 2.3: Horizontal VOR direct neuronal pathway. Reproduced from [22].
Chapter 3

A Controller for Fast and Accurate Eye Movements

3.1 Introduction

Animals do not scan their environment by continuous eye movement but by alternating fixation and saccades. Saccades are the fastest movements made by animal eyes; a saccade of less than 10 degrees can be completed in less than 50 ms [55]. One reason is that during movement, motion blur significantly degrades vision; therefore these movements must be completed as quickly as possible without losing too much positioning accuracy. There is a popular misconception that saccades are necessary only for animals with foveas and that this does not apply to robot cameras. However, even afoveate animals like rabbits need to make saccade-like movements since they have a limited field of view, and need to shift it when nearing the “joint limits” (this is called quick phase nystagmus) [19].

It is difficult to use feedback control for these high speed movements, in both animals and robots. Neural signal processing of sensory data is relatively slow in animals; there is significant evidence that saccades are performed in an open-loop fashion without visual or proprioceptive feedback [56, 105]. Signal processing in robots can be faster but traditional feedback control requires high gains and accurate estimation of derivatives to achieve the speeds seen in animal eyes, but such a controller can easily become unstable. Instead, there is strong experimental evi-
dence that both humans [20] and animals [32] use a non-linear pulse-step controller (discussed in Section 3.3).

Outline

The remainder of the chapter is organized as follows. Section 3.3 gives the high level overview of the controller that is developed. Section 3.4 describes the technique used to estimate a non-linear model for the plant. Section 3.5 provides the details of the controller implementation and the setup used to test it. The results from the simulation and experiment are discussed in Section 3.6. We close the chapter by presenting our conclusions in Section 3.7.

3.2 Related Work

Motion control in industrial robots is often achieved through the use of a Proportional-Derivative (PD) feedback controller. This can be further augmented by an integral term to improve steady state performance and by a feedforward term to improve its dynamic performance [78]. The design of these different controller components requires some knowledge of the plant being controlled. Furthermore, an online learning system such as described in [80] can be used to improve the controller by a learning process that can capture the inaccuracy of the plant model used. Other common control techniques used for robotic manipulators include adaptive control [41, 101], sliding mode control [109], and computed torque control [4].

There has been much work on various robotic eye/gaze platforms by the active vision community. They include biologically inspired [9, 11–13, 57, 71], and also non-biologically inspired designs [36]. Specifically, the mapping of a target in the visual field to saccade target position has also been investigated [31, 106]. The actual generation of saccadic motion itself has been achieved by using a priori knowledge of the plant geometry and dynamic [33], tracking a spline trajectory using an inverse dynamic controller [97], or tracking a velocity profile [66]. An implementation of catch-up saccades during smooth pursuit (tracking) eye motion has been described in [29].

Although some of these works involve the generation of saccadic-type motion, we are not aware of any work on controlling rapid (saccadic) eye movement that
exhibits the pulse-step behaviour seen in the biological counterpart for a robotic platform. It is worth noting that torque pulse, similar to the pulse-step, has been used to generate fast motion for robotic manipulator [74, 75] by learning the mapping from visual input to pulse parameters.

In the neurology of eye movements literature, there are many different motor control models for the generation of saccades. We refer the readers to an excellent review by Girard and Berthoz [34] for a thorough treatment on this topic. However, we will mention the groundbreaking model introduced by Robinson [88] introduced the use of an internal model in the generation of saccades. Owing to the duration of saccades and visual processing delays, a feedback model cannot be used to control saccades. Instead, an efference copy of the motor control signal can be used as a substitute. This idea has been further extended in a number of subsequent works [47, 94].

3.3 A Non-linear Controller For Rapid Movements

Our controller is based on the “pulse-step” controller proposed in neuroscience for control of saccadic eye movements. The control signal sent to oculomotor neurons to generate a saccade is composed of two main components as shown in Figure 3.1a. It starts with a very high constant signal called the pulse followed by a lower constant signal referred to as the step. While the step signal relates to the steady state holding force to keep the eye at the target position, the magnitude of the pulse component is roughly the same regardless of the target location or saccade amplitude [56]. Therefore, the amplitude of the saccade is modulated primarily by its duration. This model is a simplification since there is usually a “slide” region between the pulse and the step, and other variations, but it is a good first approximation.

From a control point of view, this is a switching controller which switches from a fast movement phase to a fixation phase based on the distance to target. The controller action can be physically interpreted as trying to activate the muscles to move the eye as fast as possible to the target position before applying the appropriate force level to hold it at its target. Although this controller is similar to a bang-bang controller, unlike a bang-bang controller, its output does not only switch between
The neural (control) signal in the extra-ocular-muscle (EOM) during a saccade showing the characteristic pulse-step innervation. The pulse component of the signal allows for a rapid movement of the eye. Once the eye reaches the new position, the step component counteracts the forces that try to return it to its central position.

Figure 3.1: The pulse-step signal and implemented and classical controller architecture

The pulse-step controller uses the entire range of feasible control signal. Instead, the pulse-step controller uses the entire range of feasible control signal.

The pulse-step controller uses an internal forward model simulation to determine the proper instance to transition from the pulse to the step. The forward model is a learned (estimated) non-linear model of the system plant. We discuss the learning process in Section 3.4. We simulate the actual plant trajectory by exciting the forward model with a copy of the input to the plant and integrate it forward in time. In neuroscience, the copy of the signal sent to the muscle is referred to as the efference copy.

A system level overview of the pulse-step controller as described is compared to the classical PD controller in Figure 3.1b. We can see that while the PD controller feeds the output signal back into the controller (hence the feedback), we also see a similar feedback line in the pulse-step controller. In the pulse-step controller however, the signal that is fed back is the control signal rather than the plant output.
The experimental setup used to test the non-linear controller. A DC motor directly drives a camera platform about a vertical axis. The camera platform is connected by a flat-flexible cable to a processing board fixed to the ground.

(sensor measurement). The forward model then transforms the control signal into an estimate of the system state which also contains the output. This is referred to as an internal feedback [88] and it allows the controller to have knowledge of the output without having to actually measure it.

Once the internal model reaches the target position, the controller generates a step signal that is required to hold the system at that position. The appropriate magnitude of the step signal can be determined directly from the inverse model of the learned plant by evaluating the force at the target location in steady state condition.

### 3.4 Non-linear Plant Model Learning

In this section we describe the method used to learn a non-linear plant model.
We first assume a very general second order plant:

\[ u = J \ddot{\theta} + F(\theta, \dot{\theta}). \]  

(3.1)

This system contains a linear expression for the highest order (inertial) term \( J \) and a non-linear force term \( F(\theta, \dot{\theta}) \); \( u \) is the applied torque and \( \theta, \dot{\theta}, \) and \( \ddot{\theta} \) are the position, velocity, and acceleration respectively.

The last term in Equation 3.1 is a non-linear function of the state space \((\theta, \dot{\theta})\). We parameterize it by a linear combination of \( n \) Radial Basis Functions (RBFs) \((B_k(\theta, \dot{\theta}))\) placed regularly in the state space. An RBF is defined as a real function that is dependent only on the distance of its input from its center [14]. Our choice of RBF was a hat function (see Appendix A) with compact support due to its low evaluation cost and sparsity of representation. These two features help to reduce the computational effort of both the learning process and open loop control.

Thus the model of the plant can be reexpressed as:

\[ u \approx J \ddot{\theta} + \sum_{k=1}^{p} w_k B_k(\theta, \dot{\theta}), \]

where \( w_k \) is the weight for the \( k \)'th RBF. Hence, to learn this parameterized system model, we simply need to learn the values of \( J \) and \( w_k \)'s.

Even though the system itself is non-linear, it is linear in parameters. Therefore we can perform a linear least-squares estimation on the parameters. We use a collection of recorded input signal and trajectory as samples (denoted by superscript) for the least squares regression. A typical saccade trajectory is shown in Figure 3.3. The resulting regression is as follow:

\[
\begin{bmatrix}
\dot{u}^1 \\
\vdots \\
\dot{u}^n
\end{bmatrix} = 
\begin{bmatrix}
\ddot{\theta}^1 \\
\vdots \\
\ddot{\theta}^n
\end{bmatrix} 
\begin{bmatrix}
B_1(\theta^1, \dot{\theta}^1) & \cdots & B_p(\theta^1, \dot{\theta}^1) \\
\vdots & \ddots & \vdots \\
B_1(\theta^n, \dot{\theta}^n) & \cdots & B_p(\theta^n, \dot{\theta}^n)
\end{bmatrix}
\begin{bmatrix}
J \\
\vdots \\
w_p
\end{bmatrix},
\]

(3.2)

Here, \( A \) is the \( m \times n \) regressor matrix, while \( x \) and \( u \) are the \( n \)-vectors of unknown
Figure 3.3: An example trajectory of a single saccade in the position-velocity state space

parameters and the measured variables respectively.

3.4.1 Physical Plausibility

The non-linear model learning method described above has the advantage of being able to represent very general systems. The structure used, however, causes it to be prone to overfitting, causing the learned model to be oscillatory. As we will discuss in section 3.5.2, this is detrimental to the controller performance and may lead to instability in the integration. An example of the learning result using compact RBFs is shown in Figure 3.4. The 'bumpiness' caused by the overfitting is clearly shown here. Another feature of the learned model seen in the plot: the magnitude of the force decreases near the edges of the plot. This is inherently caused by the shape of any choice of RBF.

Since we are dealing with non-uniformly sampled data, we can improve the interpolation and extrapolation properties of the model by using RBFs with non-
Figure 3.4: The $F(\theta, \dot{\theta})$ term learned by our algorithm for a linear mass-spring-damper system using compact RBF. The actual plant would generate a plane for this plot.

compact support [73] which improves the smoothness of the fitted function. Although there is a larger computational cost from using RBF with non-compact support, the difference is not significant due to the relatively small size of the problem. The Thin Plate Spline (TPS) is an example of such a basis function and is the smoothest basis function, energywise [102].

Even though we can improve the smoothness and extrapolation behaviour of the learned model by using non-compact RBF, we can further imbue the learned model with additional desirable properties. It is useful to constrain the system stiffness and damping such that they remain positive in the entire state space. This follows the typical stiffness and damping behaviour of most mechanical systems including, in particular, the orbit of the eye [86] \footnote{It is important to note that systems do exist which exhibit negative stiffness and damping behaviour [30]. But this occurs very rarely.} We can do this by constraining the system forces ($F(\theta, \dot{\theta})$) to be monotonically increasing in each coordinate direction.
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To obtain monotonicity (increasing), we place a constraint on the gradient of the force to be always non-negative:

$$\nabla F \geq 0. \quad (3.3)$$

We decompose $F$ into the spring and damping forces such that the monotonicity constraint can be applied separately:

$$F(\theta, \dot{\theta}) = F_{\text{spring}}(\theta) + F_{\text{damping}}(\dot{\theta}). \quad (3.4)$$

Since the derivation and result for the spring and damping forces are similar, the subsequent description will only mention the spring force.

We can approximate the gradient of the spring force using a set of non-negative RBFs ($\tilde{B}_k$) and apply non-negativity constraint on the weights:

$$\nabla F_{\text{spring}} = \sum_k \tilde{w}_k \tilde{B}_k, \quad \text{where } \tilde{w}_k \geq 0 \ \forall k. \quad (3.5)$$

We then integrate them to obtain a set of monotonically increasing (non-radial) basis functions ($B_k$) to approximate the force. These basis functions (with non-negative weights) can be used to describe a monotonically increasing force over the entire state space:

$$F_{\text{spring}} = \sum_k w_k B_k, \quad \text{where } \tilde{w}_k \geq 0 \ \forall k. \quad (3.6)$$

The shape of the original RBF and the resulting basis functions is shown in Figure 3.5b. The full derivation of the basis functions used in our implementation can be found in Appendix A.

The resulting form used for approximating the non-linear force is as follow:

$$u \approx J\ddot{\theta} + \sum_{k=1}^p w_k B_k(\theta) + \sum_{j=1}^q v_j D_j(\dot{\theta}) - c,$$

where $B_k$ and $D_j$ are the monotonically increasing basis functions for the stiffness and damping terms respectively. $w_k$ and $v_j$ are the non-negative basis functions.
weights, and $c$ is a constant offset term.

To enforce non-negativity on the weights, a non-negative least squares solver\cite{54} is used. An example of the model learning result is shown in Figure 3.6. Comparing this result with the one obtained using compact RBFs (Figure 3.4), we see a vast improvement in the smoothness of the fit, the similarity to actual plant and the good extrapolation behaviour.

An alternative approach to obtain positive stiffness and damping characteristic is to constraint the weights of the RBFs themselves to be monotonically increasing. However this approach does not extend the desired characteristic beyond the space covered by the set of RBFs since the RBF function rolls off to zero or negative infinity away from the center. Hence, the extrapolation behaviour might become problematic for the controller described in Section 3.5.2. An example where this behaviour negatively affects the controller is shown in Figure 3.7.
Figure 3.6: The $F(\theta, \dot{\theta})$ term learned by our algorithm for a linear mass-spring-damper system using physically plausible basis function. The actual plant would generate a plane for this plot.

3.4.2 Online Learning

Although the model learning process described above is capable of capturing very general plant dynamics, the learning happens only in an offline (batch) manner. For the control system to be truly adaptable, it needs to be capable of adapting to a continuously changing plant. This is especially critical for the pure open loop strategy we employ — differences between the learned and actual plant dynamics will adversely affect the tracking performance. It is therefore important that our learning algorithm can learn in an online or continuous manner.

To perform online learning, the learning algorithm needs to belong in the class of recursive algorithms. A recursive algorithm accepts a growing set of measurements while still occupying only a small and constant memory footprint. Moreover, we also require that the algorithm updates its result quickly and places more importance on the newer set of data so that it can track a changing system.
Figure 3.7: The effect of poor extrapolation behaviour of the learned plant model on the forward integration used by the controller. The surface represents the $F(\theta, \dot{\theta})$ and the line shows the resulting integration path through the state space. As the state of the integration steps past the “hill” of the RBFs, it quickly falls into the steep valley behind it.

Unconstrained Online Learning

An obvious choice of technique for doing online learning is to use the recursive version of the least squares technique previously used in the offline learning process. The original Recursive Least Squares (RLS) technique \cite{63} can be reduced in complexity from $O(n^3)$ to $O(n^2)$, where $n$ is the number of parameters in the model, by applying the Sherman-Morrisson-Woodbury formula for the rank-1 update of the matrix inverse. More recent development has led to fast RLS techniques which reduces the complexity further to $O(n)$ \cite{17, 28, 64}.

Constrained Online Learning

The above techniques however, are unable to solve constrained problems encountered in our formulation for physical plausibility. Unfortunately they are not easily extended to incorporate even the simple non-negative constraints that we need.
There have been several extensions proposed to the RLS technique to solve the constrained least squares problems. A modification to the RLS was presented by Resende et al. [85] to solve least squares problem with equality constraints. Zhu and Li [111] described an algorithm which solves the RLS problem with linear constraints, including inequality constraints. However, the algorithm described for solving Inequality Constrained Recursive Least Squares (ICRLS) requires running $2^d$ (where $d$ is the number of constraints) separate RLS solvers in parallel and selecting the solution with the smallest error while still satisfying the constraints. This method thus becomes computationally expensive very quickly. In our case, $d$ reflects the number of parameters to solve and this is typically between 10 to 20, rendering this particular method prohibitively expensive to use.

Due to the lack of suitable existing methods to solve the ICRLS problem, we reformulated it under the more general QP framework since constrained QP is a well studied problem. Our constrained least squares problem is as follow:

$$\text{minimize}_{x} \left\| Ax - b \right\|$$

subject to $x \geq 0$, 

where $A$ is the $m \times n$ the regressor matrix, $b$ the $n$ elements force vector, and $x$ the unknown parameters vector from Equation 3.2. Rewriting it as a QP, we get:

$$\text{minimize}_{x} \frac{1}{2} x^T H x + c^T x$$

subject to $x \geq 0$,

where

$$H = 2A^T A$$

$$c^T = -2b^T A.$$

Here, $H$ is the $m \times m$ Hessian matrix and $c$ is the $m$-vector linear term. This constrained QP problem can be solved using a number of different methods [77]. In our implementation we use the standard primal active set method to solve the individual QP problem.
We extend this standard QP formulation to handle a growing set of measurements by creating an update rule for the Hessian matrix and the linear term for every new measurement. Augmenting the regressor matrix and measurement vector with the new data, we get:

\[
A_{t+1} = \begin{bmatrix} A_t \\ a_{t+1}^T \end{bmatrix}, \quad (3.10a)
\]
\[
b_{t+1}^T = \begin{bmatrix} b_t^T \\ b_{t+1} \end{bmatrix}, \quad (3.10b)
\]

where the subscript indicates the measurement index. Putting this into the QP formulation, we can then get the update rule for the QP terms:

\[
H_{t+1} = 2(A_{t+1}^T A_{t+1}) = 2A_{t+1}^T A_t + 2a_{t+1} a_{t+1}^T = H_t + 2a_{t+1} a_{t+1}^T, \quad (3.11a)
\]
\[
c_{t+1}^T = -2b_{t+1}^T A_{t+1} = -2(b_{t+1}^T A_t + b_{t+1} a_{t+1}^T) = c_t^T - 2b_{t+1} a_{t+1}^T. \quad (3.11d)
\]

Even though the initial solution search to the constrained QP problem would require several iterations to converge to the correct working set, we can minimize the number of iterations in the subsequent solves by leveraging similarity between one QP problem to the next. It is possible to warm start the primal active set solver at each new measurement by passing both the working set and solution obtained in the previous QP solve. This greatly speeds up the algorithm — as long as the working set remains unchanged from one solve to the next, the algorithm only need to perform a single linear system solve. It turns out that for the ICRLS problem this is almost always the case.

Additionally, we can apply an exponential forgetting factor, similar to the one used in RLS, to our ICRLS formulation. An exponential forgetting factor will assign less weight to older measurements. This enables the learning algorithm to better track the system changes over time. Appendix B describes the derivation of the
exponential forgetting factor in the above algorithm.

3.4.3 Friction Learning

As described above, the model should be able to capture friction (Coulomb and viscous). Due to the discontinuity at zero velocity introduced by Coulomb friction, however, separating the model learning for positive and negative velocity improves its identification by making the discontinuity explicit in the structure.

3.5 Implementation

3.5.1 Experimental Setup

In this section we describe the test bed used to test the non-linear pulse-step controller as shown in Figure 3.2. The setup consists of a single-degree-of-freedom actuated camera platform, directly driven by a brushed DC motor (A-max 236668, Maxon Motor AG). The axis of the motor is set to be perpendicular to the ground and the attached encoder provides a resolution of 0.18°. A linear motor amplifier (LSC 30/2, Maxon Motor AG) provides the motor with a current corresponding to the command signal from the controller. The motor drives a Dragonfly 2 remote head camera (Point Grey) that is connected to a ground-fixed processing board by a flat-flexible-cable of substantial stiffness. This cable introduces a parasitic non-linear torque to the setup.

A networked computer running xPC target (MathWorks Inc.) is connected to the motor amplifier and encoder. It acts as a hard real-time controller with a sample time of 0.5 msec. It implements a virtual spring-damper system for the camera platform by means of a PD controller. The spring and damper coefficients are chosen so as to match the dominant time constant of the human eyeball (0.299 seconds) as obtained experimentally by Robinson [86]. Consequently, the overall plant that we are controlling is overdamped, similar to the behaviour exhibited by the mechanics of the human eye.
3.5.2 Pulse-Step Controller

The real-time controller also executes the pulse-step controller algorithm, independent of the virtual spring-damper. The target locations are specified to the pulse-step controller through an external command sent over the network. The overdamped characteristic of the plant allows the transition from pulse to step to be decided in a simple fashion: we can rely on the damping to bring the system to a stop almost instantaneously when the controller transitions from pulse to step (provided the step level chosen corresponds to the correct amount of holding torque at that position). For a more general case, a look-ahead integration can be performed in addition to the current state estimation at each time step. This simulates the system trajectory up to a short interval in the future for the scenario whereby the control signal is switched to the step level. The integration of the forward model is performed numerically using a Störmer-Verlet integrator which provides us with a better accuracy than an Euler integrator. Due to the very fast motion (about 0.2 degrees per millisecond), the size of the timestep for the forward model integration needs to be sufficiently small to minimize error in the steady state estimate. We use a timestep size of 2 milliseconds in our implementation.

An issue encountered with the controller was the larger than expected steady state error caused by the motor friction. For a given step input sent to the plant, the steady state position reached would have an error of approximately 2 degrees due to friction. Therefore the controller cannot rely on the step level to correct any error in the pulse component of the trajectory. Furthermore, as a result of the rapid trajectory motion, the fast higher order dynamics affects the accuracy of the estimated trajectory of the pulse, causing an RMS error of 1.5 degrees. However, a correlation between the saccade amplitude and the steady state error was observed and nearly all of the steady state errors are caused by undershoots as shown in Figure 3.8. This correlation is likely to be caused by the higher order dynamics having a damping effect. This unmodelled damping effect causes the system to lose more energy than the forward model simulation and this error accumulates with increasing pulse duration (saccade amplitude). We compensate for this extra damping by using the above correlation in the controller to modify the saccade targets by amounts corresponding to the amplitude.
3.6 Results

3.6.1 Simulation Results

We first tested our plant model learning system in simulation. A synthetic pulse-step data set is generated with a system composed of a linear mass-spring-damper. Following the dominant time constant in Robinson’s human eye mechanic model, we implement a linear spring and damper system on the experimental setup with a spring constant of 0.5 mNm/deg and a damping constant of 0.15 mNm/(deg/s). The inertia is matched to the experimental setup motor load inertia ($2.08 \times 10^{-7}$ Nm·s$^2$/deg). Figure 3.9 shows a series of pulse-step trajectories and force generated on this system. Applying the non-linear model learning gives us a very good estimate of the system parameters with a Root Mean Square (RMS) residual of $6.88 \times 10^{-4}$ Nm. The estimated mass has a relative error of 10% and the learned $F(\theta, \dot{\theta})$ is approximately linear, as expected from the linear spring-damper.

The online learning algorithm is also tested in simulation and compared to the batch learning algorithm. While the Hessian and linear term is updated at every
new measurement, the constrained QP solve is performed only once after every saccade. The online learning algorithm is typically first initialized with measurements from approximately 10 saccades so as to avoid poorly conditioned KKT matrix in the QP solve. Applying the two algorithms to the above plant, the resulting RMS residuals are plotted in Figure 3.10. As expected, the online learning residual decreases as more measurements are incorporated. Although the performance of the online learning algorithm approaches the batch version as more measurements are used, it remains slightly worse. This slightly lower accuracy can be attributed to the drop in numerical accuracy as we use the Hessian matrix instead of using a more numerically stable least squares method such as the QR decomposition. This is the trade-off that was made between compressing the data (forming the fixed-size Hessian from a growing regressor matrix) and the numerical conditioning. We also look at the online algorithm performance in handling a sudden change in plant dynamics. We first start by simulating a system as described before, we then suddenly perturb the system by permanently reducing the stiffness in the plant to 20% of the original value. Figure 3.11 shows the learning performance of the online algorithm. Pre-perturbation, the algorithm reaches some steady state performance
Figure 3.10: The RMS residuals of the models as learned by the batch and online learning algorithm. The residuals are calculated from all the measurements in the dataset. Also shown is the residuals obtained from the model learned online as it is still being initialized by the first 12 saccades measurements.

level early on. Immediately after perturbation, the learned plant model is incorrect and this is reflected by the large residual value. However, the learning algorithm incorporates the newer data into the model, putting more importance on them than the older data. This continuously improve the accuracy of the learned model as reflected by the decreasing residuals. We also compare the results with the batch learning performed on the entire dataset and part of the dataset before and after the plant perturbation. As expected, the performance of batch learning on the entire data set is significantly worse since it averages out the behaviour of two different plants. On the other hand, performing the batch learning only on data for the plant before or after perturbation yields much improved results.

We then cross validate the learned plant model with a new set of simulated pulse-steps trajectory. This gives us a good result, as shown in Figure 3.12, with a
Figure 3.11: The RMS residuals of the models learned by the batch and online algorithms. The model residuals during the initialization are not shown. The residuals for the first 100 saccades are computed from the measurements before perturbation while the rest are computed from post-perturbation measurements.

fit of 99.8%. Fit is defined as:

$$fit = 100 \times \frac{1 - ||y - \hat{y}||}{||y - \bar{y}||},$$

where $y$ and $\bar{y}$ are the cross-validation trajectory and its mean, while $\hat{y}$ is the trajectory generated from the learned model.

### 3.6.2 Experimental Results

The parameters of the virtual spring-damper in our experiment are matched to those used in the simulation. However, the cable introduces a significant amount of parasitic torque as discussed below.

We first learn a non-linear plant model from a set of pulse-steps trajectory. Even though the implemented virtual spring-damper system is linear, we are affected by
unmodelled system dynamics that can come from the amplifier, friction and the camera cable. These dynamics cause the overall system to behave in a non-linear fashion even though a DC motor with load may appear to be linear at first. The non-linearity of such a system is usually hidden away by the robustness of the feedback controller for slow dynamics. However our setup requires us to deal with fast system dynamics, nullifying the above feedback controller advantage.

With the implemented pulse-step controller from Section 3.5.2, we command the system to move to a series of targets. Figure 3.13 shows an example of the controller performance. The steady state RMS error (measured prior to the start of each new commanded target) is $0.99^\circ$. However the accuracy of the controller improves with the cable removed, giving us a steady state RMS error of $0.24^\circ$. We attribute this improvement to the uncertainty involved with the parasitic torque introduced by the cable.

Our experimental data exhibits a relationship between saccade amplitude and duration, that is similarly observed in saccadic eye motion of animals. This rela-
Figure 3.13: The experimental system output with the implemented non-linear pulse-step controller. The input is a series of commanded target positions.

To demonstrate friction learning, we conducted an experiment with a geared (262:1) DC motor (1624012S, MICROMO, Clearwater, FL). At an efficiency rating of 59%, the gearhead introduces a significant amount of friction into the plant. We excite the plant with a band-limited white noise source. The $F$ term at 0 velocity is shown in Figure 3.16. The plot shows the two sides of the discontinuity at zero velocity. The observed Coulomb friction remains approximately constant across the motor range at 10 mNm.

3.7 Conclusions

There are many control strategies commonly used for the control of motion. However most of them only work well with a linear system and stability issues tend to arise as the system performance requirement and the associated controller gains increase. They often require knowledge of the plant which can be difficult to obtain or hobbled by parameter inaccuracies and unmodelled dynamics. We have devel-
Figure 3.15: The main sequence relationship between saccade amplitude and duration. (a) The amplitude vs. duration plot of our experimental setup with the camera cable attached shows a trend similar to the main sequence in the eye. (b) With the camera cable disconnected, the resulting main sequence relationship has a smaller variance. (c) Measured human saccades data fitted with a power equation. (c) Human saccades data. Reproduced from [55], by permission of Oxford University Press.
Figure 3.16: The learned holding torque at 0 velocity for a gearhead motor.

oped a control system strategy learned from observations of fast eye movements in animals. This controller is unhindered by many of the issues and limitations associated with a typical controller such as the one described above. In fact, it is able to apply sharp changes to the control signal which is not possible with a PD controller for example, without setting its feedback gains to be very high. By implementing this controller on a robotic platform, we have also at the same time shown the plausibility of the use of such a controller for fast eye movements in animals.

A challenge that we encountered in our implementation is with the dynamics introduced by the camera cable. The parasitic torque that it introduces has been at least partially modeled by our learning algorithm. Even so, the performance of the system is still affected by the cable. This indicates that the dynamics of the cable has not been captured fully by our model, possibly due to its high order dynamics or dependence on initial conditions.
Chapter 4

A Controller for Gaze Stabilization Movements

4.1 Introduction

The human vision system has to function in a dynamic environment. Motion of either the imaged objects or the eye itself causes two significant problems: (1) motion blur, which degrades vision, and (2) disappearance of objects from the field of view, which makes vision impossible.

Similar challenges are encountered in robotic vision system, and a common practice to deal with these is by using quick fixes. To avoid camera motion blur, the camera motion is restricted. To avoid object motion blur, strong illumination and short shutter speeds are used (alternatively the resolution is reduced). To prevent objects from moving out of view, wide field of view optics are used (with an associated loss of spatial resolution).

In contrast, biological systems deal with fast motions by active movements of the eye to counteract the unwanted motions and keep the image stable on the retina. This active gaze stabilization relies on measuring both the acceleration of the head using the vestibular system and image motion in the form of a retinal slip signal. Applying this trick from biology to robotic vision systems could, for example, allow a humanoid to recognize objects while walking, or allow a visual Simultaneous Localization and Mapping (SLAM) system in a car to work while
driving in rough terrain (by suppressing motion blur from bumps and vibrations).

Following the terminology in biology, we will use the word “head” to refer to the platform on which both an actuated camera and an Inertial Measurement Unit (IMU) are mounted. Figure 4.1a shows the results when the head is subjected to a high speed rotation; Figure 4.1b shows the same motion of the head, but using our system to stabilize gaze. We use a simple setup to test and analyse the performance of our stabilization system. Although the degree of freedom is limited (1), this enables us to perform rigorous and reproducible performance evaluation and comparison.

Outline

The rest of the chapter is organized as follows. We briefly discuss the related work in Section 4.2. In Section 4.3 we provide an overview of the hardware used in the head and the test platform. Section 4.4 describes our adaptive controller and Section 4.5 presents the vision algorithm used to estimate the retinal slip. In Section 4.6 we discuss several stabilization experiments and their results. Section 4.7 looks at the effect of fast movements on computer vision algorithms. We conclude the chapter in Section 4.8.

4.2 Related Work

We have previously mentioned the three neuron arc that provides the direct pathway for the VOR. This short latency pathway is well understood, and for horizontal rotational VOR, connects the semicircular canal to the vestibular neuron which then projects to the oculomotor neuron [18]. However, there is a lot of interest in trying to understand the mechanism and pathway for learning in the VOR. This is a part of the bigger question of where and how motor learning occurs in the brain. One hypothesis suggests that the cerebellar flocculus is the main site for learning [44]. This aligns well with the models by Marr and Albus on the role of climbing fibres in sending the learning signals to affect the learned motor model in the cerebellum [3, 67]. More recent works [25, 26, 48, 108] further expand the learning process model in the brain, solving some of the shortcomings of earlier works. In particular, a model of the cerebellum uses a recurrent architecture to
Figure 4.1: Image frames captured by the camera at 60 fps. (a) shows a frame captured near the peak velocity (230°/sec) of a sinusoidal disturbance without stabilization. (b) shows a corresponding frame captured with gaze-stabilization turned on.
Figure 4.2: Overview of the hardware setup used to test the gaze control algorithm. The gaze controller uses only the visual, inertial, and camera position information to compensate the camera motion generated by the test platform.

solve the motor-error problem associated with feedback error learning [25, 26].

On the non-biological side of things, most of the techniques used for active gaze stabilization, also referred to as image or video stabilization, are targeted at small motions. A common application is suppression of vibrations of hand-held cameras, e.g. by moving the internal camera optics in response to the sensed inertial motion [15, 76]. In [38], an onboard camera is stabilized against vehicle vibration by panning and tilting either a set of external mirrors or the camera itself. Alternatively, one can capture the image as is (without stabilization) and use digital post-processing to correct the motion blurred image [46, 107]. This has been demonstrated to be effective in stabilizing video sequences captured from moving vehicles [61, 70].

With the exception of [38], the above methods are not suited to compensating for large motions encountered, for example, in walking. Consequently, humanoid robots often rely on the larger range of whole camera motions to perform gaze stabilization [13, 27, 58, 81, 96]. The Cog robotic platform uses a learned mapping
between retinal displacement to motor command to compensate for motion sensed from optical flow and vestibular signals [13]. The Babyrobot platform [68] uses a neural-network stabilization algorithm incorporating both visual and inertial input [81]. The iCub robot [10] uses a chaotic controller that relies on visual feedback to stabilize the camera motion [27]. The camera stabilization system in [96] incorporates a controller based on the feedback error learning model of the cerebellum as proposed by Kawato [49]. A stabilization system based on the recurrent cerebellar model was implemented on a pneumatic-air-muscle driven eye in [58].

Purely image-based stabilization and tracking has been studied for a long time under the name visual servoing [23, 42, 52]. Compared to systems using inertial sensors, visual servoing is better suited to tracking of slow phenomena, due to the limited sampling rate of most cameras. A notable exception is the 1000 frames per second camera system described in [72]. The system relies on a custom hardware setup consisting of 128 Field Programmable Gate Array chips to process an image with a resolution of 128x128 pixels. It would also require strong scene illumination or wide lens aperture to compensate for the high frame rate. Therefore this approach is not suitable for many applications. In [91], a head mounted camera system is stabilized using the eye’s own VOR and OKR by continuously tracking and reproducing the eye orientation. Although this system has useful clinical [93] and interactive [90] applications, it does not model the motor control system involved in eye movements and is also not suitable as a method to stabilize the vision system in most robotic applications.

Even though there has been a considerable amount of related work, to our knowledge the system described in this chapter is the first (non-biological) stabilization system capable of handling large and fast movements. Furthermore, its performance has been carefully evaluated using reproducible disturbances, something that is often absent in the existing literature. This provides a means for a fair comparison with other stabilization algorithms.

### 4.3 Hardware Overview

The system hardware consists of the following major components (see Figure 4.2).

- Vision system.
• Head, consisting of a camera, motor, and IMU.

• Test platform, a high speed robot (3 DOF translational + 1 DOF rotational).

• Control computers.

4.3.1 Vision System

The vision system uses a Firewire camera running at 60 frames per second with a resolution of 648 × 488 (Dragonfly 2, Point Grey, Richmond, BC). The lens used provides a 74° horizontal viewing angle. The load inertia of the camera is minimized by only mounting the remote head on the motor while the processing board remains fixed to the head platform. The vision software described in Section 4.5 was developed using the OpenCV library.

![The head platform carrying the actuated camera system (left), and the IMU (right).](image)

Figure 4.3: The head platform carrying the actuated camera system (left), and the IMU (right).

4.3.2 Head

The camera is actuated using a geared (262:1) DC motor (1624012S, MICROMO, Clearwater, FL) approximately (<1cm away) about its optical center. The gearing
gives the attached 16 lines per revolution magnetic encoder a resolution of 0.02\(^\circ\). This is much higher than the backlash due to the gearbox itself (up to 3\(^\circ\)). The IMU (3DM-GX3-25, MicroStrain, Williston, VT) provides both translational acceleration and angular rate information. It has a full-scale range of ±5g and ±300\(^\circ\)/sec with a 17-bit resolution. The inertial measurements are sent to the real-time controller through a serial (RS-232) connection at 1000 Hz.

### 4.3.3 Test Platform

The head can be used while mounted on any mobile platform. However, to carefully test system performance we built a platform consisting of a high-speed translation stage which can move the head with 3 DOF, on which is mounted a rotation stage (called the “neck”) that can rotate the head in the horizontal plane.

The translation stage consists of a commercial haptic device based on the delta parallel mechanism (delta.3, Force Dimension, Nyon, Switzerland). Its parallel kinematic structure enables a high end-effector force (20 N continuous) and a large workspace (40 cm diameter). These properties are useful in moving the rest of the platform (including the head) quickly. The base of the delta mechanism is oriented such that it is parallel to the ground as shown in Figure 4.4 and controlled through USB by a PC. The neck is driven by a geared (14:1) DC Motor (2342012CR, MICROMO) with a 1024 lines per revolution optical encoder.

### 4.3.4 Control Computers

The vision software and haptic device control execute on a generic PC. The rest of the setup is controlled by a hard real-time controller equipped with various I/O modules running at a sample rate of 0.5 msec (xPC Target, MathWorks Inc., Natick, MA). A 16-bit digital-to-analog board drives the linear motor amplifiers (LSC 30/2, Maxon motor AG, Sachseln, Switzerland) connected to the camera and neck joint DC motors.

### 4.4 Adaptive Controller for Gaze Stabilization

Gaze stabilization requires the camera orientation to be maintained with respect to the world or object of interest. While the camera orientation can be measured
Figure 4.4: The head platform mounted on the robotic test platform with the axes of motion indicated. The camera head is actuated by a DC motor allowing a rotation about an axis perpendicular to the ground. The test platform rotational axis (at the neck joint) is parallel to the camera’s and is colinear to one of its translational axis.

using visual information, this is not always feasible when fast motion is involved due to its limited sampling rate. This is an important and subtle point: the sampling rate has to be limited due to the optical requirements of the camera, available illumination, and delays in visual processing. However, this results in motion blur in the images, making visual processing even more difficult. Instead, our gaze stabilization algorithm relies on the much faster IMU velocity data to drive a velocity
compensation loop. We then add an outer position tracking loop, driven by vision information, to avoid drift.

To perform velocity compensation, we implemented a model of the rotational VOR similar to the one described in [26] (see box in Figure 4.5a). The model’s recurrent architecture allows for an adaptive controller which employs gradient descent learning without requiring a complicated inverse plant model. However, unlike [26], our brainstem model is a simple gain, representing the simplest model of the plant inverse since this is easier to obtain from the DC motor’s specification (as the inverse of the speed constant). The brainstem performs basic compensation to the velocity sensed by the vestibular system (inertial sensor). This simple plant inverse model is improved through the modulation of the inputs to the brainstem controller by the cerebellum. The cerebellum is modeled as an adaptive filter trained using a distal (sensory) signal (here the retinal slip).

**Retinal slip.** This term is somewhat ambiguously used in the literature, and needs some clarification before we start. We define the term to mean the residual angular velocity of the eye relative to the visual world. This is a vector quantity in general, though in the planar case it is a scalar. It has units of radians (or degrees) per second. In a discrete setting, it is more useful to interpret this angular velocity in terms of the image motion between consecutive video frames. Therefore we will, on occasion, change the unit of angle to be the angle subtended by a standard pixel (typically at the center of the image), and unit of time to be the inter-frame interval, and express retinal slip as pixels/frame. We discuss the method used for estimating retinal slip in Section 4.5.

**Notation.** We use leading superscripts and subscripts to denote coordinate frames: $\omega^w_h$ refers to the angular velocity $\omega$ of frame $h$ with respect to frame $w$. We use $w, h, l$ to denote world (inertial), head, and camera frame respectively.

The plant inverse modeled by the brainstem and cerebellum forms a feedforward controller to track an input angular velocity signal, $\hat{\omega}_{\text{des}}^h$. To achieve disturbance cancellation in VOR, this signal should correspond to the negative of the head velocity measured by the vestibular system

$$\hat{\omega}_{\text{des}}^h = -\hat{\omega}^w_h.$$  (4.1)
The distal error signal is defined as
\[
e_c = \frac{h}{l} \omega - \frac{h}{l} \omega_{\text{des}}.
\] (4.2)

One of the advantages of VOR stabilization is that this error in the motion of the camera in the head can now be estimated from the retinal slip \( \hat{w} \omega \). This makes sense since, ignoring the non-colinearity of the rotational axes for the moment, the kinematic relationship between the measured variables for rotational VOR is given by
\[
\hat{w} \omega = w \omega + \frac{h}{l} \omega.
\] (4.3)

By substituting (4.1) and (4.3) in (4.2) we get
\[
e_c = \frac{w}{h} \hat{\omega} + \frac{h}{l} \omega = \hat{w} \omega.
\] (4.4)

This analysis could be extended to include camera translations (or equivalently, by Chasles’ theorem, rotation about a different point). However, it is well known that errors due to camera rotation are much more significant than those due to translation (e.g., [107]), so we can safely ignore translations and small offsets of the rotation axis unless the visual targets are very close to the camera.

As mentioned above, we implement the brainstem filter as the inverse of the motor speed constant of the DC motor driving the camera; this is a parameter that is easily obtained from the motor specifications. The cerebellum is implemented as a Finite Impulse Response (FIR) filter with the following transfer function
\[
C(q) = \sum_{k=1}^{K} w_k q^{-kT_t},
\] (4.5)

where \( q \) is the forward shift operator, \( T_t \) is the tap delay, and \( w_k \) are the adaptive weights that define the filter. We use \( K = 160 \) taps with a tap delay of \( T_t = 10 \) ms, resulting in a filter of length 1.6 sec.

Each time a retinal slip signal arrives, the weights are modified with the update rule
\[
\Delta w_k = -\gamma u(t - kT_t)e_c(t),
\] (4.6)
where $u$ is the control signal sent to the motor and $\gamma$ is the learning rate. Appropriate values of $\gamma$ were found to be in the range $\gamma \in [10^{-5}, 3 \times 10^{-5}]$. Lower values give very slow learning, and higher values result in an unstable filter due to the noise present in the retinal slip signal.

As the controller runs faster than the tap delay, learning is handled asynchronously. The weights are updated as soon as more than one tap delay has passed and a new retinal slip value is available.

Position tracking is performed similar to Shibata et al. [2001], who add a proportional, or P-controller to convert the position error into a velocity error signal ($e_p$). We calculate the position error as the difference between a reference position $w^r\theta_{ref}$ and the camera position $w^c\hat{\theta}$ as determined by a multi-resolution KLT tracker (see Section 4.5 for more details). This is added with the negative of the head velocity estimate to form the new signal tracked by the inner velocity loop. The distal error signal is also modified to reflect the change in desired velocity. The modified system architecture is illustrated in Figure 4.5a. We have in effect implemented a model of the OKR: the camera tracks the motion of the visual field even in the absence of head motion.

### 4.5 Retinal Slip Estimation

Retinal slip is the main signal that facilitates learning of all aspects of gaze stabilization, including VOR, fixation, and OKR. Here we describe how it is estimated robustly.

#### 4.5.1 Multi-resolution KLT

We make use of the multi-resolution KLT tracker [65, 95] as implemented in OpenCV. The KLT algorithm tracks small rectangular patches by finding the sub-pixel shift that aligns the Taylor expansion of each patch at two different time instances. The original KLT tracker is accurate, but can only handle small displacements, as it requires a good initial guess in order to work.

The OpenCV implementation makes use of coarse to fine search to also handle large displacements. Here alignment happens first at a coarse resolution. This first alignment is then used as an initial guess at the next finer resolution. This process
Figure 4.5: Alternative gaze stabilization architectures consisting of the velocity tracking inner loop (inside the dashed box) and a position tracking outer loop. The two architectures differ in the design of the inner loop. The angular rate inertial sensor (A) provides an estimate of the rotational velocity of the head platform. (a) Cerebellar-like recurrent controller. In the recurrent design, the desired camera velocity is augmented with the output of the cerebellum (C) and used by the brainstem (B) to generate the plant control signal \( u \). (b) Feedback controller with PID. This controller uses the velocity derived from the encoder data as a fast feedback signal.
is repeated until the finest resolution is reached.

4.5.2 Crosschecking and Resolution Adaptivity

As the KLT algorithm tracks small patches, it has problems near depth-discontinuities (where half the patch may look different in one of the frames) it also frequently matches the wrong regions if a repetitive texture is viewed. Most of these erroneous matches can be detected, and subsequently eliminated by adding a crosschecking step [7]. This step tracks each patch, first forwards and then backwards in time. Points that do not end up where they started (within a small tolerance) are rejected.

During fast rotational motions the KLT algorithm often fails to find correspondences due to motion blur. For this reason we have added a layer on top of OpenCVs KLT. This layer detects frames where many regions fail to be tracked, and subsequently reduces the resolution of the images fed into KLT one octave at a time.

4.5.3 Estimation of 3D Camera Rotation

The coordinates of points tracked by KLT are expressed in the image grid, and thus depend on both the focal length and the optics of the camera. We convert the coordinates to normalised image coordinates using calibration parameters found from calibration using a planar target [110]. The projection model assumes that image coordinates \( \mathbf{x} \) are generated from 3D points \( \mathbf{X} \) as:

\[
\mathbf{x} = f(\tilde{\mathbf{x}}, k_1, k_2) \quad \text{where} \quad \tilde{\mathbf{x}} = \mathbf{K}\mathbf{X}.
\]  

(4.7)

Here \( k_1 \) and \( k_2 \) are the lens distortion parameters, and \( \mathbf{K} \) is the intrinsic camera matrix, all provided by the calibration.

Using the camera calibration, we find the normalised image coordinates \( \mathbf{u} \), as:

\[
\mathbf{u} = \mathbf{K}^{-1}f^{-1}(\mathbf{x}, k_1, k_2).
\]  

(4.8)

The normalised coordinates are homogeneous 3-element vectors, and they have the desirable property that they are proportional to the 3D coordinates \( \mathbf{X} \). By normalising them to unit length, we obtain the projection of the 3D points onto the unit
s

sphere.

\[ \mathbf{\hat{u}} = \mathbf{u} / \sqrt{u_1^2 + u_2^2 + u_3^2}. \]  

(4.9)

Using projections of a set of points onto the unit sphere at two different time instances, we can compute the relative 3D rotation of the camera using the Orthogonal Procrustes algorithm [92]. Consider a set of normalised points \( \mathbf{U} = [\mathbf{\hat{u}}_1 \ldots \mathbf{\hat{u}}_N] \) and the corresponding points at a different time instant \( \mathbf{V} = [\mathbf{\hat{v}}_1 \ldots \mathbf{\hat{v}}_N] \). Assuming that the camera has undergone a pure rotation, they should be related as \( \mathbf{U} = \mathbf{R}\mathbf{V} \). The Orthogonal Procrustes algorithm finds the least-squares approximation of the unknown rotation \( \mathbf{R} \) by solving the following problem:

\[
\arg\min_{\mathbf{R}} \|\mathbf{U} - \mathbf{R}\mathbf{V}\|^2, \text{ subject to } \mathbf{R}^T\mathbf{R} = \mathbf{I}.
\]  

(4.10)

Using the singular value decomposition (SVD) of the matrix \( \mathbf{U}\mathbf{V}^T \) the solution becomes [35]:

\[
\mathbf{R} = \mathbf{A}\mathbf{B}^T \text{ where } \mathbf{A}\mathbf{B}^T = \text{svd}(\mathbf{U}\mathbf{V}^T).
\]  

(4.11)

This is how we find the 3D camera rotation \( \mathbf{R} \) between two consecutive frames.

The rotation matrix \( \mathbf{R} \) is related to the angular velocity vector \( \mathbf{\omega} = [\omega_1 \ \omega_2 \ \omega_3]^T \) through the matrix exponent

\[
\mathbf{R} = \exp\left(\begin{pmatrix} 0 & -\omega_3 & \omega_2 \\ \omega_3 & 0 & -\omega_1 \\ -\omega_2 & \omega_1 & 0 \end{pmatrix} t\right),
\]  

(4.12)

where \( t \) is the inter-frame time interval. For rotation matrices the logarithm has a closed form expression, see e.g. [39], result A4.6. As our camera currently only has one axis of rotation, we compute the angular velocity about that axis by projection of the angular velocity vector onto the camera rotation axis, \( \mathbf{\hat{n}} \),

\[
\mathbf{\omega} = \mathbf{\hat{n}}^T \mathbf{\omega}.
\]  

(4.13)

Note that this gives us the angular velocity in rad/frame.
4.5.4  Retinal Slip Estimation Performance

To evaluate the performance of our retinal slip estimation algorithm, we carried out an experiment comparing the retinal slip estimation results with the true angular velocity. We apply sinusoidal signals to the neck motor with increasing peak velocity starting from $10^\circ$/sec all the way to $300^\circ$/sec. During this experiment, the eye motor is disabled and we use the IMU reading as ground truth for the camera angular velocity. This experiment was conducted inside an office environment and the result is experiment is shown in Figure 4.6. We can see that the algorithm is able to estimate the retinal slip robustly up to $200^\circ$/sec and the estimate lags behind by the amount of time it takes to process a frame. This result demonstrates the algorithm robustness in the presence of motion blur even at high speed.

4.6  Experiments and Discussion

4.6.1  Stabilization Performance

We checked the controller stabilization performance by first disturbing the system with a sinusoidal position signal of varying frequency. The frequency ranges from 0.16 to 0.64 Hz with a corresponding maximum speed from $57^\circ$/sec to $230^\circ$/sec respectively. The maximum velocity encountered in this test is close to the maximal speed of the camera motor. Figure 4.7a shows a snapshot of the disturbance velocity profile and the corresponding stabilization response from the camera. The retinal slip trace in the Figure corresponds to the velocity of the features as seen by the camera. We believe that the retinal slip is the most important metric for evaluating the stabilization performance since the goal of a camera stabilization system is to minimize image movement. Note that the results are obtained after the cerebellar weights have been learned. We observe that the difference between disturbance velocity and camera velocity corresponds to the amount of retinal slip as expected. Most of the error occurs as the camera velocity lags behind during a change in orientation.

Although velocity tracking such as shown in Figure 4.7a is commonly used to evaluate VOR performance, an often overlooked aspect of VOR is position tracking. The position tracking performance of the system, corresponding to the same time
**Figure 4.6:** Retinal slip estimation performance under sinusoidal motion with increasing velocity. The estimation result is compared against the angular rate measured by the IMU. Measurement data are obtained from [53].

period as Figure 4.7a is shown in Figure 4.7b. Here, the disturbance causes a maximum rotational displacement of ±56° while the stabilization system tracking error is bounded to 2°.

The system performance for different disturbance speeds is shown in Fig-
ure 4.7c. As expected, the retinal slip tends to increase as the disturbance velocity increases. On the other hand the tracking error appears to be more robust to changes in the disturbance speed. We see that the stabilization system gives, for a disturbance up to 230°/sec, a RMS tracking error of less than 1° and a frame-to-frame image motion of less than 1.5 pixels. Figure 4.1 illustrates the motion blur effect caused by a disturbance of such speed and the large improvement obtained from using the gaze-stabilization system.

We also tested the stabilization algorithm with a coloured noise disturbance. This is representative to the disturbance experienced by, for example, a vehicle travelling over a rough terrain. In this test we use white noise bandpass filtered from 0.5 to 1.5 Hz as a disturbance, similar to [58]. Figure 4.8 shows the response of the setup to the noise disturbance. After the cerebellar weights have been learned, the system has a retinal slip RMS of 2.1 pixels/frame.

We can clearly observe the effect of learning in the cerebellum by setting the gain in the brainstem path to be 50% of the correct gain. This causes the initial stabilization performance, before the cerebellum weights have been trained, to be very undergained. As the cerebellum becomes trained, the retinal slip quickly decreases. Figure 4.9a shows the speed at which the cerebellum learns and compensates for the deficient inverse plant model assumed by the brainstem. It is interesting to observe the evolution of the cerebellar filter weights during the course of adaptation. Initially the cerebellar filter has no influence on the output of the stabilization system as the filter weights start off as zero. With the arrival of the retinal slip signal, the update rule begins modifying the weights to minimize retinal slip. Figure 4.9b shows the progression of the filter weights during the initial course of this experiment. We can see that the system converges quickly — the weights reach a steady state distribution approximately 5 seconds into the experiment. This time period corresponds to the result in Figure 4.9a — steady state retinal slip performance is reached in approximately 7.5 seconds\(^1\). Note that, as expected, the filter weights converge to have the standard form of a low pass filter. In this case it has a ringing behaviour due to the negative lobe captured within the tap length.

\(^1\)5 seconds filter convergence time plus half of the window’s length
Figure 4.7: Tracking performance to a sinusoidal disturbance.

(a) and (b) show tracking for a disturbance with a maximum velocity of 172°/sec.

(c) shows the stabilization performance to different peak velocities caused by sinusoidal disturbance of various frequencies. The sign of the camera velocity has been changed for easier visualization.
Figure 4.8: System performance to a bandpass noise disturbance. The sign of the camera velocity has been changed for easier visualization.

Figure 4.9: Stabilization system performance under sinusoidal disturbance (maximum velocity of $230^\circ$/sec) with the brainstem gain set to 50% of the correct value. (a) Position and velocity tracking RMS error (with 5 seconds window). (b) The evolution of filter weights as the stabilization system adapt from an initial brainstem gain set at 50% of the correct value. Note that the point in times shown are logarithmic.
Our adaptive controller | PID controller
---|---
Retinal Slip (pixels/frame) | 1.65 | 1.69
Tracking Error (°) | 0.91 | 2.03

**Table 4.1:** Comparison of RMS tracking performance of a PID controller and our adaptive controller. The disturbance signal is a 0.8 Hz sinusoid with a maximum velocity of 230°/sec.

### 4.6.2 Comparison with a Feedback Controller

A standard robotics approach to the stabilization problem posed is to use a feedback mechanism such as a PID controller. We implemented such a controller as illustrated in Figure 4.5b and compared its performance to our adaptive controller. A system identification was first performed to obtain the transfer function of the plant. We use the Matlab System Identification toolbox (MathWorks Inc.) to estimate a linear process model of the plant based on its response to a noise signal. Using the identified plant model, the PID gains were then tuned using the robust response time automated PID tuning tool in Matlab with a specified bandwidth of 72 rad/s and phase margin of 60 degrees. The result shows that the performance of our adaptive controller is comparable to that of the PID controller (see Table 4.1).

Although we have found the two controllers to have similar performance, there are several advantages with using our adaptive control structure over the more traditional feedback loop. One advantage is that it does not need an encoder in the camera actuator. This reduces cost, weight, and space requirements and improves system robustness — factors which are critical in some applications. Note that the inertial measurement system is needed in both controllers to measure the movement of the head. Furthermore, the self-learning nature of the controller enables good performance without controller gains tuning, a process which often requires system identification to get an accurate model of the plant. Instead, it is sufficient to use a coarse, low order plant model estimate as the brainstem controller. We have demonstrated the system’s ability to accommodate a very simplistic (a zero order model for a geared DC motor) and inaccurate (50% of actual plant DC gain) plant model prior.
4.6.3 User-driven Disturbance

Along with the dynamic platform, we have also tested our gaze-stabilization system by mounting it on a wheeled-platform and disturbing it by hand as shown in Figure 4.10. Even though this does not have the repeatability offered by the dynamic platform, it provides a clear delineation between the disturbance source and the stabilization algorithm. Figure 4.11 shows a sample user-driven disturbance (as measured by the IMU) and the corresponding stabilization result. The results are also clearly seen in the video (Extension 1).

4.7 Effect of Fast Movements on Computer Vision Algorithms

Common computer vision tasks, such as detection and recognition, work better with sharp images, and their use on mobile platforms should thus benefit from active gaze stabilization. In this Section we demonstrate this with the very common task of face detection. The OpenCV implementation of a Haar Feature-based cascade classifier, first proposed by Viola and Jones [103, 104], is used as the face detector.

We test for the effect of fast movements on the face detection algorithm by placing a set of printed faces within the camera field of view at a fixed distance from the camera. The printed faces were used as substitute for human subjects as they can remain fixed in the scene across the different experiments for fair comparison. We then apply sinusoidal disturbances with increasing velocity and capture the images recorded by the camera. This is then repeated with the faces placed at a different distance. The captured frames in Figure 4.12 show that aside from the targets disappearing from the camera field of view, significant motion blurring also occurs at higher speeds. Both of these effects negatively affect the face detection algorithm. Even at 46°/sec, the face detection algorithm already misses some of the faces, at 230°/sec none of the faces are detected anymore. Figure 4.14 shows the results for the frames which have the same field of view as the undisturbed case. We see that the face detection performance deteriorates as the speed of the disturbance, and consequently motion blur, increases.

We also repeated the experiment with the stabilization system turned on. The
Figure 4.10: The wheeled-platform used to subject our gaze-stabilization system with user-driven disturbance.

Figure 4.11: System performance to a user-driven disturbance. The disturbance velocity is obtained directly from the angular rate measurement of the IMU.
stabilization causes the field of view to be maintained under fast movements and also minimizes the blurring as shown in Figure 4.13. The face detection algorithm performs consistently well even under increasing disturbance speed (see Figure 4.14).

4.8 Conclusions

We described a computational model for the motor control of the Vestibulo-Ocular Reflex in humans and implemented it on a highly dynamic robotic system. The VOR model consists of both the “direct” pathway from the vestibular organ to the EOM and the site for motor learning. It employs a recurrent architecture model of the cerebellum which solves the distal error learning problem typically associated with feedback error learning.

Based on the VOR model above, we implemented a stabilization system for cameras mounted on highly dynamic robots. To focus on the stabilization algorithm and careful performance evaluation, we used a camera mounted on a robotic test platform that can have unknown perturbations in the horizontal plane. We showed that the camera can be effectively stabilized using an inertial sensor and a single additional motor, without a joint position sensor. Our stabilization algorithm is composed of an inner velocity loop driven by the fast IMU velocity data and an outer position tracking loop which provides drift correction. The velocity loop mimics the architecture of the biological VOR system whereby inertial information provides velocity compensation and the system is continuously tuned using the retinal slip error signal. The outer position loop uses position information from the camera to track an object, giving a behaviour similar to the OKR. By adding a fast velocity loop instead of just using the position loop, we can incorporate inertial information to compensate for fast platform motion. This keeps our setup simple and affordable as inertial measurements can be obtained at high sample rate much more easily than vision data at the same rate. We also developed a resolution-adaptive retinal slip algorithm that is robust to motion blur.

The controller design offers several advantages over traditional feedback control without sacrificing performance. These include reduced hardware requirements and a simpler design process. Although the stabilization system relies on
Figure 4.12: Image frames captured by the camera (60 fps) with sinusoidal disturbance without stabilization. (a) shows a frame captured with the camera at its most extreme orientation (nearly 0 velocity). (b) and (c) show the images captured near the peak disturbance velocity.

(a) Largest position deviation induced by movements

(b) With peak velocity 46°/sec

(c) With peak velocity 230°/sec
the result of visual processing, many of the applications which can benefit from it already perform this processing. Thus, the visual processing needed is likely to be available at no extra cost.

We evaluated the performance quantitatively using another high speed robot to generate repeatable sequences of large and fast movements that a gaze stabilization system can attempt to counteract. Thanks to the high-accuracy repeatability, we can make a fair comparison of algorithms for gaze stabilization. We show that the resulting system can reduce camera image motion to about one pixel per frame on average even when the platform is rotated at 200 degrees per second.

We also demonstrated how active gaze stabilization allows face detection to work in circumstances where it would otherwise fail completely. The reason for this is that visual acuity can be sustained. Humanoids and other interactive robots should directly benefit from this, as they make heavy use of face detection. In general, loss of visual acuity is a real and important issue encountered in all robotic systems with moving cameras. Similar performance improvements are to be expected for any vision algorithm that requires good visual acuity.

Figure 4.13: Image frames captured by the camera (60 fps) with sinusoidal disturbance with the stabilization system activated. (a) and (b) show the images captured near the peak disturbance velocity, corresponding to the camera pointing in the undisturbed orientation.
Figure 4.14: Relationship between disturbance velocity and face detection performance when all 5 printed faces are within field of view. Each data point corresponds to an average of over 5 samples, ignoring false positives.
Chapter 5

Conclusions and Future Work

5.1 Conclusions

In this thesis we developed and described computational models of biological motor controllers used in eye movements. These controllers are then implemented on robotic systems, exposing them to various real world conditions and limitations, providing the acid test for the models.

In Chapter 3 we looked at saccades — a type of eye movements used in gaze shifting involving very fast yet accurate movements. A critical characteristic of these types of eye movements is that they are too fast for the use of a feedback controller in the presence of neural delays. This necessitates an open loop controller and consequently a model learning algorithm that can determine the unknown plant dynamics. We developed a learning algorithm that can identify a general second order non-linear plant and incorporate constraints to ensure that the learned system is physically plausible. The controller itself employs the pulse-step model observed in neurological recordings to enable fast movements even though the system is highly overdamped. The correct transition from pulse to step is made possible by a forward simulation of the learned plant dynamics, generating fast and accurate movements. Interestingly, our results reproduce the main sequence relation found in human eye movements.

The focus of Chapter 4 is on eye movements for gaze stabilization. This class of eye movements is particularly useful for both humans and mobile robots as
it can improve the quality of the perceived image by reducing motion blur. We modeled the cerebellum adaptation mechanism for the fast vestibulo-ocular reflex and coupled that with the slower optokinetic response to achieve tracking. We demonstrated the robustness of the vision algorithm and stabilization controller to very fast disturbances on a high-speed robotic system. The benefit of such a system in robotics and computer vision is clear in the face-detection experiment we carried out.

A theme of this thesis is to apply ideas and techniques from biological motor control to solve several robotics tasks and challenges. Concurrently, we have also used robotics to explore and gain insight into different neuroscience ideas.

5.2 Future Work

There are several future work venues for both controllers presented in this thesis. We discuss them in the following sections.

5.2.1 Controller for Fast Movements

**Feedback.** Even with a good system model, steady state error will still persist due to noise. The classical approach to deal with steady state error is by adding an integral action to the feedback controller. Without a feedback system, it is impossible to eliminate steady state error completely. Therefore a feedback mechanism can be combined with the developed pulse-step controller to improve the steady state tracking performance. This can be in the form of a corrective step taken after the main motion (akin to a corrective saccade in human), or with the feedback mechanism taking into effect during the saccadic motion.

**Pulse-step transition.** A current limitation of the pulse-step control signal is the sharp transition between the pulse and the step. A slide region can be introduced between the two to give a smooth transition. This parallels the observed biological neural pattern.

**Using vision information.** An alternative to obtaining the trajectory data from instrumenting the actuator (an encoder in our setup) is to instead use the existing camera information. Steady state (targeting) error can be obtained by using a feature detector and determining the distance between the centre of the image
to the position of the target of interest on the camera. Furthermore, optical flow information during camera motion can possibly be used to provide velocity (and consequently trajectory) information.

### 5.2.2 Controller for Gaze Stabilization

In the future, we want to explore the use of a second camera to provide binocular vision and hence depth perception. This will enable the system to perform translational VOR on top of the current rotational VOR. In addition, increasing the degrees of freedom of the camera will extend the different types of movements that the system can reject. Another avenue for future work is to improve the camera actuation which currently suffers from a large (3°) backlash due to the DC motor gearbox. Alternatives to the geared DC motor include cable driven systems, piezo actuators, and harmonic drives.
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Appendix A

Basis Function for Approximating Physically Plausible Models

We want to utilize a basis function that ensures physical plausibility in the learned model. This requires a monotonically increasing basis function as shown in Section 3.4.1. A derivation for one such basis function for the spring forces from a hat RBF is presented here. The derivation for damping forces follow similarly.

We first define the displacement variable \( r_k \) from \( c_k \), the centre of the \( k \)'th RBF.

\[
 r_k = \theta - c_k .
\]

Starting from a hat function for the RBF used to approximate the force gradient,

\[
 \tilde{B}_k(\theta) = \begin{cases} 
 1 - |r_k| & \text{if } |r_k| \leq 1 \\
 0 & \text{otherwise}
\end{cases}
\]
we can integrate this to obtain:

\[
B_k(\theta) = \begin{cases}
0 & \text{if } r_k < -1 \\
\frac{r_k}{2} + \frac{1}{2} & \text{if } -1 \leq r_k < 0 \\
\frac{r_k}{2} + \frac{1}{2} & \text{if } 0 \leq r_k < 1 \\
1 & \text{if } r_k \geq 1
\end{cases}
\]

The resulting basis function is monotonically increasing and we can guarantee the approximation it generates, \( F_{\text{spring}} = \sum_k w_k B_k \), to be also monotonically increasing by constraining the weights \( w_k \) to be positive for all \( k \).

Although we have shown a derivation for a monotonically increasing basis function from a standard RBF to show a connection with using the classical RBF approach in the gradient, actually any monotonically increasing basis function could be used to the same end.
Appendix B

Online Constrained Least Squares Formulation With Exponential Forgetting Factor

To incorporate an exponential forgetting factor into the online constrained least squares algorithm, we first apply it to the standard constrained least squares form:

\[
\begin{align*}
\text{minimize} \quad & \| A_{t+1} (A_{t+1} x - b_{t+1}) \| \\
\text{subject to} \quad & x \geq 0.
\end{align*}
\]

Here, the subscript indicates the measurement index such that

\[
A_{t+1} = \begin{bmatrix} A_t \\ a_{t+1} \end{bmatrix}, \quad b_{t+1}^T = \begin{bmatrix} b_t^T \\ b_{t+1} \end{bmatrix}
\]
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and $\Lambda_{t+1}$ is the diagonal matrix of exponential forgetting factor $\lambda$:

$$
\Lambda_{t+1} = \begin{bmatrix}
\lambda^t & & \\
\lambda^{t-1} & \ddots & \\
& & \lambda
\end{bmatrix} = \begin{bmatrix}
\lambda \Lambda_t & 0 \\
0 & 1
\end{bmatrix}.
$$

We can also define

$$
\tilde{A}_{t+1} = \Lambda_{t+1} A_{t+1}
$$

$$
\tilde{b}_{t+1} = \Lambda_{t+1} b.
$$

Rewriting this as a QP,

$$
\text{minimize} \quad \frac{1}{2} x^T H_{t+1} x + c_{t+1}^T x \\
\text{subject to} \quad x \geq 0,
$$

we get, similar to Equation 3.11,

$$
H_{t+1} = 2 \tilde{A}_{t+1}^T \tilde{A}_{t+1} \\
c_{t+1}^T = -2 \tilde{b}_{t+1}^T \tilde{A}_{t+1}.
$$

Expanding the above expressions, we get the appropriate update rules for the Hessian matrix and linear term:

$$
H_{t+1} = 2 A_{t+1}^T \Lambda_{t+1}^2 A_{t+1} \\
= 2 \lambda^2 A_t^T \Lambda_t^2 A_t + 2 a_{t+1} a_{t+1}^T \\
= \lambda^2 H_t + 2 a_{t+1} a_{t+1}^T \\
$$

$$
c_{t+1}^T = -2 b_{t+1}^T \tilde{A}_t \\
= -2 \lambda^2 b_t^T A_t - 2 b_{t+1} a_{t+1}^T \\
= \lambda^2 c_t^T - 2 b_{t+1} a_{t+1}^T.
$$
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