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Abstract

We are entering an era in human-computer interaction where new display form

factors, including large displays, promise to efficiently support an entire class of

tasks that were not properly supported by traditional desktop computing interfaces.

We develop a “body-centric” model of interaction appropriate for use with very

large wall displays. We draw on knowledge of how the brain perceives and op-

erates in the physical world, including the concepts of proprioception, interaction

spaces, and social conventions, to drive the development of novel interaction tech-

niques. The techniques we develop include an approach for embodying the user

as a virtual shadow on the display, which is motivated by physical shadows and

their affordances. Other techniques include methods for selecting and manipulat-

ing virtual tools, data, and numerical values by enlisting different parts of the user’s

body, methods for easing multi-user collaboration by exploiting social norms, and

methods for mid-air text input. We then present a body-centric architecture for sup-

porting the implementation of interaction techniques such as the ones we designed.

The architecture maintains a computational geometric model of the entire scene,

including users, displays, and any relevant physical objects, which a developer can

query in order to develop novel interaction techniques or applications. Finally,

we investigate aspects of low-level human performance relevant to a body-centric

model. We conclude that traditional models of performance, particularly Fitts’ law,

are inadequate when applied to physical pointing on large displays where control-

display gain can vary widely, and we show that an approach due to Welford is more

suitable. Our investigations provide a foundation for a comprehensive body-centric

model of interaction with large wall displays that will enable a number of future

research directions.
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Chapter 1

Introduction

In this dissertation we introduce and investigate a body-centric interaction ap-

proach designed specifically for large wall displays. England et al. [53] define

Whole Body Interaction as “the integrated capture and processing of human signals

from physical, physiological, cognitive and emotional sources to generate feedback

to those sources for interaction in a digital environment.” We choose such an ap-

proach for several reasons. First, large displays (and surfaces) are frequently used

collaboratively, and the geometric inter-relationship of bodies is a critical compo-

nent of the collaboration process. Second, users of large displays tend to move

their bodies in space. They move to look at different regions of the display, to

access items in the environment, or to collaborate with another person. Third, the

scale of a large display is similar to that of a human body. While most of the body

of a user of a traditional display remains fairly stationery, and indeed may be very

constrained by a sitting posture, almost the whole body of a user of a large display

is likely to be in constant motion and could potentially be an integral part of the

interactive process.

Body-centric interaction is both a philosophical approach for designing inter-

actions, and a practical means of supporting system design that is well suited to

emerging computing form factors, especially large display form factors. From a

user’s viewpoint body-centered interaction is exemplified by techniques that lever-

age natural capabilities and properties that have evolved over millennia. From a

designer’s viewpoint, body-centered interaction suggests natural design choices,
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and helps keep the user central to the design process. We will investigate several

areas of body-centric interaction that will help set a foundation for the field of

research.

A theme that carries through our work is that of a user shadow as an embodi-

ment of user action. We will find that user shadows enable expressive input, sup-

port awareness in collaborative settings, and serve as a unifying foundation for the

development of a whole suite of body-centric interaction techniques.

Two terms will be used a lot in this dissertation: “large display” and “model.”

We consider a large display to be one that is considerably larger than a person’s arm

span and thus cannot be viewed in its entirety while a user is standing close enough

to touch the surface, and for which the user must move around a lot to directly

touch everything if, indeed, that is even possible. We employ the term “model” in

a number of ways. We develop a high level model of interaction that is a description

of how people use large displays and how interaction techniques can be designed

to support this use. The synthesis of this model is the topic of this dissertation. The

high level model is supported by a much more concrete lower level model. The

low level model is a software architecture that can serve as the basis for designing

techniques that are referred to in the literature as “reality-based” or “whole body”

interaction. In this case a model is an internal geometric representation of a user’s

location, body posture, gaze direction, intention, and relationships to other users

and the objects and artifacts that are physically or virtually present in the room

or other setting in which interactions take place. This is of course a tall order. In

practice a body-centric model will often be an approximation to this ideal. Another

notion of model that we use is much narrower. We will be interested in models of

human performance, such as Fitts’ law. A fully developed high level body-centric

model would no doubt incorporate one or more performance models in addition

to everything else, but performance models are also used on their own to provide

a theoretical framework in which to evaluate interaction techniques. These terms

and many others will be described in more detail at the appropriate points in the

narrative.
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1.1 The Evolution of Interactive Computing
The currently dominant model of computing interaction was introduced by Engel-

bart et al. with NLS [52]. This so-called WIMP (windows, icons, menus, pointer)

model of interaction stresses a single user working independently while seated at a

desk. The user employs a mouse and a keyboard for input, and receives feedback

on a relatively small vertically oriented display at roughly arm’s length. Engelbart’s

model was further refined and commercialized with the twin introductions of the

Xerox Star [14] and the Apple Macintosh [7]. Several aspects of the traditional

desktop computing system and the model of interaction that it supports pose limits

on how users work. First, the user generally works in isolation. The system is not

designed to support face-to-face collaboration. Second, interaction with the sys-

tem generally only involves a very small portion of the user’s body, and a fraction

of the body’s highly evolved capabilities. Only the fine motor skills of the user’s

hands are used for input. The ability of a human to navigate and manipulate in

three-dimensions, to sense their own body in space, and to relate to other humans,

are not fully employed.

The recognized limitations of traditional computing systems have prompted

researchers to call for new interaction models and new hardware form factors to

support them. A consensus is yet to emerge regarding how these devices will

function and how users will interact with them, but researchers have provided some

useful guidelines. Myers et al. [153] argued that “new interfaces will break out

of the desktop box where they have been stuck.” Nielsen [158] believes that “it

may be one of the defining characteristics of next-generation UIs [user interfaces]

that they abandon the principle of conforming to a canonical interface style and

instead become radically tailored to the requirements of individual tasks.” The

predictions of van Dam include systems that exploit all human senses, include

natural language processing, and support multiple users [203]. Some researchers

have proposed that employing the whole human body may be a key element of

some Post-WIMP interfaces. Jacob et al. have argued that Reality-Based Interfaces

(RBIs) are an emerging theme in many emerging interface designs [101]. The

concept of RBIs includes a major emphasis on natural use of the human body.

Klemmer et al. have also argued for an emphasis on whole body interaction in
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next-generation computing interfaces [118].

We are currently in an era of rapid evolution in computing interfaces. Ad-

vances in sensing technologies, new display form factors, and an enthusiasm by re-

searchers to explore options outside of the traditional WIMP model of interaction,

are leading us towards the acceptance of new kinds of computing. There remains

a great deal of uncertainty in the evolution of interaction. We may end up with

many interface styles that are tailored to specific tasks. We may end up with mod-

els that are dramatically different from the traditional WIMP model. We may also

end up with interaction styles that emphasize the richness of human whole body

input. Helping define the next stage in the evolution of the computer interface is

the driving force behind this dissertation.

1.2 The Promise of New Technologies and Form Factors
We are on the cusp of a new era in computing. We were locked into a single

model of interaction for approximately 30 years, but momentum is building to a

point where new computing form factors and approaches are becoming widespread

and accepted by the general public. Instead of being constrained by the common

interaction layout of mouse and keyboard on a desk in front of a static display, we

are more and more able to take advantage of computing capabilities in different

contexts.

Handheld computing is a prime example of a new computing form factor and

approach gaining in popularity. While handheld computing saw early commercial-

ization in the 1990’s, it met limited success, with 170,000 personal digital assistants

(PDAs) sold in 1995, and 11.7 million sold worldwide in 2000 [56]. Sales have

exploded in recent years, and smart-phones are now ubiquitous, mostly having re-

placed old-style PDAs. Gartner reports that 54.3 million smartphones were sold in

the first quarter of 2010 alone [67]. Interaction with smart-phones is markedly dif-

ferent from traditional interactive computing. Users do not use a traditional mouse

and keyboard. Instead, small keyboards and touch-screens are the standard input

devices, and output has eschewed the traditional windowed presentation in favour

of feedback models appropriate to small screens. Handheld devices are powerful,

in that they allow a user to move freely while interacting. This is a promise that is
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relevant to users of other devices, such as large displays.

Large displays also hold significant promise in changing how people inter-

act with computers, and in supporting new models of interaction. The design of

large display systems draws significant inspiration from interaction in the physical

world. In the physical world, people are not so constrained by input and output

devices as they are in the virtual world. A person can sit or stand at a small or large

table, can stand and work at a whiteboard, and can move about a room interact-

ing with collaborators. The physical real estate available is almost always much

greater than the real estate available on standard desktop monitors. Furthermore,

the physical world offers a much richer set of input devices than does the virtual

world. A person can use pens and pencils, scissors, paintbrushes, straight-edges,

miter saws, pool cues, and violin bows. Regardless of the task at hand, there is

almost always a workspace configuration and set of tools, sometimes highly spe-

cialized, that are appropriate. Work and interaction in the physical world is much

more flexible, fluid, and dynamic than work that is constrained by the limitations

of traditional desktop computing. One goal of developing large display systems

is to maintain the advantages of physical world interaction, while simultaneously

benefitting from the computational abilities of modern technology.

Despite the potential of large display systems, there remains much to be ac-

complished in defining how these systems should be designed. Although large

interactive displays share many of the properties of large physical surfaces, they

are more than just surfaces. If we are to exploit the additional capabilities made

possible by interactive surfaces we must look beyond the limiting history of tra-

ditional computing interfaces, and also beyond interaction with physical surfaces

overly constrained by physical reality, while still respecting the lessons that have

been learned in relation to both. This means defining a new model of interaction

and understanding the implications of that model for both users and developers.

We must do so carefully. There is a risk we will fall into the same trap that early

human-computer interaction designers fell into, where decisions become de facto

standards based not on merit, but on a short-term lack of better alternatives.
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1.3 Body-Centric Interaction
In considering interaction models for any new form factor, especially that of large

wall displays, we must recognize the clear trend in human-computer interaction to-

wards reality-based interfaces [101] and interfaces that involve the whole body [118].

These interfaces leverage the natural abilities of human beings that have evolved

over millenia. Rather than depend on arbitrary mappings between icons and point-

ers and other abstract representations present in WIMP interfaces, they place more

emphasis on the role of the human body, physical context, and direct manipulation.

Referring back to England’s definition of whole body interaction [53], we conclude

that making use of the full spectrum of input available from the body, what he calls

the “integrated capture and processing of human signals,” provides a basis for the

design of a new form of computing interaction. This is a holistic approach that can

potentially capture much of what is important to the interactive experience.

While the trend towards such interfaces is clear, research in the area has tended

to be piece-meal. Isolated research systems have been developed, and sometimes

evaluated. Interaction techniques involving one or perhaps a few body parts have

been introduced, their designs often driven by intuition. The potential benefits of

whole-body interfaces are clear, but there has been no concerted effort to investi-

gate the practicalities of how a whole-body approach can be realized, and what the

benefits to users might be. This dissertation is a step in that direction.

1.4 Problem Statement
Interaction techniques for computing systems were developed in an era where tech-

nical limitations put huge restrictions on what was practical to develop. It is also

the case that researchers and designers didn’t have the broad experience of past

work we have today to draw on for inspiration. These two factors contributed to

the development of a dominant model of interaction (WIMP) that assumes the use

of certain input devices (a mouse or mouse-like device, and a keyboard) used in a

certain configuration (while seated at a desk). This model supports certain kinds of

tasks very well, but others not so well and some not at all.

The main research problem addressed in this dissertation is how to design in-

teraction techniques suitable for display form factors and use cases other than what
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are supported by traditional systems. In particular, we focus on large wall displays

as a form factor. In our design context, large displays are those that are consid-

erably larger than a person’s arm span, such that a person can’t physically reach

across the display without moving their body, and can’t have detailed view of all

regions of the display at once.

1.5 Research Questions
The high-level goal of this dissertation is to investigate interaction approaches that

are suitable for use with interactive very large wall display systems. More specifi-

cally, our goal is to answer the following research questions:

1. What is an appropriate model of interaction for use with very large wall

display systems?

(a) What metaphors can be leveraged that aid in increasing user compre-

hension and performance with these systems?

(b) What can we learn from other fields that might inform our adoption of

a model of interaction?

2. What novel interaction techniques are made possible by the adoption of a

new interaction model?

(a) What techniques best address interaction challenges specific to large

wall displays, such as the problem of reaching over a distance, and

supporting group awareness?

(b) How can techniques build upon physical metaphors in order to make

interaction more natural and powerful?

(c) Certain atomic interaction tasks, such as text input, must be supported

regardless of the model of interaction. How can we support these fun-

damental tasks with the new interaction model?

3. How can we ease the development of new interaction techniques and appli-

cations using this new model of interaction?
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(a) A new model of interaction can demand the use of sensors and devices

in ways unintended when they were designed. How can we allow de-

velopers flexible use of sensors and devices?

(b) How can we support the extension of our model in directions that even

we do not anticipate? What can we do to “future-proof” our approach?

4. What implications on low-level performance are there to adopting a new

model of interaction, and supporting interaction in a way that was previously

not possible or convenient?

(a) Are established theoretical models of performance adequate to describe

performance with these new form factors?

1.6 Research Methodology and Overview
Our approach is to employ perspectives from technology, psychology, and design,

in order to pursue answers to our research questions.

From a technology perspective, we must recognize the limitations of existing

hardware and software, but simultaneously anticipate future advances in both. In

each of our investigations we embody our ideas in prototype implementations that

can be evaluated to at least some extent. In some cases these evaluations are pre-

liminary (e.g. Chapter 4), and in some cases they are more formal (e.g. Chapter 7).

In most cases the prototype systems are some distance from being refined enough

to be widely deployed. It is our belief, however, that our approach of develop-

ing techniques that anticipate future technologies will serve the human-computer

interaction community well as technology evolves.

From a psychology perspective, we draw on some of the vast collection of

knowledge available in that field. Psychology and related fields such as kinesiology

have had a much longer time to develop models of human behaviour, compared

to the field of human-computer interaction, and there is much of value that can

be drawn from their models. It is especially pertinent to the subject of study in

this dissertation. We both build techniques that use psychological insights as a

foundation, and we perform controlled experiments that expand on well-researched

psychological theories.
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Figure 1.1: The dependency of major components in our development of our
body-centric interaction approach. Our approach combines the design
of new interaction techniques, the development of an interaction archi-
tecture for supporting new applications, and the development of a theo-
retical understanding of low-level performance in body-centric contexts.

From a design perspective, we attempt to always couch our interaction tech-

niques in what is familiar and intuitive to everyday people. We wish to make

our techniques inviting, while also leveraging the additional power that computing

makes available to support more powerful ways of accessing manipulating infor-

mation.

The components of the research reported in this dissertation are summarized vi-

sually by the diagram in Figure 1.1. Our theory of body-centric interaction emerges

as the combination of a variety of elements. The novel interaction techniques that

we describe demonstrate possible specific means of interacting that stress the role

of the whole human body. The interaction architecture that we propose responds to

the practicalities of realizing our approach. Finally, the theoretical models of per-

formance that we develop provide insight into low-level human performance when

operating in contexts that we define as being body-centric.

1.7 Summary of Research Contributions
We summarize the primary contributions of the research described in this disserta-

tion. These are revisited in the final chapter (Chapter 8) of the dissertation.

1. We implement an interaction technique involving a shadow-based metaphor

for manipulation of information on very large wall displays. The technique
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is designed with the goal of allowing users to reach across large distances

and interact outside of arms reach of the display and the information repre-

sented on it. The technique is also designed to support mutual awareness of

multiple users’ interactions in collaborative scenarios. We describe a number

of possible implementations.

2. We review a portion of the psychology literature to motivate a “body-centric”

approach to interaction with large wall displays. We design a number of

interaction techniques that employ the user’s body in different ways. We

implement these techniques in a map exploration application and a generic

application that runs under and augments the interaction capabilities of the

Windows operating system.

3. We explore text input on very large wall displays in a body-centric context.

We design, implement, and evaluate a number of prototype techniques in

two controlled experiments. We highlight the two properties of distance-

dependence and visibility-dependence as they apply to large display interac-

tion techniques in general.

4. We present an extensible software and hardware architecture for supporting

the development of novel interaction techniques and applications based on

a body-centric model of interaction. We describe an implementation of a

subset of the features described in the architecture.

5. We study the low-level performance properties of pointing on large displays,

which are applicable in particular to the techniques we have developed. We

show that accepted models of pointing performance do not adequately model

large display use, and we present a theoretical model that better predicts

performance.

1.8 Outline of the Dissertation
In Chapter 2 we discuss related work. In Chapter 3 we describe our initial investi-

gation into body-centric interactions that focussed on employing the user’s shadow

as a virtual embodiment. In Chapter 4 we explore a broadening of that investigation
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into more general body-centric interactions, with additional interaction techniques

motivated by previous research in psychology and sociology. In Chapter 5 we de-

scribe interaction techniques and related evaluations specific to text input on large

wall displays. In Chapter 6 we present an architecture for supporting the develop-

ment of novel body-centric interaction techniques, and a related implementation.

In Chapter 7 we explore the applicability of Fitts’ law to large display pointing, find

it to be lacking, and offer an alternate model that extends a formulation introduced

by Welford. In Chapter 8 we summarize our results and reflect on the significance

of our overall contributions and the potential for future work in this area.
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Chapter 2

Related Work

In this chapter we provide a summary of previous work that is relevant to all of

the other chapters in this dissertation. The two general categories of prior research

include that specific to very large wall displays, and that related to the develop-

ment of a “body-centric” model of interaction. Later chapters will include sections

dedicated to additional related work specific to those chapters.

2.1 Large Physical Surfaces
In the physical world we complete tasks aided by a variety of different surfaces.

Desks serve as a horizontal support for a multitude of items such as pens, paper, and

other tools and artifacts. Specialized desks such as drafting tables hold materials at

a certain angle to optimize work. Larger tables serve to support a number of people

gathering in a group to collaborate. These large surfaces all play important roles

in the work environment. As a specific example of the power of large surfaces,

Buxton states that the introduction of the blackboard into the classroom in the 19th

century was a huge advancement in educational technology, as compared to earlier

individual slates [23]. He argues that the change in scale, location, and usage

of the large surface is what was important in the blackboard. These properties

supported a social and organizational change that reshaped how people learn.

The wide variety of large physical surfaces deployed in the real world serve

in a sense as workspace “toolboxes” [164]. There is a need for a variety of form
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factors to support a variety of tasks, and users of physical surfaces have the option

of selecting the appropriate “tool” for any individual task. In the computer world,

if we wish to broaden the set of tasks that computational systems can efficiently

support, we need to explore new form factors for computational interfaces that are

as flexible as the set of physical surfaces at our disposal.

A great deal is known about how people interact with physical surfaces. Cheru-

bini et al. [36] investigated how software developers employ whiteboards to sup-

port the creative process. Results of their interviews showed that developers use

whiteboards to draw diagrams in order to understand, design, and communicate.

It was also found that whiteboards are useful at supporting face-to-face commu-

nication and allowed developers to externalize their mental models of code. My-

natt [156] performed an evaluation examining physical whiteboard use in a real-

world context. She found that the simplicity of using a whiteboard, and the impos-

sibility of permanent storage and flexible editing, are defining characteristics of the

whiteboard experience, on both the positive and negative side. Tang et al. [193]

performed their own evaluation of physical whiteboard use, with the goal of in-

forming the design of large display software. They constructed a 2× 2 matrix

(Table 2.1) with dimensions of independent vs. collaborative and synchronous vs.

asynchronous and found that whiteboards are commonly used for all four combi-

nations, with independent asynchronous being most common (appearing on 61%

of whiteboards surveyed). It was found, however, that this matrix was insufficient

to capture all aspects of use. They identified “ongoing reference on a semi-public

whiteboard,” “lo-fi ideation, deferral and storage of personal activity,” and “per-

sistent team scheduler” as activities supported by whiteboards that are not easily

classified.

A lot is also known about how people interact with physical information ar-

tifacts, particularly paper. For example, researchers have examined how people

organize paper on their desks [138]. Key lessons include that people organize their

desks in such a way to not only help them find what they are looking for, but also

to help them remember what they need to do. It was also found that categorizing

information is a challenging task that is not possible to do perfectly. Whittaker

and Hirschberg investigated the management of physical paper in an office envi-

ronment [210]. They found that duplicates of information are often kept, despite
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Independent Collaborative

Sync

Worker Real-time interaction
Word processor telephone
Spreadsheet Video conferencing
CAD software Instant messaging

Asyn

Personal management Ongoing tasks
PIM, schedule, agenda, task list Team rooms
Reminders, post-it notes Bulletin boards

Email

Table 2.1: A modified groupware matrix emphasizing modes of activity.
Adapted from Tang et al. [193].

the need for only a single copy, and that people tend to be primarily either filers or

pilers, with differences in storage behaviour for both.

2.2 Interactive Wall Display Systems
A number of systems have been developed that make use of large interactive dis-

plays to support different tasks. Examinations of these systems help clarify the

landscape of large interactive display systems, and can provide hints as to where

large interactive displays can find a home.

ClearBoard [99] is a prime example of a large display system that leverages

physical properties of the surface, while providing enhanced functionality. The

ClearBoard system builds on an elegant metaphor: that two users are working at a

glass wall, and can see each other through the surface while they draw on it. This

is something that can be prototyped trivially in the physical world, using nothing

more than a window and marking pens, but the ClearBoard system makes the same

thing possible over large distances, with the support of cameras and projectors.

The cameras capture each user, and project the remote user on top of the local

user’s work surface. ClearBoard is interesting both for its mimicking of physical

windows, and also for its exploration of user embodiments in the workspace.

Tivoli is another early example of a large display system [163]. It is an elec-

tronic whiteboard application that was designed to support workgroup meetings.

The design goals of the system emphasized ease of learning and mimicking of
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traditional physical whiteboards, while also introducing additional capabilities. In-

teraction with Tivoli is accomplished primarily with a stylus that writes strokes on

the interactive surface. The strokes are stored by the system as atomic objects, and

can be manipulated (e.g. selected, moved). While the description of Tivoli does

not include an evaluation, it is important to note the emphasis designers put on

both leveraging physical metaphors, and adding additional capabilities made pos-

sible by the computational abilities of the computer. This is an early example of

what could be described as a “Reality-Based Interface,” as described by Jacob et

al. [101], which we will examine later.

Flatland is another example of a large interactive display system developed for

deployment [157]. It is also a whiteboard-like system developed for the purpose of

supporting informal office work. Like Tivoli, Flatland also employs a pen as the

primary input device, and also groups strokes into groups for easy manipulation.

Flatland, however, incorporates broader editing abilities accessed through both pie

menus and through gestures. Flatland also includes what are called “behaviours,”

which is post-processing applied to strokes, in order to alter the presentation of the

strokes. For example, a map behaviour will change single line pen strokes to double

lines, in order to represent roads. A particularly intriguing feature of Flatland is

the ability to move forwards and backwards in time, in order to explore the history

of what has been drawn on the whiteboard. This solves the problem that physical

whiteboards have, identified by Mynatt [156], with respect to storing sketches. The

automatic recording of sketches, without the requirement to explicitly name files,

is an elegant feature.

Notification Collage [72] is a more recent large display collaborative system.

It was designed to support ad-hoc sharing of media by both co-located and remote

collaborators. The Notification Collage system provides clients that allow users to

upload videos, sticky notes, web pages, and other elements to the system from their

own personal computers. Elements are added somewhat randomly to the surface,

and cover up older elements as the surface becomes full. During deployment, it

was found that the notification collage was useful at sparking collaboration and

communication in unexpected ways. It was also found that many users preferred

to have a private version of the collage on their personal display. It was thought

that this was because the large display was not visible to many inhabitants of the
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laboratory.

MessyBoard and MessyDesk [57] are two systems for displaying information

on large and small displays, respectively. The design of the systems was inspired

by literature examining knowledge workers. Of particular focus was the nature of

knowledge workers as “pilers,” rather than “filers,” and the observation that “... the

defining characteristics of knowledge workers is that they are themselves changed

by the information they process.” Towards the goal of supporting knowledge work-

ers in their natural piling behaviours, the system was designed to aid memory and

allow users to build their own personalized contexts through decoration. The sys-

tem was deployed in a number of groups. It was found that it was used in very

different ways, depending on the nature of the projects that the groups were under-

taking.

The above broad overview of some important large display systems reveals

some interesting trends. First of all, collaboration (i.e. groupware) is one of the

universal themes being explored. The collaborative nature of physical whiteboards

has been adequately expressed in the design of the systems. Another theme is the

support for casual or ad-hoc work. The systems are generally designed as very

general tools that can support any sort of discussion or collaboration. Flexibility

and generality is a strength, as identified by Huang et al. [93]. In terms of inter-

actions, the systems tend to support either pen input for local interaction with the

large display, or traditional computer interaction for input performed remotely. It is

interesting that there has been little investigation into distance techniques that sup-

port interaction with the large display from outside of arms reach. This oversight is

likely due to the display sizes (large, but not very large), and relatively small group

sizes supported. It is possible that a focus on distance techniques would emerge

if display sizes were on the order of multiple meters, or if group sizes were in the

dozens.

2.3 Design Guidelines for Large Display Systems
We have described research that explores the space of large display systems, but

the research describing this work typically does not delve deeply into the aspects

of evaluation or constructing design guidelines. Evaluation is important in order to
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identify concerns specific to large interactive displays. Evidence of this is provided

by Czerwinski et al. [44], who demonstrated that, although large displays provide

significant performance benefits, there are design challenges specific to these form

factors. It is therefore useful to consider other work that focusses more on the

design challenges of large displays.

Huang et al. [93] performed a review of large display systems with the goal

of determining key features and potential flaws of such systems. In examining

patterns that emerged from their review, they were able to make a number of rec-

ommendations for designers of large display groupware systems in order to ease

adoption by users. First, they suggest that a new system should provide clear and

easily understood advantages over existing systems. Moreover, the system should

be able to be integrated into existing workflows. Second, flexibility was found to

be valuable, as we observed in section 2.2. While users often wished to initially in-

tegrate a new system into a specific workflow, flexibility allowed them to later use

the system for broader uses. Third, visibility of others’ interactions was found to be

key. Viewing other people using a large display encouraged others to get involved

in the process. Fourth, a low barrier to use was found to be important. A small

amount of effort configuring the system, for example, encouraged use. Finally, it

was argued that a core group of dedicated users made adoption by a broader audi-

ence much more likely. Otherwise, it was found that the system was likely to fall

into disuse.

Rogers and Lindley [174] examined the relative strengths and weaknesses of

large horizontal (table) and vertical (wall) displays. They note that wall displays

support collaboration among dynamically changing groups, and are ideal for sup-

porting presentation to an audience. They also conclude that table displays have

some benefits over wall displays; in particular table displays allow group members

to switch between roles more often, and explore more ideas. It should be concluded

that wall and table displays are suited to different kinds of tasks, and it would be

best for spaces to provide both kinds of displays to support the widest variety of

tasks. As Buxton has argued, every interaction technique is best for one thing, and

worst for something else. Part of the design challenge is determining the suitability

of different display form factors for different tasks.

Rogers and Rodden [175] investigated the importance of spaces and display

17



configurations in order to support collaboration. They classify existing systems

into three categories: embedded displays, stand-alone displays, and integrated mul-

tiple displays. Embedded displays are integrated members of a physical space,

while stand-alone displays are inserted into spaces after the fact. Integrated mul-

tiple display environments, on the other hand, are environments with multiple dis-

plays that are used together. One important conclusion of Rogers and Rodden

relates to the relatively slow adoption of large display systems, in comparison to

novel small display systems. They note that the lack of adoption is not due to any

inherent faults of large displays, but is instead due to limitations in current hard-

ware. In anticipation of better hardware, we should strive to establish effective

interaction approaches, so that when these systems are widely deployed users can

immediately gain full benefit.

2.4 Interaction Techniques for Large Wall Displays
Many individual interaction techniques have been developed that are particularly

applicable to large displays. Most of these techniques have been developed in-

dependently of whole systems, but they can be potentially integrated into a wide

variety of systems. We will discuss the space of such techniques here, considering

touch techniques separately from distance techniques.

2.4.1 Direct Touch Techniques

Many touch techniques have been developed that support interaction with large

displays. Some of these techniques focus on solving the reaching problem, that

of interacting across large display surfaces, while other techniques deal with other

aspects of interaction.

Many techniques have been developed that allow users to either reach objects

that are on the other end of a large display, or move an object that is close by to the

other end. An early example is the throwing metaphor introduced by Geißler in the

DynaWall project [68]. The metaphor was further explored by Hascoet [85]. They

found that the two throwing models they developed outperformed traditional drag

and drop, but the techniques may have been limited by the fact that the outcome

of a throwing action is defined at the point of a release. There is no correction
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possible as the object reaches the destination. This limitation was addressed in an

exploration by Reetz et al. [171]. Their SuperFlick technique allows the user to

adjust the trajectory of a thrown object as it travels.

Several techniques are based on the metaphor of bending space, making large

distances shorter. The Vacuum technique [15] employs a directional virtual vac-

uum that can suck distant objects to be closer to the user. An advantage of the

technique is that it can be used to access multiple objects simultaneously, as long

as they are located physically close to each other. Other similar techniques include

drag-and-pop, push-and-throw, and drag-and-throw [41]. This suite of techniques

allows users to move objects to locations that are out of reach. The metaphor is

one of throwing, but a live preview of the result of the action is shown, and the

object moves instantly once the action is triggered, so there is no actual physics-

like throwing action. These techniques are powerful, however, they are somewhat

limited, because the system must have knowledge of interactable objects. The tech-

niques do not easily support, for example, placing an icon in an empty region of

the display.

Other techniques have been developed that do not fit into a convenient metaphor-

ical category. Frisbee [114] is a widget-based technique that allows a user to see

into a distant location on the display. The widget can be dragged in order to adjust

either the viewer’s location or the location being viewed. It was found that the wid-

get was preferred over physical walking for travel distances of greater than 4.5 feet

(about 1.4 meters). This approach is similar to WinCuts [189], with the addition

that WinCuts allow regions to be shared over multiple devices. Not all techniques

necessarily involve direct interaction. Spotlight [115] is a technique that aids in

directing user attention to a certain region of the display. This is performed using

highlighting, and is relevant to large displays because it is easy for events to occur

unnoticed on a very large display.

Touch interaction raises the issue of occlusion. If a user is physically touch-

ing the display at a point of interest, the finger will necessarily occlude some of

the content. This is a problem that is particularly evident for small displays, but

also exists for large displays. An example of a technique designed to address this

issue is “Shift” [206], which creates an inset window showing the touched region

offset from where the finger is actually touching. Occlusion was explored in a
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more general sense in Vogel and Balakrishnan’s work [205]. They developed both

a geometric model of where occlusion might impact interaction, and a suite of

techniques that can be used to minimize potential problems.

2.4.2 Distance Techniques

Distance techniques for large displays are techniques that support interaction with

on-screen content for users outside of physical reach of the display. Such users are

often standing, rather than seated at a desk, and make use of the techniques without

the aid of a supporting surface, so many of these techniques can also be described

as “mid-air” techniques.

Put-that-there [17] by Bolt is a very early example of a distance interaction

technique for large wall displays. The put-that-there technique allows users to

manipulate onscreen content by simultaneously pointing at a location and speaking

instructions. The user can say commands such as “create” or “move” followed by

specifiers such as “that” and “there.” A full sentence such as “put that there” while

indicating first a virtual object and then a location with a pointed finger results in

the virtual object being moved. This combination of voice and physical pointing,

in combination with the casual language supported, is a powerful approach. More

recent work has explored similar combinations of voice and pointing. Speech-

filtered bubble rays [198] explores voice disambiguation techniques combined with

physical pointing. This extension of the Bolt work helps validate the approach

using more modern and reliable sensing platforms.

Charade [10] is a system that built on previous work, and introduced more

complex hand gestures. Charade allows users to trigger commands such as “next

page,” “mark page,” and “hilite area” by performing pre-defined hand motions in

a specified area. The strength of this approach is a relatively large vocabulary of

commands that are more powerful than those available in, say, put-that-there. The

downside of this approach is that the hand gestures can be hard to remember. The

creators of Charade recognize the difficulty of learning and remembering arbitrary

gestures, and argue that gestures should be self-revealing, however, the command

set for Charade is clearly not self-revealing. The problem of learning gesture com-

mand sets has been further investigated by a number of researchers. Wobbrock et
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al. [218] explored the approach of allowing typical users to define gesture sets with

the hopes that the resulting sets would be easily discoverable, whereas Gesture-

Bar [20] coaches new users in pre-defined gesture sets.

Laser pointers, and laser-pointer-like devices, are an obvious approach for in-

teracting with large displays. These devices offer intuitive interaction without the

requirement to learn the complex command sets associated with gestural input.

Kirstein and Muller [117] offered an exploration of this interaction approach. Jiang

et al. [103] explored a different implementation, where the sensing camera is inte-

grated into the pointing device. Sceptre [211] is a third implementation that makes

use of a pattern of infrared dots, allowing the system to recognize orientation of the

pointing device. Laser pointing has a direct analog to mouse pointing, however, it

possesses a significant drawback, namely the difficulty in pointing accurately at

targets, especially as user distance to the display increases. Myers et al. [154]

compared the performance of laser pointers to other devices, and found that di-

rectly tapping objects was faster than laser pointer input. Their work is limited,

however, by the fact that their display was relatively small. As a display grows

much larger, direct touch input becomes less practical.

Baudisch et al. [11] explored the design of alternative pointing devices for use

in mid-air pointing. Their device, “Soap,” is a hard object wrapped in a flexible

wrapping, that the user is able to roll in their hand like a bar of soap. The device

is described as a mouse alternative, offering the precision of a mouse without the

requirement of a hard surface on which to use it. One advantage of the device is

that operation does not change depending on user distance to the display. Precision

does not decrease as user distance increases, as with laser pointers. A potential

downside is the tradeoff in precision and speed that occurs when gain is adjusted,

potentially causing difficulties in traversing large distances on the display or hitting

small targets.

It is also possible to interact with large displays through manipulation of small

personal handheld displays. The Pebbles project by Myers et al. [155] is an early

example of this approach. They used multiple PDAs (personal digital assistants)

networked to a single PC in order to support collaboration. A more recent inves-

tigation into this approach by Finke et al. [59] investigated the relative strengths

and weaknesses of placing widgets on a large display, or splitting widgets across a
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large shared display and small personal display. They found no significant differ-

ence in performance between the two conditions. There likely remains a substan-

tial amount of work to understand the differences between the approaches. Touch

Projector is a more recent variation on this approach, which attempts to cross the

boundary between distance interaction and direct touch [18].

As ambient sensing becomes more powerful, the need for dedicated input de-

vices such as mice and laser pointers decreases. Vogel and Balakrishnan [204]

explored freehand pointing and clicking, meaning techniques for indicating click

events unsupported by input devices. Their techniques involve moving fingers rel-

ative to one another, the movements of which were captured by a Vicon tracking

system. While their approach relies on somewhat invasive optical markers, Stødle

et al. [187] have developed an alternate approach that relies on cameras and mi-

crophones. Their technique instead relies on finger snapping to trigger events.

Eventually, it is expected that sensing hardware and algorithms will be developed

that allow for even more subtle triggering of events. Recent work investigating the

Microsoft Kinect hardware [215] indicates that this may be forthcoming sooner

than expected.

2.5 Reality-Based and Whole Body Interaction
Reality-Based Interaction (RBI) is a unifying concept in interaction design that

serves to describe a whole class of emerging interaction techniques. As defined by

Jacob et al. [101], RBI is an example of a post-WIMP [203] interaction style that

draws from numerous themes related to interaction in the real world. The themes

include naı̈ve physics, body awareness & skills, environment awareness & skills,

and social awareness & skills.

Naı̈ve physics relates to our ability to intuitively navigate and function in the

real world, without having to necessarily analyze or fully understand details. For

example, it is possible to catch a thrown ball without having detailed knowledge of

the effects of gravity and wind turbulence and the curve the ball traces through the

air.

Body awareness & skills relates to our sense of physical self in space. It is a

relatively simple task to touch your own nose, even with eyes closed. Environment
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awareness & skills relates to our understanding of environmental cues. The horizon

can serve as an indicator of orientation (so powerful that aircraft contain an artificial

horizon [42]), and there are a number of different cues that indicate the distance of

objects in the environment [123].

Social awareness & skills relates to how we interact with other people, includ-

ing both verbal and non-verbal cues. Social behaviour is so important that it has

been indicated as being a primary driving force in evolution [216].

Jacob et al. claim that while Reality-Based Interaction has not been previously

codified, there are many examples of systems and research that fall into the cate-

gory of RBI. It is pointed out that tangible interaction [200] draws on naı̈ve physics,

ubiquitous computing [2] draws on both social awareness & skills and environment

awareness & skills, and virtual reality systems [100] draw on body awareness &

skills and environment awareness & skills.

Whole body interaction is another theme in interaction that is closely related

to Reality-Based Interaction. As defined by Klemmer et al. [118] in their inves-

tigation of “how bodies matter,” there are five themes related to bodies that are

particularly relevant to the design of interactive computing systems. These themes

include thinking through doing, performance, visibility, risk, and thickness of prac-

tice. In another investigation of whole body interaction, England et al. [53] note

the overlap of the topic with other areas of specialization, but differentiate based on

the observation that whole body interaction gives us a more integrated view. They

state: “...ubiquitous computing is more concerned with the notion of Place rather

than capturing the full range of actions. Physical computing is more concerned

with artifacts than the physical nature of humans.”

The lessons learned from RBIs and “how bodies matter” are consistent. They

both suggest that we should leverage real world experience and capabilities when

designing virtual interactions, while simultaneously leveraging the “more-than-

real” power that is possible when we are not constrained by physicality. As Ja-

cob et al. point out, computing systems should not perfectly mimic the real world.

They must offer something beyond what the physical world offers, otherwise no

benefit is derived.

The themes explored in RBIs and whole-body interfaces are consistent with

the transition away from the WIMP model of interaction, which has been a topic
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of interest for several decades. As Nielsen noted [158] in his discussion on the fu-

ture of noncommand interfaces, next-generation interfaces will likely differ largely

from traditional interfaces in that they will stress direct interaction rather than ex-

plicit commands, and that possibly a variety of interaction models will emerge to

support different tasks. This is consistent with what has been noted about RBIs

and whole body interaction, and these may in fact be more recent examples of the

next-generation advances Nielsen was predicting.

It is useful to examine some of the specifics of the next-generation systems that

Nielsen was predicting. Table 2.2 contrasts Nielsen’s predicted properties of next-

generation interactions to then-current (as of 1993, yet still relevant) interactions.

Many of these properties are familiar to the fields of RBIs and whole body interac-

tions, and will be critical elements of the techniques we explore in later chapters.

For example, Nielsen predicted a lack of interaction syntax, the potential for hid-

den objects, a lack of turn taking, programming-by-demonstration, and an interface

locus embedded in the user’s environment. These are all aspects of body-centric

interaction as we will explore it in this dissertation.

2.6 Summary
Our survey of related work shows, first, that there is significant potential for the de-

velopment and deployment of interactive computing systems based on very large

wall displays. Systems based on these form factors can support a host of tasks

that are ill-suited to traditional computing form factors. Furthermore, while a large

set of interaction techniques have been developed for use with large displays, a

coherent model of interaction has yet to emerge. There are several design ap-

proaches, however, that hold promise to guide the development of a coherent in-

teraction model. Reality-based interfaces and whole body interfaces, as examples

of post-WIMP interfaces, make use of the natural capabilities of users as human

beings, and promise to leverage both the inherent physical properties of large sur-

faces, and the more-than-physical interactive properties of computing systems.

Our approach to developing a body-centric model of interaction with large wall

displays will build from what has been learned in this chapter. Chapters 3 and 4 will

build from the largely abstract foundations of RBIs and whole body interaction,
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Current interface gener-
ation

Next-generation inter-
face

User focus Controlling computer Controlling task domain
Computer’s role Obeying orders literally Interpreting user actions

and doing what it deems
appropriate

Interface control By user (i.e. interface is
explicitly made visible)

By computer (since user
does not worry about the
interface as such)

Syntax Object-action composites None (no composites
since single user token
constitutes an interaction
unit)

Object visibility Essential for the use of di-
rect manipulation

Some objects may be im-
plicit and hidden

Interaction stream Single device at a time Parallel streams from
multiple devices

Bandwidth Low (keyboard) to fairly
low (mouse)

High to very high (virtual
realities)

Tracking feedback Possible on lexical levels Needs deep knowledge of
object semantics

Turn-taking Yes; user and computer
wait for each other

No; user and computer
both keep going

Interface locus Workstation screen,
mouse, and keyboard

Embedded in user’s envi-
ronment, including entire
room and building

User programming Imperative and poorly
structured macro lan-
guages

Programming-by-
demonstration and
nonimperative, graphical
languages

Software packaging Monolithic applications Plug-and-play modules

Table 2.2: Comparison of systems (as of 1993) and potential next generation
systems. Adapted from Nielsen [158].
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and will provide a set of design guidelines rooted in the psychology literature.

Chapters 5 and 7 will describe controlled experiments that shed light on the low-

level performance characteristics of systems built using our particular post-WIMP

approach. Chapter 6 will delve into the practical concerns of developing systems

in a research environment where there are many competing approaches making use

of heterogenous sensing systems in different ways.
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Chapter 3

Shadow Reaching

In this chapter we discuss Shadow Reaching, an interaction technique that employs

a shadow metaphor to support human interaction with large interactive wall display

systems. Shadow Reaching is our first example of an interaction technique that

builds from the body-centered design approach. It draws on a body representation

to overcome some of the interaction difficulties that are particular to large display

environments. The strength of making use of a body representation is that the

technique remains grounded in reality, in a form that is immediately understandable

to the user. We will see in Chapter 4 that not only does this technique deal with

many of the issues identified earlier in this dissertation, but it also turns out to be

easily extendable to make other interaction techniques possible. Thus, Shadow

Reaching serves both as a concrete example of an interaction technique, and as

motivation for the research reported in the chapters that follow. It illustrates some

of the elements of a body-centered design approach. Later chapters will add to this.

Elements of this chapter have previously been published [183]. This was the

preliminary work that led us to the idea of body-centric interaction.

3.1 Related Work
We summarize the related literature specific to the use of interactive shadows de-

ployed in public spaces, in art projects, and in research systems.

Human body shadows provide powerful cues that we naturally perceive and
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Figure 3.1: Users interacting with a large wall display system employing a
shadow input metaphor. The installation was located in a science cen-
ter (developer of system is unknown), and users explored the system
without any prompting or instruction. Photos taken by the author.

understand. This is evident in Figure 3.1, which shows guests at a science cen-

ter reception exploring a large wall display installation employing a shadow input

metaphor. What is important about this example is that the installation showed ev-

idence of being inviting, explorable, and intuitive. It is apparently inviting because

people chose to spend time with it instead of with many other available distractions

(including free beer). It appears explorable because users were seen trying differ-

ent motions and eliciting different responses from the system. These were motions

that were not explained to the users as being possible commands to the system, yet

the users presumably guessed that they might have meaning. It is also evidently

intuitive because the users were observed to be successfully interacting with the

system. What is intriguing about this example is that all of this was possible with a

system that likely few had ever seen before, and which didn’t have any instructions

or a manual.

The power of shadows, as made evident in the above science center experi-
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ence, has been explored in many ways, both by artists and researchers. Krueger

et al. developed a very early example of a system employing user shadows to en-

able interaction [122]. Their system, VIDEOPLACE, used a live video image of

the user on the display as a contour that could directly impact the elements shown

on the screen. This early work was followed by many other examples that ex-

panded on the theme. Recently, Camille Utterback has been at the forefront of

explorations into user embodiments in virtual space, with a stated goal of “bridg-

ing the conceptual and the corporeal.” Text Rain, an interactive installation by

Utterback and Achituv [201], demonstrated the use of body shadows to interact

with text elements that dynamically change on the display. A more recent example

is “Untitled 6,” which generates an interactive abstract painting based on human

motion. Lozano-Hemmer is another artist whose works are in a similar vein. His

“Shadow Box” and “UnderScan” installations share the goal of breaking down the

barrier between one’s personal space and the shared space upon which the shadow

is cast. This is a form of expressive embodiment, as described by Gutwin and

Greenberg [76].

There are also many research projects that have made use of shadows. The

“Shadow Communication” system by Miwa and Ishibiki used shadows to facilitate

remote collaboration [149]. Their design was based on the following observed

properties of shadows:

1. A person and their shadow are absolutely inseparable.

2. The existence of a person can be evoked by their shadow.

3. A shadow has the function of expanding a body image.

4. A shadow changes its movement or location proportionally in response to

the bodily movement or position of the shadow’s owner.

These observations are very insightful, and mesh well with our theme of body-

centric interaction. In particular, they speak to Klemmer’s themes of visibility and

thinking through doing. Despite relatively little hard evidence to back up these

claims, they seem intuitively correct, and they serve to inspire the development

of shadow-metaphor interfaces. Later in this dissertation we will delve into other
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literature that will further substantiate the claims made by Miwa and Ishibiki, and

extend them.

VideoWhiteboard [195] is another example of a similar system. It allows re-

mote collaborators to work together through the use of shadow representations.

VideoWhiteboard is a collaborative drawing application that was based on observa-

tions of natural drawing collaborations. VideoArms [194] is a system that supports

mixed-presence collaboration. It emphasizes the display of local and remote users’

arms differently, in order to help overcome the known problem of users focussing

their attention primarily on other local users [191].

Other systems have explored the use of shadows in yet other ways. Remote Im-

pact [151] is an exertion interface that allows spatially distributed users to compete

in a boxing match. Remote users’ shadows are projected onto a large soft surface

that the local user can punch in order to score points. This highlights the use of

shadows as a natural and immediately understandable representation of a remote

user. Taking a different approach, Meisner et al. [145] explored the use of shadow

interaction and a hand-puppet metaphor to ease human-robot interaction.

What most of these approaches share is an assumption that shadows provide a

representation of the user that is powerful in a way that a more abstract representa-

tion, such as a cursor or avatar, cannot be. There is something about a body shadow

that designers know holds meaning, and that helps connect users both to the virtual

space they are exploring and to other users of the system. For this and other rea-

sons, human body shadows are worth exploring as part of our body-centric design

approach.

3.2 Body-Centric Use Case Scenarios
Before exploring the details of Shadow Reaching, we consider some use case sce-

narios that we consider appropriate for body-centric techniques applied to large

wall displays. The discussion of scenarios is useful not only for supporting our

exploration of Shadow Reaching, but also as a point of reference for our later ex-

ploration of interaction techniques in Chapter 4, and our discussion of text input in

Chapter 5.

We consider four scenarios for large display use: university classroom lectures,
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architecture/construction planning, web design collaboration, and public space dis-

play installations. In analyzing these scenarios we arrive at an initial taxonomy of

use cases for large wall displays, which we summarize in Table 3.1.

3.2.1 Scenario 1: University lecture halls

University classrooms are ideal candidates for the integration of large wall dis-

plays. Such displays add interactive capabilities to the capabilities already pro-

vided by traditional whiteboards and blackboards and they bring access to digital

information into the classroom.

In examining how lecturers use large surfaces to teach, Lanir et al. [125] dis-

covered that the ability to gesture to content, and the ability to perform in-depth

exploration of content, are both important elements in classroom presentation. The

physical nature of a lecturer’s interaction with the information being presented sug-

gests that a body-centric approach for interaction might be suitable. There is also

the fact that at times some or many of the students in the classroom may be simulta-

neously interacting with the display [150], which suggests the need for approaches

that support collaboration.

3.2.2 Scenario 2: Construction planning meetings

The design and planning of buildings is an inherently collaborative activity that can

involve physical as well as virtual artifacts shown on either small or large displays.

It is also an activity that demands the exploration of very complex alternatives, and

involves the use of large and detailed visualizations. Team meetings involving a

variety of stakeholders (architects, construction managers, contractors, clients, and

possibly others) are a primary means for coordinating the many activities that must

be undertaken. The exchange of information and much of the decision making is

driven by discussions that focus on visual artifacts. More and more, these artifacts

exist in digital form. But some of the artifacts are physical, such as scale models

of the site or the proposed building(s) and blueprints or other hardcopy representa-

tions of the building.

Tory et al. [197] discovered that physical gestures, navigation, annotation, and

viewing were four critical tasks in collaborative building design and construction
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management. In their analysis of interaction bottlenecks, they concluded that inter-

action techniques should provide more tangible and direct means of interaction, aid

in navigation (i.e. panning and zooming), and aid in exchanging data through phys-

ical tokens. They also concluded that virtual pointing should better embody the

user, by capturing and expressing different kinds of pointing such as five-fingered

pointing, indication of areas, as well as anchored pointing using two hands, and

other subtle forms of physical pointing that are not captured by a simple cursor.

This, plus their emphasis of using large vertical displays to provide shared visual-

izations to stakeholders suggests that our body-centric approach coupled with large

wall displays is appropriate.

3.2.3 Scenario 3: Collaborative web design “war rooms”

Web design, especially with the maturing of the web development world, is a

largely collaborative effort, involving developers, artists, product managers, and

others. It is a form of software development, but one that has a richly visual com-

ponent and for which the temporal sequence of actions and visual presentations

is important. Often a room or other area will be dedicated to a persistent display

of design artifacts, ranging from rough sketches to finished web pages, as well as

representations of current or planned workflow.

Klemmer et al. investigated the processes that web developers follow to ply

their craft [119]. They concluded that tools to support web design should em-

phasize aspects of fluidity and physicality, should be both tangible and virtual, and

should involve large vertical displays. From these conclusions a body-centric inter-

action approach coupled with large wall displays is a clear candidate for adoption

in these “war rooms”.

3.2.4 Scenario 4: Public events and installations

The widespread availability of large display screens in public places coupled with

wireless networking and seemingly ubiquitous hand-held devices such as smart

phones offers tantalizing opportunities for public events in which the boundaries

between audience and performer begins to blur, and public art installations where

the distinction between artist and viewer is similarly vague. Mechanisms for ad hoc
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Context Display Size # Users # Simult.
Input

User Dist.
from Display

Classroom 3–10m 10–200 1–many 0–20m
Construction 2–5m 5–20 1–3 0–4m
Web Design 2–5m 2–10 1–10 0–4m
Public
Spaces

2–20m 1–1000 1–many 0–50m

Table 3.1: Typical values for properties of each use case. It can be seen that
these use cases are strongly associated with collaboration with large dis-
plays, and involve interaction by users at a distance from the display.

participation and collaborative activity may require new approaches to interaction.

Müller et al. [152] developed a taxonomy of interaction with publicly situated

displays. They identified a number of elements of such displays that indicate they

might benefit from a body-centric interaction approach. First, they liken public

displays to stages. They argue that in interacting with a public display, a user is

putting forward a “presentation of self” to viewers of the display. We argue that

this would suggest an interaction style emphasizing the whole self of the user (i.e.

body-centric representation), rather than an abstract iconization or cursor. They

also suggest a number of possible interaction modalities, including body position,

body posture, and facial expression, which clearly suggests a body-centric interac-

tion approach.

3.2.5 Design requirements derived from the four use case scenarios

In considering the four use case scenarios described we arrived at a taxonomy of

use. We can extend this to include a summary of requirements for these use cases,

shown in Table 3.2. Classroom lectures don’t require touch input, as the board

is frequently out of reach of all users, but requires distance input and text input,

as most lectures involve text of some sort. Construction planning is generally a

smaller scale activity as compared to classroom lectures. The display is frequently

more intimately located, and therefore touch input is an additional requirement.

Construction planning also requires that interaction techniques incorporate physi-

cal artifacts, such as models. Web Design is highly collaborative, and similar in
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Context Touch Input Distance
Input

Text Input Integration
w/ Artifacts

Classroom no yes yes no
Construction yes yes yes yes
Web Design yes yes yes no
Public
Spaces

? yes ? ?

Table 3.2: Some design requirements for large display systems supporting
several use cases. Distance input is a universal requirement, and other
input types, including text input and touch input, are also expected to
present.

some ways to construction planning, but involves physical artifacts to a lesser de-

gree. The class of public space installations encompasses many possible systems,

and at the extreme can involve interaction by many thousands of people, as in the

case where displays are on the sides of buildings [167], or in sports stadiums. In

general, these requirements show that a variety of uses cases demand a variety of

input modalities, especially distance input. Note that the conclusions are for the

general case of each use case. It is certainly possible to construct special cases that

fall outside of these parameters.

3.3 The Design of Shadow Reaching
In developing our interaction technique we looked at two major problems that are

specific to very large wall displays.

First, the larger a display is, the less likely it is that a user will be within phys-

ical reach of any particular location on the display. For a small display, such as a

desktop display, a user can always have the entire display within reach. For a very

large display of, for example, 5m×3m in size, it is impossible for the user to have

even half of the display within reach. For targets out of reach it might be possible

to move to the desired location of interaction, but this can be inconvenient and may

become tiring over time. It may even be impossible if, for example, the display

is taller than the user can reach. Thus, as displays grow larger, interaction tech-

niques based on direct touch become less practical, and it becomes more desirable
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to develop interaction techniques that can be used regardless of where the user is

standing relative to the desired point of interaction.

The second problem is one of awareness. It can be difficult, especially in col-

laborative large-display environments, to figure out who is doing what in the vir-

tual space. For a single user, the user always knows who is causing the action.

For two users, each user knows that any action not caused by himself has been

caused by the other user. With three or more users, however, ambiguity can be

a problem. As an example, Figure 3.2 shows a mock-up of two users interacting

with a large display using laser pointers. The points of interaction are shown on

the display as red circles. It is very difficult, as a third user, to figure out which

user is controlling which cursor. Gutwin and Greenberg argue that collaboration

can be clumsy and inefficient when user’s have insufficient awareness of who is

doing what, where [76]. If a user is unable to comprehend the state of interactive

elements and predict the future state of those elements, as in Figure 3.2, collabo-

ration and the accomplishment of the task objectives is compromised. As a simple

example, if a user observes a disembodied cursor dragging a file from a file folder

into the workspace, the observing user will not necessarily know who the owner of

the file is. It is this kind shortcoming of awareness that Shadow Reaching is meant

to address. The association of a specific shadow with a specific user will in turn

associate the dragged file with the user, making the operation more meaningful.

We thus set two design goals in developing the system. First, the system must

allow users to interact with a display at a variety of distances. We wanted to allow

users to be either within reach of the display, or at a significant distance from the

display. It was also important that users be able to transition fluidly and seamlessly

between different distances. Second, the technique was meant to support awareness

in multi-user scenarios. We wanted to provide interpretable actions that would be

useful regardless of where the initiating user was physically located, relative to the

action caused or relative to other users who might be observing the actions.

3.3.1 Supporting Distance Interaction

Perhaps the simplest form of a shadow is one generated by a point light source that

projects light in all directions. When the light strikes an object it illuminates that
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Figure 3.2: A mock-up of two users interacting on a large display using laser
pointer style input. A third party (collaborating directly or simply ob-
serving) may want to know which user is performing which operation,
in order to either understand the logic behind the sequence of actions, or
in order to integrate their own actions in a reasonable manner. Without
richer feedback, unfortunately, it is difficult to determine which of the
two users is controlling which of the two cursor.

object, but does not continue onward. An object or surface behind the illuminated

object is not illuminated by the point light source, but it may still be lit due to other

sources of light, such as global ambient lighting.

The shadow of a person cast on a flat wall possesses interesting properties. As

observed in Figure 3.3, the size of the shadow changes as the user changes her

position relative to both the wall and the light source. As she approaches the wall,

her shadow shrinks until it becomes the same size as her body. As she approaches

the light source her shadow grows until it covers the entire wall. This property of

point-light-source shadows has important implications if the shadow is to be used
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Figure 3.3: The user can control the reach of her shadow by moving closer to
and farther away from the display.

for interactive purposes. If the control of on-screen elements is directly mapped to

shadow-projected body parts, the control-display gain is governed by the position

of the user in the room. By moving her body, the user can directly control CD

gain (Figure 3.4), because gain varies directly with the distance of the user (U)

from the display as well as the distance of the light (L) from the display (gain =
L

L−U ). Gain is an important component influencing the speed-accuracy tradeoff

in pointing-based interaction. Another strength of this approach is that, as the

user moves further away from the display to get the “big picture,” the CD gain

increases, and her motions are magnified, which is appropriate for “big picture”

manipulation. In contrast, as she approaches the display to focus on a small region,

her manipulations becomes appropriately more specific and localized.

A further benefit of point-light-source shadows relates to how distance interac-

tion can transition fluidly to direct touch interaction. While we argue that distance

interaction is a critical feature, direct touch interaction is also very powerful [116].

With the natural change in shadow geometry, shadow reaching will transition auto-

matically to touch interaction as the user moves her hand and touches the surface of
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Figure 3.4: The size of a user’s shadow, and related control-display gain, de-
pends directly on the distance of the user from the display, and the dis-
tance of the light from the display. The user can smoothly adjust gain
by moving in the room.

the display. Her hand and the hand’s shadow converge to a single location, which

becomes the location of interaction. This is an approach similar to that described

by Parker et al. [160], with the added benefit of a shadow embodiment.

3.3.2 Supporting Interpretable Actions

Our second design goal was to provide interpretable interactions, regardless of

where a user is located relative to the display. Our hypothesis in designing Shadow

Reaching was that a shadow can serve as a powerful embodiment that will provide

consequential communication of activity in the form of continuous feedback, so

others can interpret and understand those interactions [76]. Our choice of a shadow

was made based on many of the same observations made by other researchers such

as Tang et al. [194], Mueller [151], and particularly the observations of Miwa et

al. [149], that were previously discussed. We felt that, based on our evolving de-

sign framework for body-centered interaction, the choice of a body shadow as an
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awareness representation would pay further dividends not immediately obvious in

an initial exploration. This decision was validated in later work, which is described

in Chapter 4.

3.4 Implementations
We implemented three different prototypes in our exploration of Shadow Reach-

ing. The purpose of developing several prototypes was to test different methods

for generating the shadow, and to then explore different means of interacting using

the shadow. The prototypes employed a mix of real and virtual shadows, and in-

teraction approaches ranging from single point clicking to whole body interaction.

The prototypes were developed in parallel and represent an exploration of different

options, rather than iterative improvement.

3.4.1 Prototype 1: Real Shadows and Virtual Cursors

The first Shadow Reaching prototype (Figure 3.5) used real-world shadows gen-

erated by a bright lamp, and used magnetic tracking (Polhemus Liberty Latus) to

track the user’s hands in 3D. We used a real world lamp both for convenience,

and to evaluate the quality of a real shadow (Figure 3.6). To support interaction

with onscreen content the position of the hands, as sensed by the Polhemus, was

geometrically projected onto the display and then graphically rendered as cursors

so that the cursor locations corresponded with the physically cast shadows of the

hands. The user held a button in each hand which was wired to the computer using

a Phidgets interface board [71], and was able to send click events to the software.

We developed a puzzle-building application to allow exploration of the tech-

nique in a realistic task involving manipulation of virtual objects. It was determined

through informal evaluations that the mapping of virtual cursors to physical shad-

ows was perceived as being natural by users. Users were able to reach to puzzle

pieces scattered at all locations on the display, and had fine enough control to lock

the pieces together. They took naturally to the bi-manual interaction made possible

by the system.

There were, however, significant disadvantages to the approach. It was found

that although the shadow was easily visible directly in front of the light and pos-
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Figure 3.5: Shadow Reaching prototype 1. A physical shadow is cast with
a bright lamp. The user’s hand locations are measured using trackers.
Cursors are rendered on the display near the shadow.

sessed aesthetically pleasing soft edges, and the shadow appeared useful for con-

veying awareness information in this region, the light was unable to cover the en-

tirety of the 5m×3m display. Because of this limitation, as a user moved towards

the side of the display the shadow became indistinct. The light also proved to be

very hot. It was uncomfortable to stand for any great length of time in front of it.

A final drawback was that the light was fixed in space. There was no possibility

of having a dynamically changing light source location, which limited interaction

possibilities. A user standing directly in front of the light could only interact ef-

fectively in the region at the center of the display. As the user moved to one side,

the shadow moved further and further to that side, limiting the scope of interaction.
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Figure 3.6: Placing a real lamp in the room creates physical shadows on the
display. Users near the middle of the display generate clear shadows,
but users near the edge of the display generate indistinct shadows due
to the intensity falloff of the directional lamp.

We concluded that although a physical light source is convenient for prototyping

purposes, it is not a practical means of generating a shadow to support shadow-

metaphor interactions on large displays.

3.4.2 Prototype 2: Virtual Shadows and Physical Interaction

The second Shadow Reaching prototype (Figure 3.7) explored generation of a vir-

tual rather than a physical shadow. By “virtual,” we mean a shadow whose extent

is somehow computed by the system and then rendered using the computer’s ren-

dering capabilities. There are several possible benefits to this approach. First, a

rendered shadow can be drawn in any form that is possible with the available ren-

dering engine. The shadow could simulate a real-world transparent black shadow,

or it could appear in some other form. Furthermore, we are not restricted by the

physical apparatus of a lamp. The user will not be annoyed by the brightness or

heat of a lamp, and the virtual light source, depending on the approach used, can
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Figure 3.7: Shadow Reaching prototype 2. A user bounces balls using his
virtual shadow.

potentially be placed anywhere in the room. It would even be possible to dynami-

cally adjust the location of the light source based on input from the system or the

user.

For the second prototype a virtual shadow was generated by placing an in-

frared light source behind the screen, captured with an infrared camera in front of

the screen and behind the user (Figure 3.8) so that the camera’s view of the light

was blocked by the user. The camera was able to see the silhouette of the user

against the screen and extract a model of the user’s location using rudimentary

computer vision techniques, in a manner similar to that of Tan and Pausch [190].

This approach generates a virtual shadow with some of our desirable properties,

but not all. We can render the shadow however we want, and there is no physical

lighting apparatus visible to the user, but the shadow can only be generated from

one perspective, as defined by the locations of the wall, the user, and the camera.

In this prototype, the user’s embodied shadow interacted with virtual balls that

were programmed to bounce around the large display. The software constrains

the balls to bounce off the shadow, but to otherwise follow physical laws. While

the application was designed without any intended useful purpose, we found that
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Figure 3.8: Placing a camera and infrared light source in the locations shown
allows the camera to see users as a backlit shape. Vision algorithms can
then extract the contour of the user.

users spontaneously developed their own tasks based on the possibilities presented

by the system, consistent with both Klemmer et al.’s theme of “thinking through

doing” [118] and the behaviours we observed in situations such as the one depicted

in Figure 3.1. One user decided to trap balls in outstretched and joined arms,

while another attempted to keep balls from hitting the ground. From this and other

observations we conclude that whole body interaction, in this case enabled by body

shadows, presents a host of affordances that might be exploited.

3.4.3 Prototype 3: Magic Lens Shadows

In our third prototype (Figure 3.9) we explored different shadow representations.

We drew inspiration from Bier et al.’s [16] concept of Magic Lenses. Magic Lenses

are movable see-through widgets that are used to visually filter on-screen data.They

can perform arbitrary transformations on the data, including altering representation

or presentation of secondary information. Magic Shadows, our third prototype,

extend the concept of Magic Lenses. Magic Shadows are Magic Lenses whose
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Figure 3.9: A mockup of users interacting using Magic Shadows. Their shad-
ows display satellite photos, while the context display maps.

boundaries are defined by the user’s shadow. They provide a natural means of

defining personal views of the data, and of moving a lens about the workspace.

As in the second prototype, we used a vision-based method for generating virtual

shadows. The basic vision algorithm finds the contour of a body, and then the sys-

tem renders one data set inside the bounds of the contour, while a second data set

is rendered elsewhere. In our implementation the data was geographic informa-

tion downloaded from Google Maps. Regular map data was rendered outside the

contour, but the Magic Shadows showed satellite data inside the contour.

The power of Magic Shadows lies in the approach of combining the manip-

ulation of data with body-centric interaction. In order to alter the view of data a

user does not need to manipulate an input device or interact with onscreen widgets.

The user’s own body is the mechanism for manipulating the data. Magic Shad-

ows is an interaction approach that is immediately understandable, and can likely

be learned by anybody of almost any background. Furthermore, any third-party

viewers should be able to interpret the interaction that is taking place. They will
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Prototype Shadow
Generation

Shadow
Projection

Interaction Role
of Shadow

Real
Shadows

Real True
Perspective

Clicks Awareness

Virtual
Shadows

Virtual Approx.
Orthographic

Whole Body Awareness +
Input

Magic Lens Image
Processed

Approx.
Orthographic

Implicit Awareness +
Visualization

Table 3.3: The Shadow Reaching design space as sampled by the three pro-
totype systems.

easily be able to understand the mapping of user to shadow, and also understand

not only why some data is being filtered, but how it came about to be filtered and

who is filtering it. These properties are consistent with our body-centric model of

interaction and they illustrate some of the power of the model.

3.5 Conclusions
We have described a technique, Shadow Reaching, that falls within what we have

defined as our body-centric design framework. Shadow Reaching addresses sig-

nificant hurdles that are specific to very large wall displays. It does so in a way

that leverages what we intuitively understand is a powerful aspect of the human

body in the physical world, namely body shadows. We explored three preliminary

implementations of this interaction technique. The design space as explored is vi-

sualized in Table 3.3. The shadow served a variety of purposes, and interaction

was supported in a number of different ways. We conclude that Shadow Reaching

is promising as a basis for designing other interaction techniques.

3.5.1 A Note About Shadow Geometries

The diagram in Figure 3.8 shows one particular geometry for the hardware to im-

plement a system based on the shadow metaphor. In this configuration the light

source is behind the display screen and the camera is behind the user. The posi-

tions of the light and the camera could be interchanged. Multiple lights or multiple

cameras could be used and the software adapted accordingly. Visible light or some
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other part of the spectrum, such as infrared (as we used), could be used if suitable

cameras were employed.

The geometry for real shadows that was used in the first prototype is not as

flexible. The physical nature of light and shadows requires that the light be placed

behind the user and that it shine onto the display. With virtual shadows these

requirements can be relaxed.

As we will see in later chapters, there are even more flexible ways to design

systems that employ a shadow metaphor. There are many alternatives to casting

light that can be used to generate realistic shadow images, including computed

shadows that do not rely at all on light, and these need not be constrained to follow

all of the rules of physical shadows.

3.5.2 Limitations of Our Initial Prototypes

We learned through our prototypes that we were quite limited in what we could

implement due to shortcomings of the hardware available to us. The buttons used

to trigger events in Prototype 1 were awkward. The physical cables often became

tangled, and they were sometimes too short. There was also a question of whether

or not the concept of “click” events should even be part of a body-centric model

of interaction. There are no “clicks” in the real world. Instead we reach, grasp, or

move. These physical actions are much richer than a simple click at a single loca-

tion. However, these physical actions are also much more difficult to model com-

putationally. Existing software generally does not support rich physically based

gestures, although there are exceptions [27], and with the recent introduction of

products such as the iPhone and iPad, the landscape of physically based interfaces

is evolving rapidly.

More importantly, the approaches we used to generate shadows were some-

what rudimentary. We have discussed the limitations of physical shadows, but the

limitations of virtual shadows are more interesting because we have already seen

that virtual shadows are the only practical means of implementing our approach.

The limitation of our approach for generating virtual shadows is primarily due to

the fact that the system develops a very sparse knowledge of the scene. The system

can generate a virtual shadow, but only from one perspective. Furthermore, once a
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shadow is generated the system has no knowledge of shadow specifics. It doesn’t

know which part is the hand, or foot, or head. That means that the system cannot

generate a shadow for an arbitrary virtual light location, nor can it generate click

events or other events registered to a particular body location. In short, our virtual

shadow implementations are somewhat primitive and not robust enough to support

the full set of interactions that we envision.

Lastly, we have not performed a formal evaluation of the system. We defer

evaluation of our approach to Chapter 7, where we will describe an analysis of low-

level pointing performance. The evaluation will not incorporate actual shadows,

but will employ a perspective projection identical to what has been described.

From our analysis of virtual shadow generation we concluded that we require

an implementation that has knowledge of the scene. It must know the geometry

of the display, the users, and possibly other contextual objects in the scene. With

a model of all relevant contextual objects the system will be able to generate an

accurate virtual shadow from any perspective. Furthermore, it will be able to know

the location of the user’s hand (or any other body part) in real space and project it

onto the display. This could lead to the development of a much richer set of inter-

action techniques. We will see this when we discuss further design considerations

in Chapter 4 and Chapter 6.
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Chapter 4

Body-Centered Interaction

In the previous chapter we explored the use of a virtual shadow embodiment to sup-

port interaction and collaborative awareness in a very large wall display application

context. In this chapter we describe a suite of interaction techniques that extend

those that we previously presented. Common to these techniques is an awareness

by the system of body location and activity. Shadows (as described in Chapter 3)

are incorporated into these techniques as a unifying metaphor to provide awareness

to users and collaborators. We also discuss two different applications that make use

of these techniques. The applications share many commonalities with the use case

scenarios described in Section 3.2, including the need to annotate and input text,

navigate by panning and zooming, and interacting at a variety of distances. The

techniques described in this chapter are made possible by a significantly more de-

tailed model of the scene, including explicit representations of users and displays.

This was not available in the previous prototypes. We argue that such a scene

model should be a central and critical part of any body-centric design approach.

We start by drawing from experience in other fields, including psychology and

sociology, that have explored the human body from different perspectives. We

then take what we have learned and describe a number of individual interaction

techniques and prototype systems that were developed to support an exploration of

our body-centric approach.

Elements of this chapter have previously been published [184]. Design guide-

lines presented here are refinements of those presented earlier.
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Figure 4.1: Peripersonal space (red volume) is that which is in reach of the
arms, and often does not intersect with a large display during use.

4.1 Inspiration from Other Fields
Psychology and sociology have developed a very rich understanding of how human

beings perceive the external world. An understanding of how the mind and body

work is critical to the development of effective interaction techniques, especially

when these techniques are intended to be body-centric. Based on our analysis of the

literature we will not only develop a broad understanding of the issues underlying

interaction, we will also define some specific design guidelines.

4.1.1 Interaction Spaces

The brain builds multiple representations of space in order to help it understand

the world and coordinate operations. Neuropsychologists have discovered three

representations that are of particular interest to our design context: personal space,

peripersonal space (Figure 4.1), and extrapersonal space [91]. Personal space is

the space occupied by the body. As Holmes and Spence discuss, peripersonal space

is the space immediately surrounding our bodies [172]. This is the space where it

is convenient for us to reach out and interact with our hands. Extrapersonal space

is that which is not within easy grasp [169]. In order to physically reach into

extrapersonal space it is normally necessary to move our bodies closer, turning ex-
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trapersonal space into peripersonal space. Although on a conscious level we don’t

always distinguish between peripersonal and extrapersonal, the brain seems to pos-

sess separate mechanisms for operating in each of them. Our ability to reach into

the two spaces differs. The risk of colliding with objects in the two spaces differs as

well. It is reasonable that the brain would construct different representations of the

two spaces because separate representations could be optimized for the operations

relevant to the different spaces. For example, the representation of extrapersonal

space might be optimized for understanding and navigating, but not for interacting,

whereas the representation of peripersonal space might be optimized for interac-

tion. The word “might” is used here because psychologists are still in the process

of developing their understanding of the different representations.

A slightly different interpretation of interaction spaces is offered by Colby [40].

She describes the distinction between egocentric and allocentric reference frames.

Egocentric reference frames are those that are described in relation to the observer.

Allocentric reference frames are described in relation to external objects. These

reference frames are actually classes of reference frames, rather than individual

reference frames. For example, a number of egocentric reference frames can be

described, including: one in relation to the eyes, one in relation to the right hand,

and one in relation to the torso. Similarly, multiple allocentric reference frames

can exist in relation to different objects, or to a room.

What is the significance of multiple spaces to interaction with computers? As

Cardinali points out [31], peripersonal space is “characterized by a high degree

of multisensory integration between visual, tactile and auditory information.” The

significance of this is that peripersonal space “constitutes a privileged interface for

the body to interact with nearby objects.” In other words, the brain appears to be

optimized for interaction in peripersonal space.

In human computer interaction, especially in situations involving large dis-

plays, it is often useful and possible for a user to interact with regions of a display

that are outside of peripersonal space. Users may wish to interact with objects at

the top of a very large wall display or at the center of a very wide table display,

or they may wish to interact with either kind of display while standing at a dis-

tance from it. These operations are made possible through the use of indirect input

techniques such as laser pointers, or the Shadow Reaching technique described in
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Chapter 3. Such interactions are performed outside of the region where the “high

degree of multisensory integration” exists. An important question is raised: does

performance outside of peripersonal space really differ from that within periper-

sonal space? If so, can we design interfaces so that users can interact in extrap-

ersonal space equally efficiently as in peripersonal space? Studies by Halligan

and Marshall [79], and further explorations by McCourt and Garlinghouse [143],

demonstrated that the performance of line bisection tasks differs based on the space

(i.e. peripersonal vs. extrapersonal) within which the task is performed. Answer-

ing the second question, therefore, becomes important in our development of large

display interfaces.

4.1.2 Binding Spaces and Shadow Interaction

We have discussed the different interaction spaces, and the problem of allowing

users to interact in extrapersonal space using the optimized cognitive mechanisms

normally used to interact in peripersonal space. Luckily, peripersonal space is

flexible, and can change based on a number of factors. In this section we describe

techniques for “binding” peripersonal and extrapersonal space with the goal of

supporting interaction with computer displays.

Research by Vaishnavi et al. [202] has shown that the brain naturally “binds”

personal and peripersonal space, so that the brain’s mechanisms for operating in

one space are able to operate in the second space. This allows us to reach out and

grasp an object in our immediate vicinity. Furthermore, Maravita et al. showed

that a mirror image of a person serves to bind peripersonal and extrapersonal

space [141]. It has also been shown that a shadow representation of a person sim-

ilarly binds extrapersonal and peripersonal spaces [161], leading to the conclusion

that a person’s “body schema” extends to include the body’s shadow. They note

in particular that this can enhance a person’s ability to interact in virtual environ-

ments. There is thus substantial concrete evidence to suggest that shadows, and

other personal embodiments, can enhance the interactive experience.

From this analysis of binding of spaces we formulate our first design guideline.

D1 Where a large display system supports interaction at a distance, the interac-

tion should be mediated through a representation that binds peripersonal and
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extrapersonal space.

Researchers in HCI have been exploring shadows and other user representa-

tions [6, 99, 149, 151, 183, 195] as a means of providing expressive embodi-

ment [76]. From our analysis of the psychology literature, it becomes clear why

shadows have the power they seem to have.

While interaction spaces and bindings between those spaces are important top-

ics, our understanding of these spaces is incomplete. As an example, early evi-

dence that tool use can extend peripersonal space to beyond a hand’s reach [98]

has recently been contradicted by other work indicating that tools simply capture

attention [90]. This indicates that it is as yet difficult to state absolute conclusions

about how we function in different spaces, and the implications of these conclu-

sions for human-computer interaction are also still not certain. We expect that an

exploration of the topic in both psychology and HCI will continue for some time.

4.1.3 Proprioception

Not all interactions need be performed in the space of the display. The human

body itself can play an important role. Proprioception is a person’s sense of their

own body in space, using information gathered from muscles, skin, and joint re-

ceptors [66]. Cocchini et al. showed, using a “fluff test” of experiment participants

removing stickers from their own body, that the brain has a separate mechanism for

governing proprioceptively-guided self-touching [37]. It has also been shown that

“eyes-free” proprioceptive reaching can outperform vision-guided reaching [46].

We conclude that proprioceptively guided reaching in personal space can aug-

ment parallel observation in extrapersonal space, and formulate our second design

guideline.

D2 Leverage the sense of proprioception by allowing some operations to be per-

formed in the user’s personal space without reliance on visual feedback from

peripersonal or extrapersonal space.
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4.1.4 Social Conventions

Humans follow complex social rules that ease collaboration and co-existence in

the physical world. Social conventions mediate means of communicating not only

verbally but also physically, so that intentions are clarified. If a computing system

is able to capture elements of user interaction that relate to known social conven-

tions, users’ existing knowledge and observation of the conventions can be used to

improve interaction.

One important aspect of inter-user coordination relates to how people posi-

tion themselves relative to one another during work. As Felipe and Sommer ex-

plained [58], there is a universal cross-cultural concept of private space1. Every

person has a region of private space circumscribed around their body outside of

which they attempt to keep other people. In work, it is generally only during di-

rect collaboration that a person will comfortably allow another to enter into their

private space. As described in a review by Sundstrom and Altman [188], however,

the concept of private space is more complex and fluid than the simple dichotomy

of private/non-private. In their model, the acceptable distance between two people

is dependent on the shifting factors defining the interpersonal relationship. An in-

teractive system that has a model of users and space, and a basic understanding of

the concept of private space as it relates to collaboration, could use this knowledge

to enhance the interactive experience.

Motivated by this, we formulate our third design guideline.

D3 Interaction techniques should respect user models of private space, and when

possible take advantage of them.

Social conventions are based on much more than just body position and ori-

entation. It has been shown that non-verbal cues such as eye contact, body lean,

smiling, and touch are all important in communicating trust and guiding decisions

about conduct within the relationship [22]. Burgoon et al. identify a host of themes

associated with these non-verbal cues that define relational interchanges, includ-

ing dominance or submission, emotional arousal, composure, similarity, task or

1“Private space” in this context is sometimes referred to in the literature as “personal space.” We
call it “private space” to disambiguate from the other definition of “personal space” used here.
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social orientation, and others. They found in an experiment that frequent eye con-

tact expresses greater intimacy, immediacy, and dominance. They further found

that forward body lean and the presence of smiling communicate greater intimacy,

whereas smiling and touch communicate intimacy and informality. They deter-

mined that close proximity was the cue carrying the most weight. These cues can

be difficult for a computing system to capture, due to limitations in sensing. They

can nevertheless be leveraged by developing interaction techniques that incorporate

direct user-user interactions.

We thus formulate our fourth and final design guideline.

D4 Where possible allow users to make direct use of body cues such as facial

expression and posture in order to help manage coordination.

4.2 Supporting the Development of Rich Whole-Body
Interaction Techniques

A robust implementation of whole-body interaction requires knowledge of the

physical environment in which the interactions take place and also of the appli-

cation that is being supported. We discuss each of these in turn.

4.2.1 Scene Model

In our initial exploration of a body-centric interaction approach in Chapter 3, we

limited ourselves to the development of shadow-metaphor techniques. Further-

more, our implementations were limited by the sensing approaches we used to

capture user contours.

The interaction techniques we describe in this chapter rely on a much richer

understanding of where users and displays are in relationship to each other. In

order to support these techniques, we developed an approach for modeling the

scene, based on data captured from magnetic sensors.

Our scene model is a full geometric model of users and displays. As shown

in Figure 4.2, users are represented as both skeletons and contour meshes. The

user models are generated by first capturing the locations of certain key user joints

using magnetic position trackers (Polhemus Liberty Latus), and then generating an
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Figure 4.2: The pipeline used to generate the scene model. Hand and shoul-
der locations of the user are measured with magnetic location trackers,
then a skeleton estimation of the user’s pose is generated, then a human
mesh is mapped to the pose of the skeleton.

approximation of the entire skeleton using an inverse kinematic (IK) approach. The

IK solver we used made sufficient assumptions that a single solution was always

possible and easily computed using simple geometry. Finally, a 3D mesh of a

generic user shape (generated using the MakeHuman open source human mesh

generator) is manipulated to match the pose of the skeleton. The geometry of the

displays in the scene are manually entered into the model after being measured in

the workspace. If the displays were mobile it would be possible to track them in a

manner similar to how we track users.

The scene model is a generic representation. It is agnostic to any individual

interaction technique, and can be used for generating any individual technique. We

will discuss the details of the scene model generation and use in Chapter 6.

4.2.2 Application Context

We wanted to explore our interaction techniques in the context of a realistic appli-

cation. The application we developed is an interactive map exploration and editing

tool (Figure 4.3). As we mentioned in a previous chapter, mapping is a common

task for large wall displays, with examples in industrial control rooms [1], military

command-and-control [179], and crisis management [104]. Our application makes

use of 2D tiled data downloaded from Google Maps. It allows users to zoom in and

out arbitrarily, and to pan to different views. The interaction techniques were inte-

grated in order to allow users to more easily navigate and edit the map, including

drawing free-form sketches and adding text.
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Figure 4.3: Screenshot of the map exploration and editing application. Users
can sketch geo-referenced annotations, type text, and insert documents.

Interaction was performed using Nintendo Wiimotes. The user held one device

in each hand, and pressed buttons to initiate events. This is not ideal. As we have

discussed before, “click” events do not have a real world equivalent. It would be

more desirable to make use of real world actions such as grasping or pointing.

The difficulties in implementing such approaches, however, drove us to use this

simpler approach. We decided that exploring the “large-scale” aspects of body-

centric interaction held more immediate potential than did dealing with the fine-

grained aspects of gestural input.

4.3 Single User Interaction Techniques
The system-maintained scene model, described in section 4.2.1, includes body

models of all users and relevant contextual objects. It supports the development

of body-centric interaction techniques. We describe here several interaction tech-

niques that make use of these models and leverage the themes explored in sec-

tion 4.1. The techniques make use of the model by, for example, querying the

3D location of a user’s shoulder, the orientation of a user’s body, or the distance
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between two users.

4.3.1 Virtual Shadow Embodiment

In Chapter 3 we described our early exploration of user shadow embodiments and

our Shadow Reaching interaction technique. An important conclusion reached af-

ter developing several prototypes was that the potential of shadow embodiments

can only be fully realized if they can be generated from any arbitrary perspective.

In the map exploration and editing tool we addressed some of the limitations of

the Shadow Reaching prototypes. Rendering of the virtual shadow is accomplished

by computing the projection of a virtual 3D model of the user onto a 2D surface

representing the display. The projection can be done from any arbitrary location.

The resulting projection of the user is then rendered onto the actual screen as a

semi-transparent black shadow. This approach overcomes the major limitations of

the original Shadow Reaching prototypes. Later in this chapter we will describe

other extensions of the original Shadow Reaching concept.

In our conclusions in Chapter 3 we hypothesized that user shadows could be

used as a platform on which to design other body-centric interaction techniques.

This chapter will describe several techniques that do not inherently demand the use

of a user body shadow, but we believe that they are made more powerful by being

combined with a shadow representation.

4.3.2 Body-Based Tools

Body-based tools are virtual tools that are stored at real physical locations on the

user’s body (Figure 4.4). To enter a mode or select an option in an application, the

user places a hand at the corresponding body location and presses a button. This

approach builds from everyday experiences. People frequently store items, such

as keys or a wallet, in very specific locations, and can access these items easily

with little physical or mental effort. It is this ease that we hoped to capitalize on.

Body-based tools can be realized in a number of ways. In an application that also

makes use of virtual shadow embodiments, the tools can be visually associated

with the shadow embodiments. In this case the icons for the tools will appear on

the shadows during tool selection in order to serve as visual aids. Alternately, if
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Figure 4.4: A user accesses a tool stored on her right hip by placing her hand
at that location. A variety of tools can be stored at different body loca-
tions.

the user has learned the locations of the tools on the body, the tools can have no

visual representation on the display and the user can select them “blind.” This has

the advantage of not requiring any visual feedback that might confuse other users.

This technique follows design guideline D2, allowing interaction in the user’s

personal space and leveraging the proprioceptive sense. Compared to traditional

toolbars and tool palettes this approach has several benefits. First, the user can se-

lect known tools without having to perform a visual search and targeting operation.

Second, a user’s tools automatically follow the user and are always available, but

don’t clutter the display. Third, in collaborative scenarios there is no confusion

regarding who controls what tool, because each tool clearly corresponds to a single

user’s shadow. We hypothesize that these advantages will simultaneously improve

tool selection performance and reduce confusion.

In our implementation, body tools are normally not visible, but become visible

if triggered by a button on the Wii Remote. The user can then hover over a tool

and select it with a second button press. If the user knows where a tool is they can
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Figure 4.5: A user accesses her personal data store. The data store is centered
on the user’s personal shadow embodiment. She can browse through the
file hierarchy and move documents to the shared space.

select it directly with no toggling of visibility.

4.3.3 Body-Based Data Storage

Body-based data storage allows for convenient access to a user’s personal data

(Figure 4.5). There are many situations in which a user may want to retrieve per-

sonal data, such as a PDF file or photo, and then show it on the shared display.

Body-based data storage provides a body-centric metaphor and mechanisms for

accessing and sharing this information, consistent with design guideline D2.

Each user’s torso serves as a virtual container, from which personal data files

can be accessed. This virtual storage is mapped to a user’s computer or network

drive. A user can use his or her hands to open, expand, and search through files

virtually stored in the torso. When the desired file is found the user can extract

the file from their torso and drag it to the shared space. This approach has many

of the same benefits as body-based tools. First, personal files are always in close

proximity and readily accessible to the owner, and second, there is little possibility
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for confusion regarding who “owns” which storage area.

There are several other advantages that are specific to the torso storage tech-

nique. Centering the navigation on the torso also centers it between the user’s arms.

This makes it easy for the user to interact with the data, which is important because

navigating through a complex file space is not a trivial task. We also note that the

torso is simultaneously the most massive part of a person’s body, and the center

of the person’s body. The mass of the torso lends itself to being a metaphorical

container for vast amounts of information. The fact that it is central to the body

also makes it a personal part of the body, which associates well with the private

nature of the data being accessed, and follows design guideline D3.

Visual feedback is provided through a data browsing widget in the form of a

familiar hierarchical file browser shown in a grid layout. This is a suitable gen-

eral purpose solution, however, if the application deals with only specific kinds of

personal data, such as photos, a special-purpose widget could be designed.

4.3.4 Dynamic Light-Source Positioning

A single virtual light source is associated with every user, and the shadow cast

of the user from the light source location onto the plane of the display is used to

support interaction. Supporting dynamic light-source positioning can impact inter-

action in several meaningful ways. First, changing the projection of the shadow

can allow the user to reach arbitrary locations on the screen. Moreover, altering

the location of the light can be used to adjust the control-display ratio (CD) ratio,

which can have a significant impact on pointing performance and error rates. CD

gain is a smoothly varying function dependent on light (L) and user (U) distances

to the display (gain = L
L−U ). We have developed several different light behaviours

that govern how a light source moves (Figure 4.6), based on the scene model.

User Following

This light behaviour allows for easy manipulation over the entire surface of a very

large display, without requiring the user to walk around. Based on the known loca-

tion of the user’s shoulders, the behaviour places the light-source directly behind

the user at a given distance. The result is that the user’s shadow moves as the user
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Figure 4.6: Three possible light source behaviours, coded by colour. Green:
user following. Red: orthographic. Yellow: manually positioned. This
visualization was created in a modified version of the experimental sys-
tem using real data.

turns, so that it is always directly in front of the user. This allows the user to per-

form continuous operations (such as dragging) across the entirety of a very large

display simply be turning his or her body.

Orthographic

This behaviour depends on the location of the user, and on the position of the

display. The light source is placed at a very large distance directly behind the

user, in a direction defined by the surface normal of the display. The result is a

near-orthographic projection of the shadow onto the display.

The purpose of this behaviour is to provide a shadow mode of minimal dis-

tortion, with little risk of confusion. Confusion is minimized because the shadow

is at the location on the display closest to the user. Close proximity minimizes

the chance that the shadow will interfere with other users who are located else-

where. The shadow does not move when the user turns, which can also minimize
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confusion in multi-user situations.

Manually Positioned

At times users may wish to manually position a virtual light source. The user may,

for example, wish to optimize the shadow for interaction in a particular region

on a very large display. A manually positioned light also provides a very stable

projection, which can ease detailed work.

A variety of approaches can be taken for supporting user control of the light

source. In our implementation the user points in the direction where the shadow is

to appear and presses a button. The light source is then positioned behind the user

in the direction opposite to the direction pointed. The distance dl between the light

source and the user is a function of the distance dh of the user’s hand to the user’s

body. Because the user is restricted by arm length, the distance is exaggerated by

the system. For example, dl = d2
h +c. This approach allows the user to control both

the location of the shadow and its size, and as a result the CD ratio of the input.

Behaviour Transitioning

This is a means of managing transitions between other behaviours. When switch-

ing from one behaviour to another it is undesirable for the light source to jump

instantly from one position to another. This can cause confusion for the user and

collaborators. Instead, the system transitions from the position calculated by the

old behaviour function p = fo to the the position calculated by the new behaviour

p = fn over a short period of time T by calculating a linear blend of the two func-

tions p = (1− t/T )× fo + (t/T )× fn. This results in continuity of the shadow

projection.

4.4 Collaborative Interaction Techniques
Large display systems are frequently used to support co-located collaboration, and

ideally they should seamlessly support natural collaborative interactions. Although

our current sensing and modelling approach focusses mostly on the geometric

properties of users and environments, it is possible to extract an indication of col-

laborative intentions based solely on user geometry, and to further leverage this
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through specific techniques.

4.4.1 Synchronized Shadow Projections

When users are collaborating, inter-user coordination is a concern equal in impor-

tance to raw interaction performance. However, the importance of collaboration

at any isolated moment in time depends on how closely users are collaborating.

Users positioned at opposite ends of a large display are likely working indepen-

dently, whereas users positioned directly beside each other are likely collaborating

closely. The synchronized shadows technique uses inter-user proximity, following

design guideline D3, as an indicator of the degree of collaboration, and alters the

shadow behaviour to change in a manner that supports each user’s current collabo-

rative state.

When users are not collaborating closely, the technique allows each user’s

shadow to follow its own behaviour independently (e.g. user following). As two

users approach and enter each other’s private space, however, the shadows synchro-

nize (Figure 4.7). Synchronization means that the shadows alter their projection in

order to be consistent and to minimize conflict. Consistency means that the shad-

ows reflect a believable real-world lighting situation. For example, if User 1 is to

the left of User 2, then User 1’s shadow should be to the left of User 2’s shadow. To

minimize conflict, we enforce the condition that shadows not overlap significantly.

The more shadows overlap, the more likely it is that users will be confused.

Once the user is judged to be within collaboration range the system transitions

to a lighting model consistent with the set of requirements. The orthographic light-

ing model fills these requirements. Collaborative range can be defined as desired,

but a good value is in the range of 45cm–120cm, identified by Hall [78] as a typical

radius for private space.

4.4.2 Access Control and Conflict Management

Management of private data is a concern in collaborative systems. Users must not

only have a means of moving data between different privacy states, but the privacy

state of all information artifacts must also be clear to users. We have built our

access control protocols to center around the theme of social awareness & skills,
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display

user 1 user 2

light source

Figure 4.7: As a first user approaches a second user and enters that user’s
private space, both users’ light sources transition to behaviours that are
conducive to collaboration.

as defined by Jacob et al. [101]. We make use of standard social conventions to

govern the handling of private data.

We enforce privacy by requiring all access to private data to take place in the

literal body frame of reference (personal space), whereas access to public data

takes place in the display’s frame of reference. For example, in order for a user

to move private data from body storage to the display, the user must first directly

access that storage through their torso. Once the file has been moved to the shared

display, however, it can be accessed in the display’s frame of reference by any user.

This follows design guideline D3.

In another scenario, if User 1 wants to grant User 2 permanent access to a per-

sonal file (or give User 2 a copy of the file), the user must physically and literally

pass the file to the other user’s hand (Figure 4.8). Once the users’ hands move to

within a certain distance of one another, the file is copied to the receiving user’s file

store, and is then accessible to that user. This protocol of forcing private informa-

tion access to occur in peripersonal space builds on a person’s sense of their own
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Figure 4.8: A user passes a private document to a collaborator. The sharing
protocol requires close physical proximity, and encourages direct eye
contact. Feedback on the screen is a green circle surrounding the pro-
jection of the two users hands, to indicate a successful pass.

private space, and also allows users to observe each other directly, making use of

often subtle human cues to aid in the coordination of the sharing task. This follows

design guideline D4.

4.5 Preliminary Evaluation
We described a number of novel interaction techniques. Each one warrants a full

controlled experiment, but that is beyond the scope of this work. We instead gath-

ered preliminary user feedback from six users, with the goal of guiding future de-

sign iterations. Each user was introduced to the different application features and

interaction techniques, and was then given an opportunity to explore the system.

To simulate a collaborative environment the experimenter served as a colleague.

Notes were taken about user behaviour, and feedback was gathered both during

and following the session. Each session lasted approximately half an hour.

All users seemed able to understand the concepts behind the interaction tech-
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niques. After one or two tries users were able to use the body-centric metaphor for

tool selection, and similarly were able to navigate personal file space. Comment-

ing on the body-centric approach in general, one user observed “you can’t mess

up!” The different lighting behaviours were also easily understood, as were the

collaboration protocols. This suggests that basing interactions on real-world body

metaphors was a good decision. Nevertheless, there were several lessons learned

that can guide improvements.

First, several participants commented that performance and realism are impor-

tant in supporting the power of the shadow metaphor for interaction. The system

exhibited occasional “hiccups”, where there was an observable delay before ren-

dering refresh. These delays broke the users’ mental models of the reality of the

shadow representation. There appears to be a threshold of accuracy that the shadow

must achieve in order for the user to benefit from the embodiment and the binding

of peripersonal and extrapersonal space. This could be related to the familiar con-

cept of the “uncanny valley” from computer graphics [87], where something that

is graphically close to real, but not quite real, can be seen as disconcerting.

Another recurring question related to shadow representation. Users wanted to

know why the particular shadow visualization was chosen, and they were curious

whether a different shadow representation might be superior. This is a valuable ob-

servation. We initially explored a simple shadow, but other variations of shadows

should be explored. It was also observed that the shadow did not accurately rep-

resent user differences. This was necessary due to the generic mesh that we used

to represent users. The noticeability of differences may be minimized with differ-

ent shadow visualizations (e.g. with fuzzy edges), or alternately superior capture

of user geometry (e.g. with visual hulls [147]) could result in more accurate user

modelling.

An interesting comment relates to tool placement. A participant asked if it was

better to place commonly used tools on the left side of the body for a right-handed

user, in order to make selection with the dominant hand easier. The answer is

unclear, as it has been shown that a person is able to reach more accurately using

proprioception with their left hand, if they are right handed [45]. The difference

between dominant and non-dominant sides in proprioceptive selection is something

that should be further investigated.

66



Another issue that arose is that it was sometimes difficult for participants to

remember the state of the two different hands. Each hand can be in a different

mode, which is more complex than normal desktop systems where only a single

cursor mode has to be remembered. It was suggested that the visualization of the

input may change based on what mode a particular hand is in. It is not known if

this would be sufficient feedback. In the real world we have tactile feedback from

the tool being used to help us keep track of which tool is in which hand. A similar

tactile approach may be desirable in our context.

4.6 Design Iteration
A number of ideas for future development were identified in the initial informal

evaluation of the prototype collection of body-centric interaction techniques. We

performed a second iteration of design and development of the prototype system

and related techniques. This involved improving some existing aspects of the sys-

tem, and developing other new components.

4.6.1 Performance Improvements

In the evaluation of the initial prototype, performance was identified as a criti-

cal factor in generating believable shadow visualizations and related interaction

techniques. In reviewing the performance characteristics of the prototype, several

performance bottlenecks were identified and addressed.

Rendering

The initial prototype made use of Microsoft’s DirectX library for rendering visu-

alizations. DirectX is very powerful and is a fully functional rendering platform,

but it can be hard to use. There are many pitfalls that it is possible to fall into

during application design, and these can have negative side effects in terms of per-

formance. We determined that many of the performance hiccups in our application

were related to non-optimal DirectX tunings.

In order to address the performance problems in rendering, we decided to move

our rendering pipeline to Microsoft’s XNA rendering platform. XNA is an abstrac-

tion layer on top of DirectX. While DirectX still performs all rendering, XNA hides
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many of the vagaries of DirectX from the developer. XNA also eases development

of graphical rendering shaders, and provides a convenient pipeline for managing

and loading content such as textures, geometry, and meshes. After the move to

XNA, many of the performance problems in the initial prototype were no longer

evident.

Resource Loading

Another performance problem arose due to the problem of generating texture maps

of dynamically loaded resources. The application uses map tiles that are either

downloaded from Google Maps or stored in a cache on the machine. Because the

application cannot anticipate the tiles that will be required it is not able to generate

textures on loading of the application, so textures must instead be generated on the

fly.

Generating textures from bitmaps in memory is a time intensive operation, and

in normal circumstances is performed in the main application thread of an XNA or

DirectX application. The result is that while the texture is being created the appli-

cation comes to a halt, and no interactivity is possible. This is unacceptable from

a user’s standpoint. Our solution was to perform as much processing as possible

in a separate thread. In the texture loading thread the raw bytes for the texture are

loaded from the source (web or disk cache) into a memory buffer in the appropriate

format. Then the only remaining processing to be performed on the primary thread

is to load the already prepared texture. This reduces latency significantly.

4.6.2 Shadow Visualizations

One recurring question from users in the initial evaluation regarded the shadow

representations. Some users wanted to know what the ideal level of opacity of

the shadow was. Other users wanted to know if a different representation would

be superior to a solid shadow. After all, the shadow in our initial implementation

darkens the region of interest, possibly making it harder to see.

We developed support for rendering novel shadow representations. Our ar-

chitecture makes use of the High Level Shader Language (HLSL). HLSL is a

Microsoft-developed shading language that allows for the specification of highly
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Figure 4.9: Four different styles of shadow rendering developed to explore
shadow embodiments. From left to right: real geometry, sharp shadows,
soft shadows, and body contour.

efficient and customizable shaders that run directly on graphics hardware. These

shaders can be easily reconfigured and selected at run-time. We developed four

different shadow renderers for exploration (Figure 4.9). These are: real geometry,

sharp shadows, soft shadows, and body contour. The real geometry renderer shows

an arbitrary real 3D model, fully lit, rather than an abstract shadow. The purpose of

this is to explore more realistic user representations in the scene. It is possible that

an embodiment with more realistic features, such as hair, eyes, and clothing, will

be more powerful than an abstract representation, without being too distracting.

The model shown in the Figure 4.9 is quite simple, but a more complex one could

be used. The second renderer, sharp shadows, is visually the same as the origi-

nal renderer described in Section 4.3.1. The third renderer, soft shadows, draws

a shadow with a penumbra of configurable radius. This was developed to explore

whether a shadow with a softer edge may be more believable. A number of users

of the old sharp-edged shadow said that it seemed unrealistic due to its sharpness.

The last shadow renderer, body contour, draws an outline around the contour of the

body. The purpose of this is to minimize occlusion of regions of interest on the

display.

4.6.3 Body-Based Control Surfaces

Adjustment of numeric values is a common task in any interactive system. In tra-

ditional UIs this is often done using 1D sliders or 2D widgets. Body-based control

surfaces combine traditional easily understood widgets with a body-centered pro-
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Figure 4.10: Two examples of body-base control surfaces. Left: a 1 dimen-
sional slider mounted on the user’s arm. He moves his hand up and
down his arm to adjust a numeric value. Right: a 2 dimensional colour
selector. The user selects a colour with one hand and draws with the
other.

prioceptive approach, following design guideline D2.

We implemented two different control surfaces (Figure 4.10). The first is a

body-based 1D slider. The ends of the slider are connected to specific body joints.

The joints chosen are ideally connected by a body part (e.g. elbow and hand con-

nected by a forearm). The user can adjust a single numeric value by sliding a hand

along the body part connecting the two joints. Feedback is shown on the display,

but using proprioception the user can avoid relying on the feedback. In our appli-

cation we implemented a slider that adjusts the darkness of the user’s shadow.

A 2D control surface can connect three or more joints. The surface visually

connects the joints, and the user can adjust a multi-dimensional value by moving a

hand over the surface. We implemented an RGB colour selector for adjusting the

colour of sketch annotation.
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4.7 A System for Supporting Universal Body-Centric
Interaction in the Windows Operating System

While it is useful to investigate new interaction approaches through the develop-

ment of custom applications, this approach has limitations. It does not allow re-

searchers to explore how the new interaction approaches might function in the

context of existing applications and environments. Understanding how novel ap-

proaches can function in a familiar context can be critical, because new technolo-

gies are rarely introduced as part of entirely new working environments. New tech-

nologies often must first be introduced as part of established environments such as

Microsoft Windows or Apple OS X.

Researchers have made many attempts to integrate new interaction approaches

into existing environments. An early example is MIDDesktop, which supported

interaction with Java Applets using multiple mice and multiple independent cur-

sors [185]. A more recent example is Multi-pointer X (MPX), which integrates

support for multiple mouse interaction into the X Windows system [95]. It is a

success in that it is now officially part of the open-source code base. It is a shallow

integration, however, in that it must work around the assumptions inherent in the

operating system regarding the number of system cursors and input devices. Nev-

ertheless, it is extremely useful for expanding the utility of the environment, as well

as for raising awareness regarding the possibilities of new interaction techniques,

making widespread and deep integration more likely in the future.

Towards the goal of exploring the use of our techniques in a familiar context,

we developed an application that runs on the Microsoft Windows 7 operating sys-

tem, and allows users to interact with the OS and native applications in much the

same way as they do in our dedicated prototype. The application operates as a layer

on top of all running applications, and captures actions from the user and gener-

ates native operating system mouse and keyboard events. It allows users to stand

anywhere in the room and interact at a distance through a shadow embodiment of

themselves. The system is shown in Figures 4.11 and 4.12.
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Figure 4.11: A user interacting with Microsoft Visio. The interaction tech-
niques supported by our system allow the user to select and drag ob-
jects in the application as he would normally do with a mouse.

4.7.1 Event Management

The application must trigger mouse events in the operating system in order to al-

low interaction with native applications. Because Windows 7 only has one system

cursor the application must coalesce inputs from potentially multiple hands and

multiple users into a single event stream. The approach it uses is summarized in

Figure 4.13. The event coalescer component determines the individual input that

controls the cursor based on priority. Upon a mouse down being triggered by a Wii

Remote button press, the coalescer determines if the cursor is being controlled by

another hand. If not, then it grants the input triggering the click authority to control

the cursor. The input does so until the mouse button is released. If an input triggers

a mouse down during a period when a different input has control, then the mouse

down is not granted authority. While an input is controlling the cursor during a

mouse down and mouse up event, the mouse cursor is sent events such that its mo-

tion tracks the projection of the controlling hand onto the display. Thus, the system

cursor follows the user’s hand’s shadow. This approach allows for fairly seamless
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Figure 4.12: A user interacting with Microsoft Visio. A virtual keyboard in-
tegrated into the system allows the user to input text without using a
physical keyboard, and without being within touch distance of the dis-
play.

transfer of control from input to input, or from user to user, but can frequently re-

sult in denied control when more than one input is triggered. This is unavoidable

in a single cursor system such as Windows 7.

One drawback of the system is that the inputs only control the cursor when

a click event has been triggered. Thus, click and drag events both function, but

mouse movement events outside of mouse clicks do not. This can make it impos-

sible for hover events to function. This is a problem that was initially described

by Buxton in the development of his three-state model of interaction [24]. This

limitation in interaction is similar to that used in stylus and touch based systems,

where hovering does not exist. It can sometimes result in difficulties in applications

designed for mouse use.

The event handling system can be considered to have analogs in the realm of

explicit turn-taking in multiple mouse environments. Inkpen et al. investigated

different protocols for mouse sharing [97]. They discovered that “give” and “take”
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Figure 4.13: Flow of click events in the application. Clicks with the Wii Re-
mote signal the event coalescer. The coalescer determines the Hand
that currently has control of the cursor based on priority: first click
grabs control until the click is released. The coalescer then determines
the cursor location based on the location of the hand as projected to
the display. The coalescer then sends mouse control events to the op-
erating system.

protocols result in different levels of performance for children solving puzzles, and

that the results depend on gender. Our protocol is a hybrid of the two protocols

described by Inkpen et al. When idle, the pointer is “taken” by the initiation of an

action, but cannot be taken when it is not idle.

We integrated only a few of the previously described interaction techniques into

the system. These include the shadow representation and associated generation of

click events, and the virtual keyboard for generating keyboard events. It would be

possible to integrate some of the other techniques, such as body-based tools and

body-based data access, but this would be more challenging, as these techniques

don’t integrate easily into the existing OS workflow. although it can be done. For

example, body-based tools could be associated with keyboard shortcuts, essentially

working as macros to trigger changes to user state.

4.7.2 Rendering

The application must provide rendered feedback to the user over top of the native

application currently being used. Windows 7 provides an option to applications

to render over top of all operating system content, even when the application is
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not in focus. This allows the application to render at the front even when a native

application is being interacted with. Unfortunately, there are a few exceptions to

the render order. A few operating system components do not respect render order,

and are rendered on top of all other components. These components obscure the

shadows and cursors rendered by the application.

4.8 Conclusions
We have described a set of interaction techniques designed using the body-centric

design approach. Each of the techniques makes use of a virtual scene model de-

scribing the location and pose of the users and displays in the workspace. The

interaction techniques access the scene model in different ways, for example to

determine a user’s proximity to another user, the location of a user’s hand, or the

shape of a user’s body as projected onto the display. The variety of interaction tech-

niques that were possible using our geometric model of the scene is a testament to

the power of our approach.

We also explored the feasibility of developing software applications using the

interaction techniques we designed. A map browsing and editing application demon-

strated that the techniques could be easily integrated into a common workflow. An

informal evaluation of users’ interaction with the application demonstrated the abil-

ity of users to explore and learn the interaction style, consistent with Klemmer’s

concept of thinking through doing [118]. A second application demonstrated that

even though the Microsoft Windows 7 operating system is designed assuming a

traditional WIMP style of interaction, a body-centric approach to interaction can

be integrated into the OS. Some assumptions of the OS, in particular the assump-

tion of a single cursor, impose limitations on how fully our techniques could be

integrated, but the system worked to a satisfying degree.

The techniques we have developed follow our body-centric design approach,

are rooted in hard research in the fields of psychology and sociology, can be in-

tegrated into new applications, and can even be integrated into existing operating

systems to a limited degree. We believe that this demonstrates the power of these

techniques and the body-centric approach in general, and that this should motivate

further developments in the area.
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4.8.1 Limitations

While the interaction techniques described appear to be compelling and powerful,

and as a design exercise this should be considered a success, there are limitations

to what we have accomplished. Most significantly, we have not performed any

rigorous evaluations of the techniques. There are several reasons for this. First,

an evaluation should ideally be performed on a prime example of an interaction

technique. Our techniques are not prime examples, as they are hindered due to

the limited sensing capabilities (i.e. noise and error) of the Liberty Latus wireless

trackers, and the remaining performance problems in rendering. A formal evalu-

ation would therefore underestimate the performance of an individual technique,

compared to what it could be given optimal sensing. Second, it is unclear what

evaluation should be performed for any one technique. Taking body-based tools

as an example, they possess several theorized benefits over traditional toolbars,

including mobility, the ability to be selected without visual feedback, and the abil-

ity to not interfere visually with collaborators’ work. Designing an experiment to

accurately measure all of these factors would be extremely challenging. These rea-

sonings for not performing evaluations are consistent with the views of Greenberg

and Buxton [70], who argue that evaluation at too early a stage of design can give

misleading results and quash justifiably promising techniques.

Later in the dissertation we will isolate some aspects of body-centric interaction

that can be thoroughly evaluated. In Chapter 5 we will investigate the task of

inputting text, whereas in Chapter 7 we will perform a rigorous Fitts’ law analysis

of pointing performance. These evaluations will provide a foundation upon which

higher level evaluations of specific techniques can be built.

In short, it is extremely desirable to evaluate this suite of techniques, but this

is outside of the scope of this dissertation. In order for fair evaluations to be per-

formed we must first have available better sensing hardware, and must also under-

take extremely careful experimental design.

Another limitation is the reliance on “clicks” derived from traditional interac-

tion techniques. Ideally we should be looking at new techniques, such as gesture

based interfaces, that do not mimic button-based hardware. A more detailed dis-

cussion of this limitation appears in Section 3.5.2.
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Chapter 5

Text Input

In this chapter we describe the design and evaluation of three text entry techniques

for very large wall displays. Although the information represented by text is sym-

bolic, and has no real-world physical equivalent, it is important that the physical

means of producing text be properly integrated into an existing interaction ap-

proach (in this case body-centric interaction). Also, as observed in Section 3.2,

many use cases for large wall displays include the inputting of text, either directly

at the display or at a distance. Towards this goal, our design of the techniques

takes into account the requirements specific to large wall displays that we previ-

ously identified as being a particular use case for body-centric interaction. These

requirements include the ability to be used while standing, without any support-

ing surfaces, and the ability to be easily portable. As a result, the text techniques

do not make direct use of the shadow metaphor underlying the other interaction

techniques, but are able to be integrated harmoniously with these techniques.

We also identify two additional factors that are broadly applicable to all large

display interaction techniques, and particularly relevant to text input: distance-

independence and visibility-dependence. We describe a first evaluation that pro-

vides comparative performance results for three techniques. A second evaluation

further investigates two of the techniques with the goal of understanding the im-

portance of distance-independence on interaction.

Inputting text is a common requirement for many applications in nearly all

computing contexts. It is considered to be one of the primitive interaction tasks [62].
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For more than a century the standard QWERTY keyboard (in both typewriter and

computer form) has dominated the mechanized creation of text in the English lan-

guage [159]. Noyes points out that while the QWERTY distribution of keys on the

keyboard, and indeed the physical layout of keyboard, may be far from optimal,

the layout has emerged as a de facto standard. Layout ubiquity is a strength for

use cases that are well supported by a traditional keyboard. A user familiar with

the QWERTY key layout can sit down at nearly any desk in an English-speaking

country and use the keyboard efficiently. A problem arises, however, in developing

text entry techniques for situations where keyboards are not appropriate. In these

cases it may be necessary to employ other interaction techniques to support text

entry. For display form factors and work styles that differ significantly from tra-

ditional arrangements, the best outcome might not be achieved by simply building

upon the familiarity of QWERTY-based input techniques.

As a general rule, each new computing platform must allow a user to input text

for at least some applications. Different computing platforms will likely be best

suited to different text input approaches. As new platforms emerge it is usually nec-

essary to re-assess existing approaches, and perhaps design new ones. For example,

smart-phones provide a variety of ways for text to be input: some phones support

input using disambiguation techniques such as T9 on limited keypads, some phones

support full keypads in either landscape or portrait orientation, and some phones

support text entry using soft keyboards on a touchscreen. Makers and users have

not converged on a single preferable technique. The development of text input

techniques for large displays is also in its infancy. The use cases common to large

wall displays, including multiple users moving freely in an open space, frequently

without any table surface on which to operate, makes it difficult to develop a text

entry mechanism that will be convenient and effective.

Large screen displays are an example of a new platform for interaction for

which there is not yet a well-understood theory for developing or assessing text

input techniques. This chapter presents some initial steps in this direction.

Elements of this chapter have previously been published [182].
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5.1 Related Work
Text input possesses its own specific body of research. Because this body of work is

relevant only to the current chapter, we begin with a section dedicated to a review of

the literature on text input related to our work. Relevant previous research falls into

two categories: text input techniques for large displays and text input techniques

for small displays. Although our primary concern is text input for large displays,

we will see that both are of interest for our work.

5.1.1 Techniques for Large Display Text Input

Large wall displays are physically similar to physical whiteboards and blackboards.

It is natural to adopt text input techniques inspired by those physical surfaces.

An obvious candidate is text input through direct writing using a stylus or other

similar device. Many systems have taken this approach, including Flatland [157]

and Tivoli [163]. While handwriting provides reasonable performance and would

presumably be immediately understandable by a majority of users, it does have

some drawbacks. It has been shown that writing speed with a pen is limited to

around 20 words-per-minute (wpm) [9], which is inferior to many mechanized

approaches. For example, touch typing on a keyboard is around 64.8 wpm for

regular users [173]. It would be desirable to develop a text input technique with

performance that approaches, or possibly even surpasses, that of typing. Another

drawback with handwriting input is that it requires the user to be within physical

reach of the display. The user can’t be standing at a distance.

Because of the limitations of handwriting input, researchers have developed

many alternate approaches. Pavlovych and Stuerzlinger evaluated text entry us-

ing direct touch with a variety of keyboard layouts that were shown on large dis-

plays [162]. They found that a standard QWERTY layout resulted in a mean text

entry rate of 17.6 wpm, which is roughly comparable to handwriting performance.

Magerkurth and Stenzel took a different approach, supporting text input for a large

display using a small personal input device, with visual feedback provided on the

large shared display [137]. The performance of their method was determined to

range between 12.58 wpm and 21.27 wpm, depending on task and user experience.

This is again in the range of, but somewhat slower than, hand-writing speed.
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5.1.2 Techniques for Small Display Text Input

Small handheld devices, such as phones and personal digital assistants (and hybrids

of the two), are increasingly being used for text-heavy tasks. Small display text

entry approaches are relevant to large display input because small device use cases

bear significant similarities to large display use cases. Users are often standing

and walking, and need to input text in mid-air without relying on a fixed surface.

Because of this, many small display entry techniques can be adapted for use on

large displays.

It is difficult to integrate a full keyboard into a small display, so many small

display text input approaches make use of text disambiguation techniques such

as T9 or Multi-tap to support input on limited keyboards. These two techniques

are widely deployed commercially, however, performance by any but expert users

is poor compared to traditional text entry techniques such as typing, with typical

performance being 7.98 wpm for Multi-tap and 9.09 wpm for T9 [102]. Other dis-

ambiguation techniques have been explored, including TiltText, which uses device

tilt information from an accelerometer to filter which character from a set of pos-

sible characters is to be input into the system [212]. Performance of TiltText was

found to be 11.76 wpm, marginally faster than the primary competitor, Multi-tap.

Techniques employing hand gestures can be particularly relevant to large dis-

plays. GesText is a technique that employs accelerometer-enhanced hand-held de-

vices to support text entry [105]. Performance was found to be only around 3.5

wpm, perhaps because of the requirement that it operate on a device with only ac-

celerometers. A similar technique relying on more sensitive and accurate sensing

might very well perform better. For example, Amma et al. demonstrated how gyro-

scopes in addition to accelerometers could produce very reliable results, although

they did not report performance results [5]. Castellucci and MacKenzie further

explored the realm of accelerometer supported text input, with their UniGest tech-

nique that relies on gestures approximating actual characters [33]. The predicted

level of performance for UniGest is 27.9 wpm, although this has not been validated.

It is clear that designing an easy-to-learn and efficient means of text input on

small devices is not easy. Few systems come even close to being comparable to

handwriting speed, let alone touch typing speed.
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5.2 Limiting the Design Space
It is not immediately obvious how text input techniques can fit into the body-centric

design framework. Body-centric interaction stresses physical world metaphors,

leveraging reality-based properties and the capabilities of the human body. Text,

however, is symbolic rather than physical. Language itself is abstract, a means

of communication and a representation for knowledge. Language includes both

spoken words and written words. The written word can take many forms, either

a hand-written form or a printed form using one or more of any number of dif-

ferent fonts. The significance is that text is an abstract representation, and has

no canonical physical-world equivalent. Nevertheless, any design for text input

on large displays will need to take into account factors that are closely related to

body-centric interaction if text input techniques are to be easily integrated into a

comprehensive body-centric interaction framework.

The particularities of use cases for large displays must be considered when de-

signing text input techniques. First, we must identify the contexts in which this

type of text input might take place. Large wall displays are commonly used for

giving presentations [126], for supporting brainstorming [36], and for supporting

casual interactions in public spaces [192], but they are rarely used for long-term

uninterrupted creation of documents or other data artifacts. This means that an

appropriate text input technique should allow for easy transition between text in-

put and other interaction, but it does not necessarily need to support entry of large

blocks of text. It is also the case that while existing interaction techniques often

force users of large wall display systems to stand within physical reach of the dis-

play, it is desirable to allow freedom of motion in the work environment, including

outside of arms’ reach of the display. We are especially interested in techniques

that allow for interaction using the hands while not within physical reach of the

display. We refer to these as “mid-air” techniques. Examples of such techniques

include Soap [11], XWand [214], and VisionWand [25].

We limited ourselves to techniques that employ feedback on the large display,

but do not need to take up a large portion of the display. In the interest of supporting

collaborative awareness, we wanted to show enough feedback on the display that

the collaborators of the typing user would understand what that user was doing.
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A contrasting approach could involve a user typing on a small handheld device

with limited feedback on the large display. This is a valid approach, but we chose

not to take it due to the limited collaborative feedback provided, as well as the

requirement that the typing user focus on a small isolated device, rather than the

shared context. At the same time, however, we wanted to limit the size of the

typing feedback on the display. We felt it was important that typing feedback take

up a relatively small region on the display, so that collaborators could continue on

with parallel work.

Two properties of mid-air input techniques become relevant once it is recog-

nized that users have freedom of motion in the space. The first property is distance-

dependence. The physical action required to perform a distance-dependent input

changes as the distance between the user and display changes, whereas the action

of a distance-independent technique is invariant with distance. As an example,

pointing using ray-casting is distance-dependent: as the user moves farther from

the display, the user’s motions are magnified on the display surface. We hypothe-

size that large displays will benefit from the development of distance-independent

techniques, because these techniques will not constrain the motions of the users

within space due to physical input requirements varying with distance.

The second property we identify is visibility-dependence. A visibility-dependent

technique requires that the user refer to visible feedback during use, whereas a

visibility-independent technique does not. For example, touch-typing is visibility-

independent due to haptic feedback, but input on touch screens (such as the iPhone)

is usually not, because the user must confirm actions by looking at the display. We

hypothesize that large display use will benefit from the development of visibility-

independent techniques because these will allow the user to focus on the data being

manipulated, rather than on the mechanics of interaction.

The remainder of this chapter describes our exploration of the design space of

mid-air text input techniques for large wall displays, with a special emphasis on

distance-dependence.
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Figure 5.1: The three text input techniques as used in Experiment 1. From
left to right: Circle, QWERTY, and Cube. Dimensions refer to the size
of the feedback during the experiment.

5.3 Candidate Interaction Techniques
We designed three candidate interaction techniques for allowing mid-air text input

on very large wall displays (Figure 5.1). These techniques were designed taking

into consideration the properties of distance-dependence and visibility-dependence.

They sample different combinations of these properties (Table 5.1). The QWERTY

technique is distance- and visibility-dependent, the Circle technique is distance-

independent but visibility-dependent, and the Cube technique is both visibility- and

distance-independent. The fourth possibility, distance-independent but visibility-

dependent, does not seem to be relevant because visibility dependence probably

always implies at least some degree of distance dependence.

We designed our techniques to use only a limited region of the display for

feedback. Because displays are often used collaboratively, it is undesirable for an

interaction technique to monopolize large regions of the display for the purpose

of supporting the interactions of just a single user. Thus, we assumed that in real

scenarios the majority of the display would be used for shared content, and only a

limited region would be used for feedback related to text entry.

As a starting point for designing our techniques, we assumed that there is some

way for the user to specify 2D locations on the display by pointing, some way

to determine the 3D location of the user’s hand, and some way to trigger events.

There are potentially many ways of doing this. For our implementation we made

use of Nintendo Wii Remote devices, but any number of other devices could also

be used. It would also be possible to use bare hands, if the hands were able to be

sensed to a degree of accuracy where individual fingers could be identified in order
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Distance-dependent Distance-independent

Visibility-dependent
QWERTY keyboard Circle keyboard
Laser pointer Soap [11]
Put-that-there [17]

Visibility-independent
Cube keyboard
Body Tools (chapter 4)
Virtual shelves [127]

Table 5.1: Design space matrix of distance- and visibility-dependence, with
some representative techniques. Emphasized techniques are evaluated in
this chapter. One cell in the matrix is empty due to a lack of reasonable
representative techniques.

to trigger events. There is existing work that indicates we are close to being able to

accomplish this [204]. Our results should have applicability when this capability

is fully available.

5.3.1 QWERTY Keyboard

The QWERTY technique makes use of the familiar QWERTY key layout, and

operates through a simple ray-casting metaphor. The visual feedback displays a

standard keyboard layout and a dot cursor (Figure 5.1). The user controls the cursor

by pointing the hand-held device at the display, and selects a character by hovering

with the cursor over the appropriate key and then pressing a button.

The QWERTY technique is distance-dependent. As a user moves farther away

from the display, the motion of the cursor is magnified, and thus the size of an in-

dividual button shrinks in motor space. The technique is also visibility-dependent,

as the user almost certainly requires visual feedback during the character selection

in order to aim the cursor at individual keys.

We hypothesized that while this technique will benefit from familiarity, the fact

that it is both visibility- and distance-dependent will render its utility limited in the

context of very large wall displays.
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Figure 5.2: Selection of a character in the Circle technique is based on the
point of intersection of a ray cast from the input device. The angle
of the intersection point relative to the origin determines the selected
character.

5.3.2 Circle Keyboard

In the Circle technique, letters of the alphabet are shown in a circular arrangement

(Figure 5.1). A pointer line radiating from the center of the circle indicates the

currently highlighted letter. Using the handheld device, the user moves the pointer

to highlight the desired character before pressing a button to select the character.

The angle of the pointer is defined by intersecting a ray cast from the handheld

device with the display surface (Figure 5.2). The pointer line radiates from the

center of the circle towards the point of intersection. This approach allows the user

to move from one side of the circle to the other with relatively small arm motions.

A small rotation about the wrist can cause the pointer to move quite dramatically.

Because character selection is defined by angle, rather than the absolute po-

sition of the ray-cast pointer on the display, input response is invariant with user

distance form the display. Thus the technique is distance-independent. On the other

hand, the technique is also visibility-dependent. There is a relatively small angle

(13 1
3 degrees, for 26 letters plus space) from the whole circle of 360 degrees ded-

icated to each letter of the alphabet, so accurately selecting one character without
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visual feedback is not practical.

Inspiration for the technique came both from a technique developed for touch

wheel input [170], and from a similar technique used in the Nintendo Wii Game

“Super Monkey Ball.” This prior work, plus the property of being distance-dependent,

indicated the Circle technique would be worth investigating.

We hypothesized that this technique will benefit over the traditional QWERTY

technique due to its distance-independence, although it may suffer in actual use

due to its novelty.

5.3.3 Cube Keyboard

Visual feedback for the Cube technique is a 3D cube, subdivided into a 3× 3×
3 matrix of sub-cubes, within which are displayed the 26 letters of the English

language and the space character (Figure 5.1). A dot cursor is also shown inside

the cube. Movement of the hand-held device in 3D space maps directly to the

3D motion of the cursor within the cube. When the user moves the cursor into a

character sub-cube, that character is highlighted in red. To input the highlighted

character, the user presses a button.

The larger cube walls are “hard” in the sense that a ballistic movement of the

controller in the direction of the desired character will cause the cursor to “stick”

to the side of the larger cube. Such an impenetrable border results in a reduced

Fitts’ index of difficulty and enhanced performance, as described by Walker and

Smelcer [207]. Of course this benefit is only enjoyed by sub-cubes that border the

outer faces of the larger cube.

We hypothesized that the corner sub-cubes, with three hard sides, will be eas-

iest to hit, while the center sub-cube, with no hard sides, will be hardest to hit

(Figure 5.3).

In our design of the Cube technique we went through several iterations. A

problem specific to the technique emerged that had to be dealt with. This problem

was that it was difficult for users to perceive the depth of the cube, both in terms of

understanding which layer a desired character was located in, and where the current

cursor was located. We made several attempts to address this problem. We first

attempted to draw either opaque outlines for each sub-cube, or semi-transparent
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slower faster

Figure 5.3: Hypothesized relative performance of selecting sub-cubes using
the Cube technique, based on number of impenetrable sub-cube sides.

cubes for each sub-cube. We felt the cues of either of these shapes would help the

user determine depth, but the feedback from both approaches was deemed to be

too “busy.” Instead we provided lines outlining the single high-level cube, and then

caused the cube to rotate as the cursor moved within it. The cube would rotate in

a direction opposite to the cursor, allowing the user to employ parallax to identify

where either the cursor or desired letters were located. The combinations of a

sparse layout and active animated feedback appeared to be the best combination of

the options explored.

5.4 Implementation
The three techniques have different sensing requirements in order to function. The

QWERTY technique requires that knowledge of the absolute point of intersection

of a ray with the display be determined. The Circle technique requires that the

orientation of pointing relative to the display be determined. The Cube technique

requires knowledge of 3D location in mid-air.

We were able to fill the sensing requirements of the QWERTY and Circle tech-

niques using standard Nintendo Wii Remote devices. The infrared camera on the

front of the device identifies the location of an infrared light source (provided by

an LED) placed directly in front of the display. The location of this light source in

the frame of the camera determines the pointing location of the device.

The Cube technique required the modification of a Wii Remote, because di-
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Figure 5.4: Triangulating position of hand-held Wii Remote using 2 fixed Wii
Remotes on stands. Red lines indicate vectors from detected IR light
source to fixed Wii Remotes.

rection information from a single infrared camera is inadequate to produce 3D

location information, and the accelerometers don’t produce accurate enough in-

formation. To make the Cube technique possible, we modified the hand-held Wii

Remote to act as an infrared emitter by soldering an infrared LED to its board and

drilling a hole in the front of the device out of which the LED protruded. We then

used two additional fixed Wii Remotes on stands to triangulate the position of the

handheld Wii Remote in 3D (Figure 5.4). Using the known position, orientation,

and field-of-view of the two sensing Wii Remotes, and the location of the hand-

held Wii Remotes’ LED in the field-of-view of the fixed cameras, we calculate the

3D position of the hand-held Wii Remote.

It is worth noting that the implementation of these techniques would be sub-

stantially easier if it were supported by a body-centric interaction architecture, as

first introduced in Chapter 4, and later elaborated upon in Chapter 6.
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5.5 Experiment 1: Exploring Mid-Air Techniques
We conducted a controlled experiment to compare performance of the QWERTY,

Circle, and Cube techniques for text input on a very large wall display. By eval-

uating three techniques that provide contrasting points in the design space, this

study provides a better understanding of mid-air input techniques in general and

the properties of distance-dependence and visibility-dependence in particular.

5.5.1 Methodology

We followed a standard laboratory approach for the controlled experiment as an

initial exploration of the design space.

Conditions

The experimental conditions were QWERTY, Circle, and Cube, as described in the

prior section.

Task and Apparatus

The experimental task was to enter a set of English phrases as quickly and accu-

rately as possible. Target phrases were shown one at a time above the text input

feedback mechanism. As each character was entered correctly it appeared under

the target phrase to provide visual feedback. Participants had to correctly enter

each character before continuing on to the next character. Errors in input caused

the Wii Remote to vibrate.

The phrase set was a randomly ordered version of that used by MacKenzie

and Soukoreff [134]. The task was based closely on that used by Wigdor and

Balakrishnan [212]. The same ordering of phrases was used in each session. Thus,

each participant typed the same phrases, in the same order, for each of the three

experimental conditions.

The experimental room contained a very large wall display that was approxi-

mately 4.9m×2.4m (16′×9′) in size. Only a small portion of the display was used

for the text entry task, to simulate an isolated operation in a collaborative environ-

ment. Participants stood 2.44m (8′) from the display. For the QWERTY and Circle

conditions an infrared light source was placed in front of the display to support
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the pointing functionality of the hand-held Wii Remote. For the Cube condition,

two Wii Remotes on stands were used to measure the 3D position of the modified

user-held Wii Remote.

The software, written in Java, ran on a Microsoft Windows XP computer. The

software managed all interactive components and logged all timing and error data.

Bluetooth support was developed using a combination of the BlueCove implemen-

tation of the Java JSR-82 specification, a WIDCOMM Bluetooth stack, and custom

Wii Remote communications code.

Procedure

Each experimental condition for a particular participant was administered on a dif-

ferent day, in a separate one-hour session. For each session, the participant com-

pleted as many task blocks as possible in 50 minutes, where a task block consisted

of 10 predefined phrases from the larger phrase set. During 3-minute breaks be-

tween blocks, the participant sat at a table and completed a puzzle-building dis-

tractor task. The distractor task provided a mental and physical break from the

primary task. This is consistent with real-world large wall display use, where it is

unlikely that there will be lengthy, uninterrupted text entry. After each session, the

participant completed a questionnaire for that condition.

At the beginning of the first session the participant was given a pre-questionnaire

to collect demographic information. At the end of the third session, the participant

completed a post-questionnaire that asked for rankings of the techniques, and com-

ments.

Participants and Experimental Design

Twelve participants (three female) were recruited through on-campus advertising.

All participants were right-handed, although handedness was not a criterion for

selection, and all were regular computer users (4+ hours weekly). Although a firm

command of English was required of all participants, degree of fluency varied.

When asked how long they had lived in English speaking countries, answers ranged

from 1.5 years to 31 years (whole life).

The design was a single-factor within-subjects design. Order of presentation
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was fully counterbalanced across subjects.

Measures

Performance was measured using the standard words-per-minute metric, calculated

as 60×(|T |−1)/(5×S), where |T | is the number of characters in string T , and S is

the completion time in seconds [135]. Because users had to correctly enter a char-

acter before moving on to the next one, speed contained an implicit error penalty.

For completeness, however, we also calculated error rates as the percentage of all

character events that were errors.

The pre-questionnaire collected demographic information and computer expe-

rience. Questionnaires for each condition collected preference data using a 5-point

Likert scale based on the NASA Task Load Index [83], as well as comments from

participants. Finally, a post-questionnaire collected comparative rankings on over-

all preference, speed and difficulty, as well as additional qualitative comments.

Hypotheses

Experiment 1 was largely exploratory. We were primarily interested in the relative

performance of the three techniques, but did not have specific hypotheses regarding

this. We expected results to aid in determining the usefulness of mid-air text input

techniques in general, and to help gauge the importance of distance-dependence

and visibility-dependence as design factors.

We did have two hypotheses specific to the Cube technique. These relate to the

relative performance of selecting different kinds of sub-cubes in the larger cube:

H1 Sub-cubes with more hard faces will be selected faster than sub-cubes with

fewer hard faces.

H2 Sub-cubes in layers closer to the user will be selected faster than sub-cubes in

layers further away from the user.

5.5.2 Results

We ran a repeated measures ANOVA on the dependent variables of speed and er-

rors. A Bonferroni adjustment was applied to all pairwise comparisons.
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Figure 5.5: Mean input speed in words-per-minute for the three text input
techniques. Error bars represent standard error. N = 12.

Performance

As shown in Figure 5.5, the average input speed in words-per-minute was 18.9

for QWERTY, 10.2 for Circle, and 7.6 for Cube. A one-way repeated-measures

ANOVA showed a significant main effect of technique (F2,22 = 291.556, p < 0.001).

We ran pairwise comparisons to compare between techniques. QWERTY was

faster than both Circle (p < 0.001) and Cube (p < 0.001). Circle was also faster

than Cube (p = 0.001).

We were interested in the relative performance of pointing to the different sub-

cubes in the Cube condition. We performed an ANOVA on average times of users

pointing to sub-cubes with three, two, one, and zero hard faces (Figure 5.3). A

summary of results is shown in Figure 5.6. It was found that there was a signif-

icant effect of number of hard faces to performance (F3,33 = 5.669, p = 0.003).

Significant pairwise comparisons are shown in Table 5.2.

To further investigate the role of sub-cube positions in movement time, we

examined sub-cubes of different depths within the cube. Sub-cubes were either in

the front layer, the middle layer, or the back layer. A repeated-measures ANOVA
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Figure 5.6: Mean time for users to point to sub-cubes with three, two, one,
and zero hard faces. Error bars represent standard error. N = 12.

# of side pairs significance
zero-two p = 0.014

zero-three p = 0.033
one-two p = 0.007

one-three p = 0.023

Table 5.2: Summary of significant pairwise comparisons for movement time
to sub-cubes with different number of hard sides.

found a significant effect of layer on movement time (F2,22 = 6.017, p = 0.008).

Pairwise comparisons found that the front layer was faster than the middle layer

(p = 0.021), and was also faster than the back layer (p = 0.021). Mean movement

times to the three layers are shown in Figure 5.7.

Error Rates

Mean error rates by condition were 2.4% for QWERTY, 6.3% for Circle, and 7.0%

for Cube (Figure 5.8). A one-way repeated-measures ANOVA showed that tech-

nique significantly impacted error rate (F2,22 = 55.590, p < 0.001). Pairwise com-
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Figure 5.7: Mean time for users to point to sub-cubes in the front, middle and
back layers. Error bars represent standard error. N = 12.

parisons showed that participants made fewer errors with QWERTY than with ei-

ther Circle (p = 0.009) or Cube (p < 0.001).

Subjective Measures

A summary of results from participants’ subjective ratings of the three conditions

is shown in Figure 5.9. Results were fairly consistent across perceived speed, diffi-

culty, and overall preference. Users found the QWERTY technique to be the easiest

to use, followed by the Circle and then the Cube technique.

Results from the post-questionnaire, asking for rankings on speed, difficulty,

and overall preference, are shown in Figure 5.10. It was clear that the QWERTY

technique was favoured over the other two techniques.

Comments

Free-form written comments provided important insight into the different tech-

niques. The most consistent feedback stated a preference for the QWERTY tech-

nique. Other interesting comments included the following:
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Figure 5.8: Mean error rates for the three text input techniques. Error bars
represent standard error. N = 12.

• “My ranking may be biased towards [the] QWERTY Keyboard model as I

am usual [sic] to its use in daily life.”

This comment reveals an awareness of the biasing effect that familiarity with

standard keyboards may have had on the user’s performance. This is a potential

confound, which we discuss later.

The Circle technique garnered a combination of positive and negative com-

ments:

• “Rotation alone was easier to manage than [rotation] + translation”

• “Seemed to require more accuracy than QWERTY technique”

• “I think if the sensor area was bigger, it would be easier”

The first comment suggests that the approach had potential, compared to the

QWERTY technique. Unfortunately, the second comment confirms our fear that

the angular accuracy required to select an individual character was a problem. The

last comment revealed an unexpected shortcoming in our implementation of the
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bars are better). Error bars represent standard error. N = 12.

technique. The field of view of the Wii Remote IR camera is limited, and several

users reported problems caused by the Wii Remote losing sight of the IR light

source.

Despite the relatively poor performance of the Cube technique, several users

had positive comments:

1. “The Cube keyboard could be a great input method if some modifications

were made...”

2. “...it probably has the most potential for speedup of all the methods...”

3. “smallest range of motion/potentially fastest method”

These comments indicate that participants saw value in the technique, but that

it needs further design iterations, and may be difficult to learn.
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5.5.3 Discussion

Each of the three text entry techniques performed differently. We discuss each in

turn.

QWERTY

The QWERTY technique was significantly faster and had fewer errors than either

the Circle or the Cube techniques. QWERTY performance of 18.9 wpm is compet-

itive with both handwriting and pen-based typing, but is still well short of touch-

typing. It is also convenient that the QWERTY technique can easily be adapted

to work for both mid-air input and touch input, depending on the location of the

user relative to the display. These results, combined with the positive subjective

feedback on QWERTY, suggest that adapting the traditional QWERTY keyboard

layout for mid-air interaction is a viable strategy for supporting text input with

large wall display systems.
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Circle

The performance results of the Circle technique were less encouraging than those

of the QWERTY technique, with input speeds averaging 10.2 wpm. This is low

enough that it does not appear to be competitive with the traditional pen-based typ-

ing or touch-typing techniques. It maintains the advantage, however, of being prac-

tical while standing without any supporting surfaces. There are reasons to further

investigate the Circle technique, however. Experiment 1 was largely exploratory,

and did not isolate the factors of distance-dependence or visibility-dependence. We

hypothesize that the Circle technique will hold benefits that become apparent when

it is evaluated at a number of distances.

Cube

The performance results for the Cube technique were the least encouraging, with

mean input speeds of 7.6 wpm. This is slower than both of the other techniques that

were evaluated, and well short of traditional techniques. We believe that this poor

performance is due to initial difficulties in learning the technique, mostly because

of difficulties learning three-dimensional key layouts and the three-dimensional

gestures used to select the sub-cubes. It appears that none of the participants were

able to enter the terminal stage of Fitts’ pointing tasks, where they are able to

move immediately to the desired target without thinking about what to do next.

This hypothesis is supported by some of the comments made by users. We believe

that the Cube technique holds potential, due in part to it being visibility-dependent

and distance-dependent, but that this potential can only be revealed with a much

longer-term evaluation. In addition, we believe this technique could hold potential

when applied to other device contexts, specifically text entry on cell phones and

other portable devices. The difficulty in supporting text entry on these devices

is well documented, and a gestural technique such as the Cube technique could

address these issues.

We were also able to reach conclusions regarding the Cube-specific hypotheses.

We summarize these according to our hypotheses:

H1 Sub-cubes with more hard faces will be selected faster than sub-cubes with

fewer hard faces. Not Supported.
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H2 Sub-cubes in layers closer to the user will be selected faster than sub-cubes in

layers further away from the user. Supported

A significant effect of hard face count was found on performance, but the im-

pact was opposite of what we hypothesized. Sub-cubes with two and three hard

faces were significantly slower to select than sub-cubes with one or zero hard faces.

It is unclear why this is. One possibility is that the sub-cubes with more hard faces

are further from the center of the cube. This could result in a larger distance to

travel and longer selection time. The longer distance to travel may contribute more

to movement time than the hard surfaces of the sub-cubes. Unfortunately there is

no established model of 3D pointing performance that can be applied to analyze

this task. Grossman and Balakrishnan [73] developed a trivariate model of point-

ing performance, but it did not incorporate hard faces and 2D visualizations of 3D

manipulations.

A significant effect of sub-cube layer was also found on performance, with sub-

cubes in the front layer faster to select than sub-cubes in other layers. We believe

this to be due to users’ reliance on visual feedback during the task. We hypothesize

that if participants used the technique long enough they would no longer rely on

visual feedback (visibility-independence) and the difference in layer performance

would disappear.

Summary

It is not surprising that the QWERTY technique produced the best results, but it

is perhaps unfortunate. Any experiment comparing novel text input techniques to

touch-typing and QWERTY-based key layouts faces the challenge, and possibly

damaging confound, of comparing a previously unseen technique with the single

dominant form of text input for the English language. It is nearly unheard of for

new input techniques to best QWERTY in performance, despite substantial evi-

dence that QWERTY is far from optimal. In order to perform a definitive evalua-

tion of any new text input technique, a longitudinal evaluation is required, and that

is beyond the scope of this work.

Based on the results of Experiment 1, we decided to further investigate the

property of distance-dependence. We chose to do this through a further evaluation
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of the QWERTY and Circle techniques. Cube was left out due to poor performance

and the apparent difficulties for users in learning the technique.

5.6 Experiment 2: Investigating Distance Independence
Experiment 1 provided us with insight into performance for QWERTY, Circle and

Cube text input techniques. However, it was not designed to isolate either visibility-

dependence or distance-dependence as factors, due to wider differences between

the three techniques. The goal of Experiment 2 was to determine how performance

of Circle, hypothesized to be distance-independent, and QWERTY, hypothesized

to be distance-dependent, differ as a user’s distance from the display increases. An

additional limitation of Experiment 1 was that previous experience with QWERTY

keyboard layouts likely biased results in favour of QWERTY. Because of this, we

modified the task to be a targeting task, simulating the terminal Fitts’ stage of

pointing in character entry.

The Cube technique was omitted from Experiment 2 due to the observed dif-

ficulties in learning the input technique. While we think it would be useful to

evaluate in a longitudinal study, a shorter study would not be enough to properly

evaluate the technique.

5.6.1 Methodology

The experimental setup was largely similar to that of Experiment 1. We highlight

only the differences here.

Conditions

The first factor was input technique. We tested the QWERTY and Circle techniques

from Experiment 1, with the differences that the “keys” were unlabelled for both

techniques, and target keys were instead highlighted in white (Figure 5.11). A few

minor graphical changes for the Circle technique were introduced, based on user

feedback obtained in Experiment 1.

The second factor was distance. Participants interacted while standing either

2.74m (9′) or 5.49m (18′) from the large display.
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Figure 5.11: The Circle keyboard (left) and QWERTY keyboard (right) in-
terfaces as used in Experiment 2.

Task and Procedure

The experimental task was to press highlighted keys on a blank (unlabelled) virtual

keyboard as quickly and accurately as possible. Two keys were always highlighted:

a white key indicated the current target, and a blue key indicated the next target.

The purpose of the blue key was to allow the participants to plan ahead. The

sequence of highlighted keys corresponded to the same input phrases as used in

Experiment 1, although participants were not aware of the phrases because the

keys were unlabelled.

The experiment was designed to fit in a single one-hour session. For each

condition, participants completed four task blocks of 75 character input events, for

a total of 300 character inputs for each condition. Between blocks was a 20 second

break. Between conditions, participants sat at a table to fill out a questionnaire and

work on a distractor task for a combined length of five minutes.

Participants, Measures, and Experimental Design

Sixteen new participants (eight female) were recruited through on-campus adver-

tising. Fifteen of the participants were right-handed, and all used their dominant

hand throughout the experiment. All but two participants were regular computer

users (4+ hours weekly). Participants were compensated $10 for participating, and

the fastest 50% of participants received an extra $10.
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Performance and error data were collected in the same manner as for Exper-

iment 1. Participants again filled out pre-questionnaires, questionnaires for each

condition, and a post-questionnaire.

The experiment was a 2× 2 within-subjects experimental design. The factors

were technique (QWERTY and Circle) and distance (9 feet and 18 feet). Order of

presentation was counterbalanced using a Latin square for the four combinations

of technique and distance.

Hypotheses

The following hypotheses are motivated by the discussion in the previous section

on the impact of distance-dependence:

H1 Performance and Error Rates

1. Relative to Circle, QWERTY performance will decrease as distance

increases.

2. Relative to Circle, QWERTY error rates will increase as distance in-

creases.

3. Circle performance will not change with distance.

H2 Preference

1. Circle will be rated better relative to QWERTY at the larger distance

than the shorter one.

5.6.2 Results

We ran a 2× 2 repeated measures ANOVA (technique× distance) on each of the

main dependent variables of speed and error rate. A Bonferroni adjustment was

applied to all pairwise comparisons.

Performance

The average input speed for QWERTY was 14.5 wpm at 9 feet and 10.3 wpm

at 18 feet, and for Circle it was 11.6 wpm at 9 feet and 10.1 wpm at 18 feet
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Figure 5.12: Performance for the four text input conditions in words per
minute. Error bars represent standard error. N = 16.

(Figure 5.12). An ANOVA showed significant main effects of technique (F1,15 =
62.748, p < 0.001) and distance (F1,15 = 244.573, p < 0.001). A significant inter-

action of technique× distance (F1,15 = 12.935) was also found.

To understand how distance and input type impacted performance differently,

we conducted post-hoc pairwise comparisons on the interaction effect. Distance

had a significant impact on both QWERTY performance (p < 0.001) and on Circle

performance (p = 0.002). At 9 feet, QWERTY performance was faster than Circle

(p < 0.001), but performance with QWERTY also degraded more quickly with

distance and there was no difference found between the two techniques at 18 feet.

Error Rate

Mean error rates by condition were calculated as the percentage of all charac-

ter entry events that were incorrect (Figure 5.13). The average error rate for the

QWERTY technique was 8.5% at 9 feet and 19.0% at 18 feet, and for the Circle

technique was 8.9% at 9 feet and 14.1% at 18 feet. An ANOVA showed signif-

icant main effects of technique (F1,15 = 11.792, p = 0.004) and distance (F1,15 =
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Figure 5.13: Mean error rates (percentage) for the four text input conditions.
Error bars represent standard error. N = 16.

78.026, p < 0.001). A significant interaction of technique×distance was also found

(F1,15 = 18.766, p = 0.001).

To understand how distance and input type impacted error rates differently,

we conducted post-hoc pairwise comparisons on the interaction effect. Distance

had a significant impact on error rates for both QWERTY (p < 0.001) and Circle

(p < 0.001). These results showed the relative degradation of QWERTY as dis-

tance increases: at 9 feet there was no difference in error rate between Circle and

QWERTY, but at 18 feet QWERTY had more errors than Circle (p < 0.001).

Subjective Measures

Questionnaires administered after each condition collected subjective ratings and

comments. Responses to the TLX-based Likert questions are summarized in Fig-

ure 5.14.

Participants ranked the four conditions from best to worst in terms of perceived

speed, difficulty, and overall preference (Figure 5.15). A Friedman test showed

that technique significantly impacted rankings on all measures, including speed
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(χ2
(3,N=16) = 30.675, p < 0.001), difficulty (χ2

(3,N=16) = 27.675, p < 0.001), and

overall preference (χ2
(3,N=16) = 25.350, p < 0.001). Pairwise comparisons using

Wilcoxon Signed Ranks Tests found no differences between QWERTY and Circle

at 9 feet on any of the measures. At 18 feet, however, Circle was perceived to

be faster (z = −2.231, p = 0.026) and less difficult (z = −2.349, p = 0.019) than

QWERTY and was preferred overall (z =−2.018, p = 0.044).

5.6.3 Discussion

We summarize our results according to our hypotheses:

H1.1 Relative to Circle, QWERTY performance will decrease as distance increases.

Supported.

H1.2 Relative to Circle, QWERTY error rates will increase as distance increases.

Supported.

H1.3 Circle performance will not change with distance. Not supported.
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H2.1 At the larger distance Circle will be rated better relative to QWERTY than

at the shorter distance. Supported.

The quantitative results of Experiment 2 successfully answered a number of

questions raised by Experiment 1. First, QWERTY performance was found to

decrease significantly as the user moves away from the display, and is therefore

distance-dependent. Contrary to our hypothesis, however, Circle performance also

decreased as distance from the display increased. Thus, although the Circle tech-

nique is invariant with distance in motor space, it is not entirely distance-independent.

The significant interaction showed, however, that Circle performance decreases

less than QWERTY performance as distance increases, over the distances exam-

ined. In fact, we observed a crossover where Circle surpasses QWERTY perfor-

mance: at 18 feet performance in wpm was no different for the two techniques,

but errors were greater for QWERTY. We hypothesize that if the two techniques

were compared at even greater distances, Circle would be superior to QWERTY in

both measures of wpm and error rates. These results support the hypothesis that

techniques possessing a degree of distance-independence, in this case the Circle in-
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put technique, have value when applied to systems where users may be interacting

from a variety of locations in the room.

Considering the QWERTY technique, the argument that it is unsuitable for

interaction at large distances is strengthened by the error data and subjective re-

sponses from participants. The error rate for the QWERTY technique at 18 feet

was the highest of all conditions. Perhaps more telling, that condition was subjec-

tively ranked as the worst technique by almost all users. Comments related to the

QWERTY 18 foot condition included: “...it wants very much concentration, men-

tally and physically!” and “The slight shake of the hand makes pointing a tough

task.” These further highlight the limitations of distance-dependent techniques.

The second question raised by Experiment 1, whether the confound of key

layout familiarity had any effect on performance of the Circle technique, appears

to have been answered in the negative. While it is not appropriate to perform

a statistical comparison of results between the two experiments, performance for

both the labeled (Experiment 1) and unlabelled (Experiment 2) keyboards was in

the range of 10–12 wpm. This suggests that in order to improve user performance,

we will need to improve the fundamental design of the technique. It is unlikely that

increased user familiarity with key layout over time will result in large performance

gains.

5.7 Conclusions
Large wall displays are well suited to interaction techniques that can be used out-

side of physical reach of the display, however, most research has focussed on tech-

niques that rely on direct touching. We addressed this gap in the research by in-

vestigating the use of mid-air input techniques for the specific task of inputting

text.

We developed three mid-air text input techniques: QWERTY, Circle, and Cube,

which combine input using a hand-held device with visual display feedback on the

large display. The techniques differ in regards to their distance- and visibility-

dependence, which are design dimensions that we hypothesize are of significance

to large displays. Our first experiment comparing the techniques showed that QW-

ERTY performed significantly better than the other techniques, and that it is appro-
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priate for deployment. However, there was also evidence that the Circle and Cube

techniques hold promise in ways that the first experiment could not make evident.

The inability of the three techniques in the first experiment to best the performance

of touch-typing was unfortunate but not surprising. Touch-typing makes use of all

ten fingers on a fixed device with rich tactile feedback. Developing a “mid-air”

technique to match or beat touch typing will be a challenge.

A second experiment provided some answers to specific unanswered questions

of the first experiment. Results showed that performance of the Circle technique

degrades more gracefully than that of the QWERTY technique as distance between

user and display increases, yet is not entirely distance-independent. This means

that the Circle technique may be better than QWERTY for use in large rooms,

such as lecture halls. A corollary of the impact of distance on performance is

that pointing performance varies based on gain (as changes in distance effectively

change gain), contrary to Fitts’ law. This suggests that it may be worthwhile to

re-evaluate the impact of gain on pointing performance in general. More generally,

this result suggests that the class of distance-independent techniques holds promise.

In addition, we found that modifying the task to be one that simulates a Fitts’ task,

but conceals an underlying text input task, made little difference to performance

for either the QWERTY or Circle techniques.

We believe that future work should involve refining the techniques. The Cir-

cle technique’s main limitation, namely difficulty in character selection, might be

dealt with using a detail-in-context approach to magnify the motor space extent of

characters. It has even been shown that visual magnification without corresponding

motor space magnification can improve targeting performance [38], and this may

also be an applicable technique. Possible refinements of the Cube technique in-

clude improving navigation on the depth axis by varying transparency. Our results

of the dependance of targeting time on sub-cube layer suggest that this is worth-

while. Alternate character layouts may need to be investigated, as well. It would

be interesting to investigate the use of a Cube-like technique on mobile devices,

as its visibility-independence may serve well in that context. Most importantly, a

longitudinal study of Cube input performance should be undertaken. This will be

a fundamental indicator of the value of the approach for full-time, expert users.

More generally, it would be worthwhile to further investigate the roles of distance-
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dependence and visibility-dependence on interaction with large wall displays. As

an example, the impact of distance-dependence on performance could suggest that

pie menus may be superior to traditional menus for use at a distance, because pie

menus are directional, and use is invariant with distance.

109



Chapter 6

Body-Centered API

In previous chapters we described a variety of body-centric interaction techniques.

Developing interaction techniques of this type is typically quite onerous, with the

need to integrate signals from one or more sensing technologies in a way that has

often not been anticipated previously. This can require a significant amount of

trial and error with different approaches before a suitable outcome is realized. In

this chapter we describe a proposed architecture for supporting the development of

novel, body-centric interaction techniques and applications. Our approach makes

use of an abstract model of the scene, including users and displays, that the devel-

oper accesses in order to determine state. We believe this approach is superior to

the status quo, and will benefit not only researchers, but also developers of com-

mercial systems. We further believe that this approach is extensible in the sense

that it robustly supports unanticipated use cases.

Numerous research toolkits exist for developing interaction techniques and ap-

plications using novel input devices and technologies. For example, PyMT sup-

ports the development of multi-touch applications [82], as does the architecture

described by Echtler and Klinker [51], and also the DiamondSpin toolkit [181].

Other toolkits have been developed for supporting investigations into tangible in-

teractions, including reacTIVISION and TUIO toolkits for tangible and tabletop

integration [109], d.tools that emphasizes rapid iteration [84], Phidgets that empha-

size rapid prototyping [71], DisplayObjects for tracking 3D styrofoam prototypes

using a Vicon tracking system [4], and BOXES for building functioning prototypes
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out of tin foil and other unusual materials [94]. For tracking of users in a space, it

is possible to use toolkits provided with specific hardware platforms, such as the

Vicon or PhaseSpace optical motion tracking systems, or the Polhemus magnetic

tracking system. Other specialized hardware, such as the Cyberglove system [112],

is used to measure detailed input from specific body-parts, such as hands. Some

toolkits allow the explicit configuration of a variety of input devices [49]. Spe-

cialized toolkits have also been developed for such things as modeling proxemic

interaction [47], recognizing gestures [209], supporting distributed peer-to-peer in-

terfaces [146], and building mobile applications [108].

It is clear that there is a large heterogenous collection of toolkits for supporting

the development of novel applications and interaction techniques. Some of these

toolkits are specific to a particular hardware platform (e.g. Vicon). Most of these

toolkits are specific to supporting some particular subset of interactive possibilities

(e.g. tangibles on a table). What is true about all these toolkits is that no single

toolkit is suitable to support exploration of a large set of interactive scenarios. If

researchers wish to explore a novel idea, it is likely that they will have to either

make use of several of these toolkits, or make their own toolkit from scratch. This

is an undesirable situation that results in a proliferation of “one-off” toolkits that

see very little reuse outside of their original application.

In this section we describe the Body-Centered Application Programming In-

terface (BAPI), which is an abstraction layer for supporting the development of

novel computing applications and interaction techniques. The purpose of the BAPI

is to conceal the complexity of hardware platforms and sensing technologies, and

to allow the developer to focus on what is of primary interest, the users and their

physical context. As Myers et al. [153] comment in their discussion of the future

of interfaces, “tools will be needed that hide all of this complexity and provide an

easy-to-use interface for programmers.”

Based on our experiences developing our body-centric interaction techniques,

we have defined several requirements that a body-centric interaction architecture

should fill. An interaction architecture should:

1. Maintain a single coherent scene model of the physical environment, includ-

ing users, displays, and other contextual objects of relevance.

111



2. Provide a high-level interface to the scene model for use by developers that

depends on the structure of the abstract model, and not on implementation

details.

3. Provide a consistent interface that remains unchanged regardless of the hard-

ware configuration producing the model.

4. Allow different sensing components to be combined arbitrarily in order to

increase the fidelity or scope of the scene model.

5. Capture uncertainty in the model.

It is important to note that we are concerned primarily with a geometric model

of users and context, rather than a model of user intent. Substantial research has

already been performed on modeling user intent, but this is outside the scope of our

work. It is useful to note, however, that many aspects of intent can be derived from

a geometric model of a user. Examples are provided in chapter 4, where we discuss

the use of user proximity, eye gaze, and other physical properties, to determine user

attitudes and intent. The flip-side is also true, that knowing intent can help define

and interpret a geometric model. We leave an exploration of this synergy for future

work.

6.1 Drawing from Related Work
Research from other fields is highly relevant to our work designing and implement-

ing the BAPI. We describe here relevant related literature from databases, sensor

fusion, and virtual reality.

6.1.1 Lessons from Databases

Fields other than HCI have faced and overcome similar problems to those currently

being experienced in HCI. In his seminal paper, Codd [39] described the relational

model of data management, which he believed to be superior to the graph and

network models of data management. Codd identified several properties of the

relational model that he believed to be valuable. We believe that two of these are

particularly relevant to our work in HCI:
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1. “It provides a means of describing data with its natural structure only–that is,

without superimposing any additional structure for machine representation

purposes.”

2. “...it provides a basis for a high level data language which will yield maxi-

mum independence between programs on the one hand and machine repre-

sentation and organization of data on the other.”

Codd recognized the limitations of the network and graph models of data man-

agement, and introduced a new model that is simpler to understand and use, but

still contains all the information that is needed. The power of his model is evi-

dent by the fact that products such as Oracle Database, Microsoft SQL Server, and

MySQL, which make use of variants of Codd’s relational model, are now dominant

in the commercial sphere.

The lesson to be taken from Codd’s model is that sometimes an abstract rep-

resentation closer to that which is being modelled can be easier to use and under-

stand than a representation mediated by a particular implementation, and that this

abstract representation should be designed with a clear interface that focusses on

what is relevant, rather than irrelevant details of implementation.

6.1.2 Lessons from Sensor Fusion

On the surface, our goal of combining signals from multiple sensors to build a sin-

gle representation of the scene is quite similar to the goals of sensor fusion. In their

introduction on the topic, Hall and Llinas point out that humans make wide use of

sensor fusion [77]. We combine input from taste, hearing, touch, and the rest of our

senses in order to produce a more complete and accurate picture of the world than

we would be able to construct using any one of our senses alone. We discussed

this previously in section 4.1.1. This idea is the core of sensor fusion. Hall and

Llinas describe how sensor fusion has found use in military applications for au-

tomated target recognition, remote sensing, and for guiding autonomous vehicles.

In the civilian sphere, applications have been found for monitoring manufacturing

processes, robotics, and in medical domains. Sensor fusion has not, however, been

adopted in any significant way to support the development of computer interaction

architectures.
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A discussion of sensor fusion that comes very close to what is relevant to our

topic is provided by Crowley and Demazeau [43]. They examine sensor fusion

in the context of perception, where they define perception as being “the process

of maintaining an internal description of the external environment.” They then

provide a detailed description of sensor fusion particular to robotics and vision,

where data from a number of cameras is combined to form a coherent model of the

environment. They discuss algorithmic tools such as Kalman Filters that can be

used for generating a model, and describe a pipeline for the iterative updating and

refining of such a model. What is missing in this discussion, from our perspective,

is the inclusion of sensors other than cameras, such as touch surfaces and magnetic

trackers, as well as a discussion of how such a sensor fusion system might be used

by a researcher developing new interactive technologies.

The lesson to be taken from the field of sensor fusion is first that there are

established techniques that have been developed to merge multiple signals into

a coherent whole, and that these techniques should be appropriated for our use

as needed. The second lesson, unfortunately, is that producing a single coherent

whole is a non-trivial task, and that there are major hurdles in developing a suitable

approach.

6.1.3 Lessons from Augmented Reality and Virtual Reality

Augmented Reality (AR) systems function by overlaying virtual elements on top

of the real world, as seen from the perspective of the user. This is usually done

using a combination of a head-mounted display (HMD) and some form of tracking.

Toolkits such as ARToolkit [110] have been developed to support the development

of such systems. These toolkits are differentiated from our approach by both scope

and focus. First, AR toolkits are usually designed to sense very specific objects

in the scene using specific sensors. For example, ARToolkit senses square black

marker patterns using a camera. It is able to perform this task quite reliably, but

is not designed to integrate input from a variety of sensors. It is also the case that

ARToolkit can ignore most of the context of the work environment. It is meant to

integrate virtual content into the real world, but it can safely remain ignorant of the

vast majority of the real world. Thus, augmented reality toolkits are not designed
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to generate a complete and coherent model of the entire work environment.

Virtual reality toolkits, such as the MR toolkit [180], on the other hand, have

been developed to very accurately model and simulate interaction in virtual en-

vironments. They must integrate input such as head position/orientation, hand

position/orientation, and body position/orientation in order to properly simulate

interactions and update the geometric model of the scene. While it is clear that VR

toolkits possess a deep ability to measure and model user body interactions, there

is no focus on sensor abstraction and modularity, and the interactions supported

by VR toolkits occur entirely in the virtual world, as opposed to our environment,

where interactions occur in the physical world.

6.2 The Body-Centric Application Programming
Interface

In this section we describe a theoretical Body-Centric Application Programming

Interface (API). In a later section we will describe the actual implementation of a

subset of the theoretical BAPI described here.

Our approach for designing the BAPI was driven by our body-centric design

philosophy. We want to put the user at the center of the model, where we believe

he belongs, and consider other contextual objects and displays in relation to the

user. Instead of a “device-centric” approach, where developers interface with de-

vices and query their states, we stress a user-centric approach where the developer

queries a model of the users in the scene. This is a change in focus of the develop-

ment approach (Figure 6.1), and one that we think will benefit both developers and

users. As Card et al. [29] point out, “an input device is a transducer from the phys-

ical properties of the world into logical parameters of an application.” Why rely

on an understanding of the functioning of a transducer of physical properties when

one can instead query a representation of the actual physical properties? As Blaise

Pascal noted, “Les choses valent toujours mieux dans leur source [The stream is

always purer at its source].” Our BAPI approach follows Pascal in spirit, by bring-

ing the abstract virtual representation of the scene back full circle to the structure

of the scene itself.

The high level architecture of the BAPI is very similar to the “autonomous
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Figure 6.1: The design of our Body-centric application programming inter-
face puts the user at the center of the model. Development is performed
by primarily querying user states, rather than accessing devices such as
mice and sensors and querying their states.

fusion” architecture (Figure 6.2) described by Hall and Llinas [77]. This architec-

ture is more appropriate than the “centralized fusion” architecture that they also

described. The centralized fusion architecture is most appropriate for architectures

where the raw data streams from different sensors can be reasonably combined,

and will result in improved classification. This is true of traditional data fusion

scenarios where sensors collect compatible data streams (e.g. satellite imagery

of different wavelengths). In our situation, however, data streams from sensors

will often be heterogeneous. There is no meaningful way of combining raw data

streams from a Vicon system, a touch surface, and a magnetic Polhemus sensor.

Instead, preprocessing must first occur to transform data into “state vectors.” A

state vector is a representation of features (e.g. an estimation of position, velocity,

orientation), rather than raw data (e.g. pixels or magnetic field measurements).

The different stages of the data fusion pipeline are summarized here:

Preprocessing Any processing of the raw data that is required before identifica-

tion of features can be performed.

Tracking & Classification An estimate of position, location, and any other rel-

evant properties (captured in state vectors) is calculated for each object or
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Figure 6.2: Data fusion pipeline for producing a single consistent scene
model. Adapted from Hall and Llinas [77].

element the sensor measures.

Data Alignment & Association Results are transformed from sensor units and

coordinate systems into a shared universal coordinate system.

Correlation Results from multiple sensors are related to objects identified in pre-

vious measurement iterations.

Scene Model Single coherent model is produced.

An alternate architecture (Figure 6.3) is possible that is a combination of the

autonomous fusion and centralized fusion approaches. This architecture is desir-

able if there are a number of sensors of a similar type whose output streams can

be meaningfully fused at the raw data level, rather than at the state vector stage.

Fusing data at an earlier stage often results in superior results. An example of a

scenario where a fusion approach would be appropriate is one where multiple video

cameras are viewing a scene. The raw data from the cameras should be processed

together by a MUX unit, in order to perform a multi-view reconstruction of the

scene [147].

6.2.1 Uncertainty

When an abstract representation conceals one or multiple sensing approaches, the

representation must incorporate knowledge of the inherent limitations of the un-

derlying implementation. For example, a Vicon system relies on line-of-sight to

cameras, which is not always available, and the signal from a Polhemus can be-

come noisy as distance between the emitter and sensor increases. These limita-

tions should be represented in the model without requiring the user of the model to

possess knowledge of the underlying implementations.
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Figure 6.3: Hybrid data fusion pipeline for producing a single consistent
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data from similar sensors. Adapted from Hall and Llinas [77].

There has been work on representation of uncertainty in input. Mankoff et al.

proposed that uncertainty be modelled as part of recognition toolkits [140]. In sit-

uations where ambiguity exists, their approach involves maintaining a hierarchy of

possible events, and later resolving those events when more information becomes

available. A mediation layer disambiguates possible events using one of a number

of approaches. In later work, Mankoff et al. further explore the interactive possi-

bilities that exist when ambiguity data exists for input [139]. The work described

is important, but it doesn’t explain how uncertainty might be integrated into a sys-

tem where a potentially large number of sensing approaches of varying capabilities

exist behind a layer of abstraction.

A more appropriate model of uncertainty can be drawn from work by Cheng

and Prabhakar [35]. They describe a framework for storing sensor data in a database

and then retrieving the sensor data. Central to their framework are three forms of

uncertainty: point uncertainty, interval uncertainty, and probabilistic uncertainty.

Point uncertainty is actually not uncertainty; it is the assumption that measure-

ments of positions (or other values) represent exactly the actual values. Interval

uncertainties are uncertainties where a value is known to be within some certain

range, but nothing is known regarding the likelihood of the actual value being in

different regions of the interval. Probabilistic uncertainty (explored in [34]) is sim-

ilar to interval uncertainty, except an additional distribution function is known that

specifies how likely it is that the actual value will be at given points within the

interval. Key to their approach is that uncertainty in measurements is captured in

queries to the database. This is an approach that fits well with our scene model of
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users and context. When an application developer accesses the model, the model

can respond not only with measurements, but also with meta-information describ-

ing uncertainty.

The use of the three forms of uncertainty are best described using examples.

Point uncertainty should be used only when the system is not capable of capturing

uncertainty. Interval uncertainty should be used if data is known to be in a certain

range, but there is no way of knowing the probability distribution of the sensor data

within that range. Take as an example tracking a user’s arm using optically tracked

Vicon markers. There is one marker for each of the hand, elbow and shoulder. If

all three markers are visible then the locations of the joints are known to within

a very small error. However, if the elbow marker (for example) is not visible to

the cameras, then the system must guess at the location of the elbow based on

the known locations of the hand and shoulder. A possible range of values for the

elbow can be computed using the known constraints of the person’s arm, but there

is no way of knowing where in that range the user has placed their elbow. Thus,

interval uncertainty is an appropriate representation. A magnetic tracker, such as

a Polhemus, provides a good example for probabilistic uncertainty. Such a tracker

has a certain amount of noise in the signal. Based on a number of variables, such as

distance from transmitter to sensor and battery state, the uncertainty may change.

However, based on knowledge of the noise of the signal, a probability distribution

of likely locations of the marker can be determined. The distribution provides more

information than a simple interval, and is therefore more useful.

A description of how uncertainty can be captured in a query of model state

is shown in Figure 6.4. It can be seen how a query to the model will return a

single value defining the assumed location, an interval of possible values can also

be returned (for the case of interval uncertainty), or a function can be returned (in

the case of probabilistic uncertainty).

6.2.2 BAPI Query Language

So far we have discussed the creation of the scene model. In order to be of any

use, developers must be able to query the scene model to determine the state of

users or contextual objects. Fundamental to the scene model are scene objects and
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Figure 6.4: Uncertainty is captured in one of three ways in the response to
the query for position of an object. Point uncertainty assumes that the
position is exact and correct. Interval uncertainty provides a range of
possible values. Probabilistic uncertainty provides a function describ-
ing the likelihood of the position being of a certain value.

properties. Objects are things like people, displays, and tools. Objects can also

comprise other objects. A person is comprised of limbs and joints.

A developer using the BAPI should be able to query scene objects to determine

their properties at any point in time. For example, a developer could query for

the orientation of a display, the location of the top left corner of the display, or the

width of the display. Orientation and location queries would return 3D vectors (and

possibly associated meta-data concerning uncertainty), and the width query would

return a scalar. For example, the following C++ code finds some basic properties

of a specific display:

d isp lay−>g e t O r i e n t a t i o n ( ) ;

d isp lay−>getTopLeftCorner ( ) ;

d isp lay−>getWidth ( ) ;

Some objects are more complicated than displays. People, for example, not

only have the basic properties, but also have complex geometry that changes over

time. It can be useful to query very specific properties of a user. For example,

the following code finds what direction a user is facing, and then iterates over the

limbs and joints in the user, finding their positions:

user−>g e t O r i e n t a t i o n ( ) ;

foreach ( Limb l imb i n user ) {
foreach ( J o i n t j o i n t i n l imb ) {

j o i n t−>ge tPos i t i on ( ) ;
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}
}
user−>getMesh ( ) ;

It can also be useful to be able to determine relationships between different

objects. The relationships can frequently be manually calculated, but convenience

methods to perform the calculations can save a lot of time. For example, this code

demonstrates finding the distance between two users, computing the angle between

the forearm and upper arm, and computing the projection of a user’s hand from a

point to a display:

user1−>prox imi tyTo ( user2 ) ;

forearm = user1−>getLimb ( Limb : r ightForeArm ) ;

upperArm = user1>getLimb ( Limb : r ightUpperArm ) ;

SceneObject . computeAngle ( forearm , upperArm ) ;

r ightHand = user1−>g e t J o i n t ( J o i n t : r ightHand ) ;

d i sp lay . p r o j e c t ( l i g h t O r i g i n , r ightHand ) ;

6.2.3 Limitations of the Design

We have described a general architecture for the BAPI, including definition of re-

quirements, description of a processing pipeline, and high-level description of an

interface. This serves as a general design, but many of the details of implemen-

tation have not been described. Unfortunately, the task of implementing such an

architecture in order to anticipate all possible usage scenarios is a monumental task,

and is far outside the scope of this dissertation. A reasonable parallel can again be

drawn with Codd’s initial definition of relational databases. His design was useful

at a high level, but it was then necessary for it to be followed by decades of work

building out the details of how relational databases function “under the hood.”

We make no claim that the design we have offered is in any way easy to imple-

ment. The components of data alignment & association, and correlation, in partic-

ular, are expected to be very difficult to implement. What we do claim, however,

is that once these components have been implemented, the architecture as a whole

will be useful, without modification, to a broad set of application developers.
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6.3 Usage Scenario
It is useful to provide an example of how the BAPI can be used in a real-world

scenario. We describe here a scenario of users interacting with a realistic applica-

tion, in a realistic context. It is worth noting that although realistic, this scenario

was not designed with any actual display/sensing infrastructure (such as that which

supported the techniques described in other chapters) in mind.

Our scenario involves two users interacting with a wall-based mapping applica-

tion, with an additional touch table available. Large display mapping applications

are commonly used in many contexts, including industrial control rooms [1] and

command-and-control for military [179] and crisis management [104].

In our scenario, the application software requires detailed knowledge of the

geometry of the two users, and the tools the users may be using. The knowledge

requirements of the application include:

R1 Where on the display is a user touching?

R2 Is the user touching with a finger or a stylus?

R3 Which one of the users is touching? What is the identity of that user?

R4 If the user is touching with a finger, which finger of which hand is being used?

R5 Where are each of the two users looking?

R6 How far is each user from the display?

R7 When does a third user enter the room? What is the identity of the third user?

No single sensor type can practically answer all the questions above. It is

best to combine a variety of sensors that are each optimized for sensing particular

things, and the architecture described in Figure 6.2 can then be used to construct a

single coherent model that the software application can query.

In our scenario, the sensors used include a frustrated-total internal reflection

(FTIR) touch wall [80], a number of video cameras placed about the room, eye

trackers near the working display, microphones, and magnetically tracked styli.

The abilities of the sensors map to desired functionality of the application is shown
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application requirement sensor
R1 FTIR touch wall ([80])
R2 Magnetically tracked styli + cameras ([86])
R3 Cameras ([13])
R4 Cameras + FTIR touch wall
R5 Cameras + Eye tracker ([50])
R6 Cameras ([61])
R7 Cameras

Table 6.1: Sensors mapped to the requirements of the application. Some re-
quirements demand a fusion of data collected from multiple sensors.

in Table 6.1. Most of the requirements require a combination of input from differ-

ent sensor types, as the abilities of each sensor type are limited.

The input from the different sensors is processed by the fusion architecture as

shown in Figure 6.5. The resulting scene model (Figure 6.6) is a single represen-

tation of the relevant aspects of the users and contextual objects. Allowance is

made for retaining copies of the scene state for use by iterative algorithms, such as

those based on Hidden Markov Models [12, 54], but when these are employed they

will be invisible to the user of the model. Any robust model will likely include a

predictive component based on retained state and a corrective component that uses

feedback from the sensors to update the model. Hidden Markov Models are one of

many classes of techniques that are in widespread use [21, 196].

The scene is not an entirely complete representation of the real world, as many

things are not measured. It is, however, complete enough to fill the requirements

of the application. If the requirements of the application were extended, or a new

application with different requirements were developed, then extra sensors could

be added, and a more complete scene model would be produced. Importantly, this

expansion of the completeness of the scene model would not require changes to

any of the existing application code, although the interaction architecture would

need to know how to integrate the new sensors.

It is useful to note that the above scenario could be supported without the de-

scribed fusion architecture or resulting scene model. A developer could access

separate APIs for each of the different sensors, and perform ad-hoc fusion in the

application. The downside of this approach is that the developer must have detailed
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Figure 6.5: Processing pipeline of data from a variety of sensors to produce
a coherent scene model for use by an application. In the first step raw
data is captured. In the second step raw data is processed in isolation. In
the third step state vectors are transformed into a consistent coordinate
system. In the fourth step state vectors are associated with entities in
the scene. Retained state information may be reused to refine further
iterations of model construction.
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Figure 6.6: Representation of users in a scene. Red circles represent some
of the pertinent details that must be captured from different sensing sys-
tems. Examples in the image include touch locations and gaze fixations.
Other data could include body contours and user identities.

knowledge of how each of the sensors works, and be able to directly manipulate

the appropriate data. If any of the sensors changed, for example if the magnetically

tracked styli were changed with optically tracked styli, the developer would need to

make changes to the application. With the abstraction of the described architecture,

this is not the case.

6.4 A BAPI Implementation
We implemented a preliminary version of a BAPI architecture in order to support

our investigations into body-centric interaction techniques and applications. This

implementation was used to support the work described in Chapter 4. Because the

architecture evolved with the applications, and we had not yet finalized the design

of our architecture, there are some differences between our theoretical architecture

and what was actually implemented. There are also some omissions in the im-

plementation, such as a lack of support for modelling uncertainty. However, our

implementation largely follows the design in spirit, and could be extended to more
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correctly fit the model.

The BAPI was implemented in C# using the .NET Framework version 3.5.

Other languages, notably C, were used to communicate with legacy software li-

braries.

The classes implemented fall into two general class hierarchies. The first re-

lates to the scene model itself (Figure 6.7), and represents items, tools, and users in

the scene. The objects in this hierarchy are accessed by the application developer in

order to query the state of the scene, and are accessed by the sensing components

in order to update the state of the scene. The individual classes and important

properties are summarized in Table 6.2. The classes are briefly described here:

SceneModel Container for all the scene objects in the scene. The developer can

traverse the collection of objects using this class.

SceneObject Represents a single object existing in the scene.

Body Represents a single person.

BodyIK A body model that enforces certain constraints.

BodyIKTest A body model with autonomous motion. Used for testing.

Limb A part of a body.

Joint End points of a limb.

Light A virtual light source in the environment.

Input Device A tool used by the user to interact with the environment or virtual

content of a display.

Wii Remote A Wii Remote used by clicking buttons.

Phidgets Button A simple single wired button.

Display A rectangular display in the environment.
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Figure 6.7: UML class diagram of major classes in the modelling component
of the implemented architecture.

The second class hierarchy (Figure 6.8) is devoted to the classes that will pro-

cess data incoming from any sensors, and will update the scene based on what

is sensed. The light modelling classes are a bit unusual in this hierarchy, as they

are not associated with any form of sensing. Instead, they update the location of

the virtual light sources in the scene (as described in section 4.3.4), based on the

state of the scene as a whole. The individual classes and important properties are

summarized in Table 6.3. The individual classes are briefly described below:

LatusCapture Collects position (X, Y, Z) data from any available Liberty Latus

magnetic tracking sensors. Each tracker is associated with a joint on a body.

The body position is updated as the position of the tracker changes.

CameraCapture Uses multiple cameras to identify the locations of coloured balls

and triangulate their positions. Each ball is associated with the location of a

user’s joint. The user body is updated to represent this.

LightModel A behaviour that describes the position of a virtual light source in the

scene.
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Class Property Description
SceneModel objects List of SceneObjects contained in the

scene.

SceneObject
position Position of the object in the scene.
orientation Orientation of the object in the scene.

Body

limbs List of Limbs that comprise the Body.
joints List of Joints that comprise the Body.
mesh Mesh that approximate the 3D contour

of the Body.
gaze Direction of gaze of the body.

Limb
name Name of limb (e.g. left-lower-leg).
start Joint at one end of the Limb.
end Joint at the other end of the Limb.

Joint name Name of the joint (e.g. elbow)
BodyIK constraints Constraints used to calculate the pose

of the Body.
BodyIKTest joint paths Predefined motion of certain Joints for

debugging purposes
Light brightness Brightness of the light.
Input Device joint Joint (usually a hand) that is holding

the device.

Wii Remote
button A state State of the A button (e.g. pressed).
button B state State of the B button.

Phidgets
Button

button state State of the button (e.g. pressed).

Display bounds Bounds of the surface of the Display.

Table 6.2: Major classes implemented as part of the scene model. Important
properties of the classes are named and described.

LightBodyModel A behaviour that relies on the properties of a body in the scene

in order to set the light position.

LightFollowModel A behaviour where the virtual light source is located behind

the user, determined by a vector pointing out the user’s back.

LightCollaborationModel A behaviour where light source positions change based

on user proximity.
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Figure 6.8: UML class diagram of major classes in the sensing component of
the implemented architecture. These classes are generally responsible
for updating the scene model to properly represent the physical scene.
The LightModel classes are special purpose, and set the locations of
virtual light sources according to specific behaviours.

LightOrthographicModel A behaviour where the virtual light source is posi-

tioned behind the user, relative to the display, at a very large distance.

LightManualModel A behaviour where the virtual light source is manually placed

at any arbitrary location.

LightModelSwitcher A behaviour where the light source position changes from

an old to a new behaviour in a smooth fashion.
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Class Property Description
ModelCapture SceneModel The scene that should be

updated by this class.
LatusCapture
CameraCapture
LightModel light The light that this class

should update.
LightManualModel

LightModelSwitcher
lightmodel1 The light model that is be-

ing switched from.
lightmodel2 The light model that is be-

ing switched to.
LightBodyModel body The body that this model

uses to set the light loca-
tion.

LightFollowModel
LightCollaborationModel
LightOrthographicModel display The display that this

model uses to set the light
location.

Table 6.3: Major classes implemented as part of the sensing component. Im-
portant properties of the classes are named and described.

6.5 Conclusions
It is important that a new model of interaction be approachable by new developers.

Regardless of how powerful a model can be for users, if it is difficult to implement,

it is unlikely that it will see widespread adoption. We have described an interaction

architecture that supports the development of body-centric interaction techniques.

Supporting the development of body-centric interaction techniques is particu-

larly challenging. No single sensing approach is adequate to capture the range of of

data that is necessary to support the proper exploration of interactive possibilities.

We have defined a theoretical interaction architecture that takes inspiration from

the power of sensor fusion and the simplicity of databases, and applies the lessons

learned from those fields to HCI. The theoretical pipeline we have described can

possibly allow developers to explore the space of body-centric interactions.
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We have also described a concrete implementation of a subset of the function-

ality described in the theoretical framework. This implementation was performed

in parallel with our own design of interaction techniques. We were thus able to test

and refine the approach as we went. As we progressed with our design iterations

and the BAPI architecture matured, we found that we were spending less and less

time writing code to interface with sensors and manage raw data, and more and

more time focussing on the interaction techniques. In this sense our architecture

can be considered a success.

6.5.1 Limitations

As we noted earlier in the chapter, designing and implementing a fully functioning

and extensible BAPI is a very large task, and well outside the scope of a single

dissertation. We only implemented support for a handful of sensors, but there are

many more that could be integrated. Coordination of the state vectors derived from

a wide range of sensors is also potentially a very difficult task.

One question that will need to be answered is whether a generic approach such

as that described by our BAPI will be able to provide a model of equal power

and accuracy to an “ad-hoc” implementation where a developer accesses individual

sensor systems directly. We believe that a scene model that is built with sufficiently

sophisticated approaches in the data alignment & association and correlation stages

of the data fusion process will be equivalent in quality to models that are built with

literal sensor data.

We expect that some sort of BAPI architecture will emerge into the HCI com-

munity, but that it may take some time to do so. We expect that at a high level

what ultimately emerges will draw inspiration from our approach, but the truth is

that there are many internal details that remain to be addressed. This will be future

work.
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Chapter 7

Revisiting Fitts’ Law When Gain
Varies

The Shadow Reaching technique described in Chapter 3 relies on mid-air, physical

pointing by the user, mediated by the shadow reaching software mapping between

the user’s physical actions (control) and the cursor and shadow representation on

a large screen (display). The ratio of control movement to display movement is

referred to as gain [8], which is inherent in the perspective projection underlying

Shadow Reaching. In order to evaluate the effectiveness of such techniques, theo-

retical models that measure performance are necessary. We test a theoretical model

of mid-air pointing performance for very large wall displays that uses the Welford

two-part formulation of Fitts’ law. This allows for an independent contribution to

movement time of movement amplitude A and target width W . We demonstrate

how the relative contributions of A and W can be mathematically captured in an

exponent k. We then provide new experimental data suggesting that the exponent

k increases monotonically as control-display gain increases, and that it appears to

increase linearly. We conclude that to accurately model pointing performance on

interactive displays more robust models, such as the Welford two-part formulation,

should be adopted to take into account control-display gain. A significant contri-

bution of the work reported in this chapter is the finding that although most of the

standard formulations of Fitts’ law do not take gain into account, it appears that for

physical pointing on large screen displays gain plays an important role that can be
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modeled by the Welford formulation.

Developing theoretical models of low level performance is an important task

in aid of developing new interaction techniques and new display form factors. As

Card et al. argued in their discussion of the Model Human Processor [30], theoreti-

cal models of human action support the ability of designers to perform approximate

engineering calculations when creating systems. In addition, as pointed out by I.S.

MacKenzie et al. [129], as the link between user and machine gets more “direct,”

speed-accuracy models for actions in the physical world become more relevant to

actions taken in computing contexts. This becomes even more true when adopt-

ing newer interaction techniques, such as the Reality-Based Interfaces of Jacob et

al. [101], the body interfaces of Klemmer et al. [118], and the body-centric inter-

action techniques introduced in this dissertation.

We initially set out to develop a theoretical model of pointing performance for

mid-air pointing on large wall displays. This is consistent with the overall theme of

the dissertation, specifically body-centric interaction, because of the connection of

large-scale interaction to user motion within the work context. Such a theoretical

model of performance would apply specifically to the kinds of techniques that we

developed using a body-centric approach. What we discovered, however, was that

our investigations arrived at conclusions with much wider implications. They apply

not only to our specific domain but to others as well, including mouse input on large

displays, and also pointing on small displays. We decided, due to the importance

of the findings, to expand the scope of this chapter, while still focusing on the

elements that are specific to our theme of body-centric interaction.

The Fitts’ law model of pointing performance [60] has proven to be extremely

robust. As Pratt et al. [168] point out, it has been applied to physical pointing

underwater [111], in near-zero gravity [65], with microscopic targets [124], and

when pointing with one’s feet [88], among other things. Fitts’ law has found a

home in the field of Human Computer Interaction, with a nearly thirty-year legacy

of use [186]. When evaluating new pointing devices or new display form factors

one of the first research tasks is often to perform a Fitts’ law evaluation, producing

a predictive model of performance and determining throughput for the particular

approach.

However, there are exceptions to Fitts’ law. Not long after Fitts’ original paper,
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Welford observed [208] that some Fitts-like tasks result in data that does not follow

Fitts’ model. Welford proposed an alternate two-part model of performance to take

into account this deviation from expected performance. Welford’s model allows

for independent contributions to movement time of target width W and movement

amplitude A, rather than only considering the ratio of A and W captured in Fitts’

“index of difficulty” that we describe in the next section.

More recently, there are other indications that Fitts’ law has limitations. Pratt

et al. [168] discovered that allocentric spatial information can modulate pointing

performance, with the result that pointing to a farther target can in some cases

take less time than pointing to a closer target. As Pratt et al. conclude: “it now

seems unlikely that a single equation will be able to accurately capture all aspects

of speed-accuracy trade-offs.” From these two examples it is clear that Fitts’ law,

while widely useful and validated, should not be taken as gospel. Alternate expla-

nations should be considered when appropriate. Two such situations are when the

size of the display varies significantly from those traditionally studied, and when

widely varying values of the control/display gain ratio are employed.

In this chapter we explore how control-display gain influences mid-air pointing

performance on very large wall displays, and how this can be best modeled using

the two-part Welford formulation of Fitts’ law. Such a model can be used to help in

the design of interaction techniques such as the body-centric techniques described

in chapters 3 and 4, and the text input techniques described in chapter 5.

We start by performing a re-analysis of data obtained from other researchers.

This re-analysis serves to frame our own experiments and expectations. The re-

analysis demonstrates that Fitts’ law breaks down when modelling pointing on

some computing devices, and that the magnitude of this breakdown depends on

the control-display gain. This breakdown may not have been identified by some

other researchers because of limitations in experimental design and analysis. The

re-analysis further suggests that the two-part pointing model proposed by Welford

can correct the breakdown of Fitts’ original model.

Motivated by the re-analysis, we then present results from a new experiment

that investigated physical pointing at a distance on a very large wall display. These

results indicate that the Welford two-part formulation models pointing performance

much better than the original Fitts’ formulation, and that pointing performance
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does indeed vary based on gain in a manner consistent with the results of the re-

analysis.

The contributions of this chapter are three-fold. First, we demonstrate through

a re-analysis of data from other researchers that Fitts’ law falls short in modelling

pointing performance on a computer and we suggest why this shortcoming may

have been overlooked for so long in the HCI community. Second, we analyze the

data used in the re-analysis to show that Welford’s two-part formulation more accu-

rately models pointing performance at all levels of control-display gain. Third, we

present results from a new experiment that support the findings of our re-analysis

by demonstrating how the coefficients in the Welford two-part formulation depend

on control-display gain for mid-air pointing on a very large wall display.

7.1 Related Work
Literature related to Fitts’ law is specifically relevant to the research reported in

this chapter.

7.1.1 Fitts’ Law for Computer Pointing

Fitts’ law [60], originally developed as a tool for modelling the performance of

human physical pointing, was applied to pointing on a computing device by Card

et al. [28]. The empirically determined parameters of a Fitts model for computer

pointing depend largely on the device used. Researchers have performed numer-

ous evaluations of devices, including investigations into traditional mouse, pad,

and trackball devices [55], stylus input [63], direct touch on tables [64], and point-

ing with a laser pointer [154]. Researchers have also extended Fitts’ law to special

cases. Variations on Fitts’ model have been developed for 2D pointing [130], 3D

pointing [73], pointing to expanding targets [144], and pointing to dynamically re-

vealed targets [26], among others. Researchers have even investigated such subtle

points as the impact of cursor orientation on performance [166], and the indepen-

dence of throughput on the speed/accuracy tradeoff [131].

There are still some open questions, however, regarding how Fitts’ law should

be applied in HCI. Guiard [74] raised the question of consistency in the design

of Fitts’ law experiments and introduced a new interpretation, form and scale, for
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Fitts’ law experimentation. Outside of the field of HCI, questions have also been

raised regarding the applicability of Fitts’ law. Pratt et al. [168] discovered that

allocentric information can modulate pointing performance, suggesting that there

is more to pointing than the low-level motor movement modelled by Fitts’ law.

These explorations, combined with Keulen et al.’s [113] identification of multi-

ple reference frames used for reaching, suggest that our understanding of pointing

performance and Fitts’ law is far from complete, and that we should continue to

re-evaluate our understanding and use of Fitts’ law.

7.2 One-Part and Two-Part Models of Pointing
Performance

Several formulations of Fitts’ law have been posited. We discuss here four impor-

tant variants.

MT = a+b log2

(
2A
W

)
(7.1)

MT = a+b log2

(
A
W

+1
)

(7.2)

MT = a+b log2

(
A
W

+0.5
)

(7.3)

MT = a+b1 log2 A−b2 log2W (7.4)

The original version due to Fitts (eq. 7.1) defines movement time as depending

on the distance between targets (A) and the size of targets (W ), as well as two

experimentally determined constants. The log2(2A/W ) term is known as the index

of difficulty (ID). In Fitts’ formulation it is the dimensionless ratio of A and W that

matters; the individual values of A and W are not in isolation important.

Soukoreff and I.S. MacKenzie [186] have promoted the use of a formula-

tion (eq. 7.2) where ID is more consistent with a Shannon-inspired information-

theoretic interpretation of Fitts’ law. This is similar to what we refer to as Welford’s

one-part model (eq. 7.3). Both have an additive constant within the logarithmic

term.
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The fourth important variation, and the one we will focus on, is the Welford

two-part model (eq. 7.4), which allows for separable contributions of A and W to

movement time. By separable, we mean that the individual values of A and W are of

significance, rather than just the ratio A/W . Welford introduced his two-part model

to account for deviations from Fitts’ law that he observed in data collected from an

improved version of Fitts’ original experiments [208, page 158]. Welford’s con-

clusions have been indirectly supported by more recent work in kinesiology, where

it was found that trajectories of limbs and velocity profiles during pointing depend

independently on A and W [128], and that movement times can be independent of

target size in virtual grasping tasks [142]. Welford’s two-part model seems to have

been largely overlooked in the HCI literature, although there is work, including that

by Wobbrock et al. [217], that hints at the need for a model of pointing other than

Fitts’. We think Welford’s model is potentially powerful in its generality, especially

when applied to interaction with large displays.

Several properties of large display interaction techniques differentiate them

from the direct touch motor movement that was originally studied by Fitts. First,

interaction and feedback are often located in different spaces. For example, a user

may manipulate an input device (e.g. a mouse) in one space while visual feedback,

including a visual cursor, is shown on a display in a separate space. Second, there is

not necessarily a one-to-one correspondence between input movements and resul-

tant feedback. The control-display gain (CD gain) can be manipulated in different

ways, and motion can be either relative or absolute. Third, manipulation can be

performed outside of a person’s physical reach, using devices such as laser point-

ers. It is known that humans use different cognitive mechanisms to operate inside

and outside of physical reach [91], and these different mechanisms may result in

different performance profiles. Because of this, a single model, such as Fitts’ law,

may not be adequate in describing a task with many influencing variables.

In order to understand the performance properties of different interaction tech-

niques for very large wall displays, it is useful to determine whether Fitts’ law

applies and how it might need to be generalized. Important questions include:

does Fitts’ original formulation (or alternately one of the Shannon-inspired formu-

lations) apply to distance pointing on a large display? If not, does an alternate

model, such as Welford’s two-part model, better explain performance? Are con-
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clusions generalizeable across multiple interaction techniques? To answer these

questions it helps to first develop a clearer understanding of existing work involv-

ing the different formulations, and different interaction scenarios.

7.2.1 Pointing at a Distance and the Kopper k Exponent

In this section we analyze recent work by Kopper et al. on distance laser-pointer

interaction and relate it to the much earlier Welford two-part separable model of

pointing performance. Kopper et al. [121] examined distance pointing with a laser

pointer on large displays. They developed a model of performance based on angu-

lar measurements α for amplitude and ω for target width (eq. 7.5).

MT = a+b log2

(
α

ωk +1
)

(7.5)

The use of angular measurements is consistent with their technique, where

rotation of the input devices, rather than translation, results in cursor motion. The

exponent k they introduce allows α and ω to have separate degrees of impact on the

movement time. We will call this exponent the “Kopper k” and we will generalize

the use of a k exponent to other variants of Fitts’ law. We will similarly refer to

eq. 7.5 as the “Kopper angular formulation” or simply the “Kopper formulation.”

A formulation analogous to the Kopper angular formulation can be constructed

using linear units (eq. 7.6).

MT = a+b log2

(
A

W k +1
)

(7.6)

In this version of the Kopper formulation, linear amplitude A replaces angular

α , and linear width W replaces angular ω . A second formulation is also possible

(eq. 7.7), where we omit the Shannon-inspired “+1” term. This omission aids in

further manipulation of the equation; it will be justified later when we present our

re-analysis and our new experimental data.

MT = a+b log2

(
A

W k

)
(7.7)

An important observation, not noted by Kopper et al., is that the linear analog of

their formulation (eq. 7.7) can be derived directly from Welford’s two-part model

138



(eq. 7.8), meaning they are equivalent. The k and b values in the linear version

of Kopper’s formulation are equal to b2/b1 and b1 from Welford’s formulation,

respectively. We therefore have a second means of expressing Welford’s two part

model, with different constants.

MT = a+b1 log2(A)−b2 log2(W )

= a+b1

[
log2A− b2

b1
log2(W )

]
= a+b1

[
log2(A)− log2(W b2/b1)

]
= a+b1log2

(
A

W b2/b1

)
= a+b1log2

(
A

W k

)
(7.8)

The significance of the linear version of the Kopper formulation lies in the

exponent k. The exponent k is a single constant that conveniently encapsulates

the relative magnitude of the separable contributions of the independent variables

A and W to the overall movement time. If experimental results determine that

k = 1 the model is simply Fitts’ law (without the factor of 2 multiplying A, a

minor detail), and Fitts’ law will model the experimental data as well as does the

two-part model. However, in cases where experimental data dictate that k deviate

significantly from unity, Fitts’ formulation will do a poor job of modelling results.

Thus k is useful not only for gauging the relative contributions of A and W , but is

also a good indicator of the applicability of Fitts’ formulation. We adopt the use of

k for much of the remaining chapter to illuminate the separable contributions of A

and W .

7.2.2 Unit Dependence in Two-Part Models of Pointing

The empirically determined constants of a Fitts model are independent of the

choice of units (e.g. cm or mm) used in measurement. This is not the case us-

ing the Welford two-part or linear version of the Kopper formulations. As shown

in eq. 7.9, Fitts’ formulation is not impacted by changing units used in measure-
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ment (represented by scaling both A and W by some constant value c), because

the scaling constants cancel out. The empirically derived constants a and b will

therefore be the same regardless of units used.

MT = a+b log2

(
2cA
cW

)
= a+b log2

(
2A
W

)
(7.9)

In Welford’s and Kopper’s formulations, however, the units chosen will impact

the constants derived. As seen in eq. 7.10, a multiplicative constant c applied

to measurements will result in a change in the empirically determined additive

constant a.

MT = a+b1 log2(cA)−b2 log2(cW )

= a+b1(log2 c+ log2 A)−b2(log2 c+ log2W )

= (a+b1 log2 c−b2 log2 c)+b1 log2 A−b2 log2W

= a′+b1 log2 A−b2 log2W (7.10)

A multiplicative scale c will result in a new additive constant, a′= a+b1 log2 c−
b2 log2 c. Importantly, the b1 and b2 constants, and therefore the k value, all remain

independent of the units chosen. Thus the magnitude of the separable effects of A

and W as captured in the exponent k is independent of the units chosen to represent

amplitude and target width.

This explanation glosses over an important point. Both A and W appear within

logarithms. This is not mathematically valid because the logarithm of whatever

units are used is not really an admissable quantity. As Graham explains [69],

Welford anticipated this objection and postulated nominal values A0 and W0 that

“normalize” A and W respectively and eliminate the problem of logarithmic units.

MT = a+b1 log2

(
A
A0

)
−b2 log2

(
W
W0

)
(7.11)
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We will assume that suitable constants A0 and W0 are used as in eq. 7.11 but

will simply write eq. 7.4 with the understanding that suitable normalization has

taken place and that only the intercept value a might be affected by the choice of

normalization values A0 and W0.

7.2.3 Alternate Models

The Fitts and Fitts-like (e.g. Welford) models are not the only models of point-

ing performance. Earlier models include those by Woodworth [219] and Holling-

worth [89]. Another model is that due to Schmidt et al. [177], which developed a

set of relationships between movement amplitude, precision, time, and the mass of

objects being moved. We used Fitts as the basis for our work for several reasons.

Most importantly, Fitts is accepted as the gold standard, and is used most widely by

HCI researchers and practitioners. Because of this, any new work on pointing must

necessarily be compared to Fitts. In addition, Fitts is much more concise and easily

understandable than the older models due to Woodworth and Hollingwworth. Fitts

is also more relevant to computer pointing than the Schmidt model, which deeply

integrates the physical properties of pointing (such as the mass of the item being

moved) which are not clearly transferable to virtual pointing operations.

7.3 A Re-Analysis of Pointing Experiments Selected from
the Literature

One-part models of pointing based on Fitts’ original formulation have garnered

much more attention in the HCI literature than have two-part models such as those

by Welford and Kopper. This may be because one-part models appear to serve

us well and they are simpler and more concise than two-part models. We might

well ask, is there a need for two-part models of pointing performance? In order

to answer this question we undertook a re-analysis of published experimental data.

We delved into aspects of the data that were left unexplored by the authors of

three studies. We found that one-part models possess previously unappreciated

limitations, and that two-part models of pointing performance are more useful than

was previously thought. We completed the re-analysis by reviewing 19 papers to

see whether the lack of appreciation for two-part models might be due to limitations
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Figure 7.1: Lines connect points representing tasks with the same amplitude.
With A held constant movement time varies roughly linearly with ID.
Adapted from Graham [69, page 47].

in the experimental designs and analyses that were used.

7.3.1 Physical Pointing on a Small Display

Graham described a series of experiments dealing with indirect (virtual) control

of an on-display pointer using a motion-tracked finger [69]. His first experiment

investigated pointing at varying levels of control-display gain on a traditional sized

display. He found that Fitts’ original formulation does not accurately model point-

ing because of a separable effect of A and W on performance. A visualization of

Graham’s results (Fig. 7.1 and 7.2) reveals a pattern very similar to that found by

Welford in his reproduction of Fitts’ experiment. Movement time scales roughly

linearly with ID within either a single A or W value, but not across changes in both

the A and W values. As with Welford’s analysis, Graham found that a two-part

model (eq. 7.4) was necessary to compensate for the patterns observed, and to ac-

curately model the movement time. The validity of applying this two-part model

was further supported by Graham’s analysis of hand velocity and acceleration pro-
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Figure 7.2: Lines connect points representing tasks with the same target
width. With W held constant movement time varies roughly linearly
with ID. The data points are exactly the same as in Fig 7.1, only the
lines have been drawn differently. Adapted from Graham [69, page 47].

files during pointing, which again revealed separable effects of A and W in different

temporal segments of the motion.

The fact that both Welford and Graham found a two-part formulation to be nec-

essary to accurately model performance of their respective real-world and virtual

pointing tasks is intriguing. But what does this mean for evaluation of other forms

of computer pointing? After all, Fitts’ original formulation (and those closely re-

lated to it) have repeatedly been found to accurately model pointing on a computer.

However, Graham points out that even for cases where there is a separable effect

of A and W , Fitts’ formulation holds for certain subsets of data, and can also hold

for data that is averaged across all of the A and W values for each ID.

In explanation, Graham notes that an experiment and related analysis must be

performed carefully to isolate the contributions of A and W in order to potentially

reveal the described effect. As an example, Fig. 7.3 shows a regression analysis

of data points from the Graham data that are averaged within ID values, whereas
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Figure 7.3: A regression analysis of the Graham data using average MT re-
sults for every ID value at gain = 1. Poor fit is concealed due to aver-
aging of data points.

Fig. 7.4 shows a regression analysis of the same data, but where data points are not

averaged. It is evident that averaging data points conceals the poor fit of the data

to a linear function, a danger that should be avoided. The importance of careful

experimental design is backed up by arguments made by Guiard [74], who notes

that standard Fitts’ law experimental designs tend to contain a confound related

to the concomitant variation of A and W with ID. The importance of this is that

past experiments that found Fitts’ law to correctly model pointing may have been

masking separable effects because of experimental design limitations.

We further analyzed the results of Graham’s experiment1. This is summarized

in Table 7.1. For completeness, we performed regression analyses for the Fitts

(eq. 7.1), Shannon (eq. 7.2), and Welford (eq. 7.4) formulations, providing the

regression coefficients and R2 values for each. For the Welford formulation we also

compute k, the ratio b1/b2. There is no universally accepted threshold for a good R2

values, but I.S. MacKenzie [129] suggests R2 = 0.9 as a guideline when evaluating

1 We thank Evan Graham for providing us with access to the data he collected.
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Figure 7.4: A regression analysis of the Graham data using MT results of
every combination of A and W at gain = 1. Poor fit is evident as a result
of analyzing all data points. Adapted from Graham [69, page 45].

Fitts (2A/W ) Shannon (A/W +1) Welford
Gain a b R2 a b R2 a b1 b2 k R2

1 0.365 0.117 0.759 0.384 0.139 0.761 0.133 0.153 0.082 0.54 0.967
2 0.346 0.111 0.789 0.364 0.132 0.793 0.018 0.151 0.070 0.46 0.981
4 0.349 0.112 0.952 0.371 0.133 0.945 0.188 0.136 0.089 0.65 0.992

Table 7.1: Modelling of movement time from Graham data using the Fitts
formulation, the Shannon formulation, and the Welford two-part formu-
lation. For the Fitts and Shannon formulations R2 decreases with lower
gain. For the Welford formulation R2 is consistently good. Fitts formu-
lation data is from Graham [69].

Fitts’ law results. We follow this advice. Graham’s original analysis of his data

(limited to the case of gain = 1) revealed a poor fit for the Fitts formulation but a

good fit using the Welford two-part formulation. Our analysis of Graham’s data for

all three gain levels measured (Table 7.1) demonstrates that the Welford two-part

formulation produces an accurate fit for all gain levels, ranging from R2 = 0.967

at gain = 1 to R2 = 0.992 at gain = 4, whereas acceptable fits using the Fitts and

Shannon formulations are only achieved at gain = 4. The k values for each gain

level are also shown for the Welford two-part formulation. They are computed
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Figure 7.5: The k values for the Graham data.

directly from the ratio of two Welford model constants in the manner previously

described.

The k values for each gain level of the Graham data are shown graphically in

Figure 7.5. No clear pattern is evident. A linear regression of the data points for k

produced a poor value of R2 = 0.519 (a = 0.44, b = 0.046). It is unsurprising that

no clear trend emerged, however. Just three gain values were investigated, limiting

the number of data points, and only a small number of participants (six) were used

in the experiment.

7.3.2 Mouse Pointing on a Large Display

The analysis of Graham’s results leaves some open questions. Most importantly,

Graham’s results relate to indirect (virtual) finger pointing mapped to an on-screen

cursor. This is not a common input mechanism in computing systems. What might

we find if we analyze pointing performance using a mouse, instead? Other re-

searchers have found Fitts’ law to be adequate to describing this task, but will we

be able to observe a similar separable contribution of A and W to pointing time for

this task?
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Figure 7.6: Movement time results for all A/W combinations for the Casiez
data at gain = 2. Lines connect points representing tasks with the same
amplitude.

Casiez et al. recently performed a very thorough analysis of mouse pointing

performance that clarifies the landscape of both small and large display point-

ing [32]. They evaluated pointing performance for constant CD gain levels as well

as for different levels of pointer acceleration, on both small and large displays.

They examined a wide range of ID values, using a variety of A and W values for

each ID. In their first experiment on small display interaction they analyzed each

gain level separately using the original Fitts’ one part model, and found regression

R2 values ranging from 0.956 to 0.984, indicating a close match between model

and measurements. However, the results from their second experiment, performed

on a large display, found regression R2 fits ranging from 0.577 to 0.959, with a

roughly direct relationship between gain and R2. Casiez et al. argue this relation-

ship was due to excessive mouse clutching at low gain levels. From our analysis

of results by Graham and Kopper we suspect that the cause might be due to the

separable contributions of A and W to MT across all gains. To determine if this

was the case we performed further analysis on the Casiez data.
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target width. The data points are exactly the same as in Fig 7.6, only the
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We first produced two visualizations of movement times for individual A and

W pairs for the gain = 2 condition, which was the condition with the worst R2 in

the original analysis. Figure 7.6 shows that when lines are drawn connecting data

points with the same A values, each line is approximately straight and parallel to

the other lines and when the points with the same W values are connected again

the lines are approximately straight and parallel (Figure 7.7). This is evidence of

a separable effect of A and W , and is the same pattern found by both Welford and

Graham in their data. Both used similar evidence to justify applying the Welford

two-part model (eq. 7.4). We believe that this is appropriate in many situations

where A and W both vary.

Results of a linear regression analysis of the Casiez results are shown in Ta-

ble 7.2. The original analysis from Casiez et al. using the Fitts formulation shows

a poor fit at lower gains. Our analysis2 using the Welford two-part formulation pro-

2 We thank Gery Casiez for providing us with access to the data he and his colleagues collected.
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Fitts (2A/W ) Shannon (A/W +1) Welford
Gain a b R2 a b R2 a b1 b2 k R2

2 -4.125 0.950 0.577 -3.259 0.960 0.577 -15.286 1.742 0.159 0.091 0.977
5 -1.405 0.412 0.734 -1.029 0.417 0.734 -4.300 0.628 0.196 0.312 0.935
8 -0.841 0.308 0.805 -0.560 0.311 0.805 -2.608 0.444 0.172 0.387 0.961
12 -0.431 0.243 0.891 -0.209 0.246 0.892 -1.320 0.317 0.169 0.533 0.974
16 -0.393 0.232 0.936 -0.181 0.234 0.936 -1.009 0.287 0.177 0.632 0.989
20 -0.569 0.264 0.959 0.329 0.266 0.960 -0.876 0.301 0.226 0.750 0.978

Table 7.2: Modelling of movement time from Casiez et al. data using the
Fitts, Shannon, and Welford formulations. R2 values for the Fitts and
Shannon formulations decrease with lower gain, but the Welford formu-
lation is consistently good. The data was provided by Casiez et al.

duces a good fit for all gain levels, ranging from a low of R2 = 0.935 at gain = 5

to a high of R2 = 0.989 at gain = 16. The k values for each gain level are also

computed using the Welford formulation.

As with Graham’s data, the k values serve to quantify the separability of con-

tributions of A and W . We therefore decided to further analyze these values with

the goal of determining a pattern. The k values for each gain level of the Casiez

data are shown in Figure 7.8. The values increase monotonically with gain, and

the dependence of k on gain appears to be linear. To confirm this hypothesis we

ran a linear regression and found the fit to be very close, a = 0.091, b = 0.034,

R2 = 0.967. Using this regression model to capture the variance of k we can state a

model of large display mouse pointing performance using the linear version of the

Kopper formulation, this time with gain as an independent variable (eq. 7.12). This

equation is especially powerful, as it models pointing performance at all levels of

gain, with gain as a variable. This is an advancement over previous work, where

it was not possible to incorporate gain as a variable in the formula for movement

time.

MT = a+b log2

(
A

W 0.091+0.034×gain

)
(7.12)

The Welford formulation has an extra degree of freedom, compared to the Fitts

formulation, and is therefore guaranteed to produce an R2 fit that is at least as

good as that of the Fitts model, regardless of whether A and W are really making

independent contributions to MT . The pattern of k varying linearly with gain,

as shown in Figure 7.8, strongly suggests that what we have observed is a real
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Figure 7.8: The k values for the Casiez data.

phenomenon and is not due to chance, but it is still desirable to perform a statistical

test to determine if the improvement in fit is statistically significant. An F-test, as

shown in eq. 7.13, can compare two linear models, where one is nested in the other,

in the sense that they are equivalent except for an additional degree of freedom in

one formulation [213].

F =
RSS1−RSS2

p2−p1
RSS2
n−p2

(7.13)

The original Fitts formulation is nested within the Welford formulation, and

we can therefore perform the F-test (this test is not possible between Welford and

Shannon, as they do not nest). For comparing Welford and Fitts (where p1 = 2 and

p2 = 3) using the Casiez data (n = 8), we use eq. 7.14.

F =
SSEFitts−SSEWel f ord

SSEWel f ord/5
(7.14)

The results of the test comparing the Fitts and Welford models are shown in

Table 7.3. The test indicates that the Welford formulation models pointing time
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Gain Fitts SSE Welford SSE n SSE F-ratio p Sig?
2 7.953 0.438 8 0.0876 85.8 < 0.001 yes
5 0.740 0.180 8 0.0360 15.5 0.010 yes
8 0.276 0.056 8 0.0112 19.6 0.006 yes
12 0.087 0.021 8 0.0042 15.7 0.010 yes
16 0.044 0.008 8 0.0016 22.5 0.005 yes
20 0.036 0.019 8 0.0038 4.47 0.088 no

Table 7.3: Results of a statistical F-test comparing regressions using the
Welford formulation to those using the Fitts formulation for the Casiez
data. For gain levels with significant results, the Welford formulation
models the data significantly better than the Fitts formulation.

significantly better than the Fitts formulation at all levels of gain except gain = 20.

The failure to better model the data at gain = 20 is not surprising, because this is

where k is approaching 1, as shown in Figure 7.8. When k = 1, the Welford and

Fitts formulations are identical.

Our analysis of the Casiez data revealed two valuable insights that were not dis-

cussed in their original paper. First, the departure of pointing performance from the

Fitts formulation in the large display condition is corrected by the use of Welford’s

two-part formulation, suggesting separable impacts of A and W on mouse pointing

performance. Second, we discovered that the k values vary linearly depending on

gain for the levels of gain examined.

7.3.3 Mid-Air Pointing on a Large Display

In a different paper, Tsukitani et al. [199] (including the author) evaluated perfor-

mance of users undertaking a serial 1D pointing task on a very large wall display.

Their goal was to investigate the distinction between “display-space” (interaction

as measured on the display) and “hand-space” (interaction as measured in user co-

ordinates) interaction. Their experimental design was such that results serve to

provide a partial picture of the applicability of two-part formulations to modelling

pointing performance on large wall displays.

In the Tsukitani et al. experiment, users stood at one of three distances (1.0m,

2.5m, 3.25m) from a 5m×3m wall display. The cursor was placed on the display
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Fitts (2A/W ) Shannon (A/W +1) Welford
Gain a b R2 a b R2 a b1 b2 k R2

1.33 0.149 0.247 0.966 0.145 0.331 0.971 -0.044 0.281 0.212 0.755 0.985
2.66 0.158 0.241 0.988 0.171 0.294 0.991 0.260 0.250 0.230 0.919 0.990
5.33 0.105 0.270 0.975 0.134 0.321 0.986 0.428 0.266 0.273 1.027 0.976

Table 7.4: Modelling of movement time from Tsukitani data using the Fitts
formulation, the Shannon formulation, and the Welford two-part formu-
lation.
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Figure 7.9: Regression analysis of the Tsukitani et al. results using a Fitts’
model.

at a point determined by a vector originating at a point 4.0m from the display, and

passing through the hand of the user. The origin was located at a height such that

the cursor would appear near the middle of the display when the hand was held at

waist height. Effective gain values of 1.33, 2.66, and 5.33 can be computed from

the projection geometry used in the experiment.

Fitts’ original formulation appeared to do a good job of modelling pointing

performance (R2 = 0.973, Fig. 7.9), which would suggest there was no need for

a two-part formulation. We decided to delve deeper into the data, and computed

linear regression results for each gain level independently (Table 7.4). When the

k values for the three gain levels are visualized (Fig. 7.10) a pattern of k mono-
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tonically increasing with gain is evident. This is consistent with the results of our

analyses of the other two data sets, particularly the Casiez data. The reason for the

good fit with Fitts’ original formulation is also evident. The Tsukitani experiment

only evaluated pointing at three gain levels, and these gain levels are all close to

where the regression line of best fit for k as it varies with gain passes through k = 1.

This is where Welford’s formulation is effectively a one-part model, so not much

evidence of separability of A and W would be present.

While the Tsukitani data reveals no need for a two-part model, we suspect

that had a larger number and wider spread of gain values been evaluated such a

need would emerge. A range of gain levels similar to those explored by Casiez et

al. would be desirable.

7.3.4 Speculation About Limitations in Previous Work

Our belief that interactive computer pointing performance, specifically mouse point-

ing, does not follow Fitts’ law may be surprising. Many papers have successfully

applied Fitts’ law to mouse pointing and other computer tasks. Why is it that these

papers did not find an effect similar to what we found? There are several answers.
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First, as just noted, for some levels of gain k will be close enough to unity that mod-

elling performance using Fitts’ law produces good R2 values. Second, as Graham

observed, experimental design and analysis choices can serve to partially mask or

even completely obscure the separable impacts of A and W on performance, even

when k is not close to 1.

In order to get a clearer picture of why the shortcomings of Fitts’ law were

not previously appreciated we performed an analysis of 19 papers directly related

to device pointing drawn from a review by Soukoreff and I.S. MacKenzie [186]

of 27 years of Fitts’ law papers. We found that 15 of these papers incorporated

limitations at either the experimental design phase or the data analysis phase that

could conceal a separable effect of A and W . Of these 15 papers, seven [3, 19, 75,

92, 106, 107, 132] included limited combinations of A and W in their experimental

designs. Having only one value for either A or W will completely conceal any

separable impact of A and W on performance. In addition, eight papers [28, 55, 96,

136, 148, 165, 176, 220] aggregated data points for the same ID in their analysis.

Only four of the nineteen papers [81, 130, 132, 133] avoid these two pitfalls and

have potential to reveal the effect through robust experimental design and analysis.

Another explanation for why a two-part formulation has not been more thor-

oughly explored is the fact that the effect is clearest when examining a wide range

of gains. This is most common when experimenting on large displays. For ex-

ample, in the Casiez work the poor fit using the Fitts formulation was clear in the

second experiment that was performed on a large display, but was not evident in

the first experiment on a traditional-sized display.

We are not criticizing the previous research. The analyses were reasonable

under the assumption that Fitts’ law is robust, which has been the functioning as-

sumption for the last several decades. However, with the realization that a two-part

model may be more appropriate, it becomes necessary to evaluate a broad range of

both A and W values, and to include each resulting A/W pair in the analysis.

7.3.5 Re-Analysis Conclusions

We performed analyses of data from two studies by other researchers (Graham [69]

and Casiez et al. [32]), and one recent study in which the author collaborated [199].
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Properties Results
Experiment display size gain k values k slope k slope R2

Graham small 1–4 0.54–0.65 0.045 0.519
Casiez large 2–20 0.091–0.75 0.034 0.967

Tsukitani large 1.33–5.33 0.755–1.027 0.064 0.907

Table 7.5: Summary of Fitts’ law experiments analyzed, and conclusions
drawn.

We summarize the analysis in Table 7.5, which provides a clearer picture of

pointing on both small and large displays.

The key insight was derived from the work by Graham, namely that A and W

contribute independently to the magnitude of movement time, and that a Fitts-like

model where only the ratio of A and W is considered is inadequate to accurately

model pointing time. Instead, the two-part Welford formulation is more appropriate

for describing pointing performance on a display.

Applying this insight to other studies helped clarify the results from those stud-

ies. We found that recent results of Casiez et al. and Tsukitani et al. are best mod-

elled using the two-part Welford model, and that this fixes a problem of poor model

fit for conditions of low gain on large displays. We further demonstrated that k

varies predictably over different mouse gain values.

We draw the following conclusions from our re-analysis:

1. The original Fitts’ law formulation does not accurately model computer

pointing performance using either a finger or mouse, except at some spe-

cific gain levels.

2. Welford’s two-part formulation of pointing performance does accurately model

computer pointing performance using either a finger or a mouse.

3. Welford’s formulation is equivalent to the linear version of Kopper’s formu-

lation, and the magnitude of the separable impacts of A and W on perfor-

mance can be captured in a constant k.

4. The value of k varies linearly with gain in a large display mouse pointing

task. The rate at which k varies with gain depends on the technique.
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7.4 Evaluation of Pointing Performance on Large
Displays

When we began this research, our goal was to develop a model of mid-air pointing

performance for very large wall displays. Our re-analysis of other work suggested

that it would be desirable to design experiments so that separable contributions of

A and W to pointing time could be revealed. We thus decided to examine a wide

range of gain values in addition to using multiple pairs of A and W values. The

general design of our experiment is inspired by those of Casiez et al. and Tsukitani

et al., which were discussed in the previous section.

7.4.1 Apparatus

Users viewed a large vertical glass screen approximately 5m×3m in size. The

screen was rear-projected by a 4×3 array of 800×600 resolution projectors (Fig-

ure 7.11 and 7.12). The images of neighbouring projectors overlapped 160 pixels

with a blending function to minimize discontinuities due to possible misalignment.

Overall resolution was 2720×1480 pixels.

The software ran on a computer running the Windows XP operating system

and was written in C# using the Microsoft XNA Game Studio library and .NET

3.5. The WiimoteLib library was used to communicate with the Wii Remote de-

vice. The same computer ran the Vicon tracking software. Logging of events was

performed in real time and stored on the machine.

Click events were performed using the thumb (A) button on a Nintendo Wii

Remote.

Tracking of the Wii Remote was performed using a Vicon motion capture sys-

tem because the native Wiimote sensing capabilities were not accurate enough for

our needs. The Wii Remote was outfitted with reflective markers for this pur-

pose (Figure 7.13). Tracking accuracy is important, and Casiez et al. [32] develop

a model for calculating the usable range of gain values given sensing accuracy

and display resolution. With the resolution of the experimental display, and Vi-

con signal noise measured to be not more than 0.07mm (capture volume was very

small, making high accuracy possible), we applied Casiez’s model and calculated

the maximum usable gain of our apparatus to be 26. Therefore every screen pixel
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Figure 7.11: Layout of experimental apparatus. Labelled components are:
(1) center target, currently not active. (2) cursor. (3) right target, cur-
rently active.

was addressable at gain values up to 26, and all values of gain investigated in the

experiment are considered “usable.”

7.4.2 Task and Stimuli

The experimental task was a serial 1D tapping task between two targets of variable

amplitude and width, modelled closely after tasks used by Casiez et al. [32] and

Fitts [60]. It was decided to use a traditional 1D task similar to what was origi-

nally used by Fitts, rather than a 2D task such as that defined by ISO 9241-9 [48],

because we were concerned with the fundamental applicability of Fitts’ law. For

each target pair a participant first clicked the start target and then performed a se-

quence of 8 reciprocal taps between the two targets. The current target was always

blue, and the current non-target was always grey. One target was directly in front

of the participant, while the other target was to the right of the participant at the

given amplitude. This arrangement was chosen to avoid any possible impact of

cross-lateral inhibition, which is a difficulty in motions where the hand crosses the

body’s midline [178]. The participant was required to correctly click the start target

to initiate the trial. Missed clicks for the following eight taps were recorded and
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Figure 7.12: A user interacting with the experimental system. The view from
the back of the user shows the elements on the screen: the center target
in grey, the right target in blue, and the cursor in between the two
targets.

there was no requirement to correct errors. After a click the target briefly flashed

green to indicate success, or red to indicate an error.

7.4.3 Participants

Nineteen participants (two female) were recruited through on-campus advertising.

All were right handed, a requirement for participation in the experiment. Ages

ranged from 20 to 42, mean 26.4, SD 5.7. All participants were regular computer

users (9+ hours per week). They were compensated $10 for participating, and the

half with the best performance were later compensated an extra $10.

7.4.4 Design

A within-subjects design was used. The independent variables were gain (2, 5, 8,

12, 16, 20), target size (5cm, 10cm, 20cm), target amplitude (25cm, 50cm, 100cm,

250cm), and trial block (1, 2, 3). A/W combinations were fully crossed, except the
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Figure 7.13: The Wii Remote mounted with reflective Vicon tracking mark-
ers.

250cm amplitude was only used at gains 16 and 20, because it was not reachable at

lower gains. We chose an incomplete design in the interest of investigating a wider

range of gain, A, and W values, as demanded by our motivation. Such a partial

design is not ideal, but it does support an investigation of parameters outside of

what would be possible with a full design.

Each gain level was presented during each block of trials. Gain levels were

randomly ordered during each block. Within each gain level each A/W pair was

presented. A/W pairs were randomly ordered during each gain level. Eight taps

were performed for each A/W pair.
19 participants

× 3 blocks

× (4 gains × 9 A and W combinations)

+ (2 gains × 12 A and W combinations)

× 8 taps

= 27,360 total taps
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Procedure

The experiment was performed in a single session for each participant, lasting

approximately 50 minutes. Participants arrived and filled out a pre-questionnaire

gathering demographic information. They were introduced to the system and the

pointing task was explained. Participants were told to complete the task as quickly

as possible with a goal of 95% accuracy. They each practiced at least five A/W

combinations (40 taps), and were invited to practice more if they felt the need.

Participants then completed the three experimental blocks. Whenever the gain

level was changed a practice A/W pair was presented to the participant. The pur-

pose was to allow the participant to grow accustomed to the new gain level. The

participant was not informed that the A/W pair was a practice pair. It was presented

in the flow of the experiment, but the data for these pairs were not analyzed.

Between each block the participants sat at a table and played a distractor puzzle

task for three minutes. They were invited to take extra time to rest, but none did so.

After all conditions were completed a participant filled out a post-questionnaire

that gathered qualitative feedback on particular aspects of the experiment.

Measures

Performance was measured as the time taken to perform each individual click ac-

tion. Timing began for each A/W pairing when the participant clicked the start

target. Errors were measured as click events that occurred outside of the current

target. The location of each click was also recorded.

Hypotheses

We derived our hypotheses from our re-analysis of related research.

H1 The Fitts formulation will not accurately model pointing performance at all

gain levels.

H2 The Welford two-part formulation will accurately model pointing performance

at each individual gain level.

H3a (weak) The exponent k will vary monotonically with gain.
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Factor F-ratio Significance Partial η2

gain F3.0,53.8 = 36.9∗ p < 0.001 0.672
A F1.1,20.4 = 778.5∗ p < 0.001 0.977
W F1.1,20.1 = 408.3∗ p < 0.001 0.958
gain×A F10,180 = 4.3 p < 0.001 0.194
gain×W F4.3,77.6 = 15.0∗ p < 0.001 0.455
A×W F2.5,45.8 = 18.5∗ p < 0.001 0.506
∗Greenhouse-Geisser correction for violated sphericity applied.

Table 7.6: Significant ANOVA results for movement time in the mid-air large
display pointing experiment.

H3b (strong) The exponent k will vary linearly with gain.

7.4.5 Results

We were concerned with the possible impact of learning effects. Before our main

analysis we performed a repeated measures ANOVA to determine if there was an

effect of block. We found no effect of block on either movement time (F2,36 =
0.943, p = 0.399) or error rate (F1.382,24.873 = 0.117, p = 0.814, with a Greenhouse-

Geisser correction for violation of sphericity). We therefore included all blocks in

our analysis.

Movement Time

Significant main effects of gain, A, W were found. Significant interactions of

gain×A, gain×W , and A×W were also found. Results are summarized in Ta-

ble 7.6.

We performed a linear regression using data aggregated from all participants.

Regression constants calculated using a Fitts’ model (MT = a + b log2(2A/W )),
a Shannon model (MT = a + b log2(A/W + 1)), and a Welford two-part model

(MT = a +b1logA−b2logW ) are shown in Table 7.7. In order to adjust for accu-

racy we performed a second analysis of the results, this time using effective target

size We. Soukoreff and I.S. MacKenzie [186] argue that effective width, as com-

puted using the distribution of click events rather than the actual target size, more

accurately represents the task actually performed. These results are presented in
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Fitts (2A/W ) Shannon (A/W +1) Welford
Gain a b R2 a b R2 a b1 b2 k R2

2 0.070 0.233 0.991 0.084 0.286 0.998 0.269 0.236 0.229 0.97 0.992
5 0.089 0.204 0.989 0.100 0.252 0.998 0.336 0.200 0.209 1.05 0.989
8 0.076 0.209 0.982 0.087 0.258 0.994 0.388 0.198 0.221 1.12 0.985
12 0.032 0.242 0.980 0.082 0.282 0.990 0.402 0.232 0.263 1.13 0.983
16 0.022 0.256 0.972 0.075 0.299 0.982 0.517 0.239 0.296 1.24 0.982
20 0.035 0.275 0.964 0.091 0.321 0.974 0.653 0.250 0.331 1.32 0.983

2-20 0.012 0.252 0.936 0.051 0.299 0.949 0.342 0.245 0.264 1.08 0.937

Table 7.7: Linear regression constants determined when using the Fitts for-
mulation, the Shannon formulation, and the Welford two-part formula-
tion. Movement times were averaged over all participants. Actual move-
ment amplitude A and actual target width W were used.

Fitts (2A/W ) Shannon (A/W +1) Welford
Gain a b R2 a b R2 a b1 b2 k R2

2 0.133 0.223 0.989 0.132 0.280 0.994 0.214 0.240 0.210 0.875 0.993
5 0.041 0.228 0.982 0.049 0.285 0.990 0.274 0.227 0.228 1.00 0.982
8 -0.002 0.241 0.973 0.009 0.300 0.984 0.358 0.229 0.260 1.14 0.978
12 -0.050 0.278 0.937 0.000 0.328 0.947 0.613 0.264 0.365 1.38 0.961
16 -0.028 0.292 0.910 0.021 0.348 0.916 0.985 0.273 0.457 1.67 0.970
20 0.013 0.314 0.891 0.065 0.373 0.893 1.275 0.290 0.529 1.82 0.975

2-20 -0.017 0.278 0.861 0.013 0.336 0.873 0.332 0.274 0.291 1.06 0.862

Table 7.8: Linear regression constants determined when using the Fitts for-
mulation, the Shannon formulation, and the Welford two-part formula-
tion. Movement times were averaged over all participants. Actual move-
ment amplitude A and effective target width We values were used.

Table 7.8.

To test the hypothesis that the k value arising from the Welford two-part model

will vary based on gain we performed a linear regression analysis on the k values

computed for each gain level (Figure 7.14). The linear function of best fit was

found to be k = 0.95 + 0.018× gain, with a fit of R2 = 0.97. We recomputed the

linear regression using effective width We (Figure 7.15). The linear function of best

fit was found to be k = 0.735+0.055×gain, with a fit of R2 = 0.99

As with our analysis of the Casiez data, we ran F-tests to determine if the

Welford model was significantly better in describing the data than was the Fitts

model. Results using actual target width are summarized in Table 7.9. Results

using effective target width are summarized in Table 7.10. Higher gains resulted in

significant differences in the models, whereas lower gains didn’t. This is expected,

as k is close to unity at lower gains, and diverges from unity at higher gains.

Although k conveniently captures the relative contributions of A and W on

performance, it can still be useful to investigate the individual contributions of A
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Figure 7.14: The k values relative to gain computed using actual A and W .
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Figure 7.15: The k values relative to gain computed using actual A and effec-
tive We.
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Gain Fitts SSE Welford SSE n SSE F-ratio p Sig?
2 5721 5553 9 925.5 0.181 0.685 no
5 5813 5542 9 923.7 0.293 0.608 no
8 9437 7857 9 1309.5 1.207 0.314 no
12 31678 26531 12 2947.9 1.746 0.219 no
16 48920 31170 12 3463.3 5.125 0.049 yes
20 72757 35741 12 3971.2 9.321 0.013 yes

Table 7.9: Results of a statistical F-test comparing regressions using the
Welford formulation to those using the Fitts formulation for our experi-
mental data. Data analyzed was actual width data from the mid-air point-
ing experiment. For gain levels with significant results, the Welford for-
mulation models the data significantly better than the Fitts formulation.

Gain Fitts SSE Welford SSE n SSE F-ratio p Sig?
2 7471 4401 9 733.5 4.185 0.087 no
5 9193 9190 9 1531.7 0.001 0.966 no
8 14219 12029 9 2004.8 1.092 0.336 no

12 98234 60982 12 6775.8 5.50 0.044 yes
16 158752 52477 12 5830.8 18.23 0.002 yes
20 223278 51797 12 5755.2 29.80 < 0.001 yes

Table 7.10: Results of a statistical F-test comparing regressions using the
Welford formulation to those using the Fitts formulation for our ex-
perimental data. Data analyzed was effective width data from the mid-
air pointing experiment. For gain levels with significant results, the
Welford formulation models the data significantly better than the Fitts
formulation.

and W to movement time. Towards this goal we examined how both b1 and b2

from the Welford formulation varied dependent on gain. These results are shown

in Fig. 7.16 and Fig. 7.17. What is revealed is that as gain changes b2 varies much

more than does b1.

Error Rate

Mean error rates were found to be 7.8%. An ANOVA found significant main effects

of gain, A, and W . The interaction of gain×W was also significant. Results are

summarized in Table 7.11.
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Figure 7.16: Dependence of b1 on gain.

220 2 4 6 8 10 12 14 16 18 20

0.6

0

0.1

0.2

0.3

0.4

0.5

Gain

b 2

Figure 7.17: Dependence of b2 on gain.
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Factor F-ratio Significance Partial η2

gain F2.9,52.8 = 28.5∗ p < 0.001 0.613
A F2,36 = 13.6 p < 0.001 0.431
W F1.4,24.3 = 96.0∗ p < 0.001 0.842
gain×W F4.2,75.8 = 16.6∗ p < 0.001 0.480
∗Greenhouse-Geisser correction for violated sphericity applied.

Table 7.11: Significant ANOVA results for error rate in the mid-air large dis-
play pointing experiment.

Subjective Measures

A summary of results from participants’ subjective ratings of the difficulty of the

task is shown in Figure 7.18. A Friedman test comparing ratings for low (2, 5),

medium (8, 12) and high gain levels (16, 20) showed a significant impact of gain on

difficulty (χ2
(2,N=19) = 30.958, p < 0.001). Pairwise comparisons using a Wilcoxon

Signed Ranks Test showed significant differences between high and low gains (z =
−3.882, p < 0.001) and high and medium gains (z =−3.882, p < 0.001).

7.4.6 Discussion

It is useful to first discuss the results of the ANOVA on the movement time data.

The finding that there was a significant effect of both A and W on movement

time is not surprising. The fact that both distance between targets and size of targets

impact movement time is fundamental to any discussion of the speed-accuracy

trade-off.

The finding of a significant impact of gain is also unsurprising because similar

effects have been found by other researchers [32, 120, 132].

The three significant interactions (gain×A, gain×W , and A×W ) are similarly

as anticipated.

The interaction of A×W is explained, even when using a Fitts formulation, by

the logarithmic nature of ID. Changing A (or W ) by a fixed amount is not expected

to result in a fixed change in movement time.

The interactions of gain×A and gain×W are explained by the expectation

that, given a main effect of gain, changing A will not produce fixed changes in

movement time at different gain levels.
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Figure 7.18: Mean scores of task difficulty overall, at low gain (2, 5), medium
gain (8, 12) and high gain (16, 20) levels, with standard error. Ratings
on a scale of one (impossible) to five (easy). N=19.

We summarize the results according to our hypotheses, based on the results of

the linear regressions.

H1 The Fitts formulation will not accurately model pointing performance at all

gain levels. Somewhat supported.

H2 The Welford two-part formulation will accurately model pointing performance

at each individual gain level. Supported.

H3a (weak) The exponent k will vary monotonically with gain. Supported.

H3b (strong) The exponent k will vary linearly with gain. Supported.

Fitts’ one-part model of pointing performance had mixed success in character-

izing pointing performance. Using actual W values, Fitts formulation gave linear

fits ranging in accuracy from a low of R2 = 0.964 to R2 = 0.991 at different lev-

els of gain. For the levels of gain examined these R2 values are good, surpassing

the somewhat arbitrary 0.9 threshold. However it is clear that the R2 values are
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decreasing as gain increases. The Shannon formulation fares better at modelling

the data. It provides very good R2 fits, but it is clear that the quality of fit is again

decreasing at higher levels of gain.

Using effective W , Fitts’ law is less successful. Using the Fitts formulation, lin-

ear quality of fit in this case ranges from a low of R2 = 0.861 to a high of R2 = 0.989

at different levels of gain, failing to produce acceptable linear fits at some levels of

gain. Again, the Shannon formulation fares better than the Fitts formulation, but

performance again drops off at higher gains. It is these results that are more signif-

icant, due to the nature of effective width as an accurate representation of the task.

The reason for the good fits using actual W and the poor fits using effective W is

evident from Figures 7.14 and 7.15. It is clear that the slope of the dependence of

k on gain is much lower for actual width than for effective width. Thus, k does not

deviate nearly as much from unity for actual width as it does for effective width.

We thus conclude that hypothesis H1 is somewhat supported. The results be-

haved as expected, however, in the case of the actual width analysis the contribu-

tions of A and W to performance did not differ enough to result in a poor fit using

Fitts’ original formulation, at least in the range of gains examined. There is more

support for the hypothesis if effective width is used.

Welford’s two-part model of pointing performance produced a good fit at each

level of gain for both actual widths and effective widths. Linear regressions for ac-

tual widths ranged from a low of R2 = 0.982 to a high of R2 = 0.992. For effective

width linear regressions ranged from a low of R2 = 0.961 to a high of R2 = 0.993.

Thus, hypothesis H2 is supported. It is worth noting that Welford’s model did

not produce a good fit when all data at all levels of gain were analyzed together

(R2 = 0.862). This suggests that, even when using Welford’s model, each level of

gain should be modelled separately.

The k values were observed to vary monotonically and linearly, according to

gain, supporting hypothesis H3a and H3b. For actual width results, the k val-

ues followed a linear model to an accuracy of R2 = 0.970. For the effective width

results, the k values followed a linear model to an accuracy of R2 = 0.992. Interest-

ingly, the slopes for the two sets of results were noticeably different, with k varying

more in the effective width set of data. The intercept of the slope at gain = 0 was

also noticeably different, although gain = 0 is meaningless in an interactive setting,
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suggesting that the intercept may not be of much significance.

As part of our analysis we examined how b1 and b2 vary depending on gain

(Figure 7.16 and 7.17). It is interesting to note that b2 increases quite consistently

with gain, while b1 stays relatively constant. This would suggest that the effect of

W on decreasing movement time tends to dominate over the effect of A to increase

movement times, at higher gains. This is an issue to investigate in depth in future

work.

7.5 Conclusions
Fitts’ law has been widely used as a tool for analyzing the performance of pointing

tasks on computer systems, both for forming predictive models and for determining

performance as characterized by throughput. Over the years Fitts’ law has become

so entrenched that researchers rarely ever question the fundamental assumptions

underlying the use of Fitts’ law, most significantly whether or not there are limi-

tations to its applicability to modelling pointing on interactive displays where the

control-display gain varies widely.

Our conclusions fall into two categories. First, from a re-analysis of results

reported by other researchers we were able to develop a deeper understanding of

how Fitts’ applies to pointing on different types of interactive displays. Second,

results of our own experiment provide a theoretical model of mid-air pointing on a

very large wall display that is more accurate than a standard Fitts’ law explanation.

7.5.1 Rethinking Fitts’ Law for Modelling Pointing on Interactive
Displays

A perhaps surprising conclusion is that Fitts’ law is fragile when applied to com-

puting pointing. We determined this through a re-analysis of data obtained from

other researchers. First, we explored a number of different models of pointing per-

formance. Several variations on Fitts’ original formulation have been well explored

in the HCI literature, but we added a discussion of Welford’s two-part formulation

that was originally developed to account for shortcomings in Fitts’ model. We were

also able to relate a model described by Kopper et al. [121] directly to the Welford

two part formulation. Importantly, we were able to relate a constant k to the coef-
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ficients b1 and b2 in Welford’s formulation. We concluded that k is a convenient

means of capturing the relative contributions of A and W to movement time.

An analysis of data from Graham [69] showed that Fitts’ law does not accu-

rately model absolute pointing with a tracked finger at constant gain on small dis-

plays. Our subsequent analysis of his data reveals that instead the Welford two-part

formulation is required to accurately model pointing performance. Our analysis of

data from Casiez et al. [32] revealed that Fitts’ law also fails to accurately model

mouse pointing at constant gain on a large display, with particular shortcomings at

lower gain levels. In this case as well it was found that the Welford two-part formu-

lation accurately modelled pointing performance at all gain levels. Furthermore, a

linear dependence of k on gain was observed. Our analysis of data from Tsukitani

et al. [199] showed a similar pattern to those found in the other data, although the

linear regression of k showed a different intercept with the k = 1 line.

Our conclusions regarding the modelling of pointing tasks in general on inter-

active displays are as follows: Fitts’ law cannot be relied on to accurately model

pointing performance in computing systems, especially at widely varying levels of

gain. Welford’s two-part formulation of pointing performance corrects for the dis-

covered shortcomings of Fitts’ law. Movement amplitude A and target width W are

both of significance in modelling performance, and should be considered as separa-

ble, independent variables when developing models of pointing performance. The

relative contributions of A and W , as captured by k, appear to vary linearly with

gain, although the intercept of the line, and possibly the slope, vary by interaction

technique.

7.5.2 Developing a Model for Interaction with Very Large Wall
Displays

We applied the conclusions of our re-analysis towards developing a model of mid-

air pointing on a very large wall display at a variety of gain levels. Our experimen-

tal results demonstrated that Welford’s two-part model accurately models pointing

performance at all gain levels explored, whereas Fitts’ model produces mixed re-

sults. In isolation our experimental results might be not quite convincing, due to

the fairly shallow k slope, but when considered in the context of our re-analysis

of others’ data (especially the Casiez data), the results are compelling. As with
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the Casiez data, we discovered a linear dependency of k on gain. The fact that the

slopes and intercepts of the k lines vary between our data and Casiez’s is interest-

ing, and worthy of future consideration.

The two most valuable analyses of the chapter were those of the Casiez data

and our new experimental data. These two data sets provided a good coverage of

A/W pairings over a wide range of gains, with a suitable number of participants.

The findings of these two experiments were consistent, that k increases linearly

with gain, although the intercept and possibly the slope of the k line vary. The data

from the Graham and Tsukitani analyses lend some support, although the lack of

data points, and possibly the small number of participants, limit their contribution.

The work presented in this chapter was an essential component of the disserta-

tion, in that it provided a validated theoretical basis for the further development of

interaction techniques for large displays and other situations where gain may vary

widely. The work has more widespread relevance, however, and can stand alone

as a significant contribution to HCI. The need to re-evaluate the use of Fitts law as

a tool, and our discovery of some concrete shortcomings of Fitts, impacts how we

interpret thirty years of past research, and should influence researchers in how they

design and analyze future evaluations of pointing performance.

7.5.3 Future Work

With the realization of the shortcomings of Fitts’ law in some situations, and the

applicability of a two-part Welford model of pointing performance, it is clear that

there is much work still to be done. First, researchers may need to reevaluate

conclusions that were long thought to be sound. Existing models of pointing per-

formance for some input device or display combinations may be faulty, due to

limitations in either experimental design or analysis.

Our knowledge of how k varies with gain is only partially complete. It appears

that k varies linearly with gain, but it also appears that the linear function differs

for different input approaches. For example, at gain = 2 the Casiez et al. k was at a

very low value of 0.091, whereas for our large display mid-air pointing task, k was

at 0.875 for the same gain level. It is important that we examine the k dependence

for different devices and display types. We should also strive to develop a deeper
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understanding of the influencing factors on k. For example, Casiez hypothesized

that mouse clutching was responsible for the deviation of their data from Fitts’ law.

We may find that clutching is a variable that influences the k slope and intercept.

There are also almost certainly other factors, because none of the other pointing

methods we investigated allowed clutching, yet the k formulation was still found

to be relevant.

The significance of k to other variables relevant to pointing should also be

investigated. We may discover that k itself is a primary measure of pointing per-

formance, on par with gain. Our introduction of k as a parameter was motivated by

Kopper et al., who introduced it for their angular formulation. It is worth noting that

k was implicit in the earlier Welford two-part formulation. As we demonstrated,

the linear analog to the Kopper formulation follows directly from a mathematical

manipulation of Welford’s formula. All we did was make k explicit.

As we noted earlier in this chapter, alternate theoretical models for physical

pointing exist. The work of Schmidt et al. [177] is a good candidate for further in-

vestigations that might explore how gain can be incorporated into their model, and

whether additional changes are required for computer-mediated physical pointing

on large screens. Just as we saw benefits in revisiting the assumptions about Fitts’s

law, and how the Welford two-part formulation already accommodates gain as an

implicit parameter, it may be that the model of Schmidt et al. has a similar potential.

Related to our particular interest in large wall displays, there is again much

work to be done. We limited our examination to constant control-display gains.

Variable gains, such as the pointer acceleration investigated by Casiez et al., are

important to consider. This may allow us to expand our model of the Welford

two-part model and the k relationship to include pointer acceleration.
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Chapter 8

Conclusions

In this dissertation, we have argued that a body-centric model for interaction is well

suited for use with very large wall displays. We started by observing that while

traditional interaction techniques and form factors, i.e. mouse and keyboard with

a monitor on a desk, are well suited to some use cases, they are poor at supporting

many other kinds of tasks. We also observed that the limitations of traditional

computing systems are largely due to the technical limitations of early hardware.

In our discussion of related work, we discovered that there has been substantial

research into the development of interfaces based on real-world physical behaviour,

in particular how human brains perceive the world and how human bodies function

in the real world. These topics have been the basis for investigations into reality-

based interfaces and whole body interfaces. In particular, we concluded that the

themes explored in these research areas are particularly relevant to use with very

large wall displays, because large displays are (a) often used collaboratively, (b)

are often used while users are standing and moving about, and (c) are at a scale

consistent with a human body.

We set out to explore a theory of body-centric interaction through investigations

in three relevant sub-areas. These areas are: the development of novel interaction

techniques, the design of supporting interaction architectures, and investigations

into low-level human performance properties. These areas are all inter-related,

and conclusions from one area serve to inform advances in the others. Indeed,

conclusions regarding the applicability of body-centric interaction cannot be made
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without an understanding of all of these areas. We summarize our conclusions as

they relate to these three areas, and then draw some more general conclusions.

8.1 Interaction Techniques
In Chapters 3, 4, and 5 we described a number of novel body-centric interaction

techniques developed specifically for use with very large wall displays. The design

of these techniques was founded on literature from psychology and sociology, in

particular results related to how people perceive the world in different spaces, and

how people relate socially to one another.

Our early investigations into the Shadow Reaching technique explored the use

of a shadow embodiment of users, to overcome the problems of distance reaching

and awareness support that are particular to very large wall displays. We concluded

that this approach was powerful, and opened up the potential for the development

of more interaction techniques, using Shadow Reaching as a foundation.

Our later investigations built a host of interaction techniques on top of the

Shadow Reaching metaphor. These interaction techniques included methods for

selecting modes, managing personal data, exchanging data with collaborators, ad-

justing numerical values, and managing the presentation of user embodiments. All

of this was completed with a minimum use of arbitrary icons, and a maximum use

of physical body movement and real-world representations.

We also performed investigations into techniques for text input. Text input is a

relevant topic of investigation due both to the fact that it is a nearly universal task

in computing systems, and because language has no physical equivalent, so it is not

clear how it might be integrated directly into a body-centric interaction approach.

We concluded that techniques can be developed that support text input in our use

context consistent with a body-centric framework. Our techniques allowed for free

user motion in a space, and supported input using hands in mid-air, without the

requirement of specialized input devices such as mice or keyboards.

8.2 Interaction Architecture
In Chapter 6 we investigated the practicalities of supporting the development of

body-centric interaction techniques. We framed an approach that stresses the use
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of a computational representation of the geometry of the scene, including displays,

users, and other relevant contextual items. We concluded that this approach can

provide a convenient generic interface for use by application developers, but that

the development of such an architecture would be difficult with current technology.

We described an initial implementation of a subset of the features described

in our theoretical design. This implementation supported the development of the

interaction techniques described in Chapter 4. Our implementation tracked users

using either Polhemus Liberty Latus magnetic markers, or vision tracked coloured

balls. It also supported the modelling of virtual light sources by different lighting

behaviours.

8.3 Theoretical Models of Performance
We derived our first theoretical model from our work on text input, described in

Chapter 5. In that work we were able to isolate the impact of user distance from the

display on performance of text input techniques that are either distance-dependent

or distance-independent. We concluded, first, that while distance-independent

techniques are invariant with distance in motor space, performance nevertheless

degrades as user distance to the display increases. This may be due to the change

in perceived size of the visual feedback on the display. Second, we concluded

that distance-dependent techniques degrade in performance at a faster rate than

distance-independent techniques as distance increases. Third, we were able to de-

termine, in the case of our two distance-independent and distance-dependent text

input techniques, the distance from the display at which the distance-independent

technique outperformed the normally superior distance-dependent technique. These

findings have potentially broader implications on distance-dependency, outside of

just text input.

Our second theoretical model related to our investigation of Fitts’ law point-

ing performance on large displays. We first demonstrated, through a re-analysis

of data from other researchers, that Fitts’ law possesses previously unappreciated

limitations in modelling computer pointing, and that these limitations appear to be

closely tied to control-display gain. In analyzing the data we found that a two-part

model of pointing performance, due to Welford, corrects for these issues. In our
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own investigations of mid-air pointing on a large display we observed a similar

pattern of performance, with Fitts’ model falling short of providing accurate pred-

ications, but Welford’s model correctly predicting performance. Our conclusions

on pointing performance are relevant to body-centric interaction with large wall

displays, but have potentially broad implications to all pointing interactions within

computing systems.

8.4 Final Words
The need for a well-defined body-centric model for interaction on large wall dis-

plays is indicated strongly by numerous observations in the field of human-computer

interaction. We have undertaken to fill this need, however, the development of such

a model is an ongoing process. We make no claim to have performed a complete

investigation into the topic, but we believe we have performed a rigorous investi-

gation into the critical areas of research that will eventually coalesce into a unified

model of interaction.

The study of body-centric interaction, both for large wall displays and other

form factors, is likely to continue. We believe that the true potential for this area

of research will become clear as superior sensing technologies mature, and once

an interaction architecture similar to our BAPI is adopted. This will usher in a

period where researchers and designers are free to explore ideas with minimum

hindrance from development difficulties. We hope that in the event of a “golden

age” of body-centric interaction researchers will take heed of what we have learned

here in regards to theoretical foundations for interaction techniques, the design

of interaction techniques themselves, and the importance of developing accurate

theoretical models of performance.
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Pre Questionnaire 
 

1. How old are you? (circle one) 
 

19-25   26-30   31-35   36+  
 
 
2. What is your gender? (circle one) 
 

Male   Female   Other 
 
 

3. How much time do you spend per week typing on a keyboard? (circle one) 
 

<1 hour  1-3 hours  4-8 hours  9+ hours 
 
  

4. How much time in total have you spent playing a Nintendo Wii? (circle one) 
 

Never played  <1 hour  1-10 hours  10+ hours 
 
 

5. Do you own a cell phone? (circle one) 
 

Yes   No 
 
 

If you answered “yes” to question 5, answer the next 2 questions : 
 
 

6. How many text messages do you send per month from your phone? (circle one) 
 

None   1-10   11-100   101+ 
 
 

7. What technique do you use for sending phone text messages? (circle one) 
 

I don’t know  T9   Multitap  Other:______ 



QWERTY Keyboard Questionnaire 
 

1. How mentally demanding was the task? (circle one number) 
 

(Easy)  1 2 3 4 5 (Impossible) 
 
 

2. How physically demanding was the task? (circle one number) 
 

(Easy)  1 2 3 4 5 (Impossible) 
 
 

3. Overall, what was the level of difficulty of the task? (circle one number) 
 

(Easy)  1 2 3 4 5 (Impossible) 
 
 

4. How successful were you in accomplishing what you were asked to do? (circle one 
number) 

 
(Perfect) 1 2 3 4 5 (Failure) 

 
 

5. How hard did you have to work to accomplish your level of performance? (circle one 
number) 

 
(Not Hard) 1 2 3 4 5 (Very Hard) 

 
 

6. How insecure, discouraged, irritated, and annoyed were you, versus secure, gratified, 
content, and complacent? (circle one number) 

 
(Exasperated) 1 2 3 4 5 (Fulfilled) 

 
 

7. Please write any comments you have regarding your experience with this interaction 
technique: 

 
__________________________________________________________________________ 
 
__________________________________________________________________________ 
 
__________________________________________________________________________ 
 
__________________________________________________________________________ 



Circle Keyboard Questionnaire 
 

1. How mentally demanding was the task? (circle one number) 
 

(Easy)  1 2 3 4 5 (Impossible) 
 
 

2. How physically demanding was the task? (circle one number) 
 

(Easy)  1 2 3 4 5 (Impossible) 
 
 

3. Overall, what was the level of difficulty of the task? (circle one number) 
 

(Easy)  1 2 3 4 5 (Impossible) 
 
 

4. How successful were you in accomplishing what you were asked to do? (circle one 
number) 

 
(Perfect) 1 2 3 4 5 (Failure) 

 
 

5. How hard did you have to work to accomplish your level of performance? (circle one 
number) 

 
(Not Hard) 1 2 3 4 5 (Very Hard) 

 
 

6. How insecure, discouraged, irritated, and annoyed were you, versus secure, gratified, 
content, and complacent? (circle one number) 

 
(Exasperated) 1 2 3 4 5 (Fulfilled) 

 
 

7. Please write any comments you have regarding your experience with this interaction 
technique: 

 
__________________________________________________________________________ 
 
__________________________________________________________________________ 
 
__________________________________________________________________________ 
 
__________________________________________________________________________ 



Cube Keyboard Questionnaire 
 

1. How mentally demanding was the task? (circle one number) 
 

(Easy)  1 2 3 4 5 (Impossible) 
 
 

2. How physically demanding was the task? (circle one number) 
 

(Easy)  1 2 3 4 5 (Impossible) 
 
 

3. Overall, what was the level of difficulty of the task? (circle one number) 
 

(Easy)  1 2 3 4 5 (Impossible) 
 
 

4. How successful were you in accomplishing what you were asked to do? (circle one 
number) 

 
(Perfect) 1 2 3 4 5 (Failure) 

 
 

5. How hard did you have to work to accomplish your level of performance? (circle one 
number) 

 
(Not Hard) 1 2 3 4 5 (Very Hard) 

 
 

6. How insecure, discouraged, irritated, and annoyed were you, versus secure, gratified, 
content, and complacent? (circle one number) 

 
(Exasperated) 1 2 3 4 5 (Fulfilled) 

 
 

7. Please write any comments you have regarding your experience with this interaction 
technique: 

 
__________________________________________________________________________ 
 
__________________________________________________________________________ 
 
__________________________________________________________________________ 
 
__________________________________________________________________________ 



Post Questionnaire 
 
This questionnaire asks you to rank the three techniques you used from best to worst in 
several categories. The questions are asking you for your personal judgment, so there are 
no wrong answers. 
 

1. Rank the three techniques from overall best to worst (1=best, 3=worst). 
 

Circle Keyboard __________ 
 
Cube Keyboard __________ 
 
QWERTY Keyboard __________ 
 

2. Rank the three techniques from fastest to slowest (1=fastest, 3=slowest) 
 

Circle Keyboard __________ 
 
Cube Keyboard __________ 
 
QWERTY Keyboard __________ 

 
3. Rank the three techniques from easiest to use, to hardest to use (1=easiest, 

3=hardest) 
 

Circle Keyboard __________ 
 
Cube Keyboard __________ 
 
QWERTY Keyboard __________ 
 



Appendix B

Text Experiment 2
Questionnaires
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Pre Questionnaire 
 

1. How old are you? ___________ 
 

 
2. What is your gender? (circle one) 
 

Male   Female   Other 
 
 

3. What handedness are you? (circle one) 
 

Left-handed  Right-handed  Ambidextrous 
 
 

4. How much time do you spend per week typing on a keyboard? (circle one) 
 

<1 hour  1-3 hours  4-8 hours  9+ hours 
 
  

5. How much time in total have you spent playing a Nintendo Wii? (circle one) 
 

Never played  <1 hour  1-10 hours  10+ hours 
 
 

6. Do you own a cell phone? (circle one) 
 

Yes   No 
 
 

If you answered “yes” to question 6, answer the next 2 questions : 
 
 

7. How many text messages do you send per month from your phone? (circle one) 
 

None   1-10   11-100   101+ 
 
 

8. What technique do you use for sending phone text messages? (circle one) 
 

I don’t know  T9   Multitap  Other:______ 



Questionnaire 
 

1. How mentally demanding was the task? (circle one number) 
 

(Impossible) 1 2 3 4 5 (Easy) 
 
 

2. How physically demanding was the task? (circle one number) 
 

(Impossible) 1 2 3 4 5 (Easy) 
 
 

3. Overall, what was the level of difficulty of the task? (circle one number) 
 

(Impossible) 1 2 3 4 5 (Easy) 
 
 

4. How successful were you in accomplishing what you were asked to do? (circle one 
number) 

 
(Failure) 1 2 3 4 5 (Perfect) 

 
 

5. How hard did you have to work to accomplish your level of performance? (circle one 
number) 

 
(Very Hard) 1 2 3 4 5 (Not Hard) 

 
 

6. How insecure, discouraged, irritated, and annoyed were you, versus secure, gratified, 
content, and complacent? (circle one number) 

 
(Exasperated) 1 2 3 4 5 (Fulfilled) 

 
 

7. Please write any comments you have regarding your experience with this interaction 
technique: 

 
__________________________________________________________________________ 
 
__________________________________________________________________________ 
 
__________________________________________________________________________ 
 
__________________________________________________________________________ 



Post Questionnaire 
 
 

1. Rank the four techniques from overall best to worst (1=best, 4=worst). 
 

Circle Close  __________ 
 
Circle Far  __________ 
 
QWERTY Close __________ 
 
QWERTY Far  __________ 
 
 

2. Rank the four techniques from fastest to slowest (1=fastest, 4=slowest) 
 

Circle Close  __________ 
 
Circle Far  __________ 
 
QWERTY Close __________ 
 
QWERTY Far  __________ 

 
3. Rank the four techniques from easiest to use, to hardest to use (1=easiest, 

4=hardest) 
 

Circle Close  __________ 
 
Circle Far  __________ 
 
QWERTY Close __________ 
 
QWERTY Far  __________ 
 

 
4. Please write any comments or thoughts you have regarding any of the techniques 

you used, or the experiment in general: 
 
________________________________________________________________________ 
 
________________________________________________________________________ 
 
________________________________________________________________________ 
 
________________________________________________________________________ 



Appendix C

Fitts’ Law Experiment
Questionnaires
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Targeting Experiment 2 
Pre Questionnaire 

Participant: _________ 

 
1. How old are you? ___________ 

 
 
2. What is your gender? (circle one) 
 

Male   Female   Other 
 

 
3. Which is your dominant hand? (circle one) 
 

Right   Left   Both 
 
4. How much time do you spend per week using a computer? (circle one) 

 
<1 hour  1-3 hours  4-8 hours  9+ hours 
 
  

5. Have you ever used a very large (greater than 3m diagonal) wall or table 
computer display? (circle one) 

 
Yes   No 
 
If you answered “yes,” please explain what you used it for: 
__________________________________________________________________
__________________________________________________________________
__________________________________________________________________ 
 

6. How much time have you spent playing the Nintendo Wii? (circle one) 
 

Never played  <2 hours  2-10 hours  10+ hours 



Targeting Experiment 2 
Post Questionnaire 

Participant: _________ 

 
 

1. Overall, what was the level of difficulty of the task? (circle one number) 
 

(Impossible) 1 2 3 4 5 (Easy) 
 

 
2. How difficult were the least sensitive gain (gain = 2 or 5) levels? (circle one number) 

 
(Impossible) 1 2 3 4 5 (Easy) 
 

3. How difficult were the middle sensitivity gain (gain = 8 or 12) levels? (circle one 
number) 
 

(Impossible) 1 2 3 4 5 (Easy) 
 

4. How difficult were the highest sensitivity gain (gain = 16 or 20) levels? (circle one 
number) 
 

(Impossible) 1 2 3 4 5 (Easy) 
 

5. Did you employ any particular strategy in completing the task? Please explain. 
 
__________________________________________________________________________ 
 
__________________________________________________________________________ 
 
__________________________________________________________________________ 
 
__________________________________________________________________________ 

 
 
6. Please write any other comments you have regarding your experience with this task: 

 
__________________________________________________________________________ 
 
__________________________________________________________________________ 
 
__________________________________________________________________________ 
 
__________________________________________________________________________ 



Appendix D

Large Display Luminance
Properties

Much of the work described in this dissertation was performed on a large wall

display located in X715 of the ICICS/CS building at the University of British

Columbia. It is useful to know the luminance properties of this display. For ex-

ample, evaluating human perception of onscreen elements requires that a model of

luminance is known so that differences in RGB values can be converted into accu-

rate contrast values. It is also important to know how luminance varies with angle

to the screen. This is especially true for very large displays, as users frequently

look at onscreen elements that deviate significantly from orthogonal presentation.

We describe a model of luminance for the large wall display used for prototype

1 in chapter 3, and all work in chapters 4, 5, 7. We measured luminance values of

different RGB triplets in order to map RGB values to luminance values. We also

examined the impact on luminance of angle of the observer to the display.

Specific values of luminance almost certainly do not generalize beyond the

particular display used. The nature of the display, including type of glass used and

the coating used on the glass will have an impact on luminance behaviour.

Measurements were made using a Photo Research Inc. PR650 SpectraScan

colorimeter mounted on a tripod.
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Raw Normalized
RGB 2.15m 1.0m 2.1m 1.0m
0.00 5.13 8.42 0.007 0.003
0.05 6.92 12.0 0.009 0.005
0.10 10.2 22.2 0.014 0.009
0.15 17.1 44.3 0.023 0.017
0.20 28.3 79.1 0.038 0.031
0.25 41.2 121 0.055 0.047
0.30 60.0 182 0.080 0.071
0.35 81.5 244 0.110 0.095
0.40 112 343 0.151 0.134
0.45 142 453 0.191 0.176
0.50 177 575 0.238 0.224
0.55 213 699 0.286 0.272
0.60 248 820 0.333 0.319
0.65 288 967 0.387 0.377
0.70 321 1115 0.431 0.434
0.75 370 1292 0.497 0.503
0.80 418 1465 0.562 0.571
0.85 472 1659 0.634 0.646
0.90 531 1843 0.713 0.718
0.95 614 2066 0.825 0.805
1.00 744 2567 1.0 1.0

Table D.1: Luminance as it varies based on RGB and distance of projector
from display.

D.1 Luminance as RGB Varies
Different grayscale values were explored. R, G, and B values were identical for

each measurement. RGB triplets ranging from 0 (black) to 1.0 (white) in incre-

ments of 0.05 were measured. The screen was rear-projected, and luminance val-

ues were measured from the front of the display. Two distances of projector to

display were explored: 1.0m and 2.15m. Raw and normalized results are shown in

Table D.1, and raw results are visualized in Figure D.1. Normalized values were

determined by treating the value at RGB=1.00 as 1.0 and scaling all other values.
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Figure D.1: Luminance as it varies based on RGB and distance of projector
from display.

Raw Normalized
Angle RGB 1.0 RGB 0.75 RGB 0.50 RGB 1.0 RGB 0.75 RGB 0.50
0.00 830 419 178 1.0 1.0 1.0
7.50 814 412 175 0.981 0.983 0.983
15.0 722 366 156 0.870 0.874 0.876
22.5 625 316 135 0.753 0.754 0.758
30.0 497 252 108 0.599 0.601 0.607
37.5 399 204 88.2 0.481 0.487 0.496
45.0 331 169 73.7 0.399 0.403 0.414
52.5 276 141 62.0 0.333 0.337 0.348
60.0 231 119 52.6 0.278 0.284 0.296
67.5 193 100 44.7 0.233 0.239 0.251
75.0 165 85.5 38.8 0.199 0.204 0.218

Table D.2: Luminance as it varies based on angle of meter to display.

D.2 Luminance as Angle Varies
We measured luminance at a fixed point on the display as measured from a point a

certain distance and certain angle from the fixed point. Raw and normalized results

are shown in Table D.2 and raw results are visualized in Figure D.2.
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Figure D.2: Luminance as it varies based on angle.
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